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## Preface

I was delighted when World Scientific Publishing Company expressed enthusiasm for printing the second edition of this book, Theoretical Nuclear and Subnuclear Physics, originally published by Oxford University Press in 1995. I am also pleased that Oxford has given, "(unlimited) permission to use the material of the first edition in the second one ..."

The original motivation for writing this book was two-fold. First, I wanted to lay out the intellectual foundation for the construction of CEBAF, the Continuous Electron Beam Accelerator Facility, of which I was Scientific Director in its initial phase from 1986-1992. Second, I wanted to help bring young people to the point where they could make their own original contributions on the scientific frontiers of nuclear and hadronic physics.

CEBAF, now TJNAF (the Thomas Jefferson National Accelerator Facility), is currently a functioning laboratory, continually producing important scientific results. The need to "sell" it no longer exists. Furthermore, in 2001 the author published a book with Cambridge University Press entitled Electron Scattering for Nuclear and Nucleon Structure, which focuses on the foundation of this field and eliminates the need for a disproportionate emphasis on this topic. Correspondingly, the chapters on CEBAF's role at the end of the various parts in the first edition of this book have been eliminated. In Part 1, a chapter on the many-particle shell model now replaces it.

One of the major advances in nuclear theory in the past decade has been the placing of model hadronic field theories of the nuclear many-body system (quantum hadrodynamics, or QHD) on a firm theoretical foundation through the implementation of effective field theory for quantum chromodynamics (QCD); furthermore, relativistic mean field theory now finds justification through density functional theory, and one has a deeper understanding of the reasons for its successful phenomenology. Furnstahl, Serot, and Tang are the individuals primarily responsible for this development. Two new chapters on these topics are now included in Part 2. The chapter on the model QHD-II has correspondingly been eliminated, as has the chapter on Weinberg's chiral transformation, which the author believes is more
easily understood through the discussion of the transformation properties of the effective lagrangian; a new appendix on this topic is also included.

Another major thrust of modern nuclear physics is the search for, and characterization of, the quark-gluon plasma through relativistic heavy-ion reactions. A new chapter on this topic is now included, which also contains an introduction to transport theory.

Motivated primarily by the "solar neutrino problem," a major experimental breakthrough in the past decade has been in our understanding of neutrinos, in particular, that they have mass and that there is neutrino mixing. This is one of the few developments that extends the very successful standard model of the electroweak interactions. A new chapter on neutrinos is included in Part 4. A single new chapter on electron scattering completes that part.

To conserve length, three chapters have been eliminated: "Nuclear matter with a realistic interaction" from Part 1 (a discussion of modern interactions based on effective field theory is included), "More models" from Part 3, and "Electroweak radiative corrections" from Part 4 (although appropriate Feynman rules remain). A new appendix on units and conventions has been added. Relevant sections of the text have been updated and recent references included. There is now a unified bibliography.

Preparing a new edition has allowed the author to eliminate the typos in the text, most of which were caused by his wayward fingers - the availability of Spellcheck is now of great assistance. Errors in the formulae, which fortunately were few and far between, have hopefully also all been eliminated.

The expression and understanding of the strong interactions in the nuclear and hadronic domain remains one of the most interesting and challenging aspects of physics. To the best of our knowledge, these are the same phenomena and rules that govern not only the behavior in the world around us, but also in the fiery interior of the objects in the most distant galaxies in deep space. I am fond of telling my students that the neutron and I are the same age, as the neutron was discovered in 1932, the year that I was born. It is incredible how our understanding of nuclear and hadronic phenomena has evolved within the span of one person's lifetime. It has been a privilege, and source of deep satisfaction, to have been able to participate in that understanding and development.

It is my belief that the material in this second edition will continue to be relevant for the foreseeable future. The book is now focused on the second of the original goals, and the presentation is a more complete and balanced one. It is my hope that the current edition will provide a useful text for a modern, advanced graduate course on nuclear and hadronic physics for some time to come. I am fully aware that the text is a challenging one; however, I hope that dedicated students will continue to enjoy some of the understanding obtained from it and to share some of the pleasure I took in writing it.

I would like to thank Brian Serot for his reading of the manuscript.

Williamsburg, Virginia
March 31, 2004

John Dirk Walecka
Governor's Distinguished CEBAF
Professor of Physics, Emeritus
College of William and Mary
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## Chapter 1

## Nuclear forces - a review

The motivation and goals for this book have been discussed in detail in the preface. Part 1 of the book is on Basic Nuclear Structure, where [B152, Bo69, Fe71, Bo75, de74, Pr82, Si87, Ma89, Fe91] provide good background texts. ${ }^{1}$ This first chapter is concerned with the essential properties of the nuclear force as described by phenomenological two-nucleon potentials. The discussion summarizes many years of extensive experimental and theoretical effort; it is meant to be a brief review and summary. It is assumed that the concepts, symbols, and manipulations in this first chapter are familiar to the reader.

### 1.1 Attractive

That the strong nuclear force is basically attractive is demonstrated in many ways: a bound state of two nucleons, the deuteron, exists in the spin triplet state with $\left(J^{\pi}, T\right)=\left(1^{+}, 0\right)$; interference with the known Coulomb interaction in $p p$ scattering demonstrates that the force is also attractive in the spin singlet ${ }^{1} S_{0}$ state; and, after all, atomic nuclei are self-bound systems.

### 1.2 Short-range

Nucleon-nucleon scattering is observed to be isotropic, or s-wave with $l=0$, up to $\approx 10 \mathrm{MeV}$ in the center-of-mass (C-M) system. The reduced mass is $1 / \mu_{\text {red }}=$ $1 / m+1 / m=2 / m$. This allows one to make a simple estimate of the range of the

[^0]nuclear force through the relations
\[

$$
\begin{align*}
\hbar l_{\max } & =r p \\
l_{\max } & =r \sqrt{\frac{2 \mu_{\mathrm{red}} E}{\hbar^{2}}} \\
l_{\max } & \approx r(\text { Fermis }) \sqrt{\frac{E}{40} \mathrm{MeV}} \tag{1.1}
\end{align*}
$$
\]

Here we have used the numerical relations (worth remembering)

$$
\begin{align*}
1 \text { Fermi } & \equiv 1 \mathrm{fm} \\
& \equiv 10^{-13} \mathrm{~cm} \\
\frac{\hbar^{2}}{2 m_{p}} & \approx 20.7 \mathrm{MeV} \mathrm{fm}^{2} \tag{1.2}
\end{align*}
$$

A combination of these results indicates that the range of the nuclear force is

$$
\begin{equation*}
r \approx \text { few Fermis } \tag{1.3}
\end{equation*}
$$

### 1.3 Spin dependent

The neutron-proton cross section $\sigma_{n p}$ is much too large at low energy to come from any reasonable potential fit to the properties of the deuteron alone

$$
\begin{align*}
\sigma_{n p} & =\frac{3}{4}\left({ }^{3} \sigma\right)+\frac{1}{4}\left({ }^{1} \sigma\right) \\
\sigma_{n p} & =20.4 \times 10^{-24} \mathrm{~cm}^{2} \\
& \equiv 20.4 \text { barns } \tag{1.4}
\end{align*}
$$

At low energies, it is a result of effective range theory that the scattering measures only two parameters

$$
\begin{equation*}
k \cot \delta_{0}=-\frac{1}{a}+\frac{1}{2} r_{0} k^{2} \tag{1.5}
\end{equation*}
$$

where $a$ is the scattering length and $r_{0}$ is the effective range. The best current values for these quantities for $n p$ in the spin singlet and triplet states are $[\operatorname{Pr} 82]$

$$
\begin{array}{ll}
{ }^{1} a=-23.714 \pm 0.013 \mathrm{fm} & { }^{3} a=5.425 \pm 0.0014 \mathrm{fm} \\
{ }^{1} r_{0}=2.73 \pm 0.03 \mathrm{fm} & { }^{3} r_{0}=1.749 \pm 0.008 \mathrm{fm} \tag{1.6}
\end{array}
$$

The singlet state just fails to have a bound state ( $a=-\infty$ ), while the triplet state has just one, the deuteron, bound by 2.225 MeV .

### 1.4 Noncentral

The fact that the deuteron has a nonvanishing quadrupole moment indicates that there must be some $l=2$ mixed into the $l=0$ ground state. Therefore the two-nucleon potential cannot be invariant under spatial rotations alone. The most general velocity-independent potential that is invariant under overall rotations and reflections is

$$
\begin{align*}
V & =V_{0}(r)+\sigma_{1} \cdot \sigma_{2} V_{1}(r)+S_{12} V_{T}(r) \\
S_{12} & \equiv \frac{3\left(\sigma_{1} \cdot r\right)\left(\sigma_{2} \cdot r\right)}{r^{2}}-\sigma_{1} \cdot \sigma_{2} \tag{1.7}
\end{align*}
$$

The term $S_{12} V_{T}(r)$ gives rise to the tensor force. Several properties are of interest here:

- Since

$$
\begin{align*}
\mathbf{S} & =\frac{1}{2}\left(\sigma_{1}+\sigma_{2}\right) \\
4 \mathbf{S}^{2} & =4 S(S+1)=6+2 \sigma_{1} \cdot \sigma_{2} \tag{1.8}
\end{align*}
$$

It follows that

$$
\begin{align*}
\sigma_{1} \cdot \sigma_{2} & =-3 & & ; \operatorname{singlet}(S=0) \\
& =+1 & & ; \operatorname{triplet}(S=1) \tag{1.9}
\end{align*}
$$

- The total spin $S$ is a good quantum number for the two-nucleon system if the hamiltonian $H$ is symmetric under interchange of particle spins [as in Eq. (1.7)], for then the wave function must be either symmetric ( $S=1$ ) or antisymmetric ( $S=0$ ) under this symmetry; ${ }^{2}$
- Higher powers of the spin operators can be reduced to the form in Eq. (1.7) for spin-1/2 particles;
- Since the total spin operator annihilates the singlet state, $\left(\sigma_{1}+\sigma_{2}\right)^{1} \chi=0$, so does the tensor operator $S_{12}$

$$
\begin{equation*}
S_{12}\left[{ }^{1} \chi\right]=0 \tag{1.10}
\end{equation*}
$$

### 1.5 Charge independent

Charge independence states that the force between any two nucleons is the same $V_{p p}=V_{p n}=V_{n n}$ in the same state. The Pauli principle limits the states that are available to two identical nucleons. For two spin- $1 / 2$ nucleons, a complete basis can be characterized by eight quantum numbers, for clearly the states $\left|\mathbf{p}_{1}, s_{1} ; \mathbf{p}_{2}, s_{2}\right\rangle$ form such a basis. Alternatively, one can take as the good quantum numbers

[^1]Table 1.1 States of the two-nucleon system.

| States | ${ }^{1} S_{0}$ | ${ }^{1} P_{1}$ | ${ }^{1} D_{2}$ | ${ }^{3} S_{1}+{ }^{3} D_{1}$ | ${ }^{3} P_{0}$ | ${ }^{3} P_{1}$ | ${ }^{3} P_{2}+{ }^{3} F_{2}$ | ${ }^{3} D_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parity | + | - | + | + | - | - | - | + |
| Particle | - | + | - | + | - | - | - | + |
| exchange |  |  |  |  |  |  |  |  |
|  | $n n$ |  | $n n$ |  | $n n$ | $n n$ | $n n$ |  |
| Particles | $n p$ | $n p$ | $n p$ | $n p^{a}$ | $n p$ | $n p$ | $n p$ | $n p$ |
|  | $p p$ |  | $p p$ |  | $p p$ | $p p$ | $p p$ |  |

${ }^{a}$ The deuteron.
$\left|E, J, M_{J}, S, \pi, \mathbf{P}_{\mathrm{CM}}\right\rangle$. Table 1.1 lists the first few states available to the two-nucleon system. The Pauli principle states that $n n$ and $p p$ must go into an overall antisymmetric state. ${ }^{3}$ Charge independence states that the forces are equal in those states where one can have all three types of particles including $n p$; the nuclear force is independent of the charge in these states. At low energy, the cross sections are given in terms of the singlet and triplet amplitudes by

$$
\begin{align*}
& \left(\frac{d \sigma}{d \Omega}\right)_{n p}=\frac{1}{4}\left|f\left({ }^{1} S_{0}\right)\right|^{2}+\frac{3}{4}\left|f\left({ }^{3} S_{1}\right)\right|^{2} \\
& \left(\frac{d \sigma}{d \Omega}\right)_{n n}=\frac{1}{4} \times 4\left|f\left({ }^{1} S_{0}\right)\right|^{2}=\left|f\left({ }^{1} S_{0}\right)\right|^{2} \tag{1.11}
\end{align*}
$$

### 1.6 Exchange character

At higher energies more partial waves contribute to the cross section. At high enough energies, one can use the Born approximation

$$
\begin{equation*}
\left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{CM}}=\left|\frac{2 \mu_{\mathrm{red}}}{4 \pi \hbar^{2}} \int e^{-i \mathbf{q} \cdot \mathbf{r}} V(r) d^{3} r\right|^{2} \tag{1.12}
\end{equation*}
$$

where the momentum transfer $\mathbf{q}$ is defined in Fig. 1.1. For large $\mathbf{q}$ the integrand oscillates rapidly and the integral goes to zero as sketched in Fig. 1.1. The experimental results for $n p$ scattering are shown in Fig. 1.2. There is significant backscattering, in fact, the cross section is approximately symmetric about $90^{\circ}$. If $f(\pi-\theta)=f(\theta)$ then only even $l$ partial waves contribute to the cross section; the odd $l$ 's will distort $d \sigma / d \Omega$.

To describe this situation one introduces the concept of an exchange force - a force that depends on the symmetry of the wave function.

[^2]

Fig. 1.1. Sketch of cross section in Born approximation.


Fig. 1.2. The $n-p$ differential cross section in the C-M system as a function of laboratory energy. From [Pr82].

The interaction is written $V(r) P_{\mathrm{M}}$ where the Majorana space exchange operator is defined by ${ }^{4}$

$$
\begin{equation*}
P_{\mathrm{M}} \phi\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) \equiv \phi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \tag{1.13}
\end{equation*}
$$

Hence since $\mathbf{r}=\mathbf{r}_{2}-\mathbf{r}_{1}$

$$
\begin{align*}
P_{\mathrm{M} \phi} \phi(\mathbf{r}) & =\phi(-\mathbf{r}) \\
P_{\mathrm{M}} Y_{l m}\left(\frac{\mathbf{r}}{|\mathbf{r}|}\right) & =(-1)^{l} Y_{l m}\left(\frac{\mathbf{r}}{|\mathbf{r}|}\right) \tag{1.14}
\end{align*}
$$

The odd $l$ in the amplitude can evidently be eliminated with a Serber force defined

[^3]by
\[

$$
\begin{equation*}
V \equiv V(r) \frac{1}{2}\left(1+P_{\mathrm{M}}\right) \tag{1.15}
\end{equation*}
$$

\]

The differential cross section in Born approximation with this interaction is

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{CM}} & =\left|\frac{2 \mu_{\mathrm{red}}}{4 \pi \hbar^{2}} \int e^{-i \mathbf{k}_{f} \cdot \mathbf{r}} V(r) \frac{1}{2}\left(1+P_{\mathrm{M}}\right) e^{i \mathbf{k}_{i} \cdot \mathbf{r}} d^{3} r\right|^{2} \\
& =\left|\frac{2 \mu_{\mathrm{red}}}{4 \pi \hbar^{2}} \int e^{-i \mathbf{k}_{f} \cdot \mathbf{r}} V(r) \frac{1}{2}\left(e^{i \mathbf{k}_{i} \cdot \mathbf{r}}+e^{-i \mathbf{k}_{i} \cdot \mathbf{r}}\right) d^{3} r\right|^{2} \tag{1.16}
\end{align*}
$$

This result is sketched in Fig. 1.3. The nuclear force has roughly a Serber exchange nature; it is very weak in the odd- $l$ states.


Fig. 1.3. Sketch of cross section in Born approximation with a Serber force.

### 1.7 Hard core

The $p p$ cross section is illustrated in Fig. 1.4.


Fig. 1.4. Same as Fig. 1.2 for $p-p$ scattering. From [Pr82].

Recall that since the particles are here identical, one necessarily has the relation $[d \sigma(\pi-\theta) / d \Omega]_{\mathrm{CM}}=[d \sigma(\theta) / d \Omega]_{\mathrm{CM}}$. Although the cross sections shown in Figs. 1.2 and 1.4 are very different, it is possible to make a charge-independent analysis of $n p$ and $p p$ scattering as first shown in detail by Breit and coworkers [Br39, Se68]. The overall magnitude of the $p p$ cross section indicates that more than s-wave nuclear scattering must be included (recall the unitarity bound of $\pi / k^{2}$ ), and the higher partial waves must interfere so as to give the observed flat angular distribution beyond the Coulomb peak. A hard core will change the sign of the s-wave phase shifts at high energy and allow the ${ }^{1} S-{ }^{1} D$ interference term in $p p$ scattering to yield a uniform angular distribution as first demonstrated by Jastrow [Ja51]; with a Serber force, it is only the states $\left({ }^{1} S_{0},{ }^{1} D_{2}\right)$ in Table 1.1 that contribute to nuclear $p p$ scattering. Recall that for a pure hard core potential the s-wave phase shift is negative $\delta_{0}=-k a$ as illustrated in Fig. 1.4.


Fig. 1.5. The s-wave phase shift for scattering from a hard-core potential.
With a finite attractive well outside of the hard core, one again expects to see the negative phase shift arising from the hard core at high enough energy. The experimental situation for the s-wave phase shifts in both $p p$ and $n p$ scattering is sketched in Fig. 1.6.


Fig. 1.6. Sketch of s-wave nucleon-nucleon phase shifts. After $[\operatorname{Pr} 82]$.
From an analysis of the data, one concludes that there is a hard core ${ }^{5}$ of radius

$$
\begin{equation*}
r_{\mathrm{c}} \approx 0.4 \text { to } 0.5 \mathrm{fm} \tag{1.17}
\end{equation*}
$$

in the relative coordinate in the nucleon-nucleon interaction.
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### 1.8 Spin-orbit force

It is difficult to explain the large nucleon polarizations observed perpendicular to the plane of scattering with just the central and tensor forces discussed above. To explain the data one must also include a spin-orbit potential of the form

$$
\begin{align*}
V & =-V_{\mathrm{SO}} \mathbf{L} \cdot \mathbf{S} \\
\mathbf{L} \cdot \mathbf{S} & =\frac{1}{2}[J(J+1)-l(l+1)-S(S+1)] \tag{1.18}
\end{align*}
$$

This last expression vanishes if either $S=0(l=J)$ or $l=0(S=J)$. The spinorbit force vanishes in s-states and is empirically observed to have a short range; thus it is only effective at higher energies.

### 1.9 Summary

The present situation with respect to our phenomenological knowledge of the nucleon-nucleon force is the following:

- The experimental scattering data can be fit up to laboratory energies of $\approx$ 300 MeV with a set of potentials depending on spins and parities ${ }^{1} V_{C}^{+},{ }^{3} V_{C}^{+}$, ${ }^{1} V_{C}^{-},{ }^{3} V_{C}^{-},{ }^{3} V_{T}^{+},{ }^{3} V_{T}^{-}$, etc;
- The potentials contain a hard core with $r_{\mathrm{c}} \approx 0.4$ to $0.5 \mathrm{fm} ;{ }^{6}$
- The forces in the odd-l states are relatively weak at low energies, and on the average slightly repulsive;
- The tensor force is necessary to understand the quadrupole moment of the deuteron (and its binding);
- A strong, short-range, spin-orbit force is necessary to explain the polarization at high energy.

Commonly used nucleon-nucleon potentials include the "Bonn potential" in [Ma89], the "Paris potential" [La80], and the "Reid potential" [Re68]. The first two contain the one-meson (boson) exchange potentials (OBEP) at large distances.

### 1.10 Meson theory of nuclear forces

The exchange of a neutral scalar meson of Compton wavelength $1 / m \equiv \hbar / m c$ (Fig. 1.7) in the limit of infinitely heavy sources gives rise to the celebrated

[^5]Yukawa potential [Yu35]

$$
\begin{equation*}
V(r)=-\frac{g^{2}}{4 \pi c^{2}} \frac{e^{-m r}}{r} \tag{1.19}
\end{equation*}
$$

A derivation of this result, as well as the potentials arising from other types of meson exchange, is given in appendix A.1.


Fig. 1.7. Contribution of neutral scalar meson exchange to the $N-N$ interaction.
In charge-independent pseudoscalar meson theory with a nonrelativistic coupling of $\boldsymbol{\tau}(\boldsymbol{\sigma} \cdot \nabla)$ at each vertex, one obtains a tensor force of the correct sign in the $N-N$ interaction. In fact, for this reason, Pauli [ Pa 48 ] claimed there had to be a long-range pseudoscalar meson exchange before the $\pi$-meson was discovered. Since the $\pi$ is the lightest known meson, the $1-\pi$ exchange potential is exact at large distances $r \rightarrow \infty$; mesons with higher mass $\bar{m}$ give a potential that goes as $e^{-\bar{m} r} / r$ by the uncertainty principle. The existence of this $1-\pi$ exchange tail in the $N-N$ interaction has by now been verified experimentally in many ways.

The Paris and Bonn potentials [La80, Ma89] include the exchange of ( $\pi, \sigma, \rho, \omega$ ) mesons with spin and isospin $\left(J^{\pi}, T\right)=\left(0^{-}, 1\right),\left(0^{+}, 0\right),\left(1^{-}, 1\right),\left(1^{-}, 0\right)$, respectively, in the long-range part of the $N-N$ potential. The short-distance behavior of the interaction is then parameterized.

One can get a qualitative understanding of the short-range repulsion and spinorbit force in the strong $N-N$ interaction by considering meson exchange and using the analogy with quantum electrodynamics (QED). Suppose one couples a neutral vector meson field, the $\omega$, to the conserved baryon current. Then just as with the Coulomb interaction in atomic physics, which is described by the coupling of a neutral vector meson field (the photon) to the conserved electromagnetic current:

- Like baryonic charges repel;
- Unlike baryonic charges (e.g., $p-\bar{p}$ ) attract;
- There will be a spin-orbit force;
- While the range of the Coulomb potential $1 / r$ is infinite because the mass of the photon vanishes $m_{\gamma}=0$, the range of the strong nuclear effects will be $\sim \hbar / m_{\omega} c$. Since the $\omega$ has a large mass, the force will be short-range.

The meson exchange theory of the nuclear force and its consequences are well summarized in [Ma89].

To get ahead of ourselves, there is now a theory of the strong interactions based on an underlying structure of quarks. The observed strongly interacting hadrons, mesons and nucleons, are themselves composites of quarks. The quarks interact through the exchange of gluons in a theory known as quantum chromodynamics (QCD). The quarks, gluons, and their interactions are confined to the interior of the hadrons. It is still true that the long-range part of the nuclear force must be described by meson exchange. How can one understand this? The key was provided by Weinberg [We90, We91]. In the low-energy nuclear domain, one can write an effective field theory in terms of hadrons as the generalized coordinates of choice. This theory must reflect the underlying symmetry structure of QCD [Be95]. Expansion in appropriate small dimensionless parameters (for example, $q / M$ in the nucleon-nucleon case), and a fit of coupling constants to experiment, then allow one to systematically compute other observables. This approach puts the meson theory of the nuclear force on a firm theoretical foundation, at least in the appropriate range of the expansion parameters. Application of this effective field theory approach to the $N-N$ force can be found in [Or92, Or94, Or96]. The very large scattering lengths in $N-N$ scattering put another characteristic length in the problem and one must be careful in making the proper expansions [Ka96, Ka98, Ka98a]. Results from this effective field theory approach are quite satisfying [Ep00]. Of course, given an effective lagrangian one can proceed to calculate other quantities such as the three-nucleon force, that is, the force present in addition to the additive two-body interactions when three nucleons come together [We92a, Fr99, Ep02]. The up-to-date developments in the theory of two- and three-nucleon forces can always be found in the proceedings of the most recent International Conference on Few-Body Physics (e.g. [Fe01]). ${ }^{7}$

We shall spend a large part of the remainder of this book on effective hadronic field theory and QCD. For now, we return to some basic elements of nuclear structure which ultimately reflect their consequences.
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## Chapter 2

## Nuclear matter

### 2.1 Nuclear radii and charge distributions

The best information we have about nuclear charge distributions comes from electron scattering, where one uses short-wavelength electrons to explore the structure [Wa01]. In the work of Hofstadter and colleagues at Stanford [Ho56] a phaseshift analysis was made of elastic electron scattering from an arbitrary charge distribution through the Coulomb interaction. The best fit to the data, on the average, was found with the following shape, illustrated in Fig. 2.1

$$
\begin{equation*}
\rho=\frac{\rho_{0}}{1+e^{(r-R) / a}} \tag{2.1}
\end{equation*}
$$



Fig. 2.1. Two parameter fit to the nuclear charge distribution given in Eq. (2.1).

Several features of the empirical results are worthy of note:

1. $(A / Z) \rho_{0}$, the central nuclear density, is observed to be constant from nucleus to nucleus.
2. The radius to $1 / 2$ the maximum $\rho$ is observed to vary with nucleon number $A$ according to ${ }^{1}$

[^7]\[

$$
\begin{equation*}
R=r_{0} A^{1 / 3} \tag{2.2}
\end{equation*}
$$

\]

where the half-density radius parameter $r_{0}$ is given by

$$
\begin{equation*}
r_{0} \approx 1.07 \mathrm{fm} \tag{2.3}
\end{equation*}
$$

We assume that the neutron density tracks the proton density and that the neutrons are confined to the same nuclear volume. ${ }^{2}$ This means that the nuclear density $A / V$ is given by

$$
\begin{align*}
\frac{A}{V} & =\frac{3}{4 \pi r_{0}^{3}}  \tag{2.4}\\
& \approx 1.95 \times 10^{38} \text { particles } / \mathrm{cm}^{3}
\end{align*}
$$

One thus concludes nuclear matter has a constant density from nucleus to nucleus;
3. It is an experimental fact that for a proton [Ch56]

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{p}^{1 / 2} \approx 0.77 \mathrm{fm} \tag{2.5}
\end{equation*}
$$

If the nucleus is divided into cubical boxes so that $A / V \equiv 1 / l^{3}$ then Eq. (2.4) implies that $l=1.72 \mathrm{fm}$. Is $l \gg 2 r_{p}$ so that the nucleus can, to a first approximation, be treated as a collection of undistorted nonrelativistic nucleons interacting through static two-body potentials? We will certainly start our description of nuclear physics working under this assumption! It is evident, however, that these dimensions are very close, and the internal structure of the nucleon will have to be taken into account as we progress.
4. The surface thickness of the nucleus, defined to be the distance over which the density in Eq. (2.1) falls from $0.9 \rho_{0}$ to $0.1 \rho_{0}$ is given by

$$
\begin{equation*}
t \approx 2.4 \mathrm{fm} \tag{2.6}
\end{equation*}
$$

for nuclei from Mg to $\mathrm{Pb}^{3}$
5. The mean square radius of a sphere of radius $R_{\mathrm{C}}$ of uniform charge density $\rho$ (Fig. 2.2) is given by

$$
\begin{align*}
\left\langle r^{2}\right\rangle & =\frac{\int_{0}^{R_{\mathrm{C}}} 4 \pi r^{2} d r \cdot r^{2}}{\int_{0}^{R_{\mathrm{C}}} 4 \pi r^{2} d r} \\
& =\frac{3}{5} R_{\mathrm{C}}^{2} \tag{2.7}
\end{align*}
$$

One can thus also define an equivalent uniform density parameter $r_{0 C}$ through

$$
\begin{equation*}
R_{\mathrm{C}}=r_{0 \mathrm{C}} A^{1 / 3} \tag{2.8}
\end{equation*}
$$

[^8]The values of $r_{0 C}$ for two typical nuclei are

| $r_{0 \mathrm{C}}$ | Nucleus |
| ---: | :---: |
| 1.32 fm | ${ }_{20}^{40} \mathrm{Ca}$ |
| 1.20 fm | ${ }_{83}^{209} \mathrm{Bi}$ |



Fig. 2.2. Equivalent uniform charge density.
6. It is important to remember that it is the nuclear charge distribution that is measured in electron scattering; ${ }^{4}$ the nuclear force range may extend beyond this.

### 2.2 The semiempirical mass formula

A useful expression for the average energy of nuclei in their ground states, or nuclear masses, can be obtained by picturing the nucleus as a liquid drop. With twice as much liquid, there will be twice the energy of condensation, or binding energy. A first term in the energy will thus represent this bulk property of nuclear matter

$$
\begin{equation*}
E_{1}=-a_{1} A \tag{2.10}
\end{equation*}
$$

The nucleons at the surface are only attracted by the nucleons inside. This gives rise to a surface tension and surface energy which decreases the binding

$$
\begin{align*}
E_{2} & =\sigma(\text { surface tension }) \times(\text { area }) \\
& =4 \pi \sigma R^{2} \\
& =\left(4 \pi r_{0}^{2} \sigma\right) A^{2 / 3} \\
& \equiv a_{2} A^{2 / 3} \tag{2.11}
\end{align*}
$$

[^9]To this will be added the Coulomb interaction of $Z$ protons, assumed uniformly distributed over the nucleus ${ }^{5}$

$$
\begin{align*}
E_{3} & =\frac{3}{5} \frac{Z(Z-1)}{4 \pi R_{\mathrm{C}}} e^{2} \\
& =\frac{3}{5} \frac{e^{2}}{4 \pi r_{0 \mathrm{C}}} \frac{Z(Z-1)}{A^{1 / 3}} \\
& \approx a_{3} \frac{Z^{2}}{A^{1 / 3}} \tag{2.12}
\end{align*}
$$

To proceed further, some specifically nuclear effects must be included:

1. It is noted empirically that existing nuclei prefer to have $N=Z$. A symmetry energy will be added to take this into account. If one has twice as many particles with the same $N / Z$, one will have twice the symmetry energy as a consequence of the bulk property of nuclear matter. With a parabolic approximation ( $C$ is just a constant), the symmetry energy takes the form

$$
\begin{align*}
E_{4} & \approx C\left(\frac{1}{2}-\frac{Z}{N+Z}\right)^{2} A \\
& =\frac{C}{4 A^{2}}(A-2 Z)^{2} A \\
& \equiv a_{4} \frac{(A-2 Z)^{2}}{A} \tag{2.13}
\end{align*}
$$

2. It is also noted experimentally that nuclei prefer to have even numbers of the same kinds of particles, protons or neutrons. For example

- There are only 4 stable odd-odd nuclei: ${ }_{1}^{2} \mathrm{H},{ }_{3}^{6} \mathrm{Li},{ }_{5}^{10} \mathrm{~B},{ }_{7}^{14} \mathrm{~N}$;
- There is only 1 stable odd $A$ nuclear isobar;
- For even $A$ there may be 2 or more stable nuclei with even $Z$ and even $N$.

The schematic representation of the nuclear energy surfaces for these different cases is shown in Fig. 2.3, along with the possible $\beta$-decay transitions.

It is a general rule, which follows from energetics, that of two nuclei with the same $A$, and with $Z$ differing by 1 , at least one is $\beta$-unstable. The bottom two even-even nuclei in Fig. 2.3 can only get to each other by double $\beta$-decay, which is extremely rare. To represent these observations, a pairing energy will be included in the nuclear energy

$$
\begin{equation*}
E_{5}=\lambda \frac{a_{5}}{A^{3 / 4}} \tag{2.14}
\end{equation*}
$$

Here $\lambda=+1$ for odd-odd, 0 for odd-even, and -1 for even-even nuclei, representing the contributions of 1 or 2 extra pairs of identical nucleons. The $A^{-3 / 4}$ dependence is empirical.

[^10]


Fig. 2.3. Nuclear energy surfaces for odd $A$, and even $A$ nuclei.
A combination of these terms leads to the Weizsäcker semiempirical mass formula [Vo35]

$$
\begin{equation*}
E=-a_{1} A+a_{2} A^{2 / 3}+a_{3} \frac{Z^{2}}{A^{1 / 3}}+a_{4} \frac{(A-2 Z)^{2}}{A}+\lambda \frac{a_{5}}{A^{3 / 4}} \tag{2.15}
\end{equation*}
$$

One empirical determination of the parameters appearing in this expression is given by $[\mathrm{Gr} 54]^{6}$

$$
\begin{align*}
a_{1}=15.75 \mathrm{MeV} & a_{2}=17.8 \mathrm{MeV} \\
a_{3}=0.710 \mathrm{MeV} & a_{4}=23.7 \mathrm{MeV} \\
a_{5}=34 \mathrm{MeV} & \tag{2.16}
\end{align*}
$$

The empirical value of $a_{3}$ implies $r_{0 C}=1.22 \mathrm{fm}$, in remarkably good agreement with the values in Eq. (2.9).

There are only two terms in Eq. (2.15) that depend on $Z$. The stable value $Z^{*}$ is found by minimization at fixed $A$; for odd $A$ nuclei $\lambda=0$, and there is a single $Z^{*}$. The condition $d E /\left.d Z\right|_{A}=0$ yields the value

$$
\begin{equation*}
Z^{*}=\frac{A}{2+a_{3} A^{2 / 3} / 2 a_{4}} \tag{2.17}
\end{equation*}
$$

For light nuclei, say up to $A=40$, this gives $Z^{*} \approx A / 2$. The result in Eq. (2.17) is sketched in Fig. 2.4 in terms of the equilibrium neutron number $N^{*}=A-Z^{*}$ vs $Z^{*}$ and compared with $N=Z=A / 2$.

The mass formula and value of $Z^{*}$ here are mean values, and the average fit to nuclear masses is excellent. ${ }^{7}$ The semiempirical mass formula is of great utility, for

[^11]example, in discussing nuclear fission, permitting one to tell when the energy of two nuclear fragments is less than the energy of an initial (perhaps excited) nucleus, and hence when there will be an energy release in the fission process. This semiempirical approach can also be extended to take into account fluctuations of masses about the mean values. Such fluctuations can arise, for example, from shell structure, which is discussed later in this part of the book.


Fig. 2.4. Equilibrium neutron number $N^{*}=A-Z^{*}$ vs $Z^{*}$ compared with $N=$ $Z=A / 2$.

### 2.3 Nuclear matter

We are now in a position to define a substance called nuclear matter.
(1) Let $A \rightarrow \infty$ so that surface properties are negligible with respect to bulk properties; set $N=Z$ so that the symmetry energy vanishes; and then turn off the electric charge so that there is no Coulomb interaction. The resulting extended, uniform material is known as nuclear matter. It evidently has a binding energy/nucleon of

$$
\begin{equation*}
\frac{E}{A} \approx-15.7 \mathrm{MeV} \tag{2.18}
\end{equation*}
$$

That this expression is a constant independent of $A$ is known as the saturation of nuclear forces;
(2) Picture nuclear matter as a degenerate Fermi gas (Fig. 2.5). The degeneracy factor is 4 corresponding to neutrons and protons with spin up and spin down ( $n \uparrow n \downarrow p \uparrow p \downarrow$ ). The total number of occupied levels is $A$. Thus

$$
\begin{equation*}
A=\frac{4 V}{(2 \pi)^{3}} \int_{0}^{k_{\mathrm{F}}} d^{3} k \tag{2.19}
\end{equation*}
$$

This yields

$$
\begin{equation*}
\frac{A}{V}=\frac{2}{3 \pi^{2}} k_{\mathrm{F}}^{3} \tag{2.20}
\end{equation*}
$$

or, with the aid of Eq. (2.4)

$$
\begin{equation*}
k_{\mathrm{F}} r_{0}=\left(\frac{9 \pi}{8}\right)^{1 / 3}=1.52 \tag{2.21}
\end{equation*}
$$

The insertion of Eq. (2.3) then gives

$$
\begin{equation*}
k_{\mathrm{F}} \approx 1.42 \times 10^{13} \mathrm{~cm}^{-1}=1.42 \mathrm{fm}^{-1} \tag{2.22}
\end{equation*}
$$

This Fermi wave number provides a convenient parameterization of the density of nuclear matter. ${ }^{8}$


Fig. 2.5. Nuclear matter as a degenerate Fermi gas.
The theoretical challenge is to understand the bulk properties of nuclear matter in Eqs. (2.18) and (2.22) in terms of the strong nuclear force. In Part 2 of this book we discuss nuclear matter within the framework of relativistic hadronic field theories. In this first Part 1, we work within the context of phenomenological twobody potentials and the nonrelativistic many-particle Schrödinger equation. We start the discussion with a simple independent-particle, Fermi-gas model of the extended uniform system of nuclear matter.
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## Chapter 3

## The independent-particle Fermi-gas model

The goal of this chapter is to develop an initial description of a large uniform sample of nuclear matter with $A$ nucleons in a cubical volume $V$ where one takes $A, V \rightarrow \infty$ at fixed baryon density $A / V=\rho_{\mathrm{B}}=2 k_{\mathrm{F}}^{3} / 3 \pi^{2}$. Periodic boundary conditions will be applied. The single-particle eigenfunctions are plane waves

$$
\begin{equation*}
\phi_{\mathbf{k}}(\mathbf{x})=\frac{1}{\sqrt{V}} e^{i \mathbf{k} \cdot \mathbf{x}} \tag{3.1}
\end{equation*}
$$

The form of these coordinate space wave functions follows from translation invariance. They are solutions to the Hartree-Fock equations, and since the Hartree-Fock equations follow from a variational principle, they form the best single-particle wave functions. This is the appeal of nuclear matter; the starting single-particle wave functions are known and simple.

Nuclear matter is composed of both protons and neutrons with spin up and spin down. We know from charge independence that protons and neutrons look like identical particles as far as the nuclear force is concerned. We will treat them as just two different charge states of the same particle, a nucleon.

### 3.1 Isotopic spin

The nucleons will be given an additional internal degree of freedom that takes two values and distinguishes protons and neutrons. In strict analogy with ordinary spin $1 / 2$ one introduces

$$
\begin{equation*}
\eta_{p}=\binom{1}{0} \quad \eta_{n}=\binom{0}{1} \tag{3.2}
\end{equation*}
$$

The operators in this simple two-dimensional space are $1, \tau$, which form a complete set of $2 \times 2$ matrices. If the spin and isospin dependence is included, the singleparticle wave functions then take the form

$$
\begin{equation*}
\psi_{\mathbf{k}, \lambda, \rho}=\phi_{\mathbf{k}} \chi_{\lambda} \eta_{\rho} \tag{3.3}
\end{equation*}
$$

Here $\chi_{\lambda}$ is the spin wave function with $\chi_{\uparrow}=\binom{1}{0}, \chi_{\downarrow}=\binom{0}{1}$ and $\eta_{\rho}$ is the isospin wave function given above. The new isospin coordinate identifies the nature of the nucleon through its charge $q=\frac{1}{2}\left(1+\tau_{3}\right)$.

### 3.2 Second quantization

The hamiltonian for this system is given in second quantization by [ Fe 71 ]

$$
\begin{align*}
\hat{H} & =\sum_{\mathbf{k} \lambda \rho} \sum_{\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}} a_{\mathbf{k} \lambda \rho}^{\dagger}\langle\mathbf{k} \lambda \rho| T\left|\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right\rangle a_{\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}}+\frac{1}{2} \sum_{\mathbf{k}_{1} \lambda_{1} \rho_{1}} \ldots \sum_{\mathbf{k}_{4} \lambda_{4} \rho_{4}} \\
& \times a_{\mathbf{k}_{1} \lambda_{1} \rho_{\mathbf{1}}}^{\dagger} a_{\mathbf{k}_{2} \lambda_{2} \rho_{2}}^{\dagger}\left\langle\mathbf{k}_{1} \lambda_{1} \rho_{1}, \mathbf{k}_{2} \lambda_{2} \rho_{2}\right| V\left|\mathbf{k}_{3} \lambda_{3} \rho_{3}, \mathbf{k}_{4} \lambda_{4} \rho_{4}\right\rangle a_{\mathbf{k}_{4} \lambda_{4} \rho_{4}} a_{\mathbf{k}_{3} \lambda_{3} \rho_{3}} \tag{3.4}
\end{align*}
$$

Here the fermion creation and destruction operators satisfy the canonical anticommutation relations ${ }^{1}$

$$
\begin{equation*}
\left\{a_{\mathbf{k} \lambda \rho}, a_{\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}}^{\dagger}\right\}=\delta_{\mathbf{k} \mathbf{k}^{\prime}} \delta_{\lambda \lambda^{\prime}} \delta_{\rho \rho^{\prime}} \tag{3.5}
\end{equation*}
$$

It is assumed for the present purposes that the two-body potential is non-singular and that all the matrix elements in Eq. (3.4) exist.

Let $|F\rangle$ be the normalized noninteracting Fermi gas ground state with neutron and proton levels with spin up and spin down filled equally to the Fermi wave number $k_{F}$ (Fig. 2.5). First-order perturbation theory then gives the total energy of the system according to

$$
\begin{equation*}
E_{0}+E_{1}=\langle F| \hat{H}|F\rangle \tag{3.6}
\end{equation*}
$$

### 3.3 Variational estimate

In fact, this first-order calculation also provides a rigorous bound since the variational principle tells us that

$$
\begin{equation*}
E \leq\langle F| \hat{H}|F\rangle \tag{3.7}
\end{equation*}
$$

[^13]where $E$ is the exact ground state energy of the fully interacting system. It follows from the expectation value that
\[

$$
\begin{align*}
& E_{0}+E_{1}= \\
& \quad 4 \sum_{\mathbf{k}}^{k_{\mathrm{F}}} \frac{\hbar^{2} k^{2}}{2 m}+\frac{1}{2} \sum_{\mathbf{k}_{1} \lambda_{1} \rho_{1}} \ldots \sum_{\mathbf{k}_{4} \lambda_{4} \rho_{4}}\left\langle\mathbf{k}_{1} \lambda_{1} \rho_{1}, \mathbf{k}_{2} \lambda_{2} \rho_{2}\right| V\left|\mathbf{k}_{3} \lambda_{3} \rho_{3}, \mathbf{k}_{4} \lambda_{4} \rho_{4}\right\rangle \\
& \quad \times\langle F| a_{\mathbf{k}_{1} \lambda_{1} \rho_{1}}^{\dagger} a_{\mathbf{k}_{2} \lambda_{2} \rho_{2}}^{\dagger} a_{\mathbf{k}_{4} \lambda_{4} \rho_{4}} a_{\mathbf{k}_{3} \lambda_{3} \rho_{3}}|F\rangle \tag{3.8}
\end{align*}
$$
\]

All the operators in this last expression must refer to particles within the Fermi sea or the matrix element vanishes. The expectation value then gives $\left[\delta_{\mathbf{k}_{1} \mathbf{k}_{3}} \delta_{\lambda_{1} \lambda_{3}} \delta_{\rho_{1} \rho_{3}}\right]$ $\left[\delta_{\mathbf{k}_{2} \mathbf{k}_{4}} \delta_{\lambda_{2} \lambda_{4}} \delta_{\rho_{2} \rho_{4}}\right]-\left[\delta_{\mathbf{k}_{1} \mathbf{k}_{4}} \delta_{\lambda_{1} \lambda_{4}} \delta_{\rho_{1} \rho_{4}}\right]\left[\delta_{\mathbf{k}_{2} \mathbf{k}_{3}} \delta_{\lambda_{2} \lambda_{3}} \delta_{\rho_{2} \rho_{3}}\right]$ from which the energy follows as

$$
\begin{align*}
E_{0}+ & E_{1}=4 \sum_{\mathbf{k}}^{k_{\mathrm{F}}} \frac{\hbar^{2} k^{2}}{2 m}+\frac{1}{2} \sum_{\mathbf{k} \lambda \rho}^{k_{\mathrm{F}}} \sum_{\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}}^{k_{\mathrm{F}}} \times \\
& \{\underbrace{\left\langle\mathbf{k} \lambda \rho, \mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right| V\left|\mathbf{k} \lambda \rho, \mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right\rangle}_{V_{\mathrm{D}}}-\underbrace{\left\langle\mathbf{k} \lambda \rho, \mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right| V\left|\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}, \mathbf{k} \lambda \rho\right\rangle}_{V_{\mathrm{E}}}\} \tag{3.9}
\end{align*}
$$

The first term in brackets is known as the direct interaction ( $V_{\mathrm{D}}$ ) and the second is the exchange interaction $\left(V_{\mathrm{E}}\right)$.

As an example, consider

$$
\begin{equation*}
V=V(r)\left(a_{\mathrm{W}}+a_{\mathrm{M}} P_{\mathrm{M}}\right) \tag{3.10}
\end{equation*}
$$

where $a_{\mathrm{M}}$ and $a_{\mathrm{W}}$ are positive constants and $P_{\mathrm{M}}$ is the Majorana space exchange operator (chapter 1). Assume that $V(r)$ is nonsingular and that the volume integral of the potential $v=\int V(r) d^{3} r$ exists; take it to be a negative quantity representing the attractive nature of the nuclear force. Assume further that $V(r)$ has no spin dependence; in fact, the actual spin dependence of the nuclear force is quite weak the ${ }^{1} S_{0}$ state is just unbound, while the ${ }^{3} S_{1}$ is just bound. We proceed to evaluate the required matrix elements of the potential in Eq. (3.9). The direct term is given by

$$
\begin{align*}
V_{\mathrm{D}}= & \frac{1}{V^{2}} \iint d^{3} x d^{3} y e^{-i \mathbf{k} \cdot \mathbf{x}} e^{-i \mathbf{k}^{\prime} \cdot \mathbf{y}} \chi_{\lambda}^{\dagger}(1) \chi_{\lambda^{\prime}}^{\dagger}(2) \eta_{\rho}^{\dagger}(1) \eta_{\rho^{\prime}}^{\dagger}(2) \\
& \times V(\mathbf{x}-\mathbf{y}) e^{i \mathbf{k} \cdot \mathbf{x}} e^{i \mathbf{k}^{\prime} \cdot \mathbf{y}} \chi_{\lambda}(1) \chi_{\lambda^{\prime}}(2) \eta_{\rho^{\prime}}(1) \eta_{\rho^{\prime}}(2) \\
= & \frac{1}{V}\left[a_{\mathrm{W}} \int V(z) d^{3} z+a_{\mathrm{M}} \int e^{-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{z}} V(z) d^{3} z\right] \tag{3.11}
\end{align*}
$$

where we have defined $\mathbf{z} \equiv \mathbf{x}-\mathbf{y}$. The exchange term follows in exactly the same fashion as

$$
\begin{equation*}
V_{\mathrm{E}}=\frac{1}{V} \delta_{\lambda \lambda^{\prime}} \delta_{\rho \rho^{\prime}}\left[a_{\mathrm{W}} \int e^{-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{z}} V(z) d^{3} z+a_{\mathrm{M}} \int V(z) d^{3} z\right] \tag{3.12}
\end{equation*}
$$

The total energy in Eq. (3.9) thus becomes

$$
\begin{align*}
E_{0}+E_{1}= & \frac{3}{5} \frac{\hbar^{2} k_{\mathrm{F}}^{2}}{2 m} A+\frac{V}{2} \frac{1}{(2 \pi)^{6}} \iint^{k_{\mathbf{F}}} d^{3} k d^{3} k^{\prime} \\
& \times\left\{16\left(a_{\mathrm{W}} v+a_{\mathrm{M}} \int e^{-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{z}} V(z) d^{3} z\right)\right. \\
& \left.-4\left(a_{\mathrm{M}} v+a_{\mathrm{W}} \int e^{-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{z}} V(z) d^{3} z\right)\right\} \tag{3.13}
\end{align*}
$$

The required momentum integrals are evaluated as

$$
\begin{align*}
\int_{0}^{k_{\mathrm{F}}} d^{3} k e^{i \mathbf{k} \cdot \mathbf{x}} & =4 \pi \int_{0}^{k_{\mathrm{F}}} k^{2} j_{0}(k x) d k=\frac{4 \pi}{x^{3}} \int_{0}^{k_{\mathrm{F}} x} \rho^{2} j_{0}(\rho) d \rho \\
& =\frac{4 \pi}{x^{3}}\left(k_{\mathrm{F}} x\right)^{2} j_{1}\left(k_{\mathrm{F}} x\right)=\frac{4 \pi k_{\mathrm{F}}^{3}}{3}\left[\frac{3 j_{1}\left(k_{\mathrm{F}} x\right)}{k_{\mathrm{F}} x}\right] \tag{3.14}
\end{align*}
$$

The remaining volume is expressed in terms of the total number of nucleons as $V=3 \pi^{2} A / 2 k_{\mathrm{F}}^{3}$ and the energy becomes

$$
\begin{align*}
\frac{E_{0}+E_{1}}{A}= & \frac{3}{5} \frac{\hbar^{2} k_{\mathrm{F}}^{2}}{2 m}+\frac{k_{\mathrm{F}}^{3}}{12 \pi^{2}}\left\{\left(4 a_{\mathrm{W}}-a_{\mathrm{M}}\right) \int V(z) d^{3} z\right. \\
& \left.+\left(4 a_{\mathrm{M}}-a_{\mathrm{W}}\right) \int\left[\frac{3 j_{1}\left(k_{\mathrm{F}} z\right)}{k_{\mathrm{F}} z}\right]^{2} V(z) d^{3} z\right\} \tag{3.15}
\end{align*}
$$

Since $\left[3 j_{1}\left(k_{\mathrm{F}} z\right) / k_{\mathrm{F}} z\right]^{2} \rightarrow 0$ as $k_{\mathrm{F}} \rightarrow \infty$ for all finite $z$, the second term in brackets becomes negligible at high baryon density. Thus unless $\left(4 a_{\mathrm{W}}-a_{\mathrm{M}}\right)<0$ or $a_{\mathrm{M}}>4 a_{\mathrm{W}}$ the system will be unstable against collapse. This is a rigorous result since this lowest order calculation is variational; the true ground state energy must lie below this value. Thus, as illustrated in Fig. 3.1, the true system must become more bound as $k_{\mathrm{F}} \rightarrow \infty$ and hence the system is unstable against collapse.


Fig. 3.1. Variational estimate for energy of true ground state of nuclear matter with the nonsingular potential in Eq. (3.10).

Experimentally, the nuclear potential is approximately a Serber force with $a_{M} \approx$ $a_{\mathrm{W}}$. We have proven the following theorem for such an interaction:

A nonsingular Serber force with $\int V(z) d^{3} z<0$ does not lead to nuclear saturation.

### 3.4 Single-particle potential

The single-particle Hartree-Fock potential that a nucleon feels in nuclear matter at any density can readily be identified from this calculation as

$$
\begin{align*}
U(\mathbf{k})_{\lambda \rho}= & \sum_{\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}}^{k_{\mathrm{F}}}\left\{\left\langle\mathbf{k} \lambda \rho, \mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right| V\left|\mathbf{k} \lambda \rho, \mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right\rangle\right. \\
& \left.-\left\langle\mathbf{k} \lambda \rho, \mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}\right| V\left|\mathbf{k}^{\prime} \lambda^{\prime} \rho^{\prime}, \mathbf{k} \lambda \rho\right\rangle\right\} \tag{3.16}
\end{align*}
$$

The required integrals have all been evaluated above and one finds

$$
\begin{align*}
U(k)= & \frac{k_{\mathrm{F}}^{3}}{6 \pi^{2}}\left\{\left(4 a_{\mathrm{W}}-a_{\mathrm{M}}\right) \int_{0}^{\infty} V(z) d^{3} z\right. \\
& \left.+\left(4 a_{\mathrm{M}}-a_{\mathrm{W}}\right) \int_{0}^{\infty} j_{0}(k z)\left[\frac{3 j_{1}\left(k_{\mathrm{F}} z\right)}{k_{\mathrm{F}} z}\right] V(z) d^{3} z\right\} \tag{3.17}
\end{align*}
$$

This result is independent of $\lambda$ and $\rho$ and is only a function of $k^{2}$. It is sketched in Fig. 3.2.


Fig. 3.2. Sketch of single-nucleon potential in nuclear matter with a nonsingular potential; for a Serber force $a_{\mathrm{W}}=a_{\mathrm{M}}$.

The expansion $j_{0}(k z) \cong 1-(k z)^{2} / 3!+(k z)^{4} / 5$ ! allows one to identify the first few terms in an expansion for small k . The momentum dependence, which gives rise to an effective mass for the nucleons, arises both from the exchange interaction through the potential $V_{\mathrm{W}} \equiv V(r) a_{\mathrm{W}}$ and from the direct interaction through the exchange potential $V_{\mathrm{M}} \equiv V(r) a_{\mathrm{M}} P_{\mathrm{M}}$. Since $j_{0}(k z)$ will oscillate rapidly for large k causing the second integral to vanish, the asymptotic form of the single-particle
potential takes the form

$$
\begin{equation*}
U(k) \xrightarrow{k \rightarrow \infty} \frac{k_{\mathrm{F}}^{3}}{6 \pi^{2}}\left(4 a_{\mathrm{W}}-a_{\mathrm{M}}\right) \int_{0}^{\infty} V(z) d^{3} z \tag{3.18}
\end{equation*}
$$

One is faced with two problems:
(1) How does one explain nuclear saturation in terms of the two-nucleon interaction? It is an empirical fact that the static nucleon-nucleon potential is singular at short distances; there is empirical evidence for a strong shortrange repulsion (chapter 1). A method must be developed for incorporating this possibility into our theoretical description.
(2) Why does the independent-particle model work at all if the forces are indeed so strong and singular? It is an empirical fact that single-particle models do provide an amazingly successful first description of nuclei, for example, the shell model of nuclear properties and spectra, the optical model for nucleon scattering, and the Fermi gas model for quasielastic nuclear response. How can this success be understood in the light of such strong, singular internucleon forces?

We proceed to develop the independent-pair approximation that allows one to incorporate the strong short-range part of the internucleon interaction into the theoretical description of nuclear matter within the framework of the nonrelativistic many-body problem.

## Chapter 4

## The independent-pair approximation

In the previous chapter the expectation value of the hamiltonian was computed using the wave functions of a noninteracting Fermi gas. If the two-body force is strong at short distances, then it is essential to include the effects of the interaction back on the wave function. This shall be carried out within the framework of the independent-pair approximation, which provides a simple summary of the theory of Brueckner, Bethe, and others [ $\mathrm{Br} 54, \mathrm{Be} 56, \mathrm{Br} 59, \mathrm{Da} 67]$. The present discussion uses the Bethe-Goldstone equation [Be57] and is based on [Go58, Fe71] (see also [de74, $\mathrm{Pr} 82]$ ). In [Fe71] the relation to the full analysis of nuclear matter using Green's functions is developed in detail; here a more intuitive approach will be employed.

### 4.1 Bethe-Goldstone equation

The basic idea is to write the Schrödinger equation for two interacting particles in the nuclear medium. The nature of the potential at short distances is then unimportant, for the differential equation is simply solved exactly in that region. This approach takes into account the effect of the two-body potential on the wave function to all orders in $V$. The effects of the surrounding nuclear medium are then taken into account in two ways:
(1) First, the two particles interact in the presence of a degenerate Fermi gas - there is a certain set of levels already occupied by other nucleons and the Pauli principle prohibits the pair of interacting particles from making transitions into these already-occupied states;
(2) Second, the interacting particles move in a self-consistent single-particle potential generated by the average interaction with all of the other particles in the nuclear medium.

We start from the Schrödinger equation for two free particles interacting through a potential $\mathrm{V}(1,2)$

$$
\begin{align*}
& {\left[T_{1}+T_{2}+V(1,2)\right] \Psi(1,2)=E \Psi(1,2)} \\
& \quad \Psi(1,2)=\Phi_{0}(1,2)+\sum_{n \neq 0} \Phi_{n}(1,2) \frac{1}{E-E_{n}}\left\langle\Phi_{n}\right| V|\Psi\rangle \tag{4.1}
\end{align*}
$$

Here $E$ is the exact lowest-energy eigenvalue and

$$
\begin{equation*}
H_{0} \Phi_{n}=\left(T_{1}+T_{2}\right) \Phi_{n}=E_{n} \Phi_{n} \tag{4.2}
\end{equation*}
$$

Equation (4.1) represents the expansion of the full two-particle wave function $\Psi$ in the complete set $\Phi_{n}$; it is an integral equation since the wave function $\Psi$ appears in the matrix elements on the right-hand side. A particularly convenient normalization has been chosen for the wave function, $\left\langle\Phi_{0} \mid \Psi\right\rangle=1$; this has been accomplished by setting the first coefficient on the right-hand side of Eq. (4.1) equal to unity, or

$$
\begin{equation*}
E-E_{0}=\left\langle\Phi_{0}\right| V|\Psi\rangle \tag{4.3}
\end{equation*}
$$

The proof of Eq. (4.1) follows by operating on it with $E-H_{0}$ and using the completeness of the unperturbed wave functions; these simply represent particles in a big box of volume $V$ with periodic boundary conditions (Fig. 4.1)

$$
\begin{equation*}
\phi_{\mathbf{k}_{1} \mathbf{k}_{2}}(1,2)=\frac{1}{V} e^{i \mathbf{k}_{1} \cdot \mathbf{x}_{1}} e^{i \mathbf{k}_{2} \cdot \mathbf{x}_{2}} \tag{4.4}
\end{equation*}
$$

Spin and isospin indices are here suppressed for clarity, and nonidentical nucleons are assumed; if the nucleons are identical, the wave function must be antisymmetrized.

The Pauli principle now restricts the possible intermediate states that can be admixed into the wave function of the interacting pair in Eq. (4.1) since some are already occupied by other nucleons (Fig. 4.1).


Fig. 4.1. Quantization volume and levels available to two interacting particles in nuclear matter.

This restricts the sum in Eq. (4.1) according to

$$
\begin{equation*}
\sum_{n} \rightarrow \sum_{\left|\mathbf{k}_{1}\right|,\left|\mathbf{k}_{2}\right|>k_{F}} \tag{4.5}
\end{equation*}
$$

Next center-of-mass (C-M) and relative coordinates may be introduced through the relations

$$
\begin{array}{rl}
\mathbf{P}=\mathbf{k}_{1}+\mathbf{k}_{2} & \mathbf{k}=\frac{1}{2}\left(\mathbf{k}_{1}-\mathbf{k}_{2}\right) \\
\mathbf{R}=\frac{1}{2}\left(\mathbf{x}_{1}+\mathbf{x}_{2}\right) & \mathbf{x}=\mathbf{x}_{1}-\mathbf{x}_{2} \\
v \equiv \frac{2 \mu_{\mathrm{red}} V(x)}{\hbar^{2}} & E \equiv \frac{\hbar^{2} \kappa^{2}}{2 \mu_{\mathrm{red}}}+\frac{\hbar^{2} \mathbf{P}^{2}}{2 M_{\mathrm{tot}}} \tag{4.6}
\end{array}
$$

Here $\mu_{\text {red }}=m / 2$ and $M_{\text {tot }}=2 m$ are the reduced mass and total mass of the pair, respectively. The quantity $\kappa^{2}$ appearing in $E$ parameterizes the exact eigenvalue.

The solution to the Schrödinger Eq. (4.1) takes the form

$$
\begin{equation*}
\Psi(1,2)=\frac{1}{\sqrt{V}} e^{i \mathbf{P} \cdot \mathbf{R}} \frac{1}{\sqrt{V}} \psi_{\mathbf{P}, \mathbf{k}}(\mathbf{x}) \tag{4.7}
\end{equation*}
$$

Substitution of this form and cancelation of common factors [assuming $V(1,2)=$ $\left.V\left(\mathrm{x}_{1}-\mathrm{x}_{2}\right)\right]$ gives $^{1}$

$$
\begin{align*}
\psi_{\mathbf{P}, \mathbf{k}}(\mathbf{x}) & =e^{i \mathbf{k} \cdot \mathbf{x}}+\int_{\Gamma} \frac{d^{3} t}{(2 \pi)^{3}} e^{i \mathbf{t} \cdot \mathbf{x}} \frac{1}{\kappa^{2}-t^{2}} \int d^{3} y e^{-i \mathbf{t} \cdot \mathbf{y}} v(y) \psi_{\mathbf{P}, \mathbf{k}}(\mathbf{y}) \\
\kappa^{2}-k^{2} & =\frac{1}{V} \int e^{-i \mathbf{k} \cdot \mathbf{x}} v(x) \psi_{\mathbf{P}, \mathbf{k}}(\mathbf{x}) d^{3} x \tag{4.8}
\end{align*}
$$

Here the initial momenta lie in $F$ inside the Fermi sphere $|\mathbf{P} / 2 \pm \mathbf{k}|<k_{\mathrm{F}}$ while the admixed momenta lie in $\Gamma$ outside the Fermi sphere $|\mathbf{P} / 2 \pm \mathbf{t}|>k_{\mathrm{F}}$. The regions of momentum space integration are indicated pictorially in Fig. 4.2. Note that the C-M momentum $\mathbf{P}$ is a constant of the motion for the interacting pair.


Fig. 4.2. Momentum space integrations in the Bethe-Goldstone equation. Here F is the region $|\mathbf{P} / 2 \pm \mathbf{k}|<k_{\mathrm{F}}$ where both the starting particles are inside the Fermi sphere and $\Gamma$ is $|\mathbf{P} / 2 \pm \mathbf{k}|>k_{\mathrm{F}}$ where both intermediate particles are outside the Fermi sphere.
${ }^{1} \mathrm{Use} \iint d^{3} x_{1} d^{3} x_{2}=\iint d^{3} R d^{3} x$ and $\int d^{3} R \exp \left\{i \mathbf{R} \cdot\left(\mathbf{P}-\mathbf{P}^{\prime}\right)\right\}=V \delta_{\mathbf{P}, \mathbf{P}^{\prime}}$.

Start with a pair of particles with ( $\mathbf{P}, \mathbf{k}$ ); two-particle states above the Fermi sea are then admixed due to the two-particle potential. From this, the two-particle energy shift is determined. In analogy to Eq. (3.9), it is assumed that the total energy shift for the system is obtained by summing the energy shifts over the interacting pairs

$$
\begin{align*}
\Delta E & =\frac{1}{2} \sum_{\mathbf{k}_{1} \lambda_{1} \rho_{1}}^{k_{\mathrm{F}}} \sum_{\mathbf{k}_{2} \lambda_{2} \rho_{2}}^{k_{\mathrm{F}}} \Delta \epsilon_{\mathbf{k P}} \\
\Delta \epsilon_{\mathbf{k P}} & =\frac{1}{V} \int e^{-i \mathbf{k} \cdot \mathbf{x}} V(x) \psi_{\mathbf{P k}}(\mathbf{x}) d^{3} x \tag{4.9}
\end{align*}
$$

For identical particles (i.e., $p \uparrow p \uparrow$ etc.) the wave function must be antisymmetrized and there will be direct and exchange contributions to the two-particle energy shifts.

The set of Eqs. (4.8) and (4.9) provides the simplest way of including the effects of a singular short-range interaction potential on the wave function and approximating the expectation value of the total hamiltonian $H=\sum_{i} t(i)+\frac{1}{2} \sum_{i} \sum_{j} V(i, j)$ taken with the exact many-particle wave function.

As a generalization of these results, it will be assumed that each member of the interacting pair moves in a single-particle potential coming from the average interaction with the particles in the other occupied states. In analogy with Eq. (3.16) one writes

$$
\begin{align*}
\varepsilon\left(\mathbf{k}_{1}\right) & =\frac{\hbar^{2} k_{1}^{2}}{2 m}+U\left(\mathbf{k}_{1}\right) \\
U\left(\mathbf{k}_{1} \lambda_{1} \rho_{1}\right) & =\sum_{\mathbf{k}_{2} \lambda_{2} \rho_{2}}^{k_{\mathrm{F}}} \Delta \epsilon_{\mathbf{k P}} \tag{4.10}
\end{align*}
$$

### 4.2 Effective mass approximation

This fully coupled problem is still numerically complicated. It will here be simplified by making the effective mass approximation. ${ }^{2}$ A Taylor series expansion is made about some momentum $k_{0}$, and only the first two terms retained

$$
\begin{equation*}
U\left(\mathbf{k}_{1}^{2}\right) \approx U\left(k_{0}^{2}\right)+\frac{\hbar^{2}}{2 m}\left(k_{1}^{2}-k_{0}^{2}\right) U_{1} \equiv U_{0}+\frac{\hbar^{2}}{2 m} k_{1}^{2} U_{1} \tag{4.11}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\varepsilon\left(\mathbf{k}_{1}\right)=U_{0}+\frac{\hbar^{2} k_{1}^{2}}{2 m^{*}} \quad \frac{m^{*}}{m}=\frac{1}{1+U_{1}} \tag{4.12}
\end{equation*}
$$

Since only energy differences enter in Eq. (4.8) for $\psi_{\mathbf{P k}}, U_{0}$ cancels in that equation, and the only effect of this modification of the single-particle spectrum is then to

[^14]replace $m \rightarrow m^{*}$ in the potential
\[

$$
\begin{equation*}
v(x)=\frac{2 \mu_{\mathrm{red}}^{*}}{\hbar^{2}} V\left(\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|\right) \tag{4.13}
\end{equation*}
$$

\]

where $\mu_{\text {red }}^{*}=m^{*} / 2$ is the reduced effective mass.
Equations (4.8) are still involved. The wave function $\psi_{\mathbf{P k}}$ satisfies an integral equation where the kernel depends on the eigenvalue $\kappa^{2}$, which itself can be determined only from $\psi_{\mathbf{P k}}$; however, it is possible to make an important simplification if one is primarily interested only in the bulk properties of nuclear matter. The energy shift $\kappa^{2}-k^{2}$ of a pair of particles in Eq. (4.8) goes as $1 / V$ where $V$ is the volume (Fig. 4.1). Since $\kappa^{2}-t^{2}$ cannot vanish except close to the Fermi surface (Fig. 4.2), one can make the replacement $\kappa^{2}-t^{2} \rightarrow k^{2}-t^{2}$ in the equation for $\psi_{\mathbf{P k}}$ as $V \rightarrow \infty$. ${ }^{3}$

### 4.3 Solution for a nonsingular square well potential

Consider a square well potential fit to low-energy ${ }^{1} S_{0}$ scattering. In this channel, the nucleon-nucleon force has approximately a bound state at zero energy (chapter 1). The wave function inside such a potential in the free scattering problem contains $1 / 4$ wavelength (Fig. 4.3) $u_{\text {in }}=N \sin (\pi x / 2 d)=N \sin \left[\left(2 \mu_{\text {red }} V_{0} / \hbar^{2}\right)^{1 / 2} x\right]$.


Fig. 4.3. The s-wave wave function in a square well potential with a bound state at zero energy. Here $x \equiv|\mathbf{x}|$.

The depth of such a potential is related to its range by

$$
\begin{equation*}
V_{0}=\frac{\hbar^{2} \pi^{2}}{8 \mu_{\mathrm{red}} d^{2}}=\frac{\hbar^{2} \pi^{2}}{4 m d^{2}} \tag{4.14}
\end{equation*}
$$

The effective range of a square well potential with a bound state at zero energy is given by $r_{0}=d$ (Prob. 1.8). Use of the singlet effective range of $r_{0}=2.7 \mathrm{fm}$ [Eq. (1.6)] leads to $V_{0}=14 \mathrm{MeV}$. This is a very weak potential in nuclear matter; for example, $V_{0} \ll \varepsilon_{\mathrm{F}}^{0}$ where the Fermi energy is given by $\varepsilon_{\mathrm{F}}^{0}=\hbar^{2} k_{\mathrm{F}}^{2} / 2 m=42 \mathrm{MeV}$ with $k_{\mathrm{F}}=1.42 \mathrm{fm}^{-1}$.

[^15]Let us calculate the Bethe-Goldstone wave function in nuclear matter in the limiting case where $\mathbf{P}=\mathbf{k}=0$. At zero energy, only the s-waves feel the effects of the potential. Assume that the modification of the wave function is small (an approximation readily verified at the end of the calculation), and replace $u(x) / x \approx$ $j_{0}(k x) \rightarrow 1$ in the region of the potential. The modification of the wave function is then calculated from Eq. (4.8) to be

$$
\begin{equation*}
\Delta \psi_{\mathrm{SW}} \equiv \frac{u(x)}{x}-1 \approx \frac{2 v_{0}}{\pi} \int_{k_{\mathrm{F}}}^{\infty} d t j_{0}(t x) \int_{0}^{d} j_{0}(t y) y^{2} d y \tag{4.15}
\end{equation*}
$$

The use of $\int_{0}^{d} y^{2} j_{0}(t y) d y=d^{3} j_{1}(t d) / t d$ allows this to be rewritten as

$$
\begin{equation*}
\Delta \psi_{\mathrm{SW}}=\frac{2 v_{0}}{\pi k_{\mathrm{F}}^{2}}\left(k_{\mathrm{F}} d\right)^{2} \int_{k_{\mathrm{F}} d}^{\infty} \frac{d \rho}{\rho} j_{1}(\rho) j_{0}\left(\rho \frac{x}{d}\right) \tag{4.16}
\end{equation*}
$$

Here $\rho \equiv t d$ and

$$
\begin{equation*}
\frac{v_{0}}{k_{\mathrm{F}}^{2}}=\frac{V_{0}}{\hbar^{2} k_{\mathrm{F}}^{2} / 2 \mu_{\mathrm{red}}^{*}}=\frac{m^{*}}{m} \frac{\pi^{2}}{4\left(k_{\mathrm{F}} d\right)^{2}}=0.17 \frac{m^{*}}{m} \tag{4.17}
\end{equation*}
$$

Calculation of $m^{*} / m$ at the Fermi surface gives $\approx 0.6$ (see Prob. 4.6), which implies that this ratio is $v_{0} / k_{\mathrm{F}}^{2} \approx 0.10$. The result in Eq. (4.16) is plotted in Fig. 4.4.


Fig. 4.4. Difference $\Delta \psi_{\text {SW }}$ between Bethe-Goldstone wave function and unperturbed plane wave for a zero energy pair in nuclear matter interacting through the ${ }^{1} S_{0}$ square well potential in Fig. 4.3. From [Fe71].

We observe that $\left|\Delta \psi_{\mathrm{SW}}\right| \ll 1$ and this potential has almost no effect on the wave function. The wave function of this pair in nuclear matter is essentially the unperturbed value. Due to the relatively large $k_{F}$, this nucleon-nucleon potential cannot easily excite pairs out of the Fermi sea; the fact that $m^{*} / m<1$ makes it even more difficult to do so.

### 4.4 Solution for a pure hard core potential

Consider the Bethe-Goldstone (B-G) equation for a two-body potential that is an infinite barrier at $r=a$, and take $\mathbf{P}=0$ as the simplest example [ Be 57 ]. It is convenient in this case to first convert the B-G Eq. (4.8) with $\kappa^{2} \approx k^{2}$ to differential-
integral form by applying the operator $\left(\nabla^{2}+k^{2}\right)$. This gives

$$
\begin{align*}
\left(\nabla^{2}+k^{2}\right) \psi(\mathbf{x}) & =\int_{\Gamma} \frac{d^{3} t}{(2 \pi)^{3}} e^{i t \cdot \mathbf{x}} \int d^{3} y e^{-i t \cdot \mathbf{y}} v(y) \psi(\mathbf{y}) \\
& =v(x) \psi(\mathbf{x})-\int_{\bar{\Gamma}} \frac{d^{3} t}{(2 \pi)^{3}} e^{i \mathbf{t} \cdot \mathbf{x}} \int d^{3} y e^{-i t \cdot \mathbf{y}} v(y) \psi(\mathbf{y}) \tag{4.18}
\end{align*}
$$

Here we have used the relation $\int_{\Gamma} \equiv \int-\int_{\bar{\Gamma}}$ where $\bar{\Gamma}$ is the complement of $\Gamma$ (see Fig. 4.2). Look for s-wave solutions to this equation of the form $\psi=u(x) / x$ where $x \equiv|\mathbf{x}| ;$ it is the s-waves that get in closest and will feel the singular potential

$$
\begin{align*}
\left(\frac{d^{2}}{d x^{2}}+k^{2}\right) u(x) & =v(x) u(x)-\int_{0}^{\infty} \chi(x, y) v(y) u(y) d y \\
\chi(x, y)=\frac{2 x y}{\pi} \int_{0}^{k_{\mathrm{F}}} j_{0}(t x) j_{0}(t y) t^{2} d t & =\frac{1}{\pi}\left[\frac{\sin k_{\mathrm{F}}(x-y)}{x-y}-\frac{\sin k_{\mathrm{F}}(x+y)}{x+y}\right] \tag{4.19}
\end{align*}
$$

Introduce dimensionless variables $r=k_{\mathrm{F}} x, r^{\prime}=k_{\mathrm{F}} y, K=k / k_{\mathrm{F}}$, and

$$
\begin{equation*}
\nu(r)=\frac{V(x)}{\hbar^{2} k_{\mathrm{F}}^{2} / 2 \mu_{\mathrm{red}}^{*}} \quad u(r)=k_{\mathrm{F}} u(x) \tag{4.20}
\end{equation*}
$$

Equation (4.19) then takes the form

$$
\begin{align*}
\left(\frac{d^{2}}{d r^{2}}+K^{2}\right) u(r) & =\nu(r) u(r)-\int_{0}^{\infty} \chi\left(r, r^{\prime}\right) \nu\left(r^{\prime}\right) u\left(r^{\prime}\right) d r^{\prime} \\
\chi\left(r, r^{\prime}\right) & =\frac{1}{\pi}\left[\frac{\sin \left(r-r^{\prime}\right)}{r-r^{\prime}}-\frac{\sin \left(r+r^{\prime}\right)}{r+r^{\prime}}\right] \tag{4.21}
\end{align*}
$$

The wave function will in general have a discontinuity in slope at the core radius $c=k_{\mathrm{F}} a$ as illustrated in Fig. 4.5.


Fig. 4.5. Sketch of s-wave wave function with a hard core.
This implies that the product of the potential and the wave function must contain a delta function. ${ }^{4}$ Thus one must have

$$
\begin{equation*}
\nu(r) u(r)=\mathcal{A} \delta(r-c)+w(r) \tag{4.22}
\end{equation*}
$$

[^16]Here $w(r)=0$ outside the core $r>c$ since the potential vanishes there. Inside the core $r<c$ the wave function $u(r)$ must vanish, and $w(r)$ must be chosen to ensure that this happens. Thus

$$
\begin{array}{rlrl}
\left(\frac{d^{2}}{d r^{2}}+K^{2}\right) u(r) & =0 & ; r<c \\
w(r) & =\mathcal{A} \chi(r, c)+\int_{0}^{c} \chi\left(r, r^{\prime}\right) w\left(r^{\prime}\right) d r^{\prime} \tag{4.23}
\end{array}
$$

For nuclear matter $c$ is effectively a small parameter

$$
\begin{equation*}
c=k_{\mathrm{F}} r_{c} \approx\left(1.42 \mathrm{fm}^{-1}\right)(0.4 \mathrm{fm}) \approx 0.57 \tag{4.24}
\end{equation*}
$$

The kernel can then be expanded for small $c$

$$
\begin{align*}
\chi\left(r, r^{\prime}\right) & =\frac{2 r r^{\prime}}{3 \pi} & ; r, r^{\prime} \rightarrow 0 \\
\frac{w(r)}{\mathcal{A}} & =\frac{2 r c}{3 \pi} \theta(c-r)+O\left(c^{5}\right) & \tag{4.25}
\end{align*}
$$

For small $c, w(r)$ may be neglected. Thus ${ }^{5}$

$$
\begin{equation*}
\left(\frac{d^{2}}{d r^{2}}+K^{2}\right) u(r) \approx \mathcal{A}[\delta(r-c)-\chi(r, c)] \equiv F(r) \tag{4.26}
\end{equation*}
$$

The solution to this inhomogeneous differential equation can be written in the form

$$
\begin{equation*}
u(r)=\frac{1}{K} \int_{0}^{r} \sin [K(r-s)] F(s) d s \tag{4.27}
\end{equation*}
$$

This is immediately checked by differentiation $u^{\prime}=\int_{0}^{r} \cos [K(r-s)] F(s) d s$ and $u(r)^{\prime \prime}+K^{2} u(r)=F(r)$. A trigonometric expansion in Eq. (4.27) then gives

$$
\begin{equation*}
u(r)=\frac{\sin K r}{K} \int_{0}^{r} \cos K s F(s) d s-\frac{\cos K r}{K} \int_{0}^{r} \sin K s F(s) d s \tag{4.28}
\end{equation*}
$$

Two features of this result are of particular interest:
(1) The excluded region in momentum space in the B-G equation is just such as to guarantee that there is no phase shift in the wave function at large interparticle separation. All of the states with the same $|\mathbf{k}|$ are already occupied by other nucleons and it is therefore not possible to scatter into them. As a consequence, the potential can distort the B-G wave function only at short distances; there is no long-range effect. At large distances the

[^17]B-G wave function goes over to an unperturbed plane wave. The proof that there is no phase shift follows by letting $r \rightarrow \infty$ in Eq. (4.28)

$$
\begin{align*}
\int_{0}^{\infty} \sin K s F(s) d s & \propto \int_{0}^{\infty} s^{2} d s \int_{\Gamma} t^{2} d t j_{0}(K s) j_{0}(t s) \cdots \\
& =\int_{\Gamma} t^{2} d t \frac{\pi}{2 K t} \delta(K-t) \cdots=0 \tag{4.29}
\end{align*}
$$

This last result follows since $K$ is in $F$ and $t$ is in $\Gamma$ (Fig. 4.2) and the argument of the delta function can never vanish;
(2) The wave function must now be normalized, and to be normalized in the volume $V$ one must demand $\psi(\mathbf{x}) \rightarrow e^{i \mathbf{k} \cdot \mathbf{x}}$ with unit amplitude as $x \rightarrow \infty$, or from Eq. (4.28)

$$
\begin{equation*}
\int_{0}^{\infty} \cos K s F(s) d s=1 \tag{4.30}
\end{equation*}
$$

Insertion of the definition of $F(s)$ in Eq. (4.26) in this last relation gives

$$
\begin{equation*}
\mathcal{A}=\left[\cos K c-\int_{0}^{\infty} \cos K s \chi(s, c) d s\right]^{-1} \tag{4.31}
\end{equation*}
$$

These equations now allow one to calculate the wave function $u(r)$ and the result is shown in Fig. 4.6. ${ }^{6}$


Fig. 4.6. The Bethe-Goldstone s-wave wave function $u(r) / r$ for a pair with $\mathbf{K}=\mathbf{P}=$ 0 interacting through a hard-core potential in nuclear matter. Recall that $x=|\mathbf{x}|$ and $r=k_{\mathrm{F}} x$. Also shown are the average interparticle distance $k_{\mathrm{F}} l$ and range $k_{\mathrm{F}} d=k_{\mathrm{F}}\left(b+b_{W}\right)$ of the singlet potential in Prob. 1.8(b). From [Fe71].

The correlation function $\Delta \psi \equiv u(r) / r-j_{0}(K r)$ oscillates to zero with large $r=k_{\mathrm{F}} x$. The healing distance will be defined as the point where $\Delta \psi$ first vanishes;

[^18]from Fig. 4.6 we see ${ }^{7}$
\[

$$
\begin{equation*}
k_{\mathrm{F}} x \approx 1.9 \quad ; \text { healing distance } \tag{4.32}
\end{equation*}
$$

\]

Also plotted in Fig. 4.6 is the interparticle separation in nuclear matter $1 / l^{3} \equiv$ $A / V=2 k_{\mathrm{F}}^{3} / 3 \pi^{2}$

$$
\begin{equation*}
k_{\mathrm{F}} l=\left(\frac{3 \pi^{2}}{2}\right)^{1 / 3}=2.46 \quad ; \text { interparticledistance } \tag{4.33}
\end{equation*}
$$

### 4.5 Justification of the independent-particle model

We have seen that the attractive part of the nucleon-nucleon potential has only a relatively small effect on the B-G wave function, leaving it essentially a plane wave. The hard core modifies the wave function at short distances, but the B-G wave function heals rapidly and oscillates with decaying amplitude about the plane wave value. Thus, except for a modification at small internucleon separation, a nucleon in nuclear matter moves as if it were in a plane wave state. The Pauli principle, acting through the already occupied orbitals, suppresses the role of correlations; there are no long-range correlations here, only short-range correlations. ${ }^{8}$

### 4.6 Justification of the independent-pair approximation

The B-G wave function is modified only at short distance; at large distances it goes over to an unperturbed plane wave. We observe that the healing distance is less than the interparticle separation. It is therefore unlikely to find a third particle in the region of interaction of any pair. Thus it suffices to find the pair wave function at short distances to determine the properties of the system that depend on this short distance behavior, for example, the energy.

A great effort has gone into calculating the saturation properties of nuclear matter starting from a static two-nucleon potential fit to two-body scattering data and the independent-pair approximation, and then systematically calculating corrections. The names associated with this effort are Brueckner, Bethe, Pandharipande, among others. This analysis is described and referenced in [Fe71, Wa95], where a simple calculation with a hard-core, square-well, Serber force is shown to give semi-quantitative agreement with the saturation properties. One conclusion from all this work is that a many-body force must be included to get quantitative agreement with experiment. The material in [Fe71, Wa95] will not be repeated here; rather, in Part 2 of this book we shall focus on an alternative and more direct way of obtaining a theoretical description of the properties of nuclear matter.

[^19]
## Chapter 5

## The shell model

The previous discussion was concerned with the properties of infinite nuclear matter. We now turn our attention to finite nuclei. The starting point is the nuclear shell model [Ma55], which provides both a remarkably successful single-particle description of nuclei as well as a complete basis in which to describe more complicated nuclear states. The chapter starts with a discussion of the general canonical transformation to particles and holes in a finite nuclear many-body system [Fe71].

### 5.1 General canonical transformation to particles and holes

For clarity, assume first a spherical system and just one kind of fermion (i.e., $p$ or $n$ ); the discussion will subsequently be generalized. The single-particle states will be characterized by the good quantum numbers in such a system

$$
\begin{equation*}
|\alpha\rangle=\left|n l s j m_{j}\right\rangle \equiv\left|a, m_{\alpha}\right\rangle \tag{5.1}
\end{equation*}
$$

It is convenient to use the notation

$$
\begin{equation*}
|-\alpha\rangle=\left|n l s j-m_{j}\right\rangle \equiv\left|a,-m_{\alpha}\right\rangle \tag{5.2}
\end{equation*}
$$

Assume that the ground state is well described in first approximation by a set of single-particle levels completely filled up to $F$ (Fig. 5.1). Carry out the following canonical transformation on the creation and destruction operators $c_{\alpha}^{\dagger}, c_{\alpha}$

$$
\begin{array}{rll}
a_{\alpha}^{\dagger} \equiv c_{\alpha}^{\dagger} & ; \alpha>F & \text { particles } \\
b_{\alpha}^{\dagger} \equiv S_{-\alpha} c_{-\alpha} & ; \alpha<F & \text { holes } \tag{5.3}
\end{array}
$$

Here the phase $S_{\alpha}$ is defined by

$$
\begin{equation*}
S_{\alpha} \equiv(-1)^{j_{\alpha}-m_{\alpha}}=-S_{-\alpha} \tag{5.4}
\end{equation*}
$$

where $j_{\alpha}$ is half-integral. Clearly

$$
\begin{equation*}
\left\{a_{\alpha}, a_{\alpha \prime}^{\dagger}\right\}=\left\{b_{\alpha}, b_{\alpha \prime}^{\dagger}\right\}=\delta_{\alpha, \alpha \prime} \tag{5.5}
\end{equation*}
$$

and all other operators anticommute. Equations (5.3) therefore represent a canonical transformation. The reason for the phase $S_{\alpha}$ in Eq. (5.3) is that $b_{\alpha}^{\dagger}$ is now an irreducible tensor operator (ITO) of rank $j$. Thus it properly creates an eigenstate of angular momentum. The proof of this statement is given in appendix A.2. The complete canonical transformation in Eqs. (5.3) can be rewritten as

$$
\begin{align*}
& c_{\gamma}=\theta(\gamma-F) a_{\gamma}+\theta(F-\gamma) S_{\gamma} b_{-\gamma}^{\dagger} \\
& c_{\gamma}^{\dagger}=\theta(\gamma-F) a_{\gamma}^{\dagger}+\theta(F-\gamma) S_{\gamma} b_{-\gamma} \tag{5.6}
\end{align*}
$$

The goal is now to rewrite the nuclear hamiltonian

$$
\begin{equation*}
\hat{H}=\sum_{\alpha \beta} c_{\alpha}^{\dagger}\langle\alpha| T|\beta\rangle c_{\beta}+\frac{1}{2} \sum_{\alpha \beta \gamma \delta} c_{\alpha}^{\dagger} c_{\beta}^{\dagger}\langle\alpha \beta| V|\gamma \delta\rangle c_{\delta} c_{\gamma} \tag{5.7}
\end{equation*}
$$

in normal-ordered form with respect to the new creation and destruction operators in Eq. (5.6). This hamiltonian governs the dynamics of the nucleus at the equilibrium nuclear density. Note that in writing Eq. (5.7) it has been assumed that the matrix elements of the potential $V$ are finite. ${ }^{1}$


Fig. 5.1. Single-particle levels filled up to $F$.
Wick's theorem may now be used to normal order the operators [Fe71]. ${ }^{2}$ For example,

$$
\begin{equation*}
c_{\alpha}^{\dagger} c_{\beta}=N\left(c_{\alpha}^{\dagger} c_{\beta}\right)+c_{\alpha}^{\dagger \bullet} c_{\beta}^{\bullet} \tag{5.8}
\end{equation*}
$$

Here $N$ indicates a normal ordering with respect to the new particle and hole operators $a$ and $b$ [i.e., all destruction operators are placed to the right of the creation operators and a sign is affixed equal to ( -1 ) raised to the number of interchanges of fermion operators needed to achieve this normal ordering]. The pair of dots in Eq. (5.8) indicates a contraction (i.e., the terms remaining after achieving

[^20]the normal-ordered form). The new noninteracting "vacuum" is defined to contain neither particles nor holes (see Fig. 5.1)
\[

$$
\begin{equation*}
a_{\alpha}|0\rangle=b_{\alpha}|0\rangle=0 \tag{5.9}
\end{equation*}
$$

\]

It follows from these relations that

$$
\begin{align*}
c_{\alpha}^{\dagger \bullet} c_{\beta}^{\bullet} & =\langle 0| c_{\alpha}^{\dagger} c_{\beta}|0\rangle=\delta_{\alpha \beta} \theta(F-\alpha) \\
c_{\alpha}^{\dagger \bullet} c_{\beta}^{\dagger \bullet} & =c_{\alpha}^{\bullet} c_{\beta}^{\bullet}=0 \tag{5.10}
\end{align*}
$$

Thus Wick's theorem applied to the bilinear kinetic energy term gives

$$
\begin{equation*}
c_{\alpha}^{\dagger} c_{\beta}=\delta_{\alpha \beta} \theta(F-\alpha)+N\left(c_{\alpha}^{\dagger} c_{\beta}\right) \tag{5.11}
\end{equation*}
$$

Wick's theorem applied to the quadralinear potential energy term gives

$$
\begin{align*}
c_{\alpha}^{\dagger} c_{\beta}^{\dagger} c_{\delta} c_{\gamma}= & N\left(c_{\alpha}^{\dagger} c_{\beta}^{\dagger} c_{\delta} c_{\gamma}\right)+\left(\delta_{\alpha \gamma} \delta_{\beta \delta}-\delta_{\alpha \delta} \delta_{\beta \gamma}\right) \theta(F-\alpha) \theta(F-\beta) \\
& +\delta_{\alpha \gamma} \theta(F-\alpha) N\left(c_{\beta}^{\dagger} c_{\delta}\right)+\delta_{\beta \delta} \theta(F-\beta) N\left(c_{\alpha}^{\dagger} c_{\gamma}\right) \\
& -\delta_{\alpha \delta} \theta(F-\alpha) N\left(c_{\beta}^{\dagger} c_{\gamma}\right)-\delta_{\beta \gamma} \theta(F-\beta) N\left(c_{\alpha}^{\dagger} c_{\delta}\right) \tag{5.12}
\end{align*}
$$

This result may now be substituted into the hamiltonian $\hat{H}$ in Eq. (5.7). Note that the potential is symmetric under particle interchange, which implies

$$
\begin{equation*}
\langle\alpha \beta| V|\gamma \delta\rangle=\langle\beta \alpha| V|\delta \gamma\rangle \tag{5.13}
\end{equation*}
$$

A change of dummy summation indices then indicates that the two terms in the second line of Eq. (5.12) make equal contributions to $\hat{H}$, as do the two terms in the third line.

A major simplification is obtained if the bilinear terms in $\hat{H}$ are diagonal, for then part of the finite nucleus problem has been solved exactly. The bilinear terms will be diagonal if the following equations are satisfied

$$
\begin{equation*}
\langle\beta| T|\delta\rangle+\sum_{\alpha<F}[\langle\alpha \beta| V|\alpha \delta\rangle-\langle\alpha \beta| V|\delta \alpha\rangle]=\epsilon_{\beta} \delta_{\beta \delta} \tag{5.14}
\end{equation*}
$$

The form of the single-particle wave functions, except for the good quantum numbers, has until now been unspecified. Choose them as solutions to the Hartree-Fock (H-F) equations

$$
\begin{align*}
& T \phi_{\delta}(2)+\sum_{\alpha<F} {\left[\int \phi_{\alpha}(1)^{\dagger} V(1,2) \phi_{\alpha}(1) \phi_{\delta}(2) d^{3} x_{1}\right.} \\
&\left.-\int \phi_{\alpha}(1)^{\dagger} V(1,2) \phi_{\delta}(1) \phi_{\alpha}(2) d^{3} x_{1}\right]=\epsilon_{\delta} \phi_{\delta}(2) \tag{5.15}
\end{align*}
$$

Equations (5.14) then follow immediately from Eqs. (5.15) for it is readily established that the H-F eigenvalues $\epsilon_{\alpha}$ in these equations are real and that the solutions
to these H-F equations are orthonormal (Prob. 5.1). Insertion of these results puts the hamiltonian $\hat{H}$ into the following form

$$
\begin{align*}
\hat{H} & =H_{0}+\hat{H}_{1}+\hat{H}_{2} \\
H_{0} & =\sum_{\alpha<F}\left(T_{\alpha}+\frac{1}{2} V_{\alpha}\right) \\
\hat{H}_{1} & =\sum_{\alpha>F} \epsilon_{\alpha} a_{\alpha}^{\dagger} a_{\alpha}-\sum_{\alpha<F} \epsilon_{\alpha} b_{\alpha}^{\dagger} b_{\alpha} \\
\hat{H}_{2} & =\frac{1}{2} \sum_{\alpha \beta \gamma \delta}\langle\alpha \beta| V|\gamma \delta\rangle N\left(c_{\alpha}^{\dagger} c_{\beta}^{\dagger} c_{\delta} c_{\gamma}\right) \tag{5.16}
\end{align*}
$$

This is an exact result. The H-F energies in these expressions are given by Eq. (5.14) as

$$
\begin{align*}
\epsilon_{\alpha} & \equiv T_{\alpha}+V_{\alpha} \\
T_{\alpha} & =\langle\alpha| T|\alpha\rangle \\
V_{\alpha} & =\sum_{\beta<F}[\langle\alpha \beta| V|\alpha \beta\rangle-\langle\alpha \beta| V|\beta \alpha\rangle] \tag{5.17}
\end{align*}
$$

Several comments are appropriate here:

- These are completely general results. They are, in fact, not restricted to spherically symmetric systems (note the phase $S_{\alpha}$ never enters). The index $\alpha$ need denote only a complete set of solutions to the H-F equations; ${ }^{3}$
- The H-F result $E_{0} \equiv H_{0}$ also provides a variational estimate for the energy since

$$
\begin{equation*}
\langle 0| \hat{H}_{2}|0\rangle=\langle 0| \hat{H}_{1}|0\rangle=0 \tag{5.18}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\langle 0| \hat{H}|0\rangle=H_{0} \tag{5.19}
\end{equation*}
$$

The H-F wave functions are the best possible single-particle wave functions;

- So far only one kind of fermion has been assumed. Thus the preceding results are directly applicable, for example, to atoms; however, the arguments are immediately generalized to the nuclear system with the inclusion of isospin

$$
\begin{align*}
|\alpha\rangle & =\left|n l \frac{1}{2} j m_{j} ; \frac{1}{2} m_{t}\right\rangle \\
S_{\alpha} & =(-1)^{j_{\alpha}-m_{j_{\alpha}}}(-1)^{\frac{1}{2}-m_{t_{\alpha}}} \tag{5.20}
\end{align*}
$$

[^21]Then $b_{\alpha}^{\dagger}$ is an ITO with respect to both angular momentum and isospin (appendix A.2);

- One can now readily add particles and holes to the ground state $|0\rangle$ with the creation operators $a^{\dagger}$ and $b^{\dagger}$.


### 5.2 Single-particle shell model

Although the H-F equations describe single-particle wave functions, they are still complicated coupled, nonlinear, integro-differential equations. Nonetheless, they have been solved numerically in many cases, and they provide remarkably accurate descriptions of finite nuclear systems [Sk56, Sk59, Go79, Sv79, Ne82]. Typically the calculations use phenomenological, nonsingular, density-dependent interactions [Sk56, Sk59, Go79, Sv79], although interactions based on more fundamental nuclear matter studies with the free nucleon-nucleon force have also been employed [Ne82].

Many properties of finite nuclei can be understood with wave functions generated with approximate, solvable, single-particle potentials. Such wave functions always provide a first orientation and physical insight. We therefore consider two solvable single-particle models: first a spherical cavity with infinite potential walls, and second an isotropic three-dimensional simple harmonic oscillator (which also, of course, has infinite walls). Figure 5.2 illustrates these two cases; the bottom of the well at a radius $r=R$ has been adjusted to be at a potential $-V_{0}$ in both cases so a comparison can be made between them.


Fig. 5.2. Solvable infinite square well and isotropic three-dimensional simple harmonic oscillator potentials.

The wave functions for the infinite square well potential take the form

$$
\begin{align*}
\Psi_{n l m} & =N_{n l} j_{l}(k r) Y_{l m}\left(\Omega_{r}\right) \\
\epsilon & =\frac{\hbar^{2} k^{2}}{2 m}-V_{0} \tag{5.21}
\end{align*}
$$

This solution is finite at the origin; it must also vanish at the boundary $j_{l}(k R)=0$, which implies

$$
\begin{equation*}
k_{n l} R=X_{n l} \tag{5.22}
\end{equation*}
$$

Here $X_{n l}$ is the $n$th zero of the $l$ th spherical Bessel function, excluding the origin
and including the zero at the boundary. The level orderings are shown on the right-hand side (r.h.s.) of Fig. 5.3.


Fig. 5.3. Level orderings in the two potentials shown in Fig. 5.2. The ground states have been arbitrarily normalized to the same energy [Ma55, Fe71].

The required integral over the spherical Bessel functions (see [Sc68]) gives the normalization constant

$$
\begin{equation*}
N_{n l}^{2}=\frac{2}{R^{3} j_{l+1}^{2}\left(X_{n l}\right)} \tag{5.23}
\end{equation*}
$$

The potential for the infinite oscillator also shown in Fig. 5.2 takes the form

$$
\begin{align*}
V(r) & =-V_{0}\left[1-\left(\frac{r}{R}\right)^{2}\right]=-V_{0}+\frac{1}{2} m \omega^{2} r^{2} \\
\frac{V_{0}}{R^{2}} & =\frac{1}{2} m \omega^{2} \tag{5.24}
\end{align*}
$$

One looks for solutions to the Schrödinger equation of the form

$$
\begin{equation*}
\Psi_{n l m}=\frac{u_{n l}(r)}{r} Y_{l m}\left(\Omega_{r}\right) \tag{5.25}
\end{equation*}
$$

With the introduction of dimensionless variables $\hbar \omega \equiv \hbar^{2} / m b^{2}$ and $q \equiv r / b$ the radial equation takes the form

$$
\begin{equation*}
\left[-\frac{d^{2}}{d q^{2}}+q^{2}+\frac{l(l+1)}{q^{2}}-\frac{2\left(\epsilon_{n l}+V_{0}\right)}{\hbar \omega}\right] u_{n l}(q)=0 \tag{5.26}
\end{equation*}
$$

The acceptable solutions are the Laguerre polynomials [Mo53]

$$
\begin{align*}
u_{n l}(q) & =N_{n l} q^{l+1} e^{-\frac{1}{2} q^{2}} L_{n-1}^{l+\frac{1}{2}}\left(q^{2}\right) \\
L_{p}^{a}(z) & \equiv \frac{\Gamma(a+p+1)}{\Gamma(p+1)} \frac{e^{z}}{z^{a}} \frac{d^{p}}{d z^{p}}\left(z^{a+p} e^{-z}\right) \tag{5.27}
\end{align*}
$$

As in the previous case, $n=1,2,3, \cdots, \infty$ is the number of nodes in the radial wave function, including the one at infinity. The eigenvalues are given by

$$
\begin{align*}
\epsilon_{n l} & =\hbar \omega\left(N+\frac{3}{2}\right)-V_{0} \\
N & =2(n-1)+l=0,1,2, \cdots, \infty \tag{5.28}
\end{align*}
$$

The normalization follows from the integrals in [Mo53]

$$
\begin{equation*}
N_{n l}^{2}=\frac{2(n-1)!}{b\left[\Gamma\left(n+l+\frac{1}{2}\right)\right]^{3}} \tag{5.29}
\end{equation*}
$$

The level orderings in this potential are shown on the left-hand side (l.h.s.) of Fig. 5.3.

The true nuclear single-particle potential will be finite; however, the low-lying levels in the potential will not be greatly affected by extending the walls of the potential to infinity. The shape of the true single-particle well over the nuclear volume can be expected to lie somewhere between the two extreme cases shown in Fig. 5.2 (see Fig. 5.4).


Fig. 5.4. Expected shape of true single-particle potential compared with the two solvable models.

It is possible to interpolate between the two solvable cases by flattening out the oscillator, or rounding off the square well. The highest-l states in each shell in the oscillator will be lowered the most, since they spend most of their time at the edge of the potential (see Fig. 5.4). Note both ( $n l$ ) remain good quantum numbers in this interpolation, whose results are indicated in the center column of Fig. 5.3.

### 5.3 Spin-orbit splitting

It is known experimentally that certain groups of identical nucleons ( $p$ or $n$ ) possess special stability. These so-called magic numbers occur at $2,8,20,28,50,82,126, \cdots$. One does not obtain these numbers from the preceding analysis, where the total occupancies of the closed shells with the more realistic nuclear well (Fig. 5.4) are shown in the center column in Fig. 5.3. Mayer and Jensen [Ma55] suggested that there is an additional strong, attractive, single-particle spin-orbit term in the H-F potential of the form ${ }^{4}$

$$
\begin{equation*}
H^{\prime}=-\alpha(r) \mathbf{l} \cdot \mathbf{s} \tag{5.30}
\end{equation*}
$$

The single-particle eigenstates are characterized by the eigenvalues $\left|n l s j m_{j}\right\rangle$. Note

$$
\begin{align*}
2 \mathbf{1} \cdot \mathbf{s}\left|n l s j m_{j}\right\rangle & =\left(\mathbf{j}^{2}-\mathbf{1}^{2}-\mathbf{s}^{2}\right)\left|n l s j m_{j}\right\rangle \\
& =[j(j+1)-l(l+1)-s(s+1)]\left|n l s j m_{j}\right\rangle \tag{5.31}
\end{align*}
$$

In the present case $s=1 / 2$. Thus if $j=l+1 / 2$ then $1 \cdot s=l / 2$, and if $j=l-1 / 2$ then $1 \cdot \mathbf{s}=-(l+1) / 2$. Therefore

$$
\begin{align*}
\epsilon_{l-\frac{1}{2}}-\epsilon_{l+\frac{1}{2}} & =\alpha_{n l}\left(l+\frac{1}{2}\right) \\
\alpha_{n l} & \equiv \int u_{n l}^{2}(r) \alpha(r) d r \tag{5.32}
\end{align*}
$$

This shell model of Mayer and Jensen now predicts the correct magic numbers if the spin-orbit interaction is large enough to push the state of highest $l$ and highest $j$ in a major oscillator shell down into the next lower shell (Fig. 5.5). Upon filling the levels in Fig. 5.5 consecutively, one predicts the spins and parities of nuclei if all the properties of the nucleus are ascribed to the last nucleon. This extreme single-particle model of the nucleus is remarkably successful in this regard [Ma55]. Also predicted are islands of isomerism where the only levels available to a particle in a low lying excited state differ greatly in angular momentum and have different parity; in such cases, the electromagnetic transition rates will be very small and nuclear metastability (isomerism) will occur.

[^22]It is to the filling of shells and the applicability of the single-particle shell model that we now turn our attention.


Fig. 5.5. Level orderings in the nuclear single-particle potential with an additional attractive spin-orbit interaction [Ma55, Fe71].

## Chapter 6

## The many-particle shell model

The previous chapter introduced the single-particle shell model, where the ground state properties are assumed to arise from the last valence nucleon. Here we study some aspects of the many-particle shell model where we start filling $j$-shells. The discussion is confined to the same type of particle, neutron or proton, filling one $j$-shell, and the shells already filled will be assumed to form an inert core. Important references are [Ma55, de63, Ta93]; the present discussion is taken from [Fe71].

### 6.1 Two valence particles: general interaction and $\delta^{(3)}(\mathrm{r})$ force

Within the subspace of a given $j$-shell, we can use the shorthand notation $\{n l j m\} \rightarrow$ $m$. The states of definite total angular momentum $J$ for two identical particles can therefore be written

$$
\begin{equation*}
\left|j^{2} J M\right\rangle=\frac{1}{\sqrt{2}} \sum_{m_{1} m_{2}}\left\langle j m_{1} j m_{2} \mid j j J M\right\rangle a_{m_{1}}^{\dagger} a_{m_{2}}^{\dagger}|0\rangle \tag{6.1}
\end{equation*}
$$

Since the fermion operators anticommute, the symmetry property of the ClebschGordan (CG) coefficient under the interchange $m_{1} \rightleftharpoons m_{2}$, together with a change of dummy variables yields $\left|j^{2} J M\right\rangle=(-1)^{2 j-J+1}\left|j^{2} J M\right\rangle$. We conclude that $J$ must be even or the state vanishes; two identical valence nucleons must therefore have the allowed states

$$
\begin{equation*}
J^{\pi}=0^{+}, 2^{+}, 4^{+}, \cdots,(2 j-1)^{+} \tag{6.2}
\end{equation*}
$$

In the single-particle shell model, these states are degenerate because the core is spherically symmetric and the valence particles do not interact.

For real nuclei, the degeneracy is lifted, and it is an experimental fact that all even-even nuclei have ground states with $J^{\pi}=0^{+}$. Furthermore, the properties of odd-nuclei can be understood by assuming that the even group of nucleons is coupled to form $J^{\pi}=0^{+}$in the ground state. Can the many-particle shell model account for these facts? The degeneracy of the states formed by the valence nucleons
can be removed only by including an interaction between these nucleons. To obtain some insight, we consider first-order perturbation theory and compute the level shifts from the first quantized matrix elements $\left\langle j^{2} J M\right| V\left|j^{2} J M\right\rangle .{ }^{1}$ These matrix elements are diagonal in $J$ and $M$ and independent of $M$ because the two-particle potential is invariant under rotations; however, they still depend on $J$ because of the different two-particle densities.

We first make a multipole expansion of the general rotationally invariant interaction $V\left(r_{1}, r_{2}, \cos \theta_{12}\right)$

$$
\begin{equation*}
V\left(r_{1}, r_{2}, \cos \theta_{12}\right)=\sum_{k} f_{k}\left(r_{1}, r_{2}\right) P_{k}\left(\cos \theta_{12}\right) \tag{6.3}
\end{equation*}
$$

This relation is merely an expansion in a complete set of functions of $\cos \theta_{12}$, and it can be inverted with the orthogonality of the Legendre polynomials

$$
\begin{equation*}
f_{k}=\frac{2 k+1}{2} \int_{-1}^{1} P_{k}(x) V\left(r_{1}, r_{2}, x\right) d x \tag{6.4}
\end{equation*}
$$

Equation (6.3) can be rewritten with the expansion in spherical harmonics

$$
\begin{equation*}
P_{k}\left(\cos \theta_{12}\right)=\frac{4 \pi}{2 k+1} \sum_{m} Y_{k m}\left(\Omega_{1}\right) Y_{k m}^{\star}\left(\Omega_{2}\right) \equiv c_{k}^{1} \cdot c_{k}^{2} \tag{6.5}
\end{equation*}
$$

which gives

$$
\begin{equation*}
V\left(r_{1}, r_{2}, x\right)=\sum_{k} f_{k}\left(r_{1}, r_{2}\right) c_{k}^{1} \cdot c_{k}^{2} \tag{6.6}
\end{equation*}
$$

For generality, we evaluate the expectation value of $V$ for two arbitrary singleparticle states $\phi_{n_{1} l_{1} j_{1} m_{1}}(1)$ and $\phi_{n_{2} l_{2} j_{2} m_{2}}(2)$ coupled to form definite $J$ and $M$. The matrix element of the scalar product of two tensors in a couple scheme is [Ed74]

$$
\left\langle j_{1} j_{2} J M\right| V\left|j_{1} j_{2} J M\right\rangle=\sum_{k} F_{k}(-1)^{j_{1}+j_{2}+J}\left\{\begin{array}{lll}
j_{1} & j_{2} & J  \tag{6.7}\\
j_{2} & j_{1} & k
\end{array}\right\}\left\langle j_{1}\left\|c_{k}\right\| j_{1}\right\rangle\left\langle j_{2}\left\|c_{k}\right\| j_{2}\right\rangle
$$

where the radial matrix element is defined by $\left[\right.$ here $\left.R_{n l}(r)=u_{n l}(r) / r\right]$

$$
\begin{equation*}
F_{k} \equiv \int u_{n_{1} l_{1}}^{2}\left(r_{1}\right) u_{n_{2} l_{2}}^{2}\left(r_{2}\right) f_{k}\left(r_{1}, r_{2}\right) d r_{1} d r_{2} \tag{6.8}
\end{equation*}
$$

All the dependence on the total angular momentum $J$ in Eq. (6.7) is contained in the $6-j$ symbol, and all the specific nuclear properties appear only in the multipole strengths $F_{k}$. The remaining reduced matrix elements are given in terms of a $3-j$

[^23]coefficient by [Ro59]
\[

$$
\begin{align*}
\left\langle l \frac{1}{2} j\left\|c_{k}\right\| l \frac{1}{2} j\right\rangle & =(-1)^{j+1 / 2}(2 j+1)\left(\begin{array}{ccc}
j & k & j \\
\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right) & & ; k \text { even } \\
& =0 & & ; k \text { odd } \tag{6.9}
\end{align*}
$$
\]

The $3-j$ and $6-j$ coefficients are defined in [Ed74] where their properties are discussed; they are tabulated in [Ro59].

Equation (6.7) can thus be rewritten

$$
\begin{align*}
\left\langle j_{1} j_{2} J M\right| V\left|j_{1} j_{2} J M\right\rangle= & \sum_{\text {even } k} F_{k}(-1)^{J+1}\left\{\begin{array}{lll}
j_{1} & j_{2} & J \\
j_{2} & j_{1} & k
\end{array}\right\}\left(2 j_{1}+1\right)\left(2 j_{2}+1\right) \\
& \times\left(\begin{array}{ccc}
j_{1} & k & j_{1} \\
\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right)\left(\begin{array}{ccc}
j_{2} & k & j_{2} \\
\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right) \tag{6.10}
\end{align*}
$$

For two identical particles with even $J$ in a $j$-shell, this expression reduces to

$$
\left\langle j^{2} J M\right| V\left|j^{2} J M\right\rangle=\sum_{\text {even } k} F_{k}(-1)^{J+1}\left\{\begin{array}{ccc}
j & j & J  \tag{6.11}\\
j & j & k
\end{array}\right\}(2 j+1)^{2}\left(\begin{array}{ccc}
j & k & j \\
\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right)^{2}
$$

If all the $F_{k}$ are negative, corresponding to an attractive two-nucleon force, then a detailed examination of Eq. (6.11) shows that $J=0$ will be the lowest lying state in the spectrum; this follows since the largest $6-j$ symbols are generally those with $J=0$ [Ro59]. Furthermore, Eq. (6.10) can also be applied to an odd-odd nucleus with an extra proton and neutron in the shells $j_{1}$ and $j_{2}$. In this case the lowest state for an attractive interaction will have $J=\left|j_{1}-j_{2}\right|$ and the first excited state turns out to have $J=j_{1}+j_{2}$. It is easy to see the reason for these results. The matrix element $\left\langle j_{1} j_{2} J M\right| V\left|j_{1} j_{2} J M\right\rangle$ essentially measures the overlap of the two single-particle wave functions. The best overlap will be obtained by opposing the angular momentum of the individual orbits, and the next best by lining them up; two identical particles cannot be lined up because of the Pauli principle.

These results can be seen more clearly with a simple model of the attractive potential. Assume that

$$
\begin{equation*}
V(1,2)=-g \delta^{(3)}\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)=-\frac{g}{\pi} \delta\left(1-\cos \theta_{12}\right) \frac{\delta\left(r_{1}-r_{2}\right)}{r_{1} r_{2}} \tag{6.12}
\end{equation*}
$$

with $g>0$. This yields ${ }^{2}$

$$
\begin{align*}
f_{k}\left(r_{1}, r_{2}\right) & =-\frac{g}{4 \pi}(2 k+1) \frac{\delta\left(r_{1}-r_{2}\right)}{r_{1} r_{2}} \\
F_{k} & =-2 I g(2 k+1) \tag{6.13}
\end{align*}
$$

${ }^{2}$ Note that $\int_{-1}^{1} \delta(1-x) d x=1 / 2$, and $P_{k}(0)=1$.
where

$$
\begin{equation*}
I \equiv \frac{1}{8 \pi} \int u_{n_{1} l_{1}}^{2}(r) u_{n_{2} l_{2}}^{2}(r) \frac{d r}{r^{2}} \tag{6.14}
\end{equation*}
$$

The energy shift of two identical particles in the $j$-shell can now be found by explicity evaluating the sum on $k$ in Eq. $(6.11)^{3}$

$$
\sum_{\text {even } k}(2 k+1)\left\{\begin{array}{ccc}
j & j & J  \tag{6.15}\\
j & j & k
\end{array}\right\}\left(\begin{array}{ccc}
j & k & j \\
\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right)^{2}=-\frac{1}{2}\left(\begin{array}{ccc}
j & j & J \\
\frac{1}{2} & -\frac{1}{2} & 0
\end{array}\right)^{2}
$$

It follows that

$$
\left\langle j^{2} J M\right| V\left|j^{2} J M\right\rangle=-I g(2 j+1)^{2}\left(\begin{array}{ccc}
j & j & J  \tag{6.16}\\
\frac{1}{2} & -\frac{1}{2} & 0
\end{array}\right)^{2}
$$

The resulting spectrum is indicated for some simple cases in Fig. 6.1.


Fig. 6.1. Spectrum from Eq. (6.16) for two identical particles in the $j$-shell with an attractive interaction $V(1,2)=-g \delta^{(3)}\left(\mathrm{x}_{1}-\mathrm{x}_{2}\right)$.

We see that the $0^{+}$state indeed lies lowest and is split off from the excited states, which are nearly degenerate with this delta-function potential, by a pairing energy

$$
\begin{equation*}
\left\langle j^{2} 00\right| V\left|j^{2} 00\right\rangle=-(2 j+1) I g \tag{6.17}
\end{equation*}
$$

Note that this energy shift is proportional to $2 j+1$ so that it may sometimes be energetically favorable to promote a pair of identical particles from the original $j$ shell into a higher $j^{\prime}$ shell if $j^{\prime}-j$ is large enough. In this lowest-order calculation [i.e. just taking the expectation value of $V(1,2)$ ], the relative position of these levels

[^24]is a direct measure of the two-body interaction between the valence particles. Actual nuclei show many of the features illustrated in Fig. 6.1.

### 6.2 Several particles: normal coupling

The previous discussion shows explicitly that for a short-range attractive interaction, the lowest energy state for a pair of identical particles in the same $j$-shell will be

$$
\begin{equation*}
\left|j^{2} 00\right\rangle=\hat{\xi}_{0}^{\dagger}|0\rangle \tag{6.18}
\end{equation*}
$$

where the new two-particle operator is defined by

$$
\begin{equation*}
\hat{\xi}_{J M}^{\dagger} \equiv \frac{1}{\sqrt{2}} \sum_{m_{1} m_{2}}\left\langle j m_{1} j m_{2} \mid j j J M\right\rangle a_{m_{1}}^{\dagger} a_{m_{2}}^{\dagger} \tag{6.19}
\end{equation*}
$$

with $\hat{\xi}_{0}^{\dagger} \equiv \hat{\xi}_{J=0, M=0}^{\dagger}$. This argument suggests that the lowest energy state for $N$ identical particles in a $j$-shell is obtained by adding the maximum number of $J=0$ pairs consistent with the Pauli principle. These normal-coupling states (unnormalized) are

$$
\begin{align*}
\text { 3-particle state } & =a_{j m}^{\dagger} \hat{\xi}_{0}^{\dagger}|0\rangle \\
\text { 4-particle state } & =\hat{\xi}_{0}^{\dagger} \hat{\xi}_{0}^{\dagger}|0\rangle \\
\text { 5-particle state } & =a_{j m}^{\dagger} \hat{\xi}_{0}^{\dagger} \hat{\xi}_{0}^{\dagger}|0\rangle \quad ; \text { etc. } \tag{6.20}
\end{align*}
$$

It is a fundamental assumption of the shell model that these normal-coupling states form the ground states of the multiply occupied $j$-shell nuclei [Ma55, de63]. This model correctly predicts the ground-sate angular momentum and parity for most nuclei. We shall attempt a theoretical justification of this assumption shortly, but let us first briefly examine one of its consequences.

Probably the most useful result is that the ground-state expectation value of an arbitrary multipole operator $\hat{T}_{K Q}$ can be computed explicity. Such an operator is defined in second-quantization as

$$
\begin{equation*}
\hat{T}_{K 0}=\sum_{m} a_{m}^{\dagger}\langle m| T_{K 0}|m\rangle a_{m} \tag{6.21}
\end{equation*}
$$

It is now a straightforward exercise to evaluate the expectation value of this operator in the states defined in Eq. (6.20) and to extract the reduced matrix element. We leave it as a problem to show that ${ }^{4}$

$$
\begin{align*}
\left\langle j^{N} j\left\|\hat{T}_{K}\right\| j^{N} j\right\rangle & =\left\langle j\left\|T_{K}\right\| j\right\rangle & & ; K \text { odd } \\
& =\frac{2 j+1-2 N}{2 j-1}\left\langle j\left\|T_{K}\right\| j\right\rangle & & ; K \text { even }(\neq 0) \tag{6.22}
\end{align*}
$$

${ }^{4}$ See Prob. 6.1; these relations are, in fact, proven in [Fe71].

Here $N$ is the (odd) number of particles (for even $N$ the model has $J=0$ ). These relations express the many-particle matrix elements in the normal-coupling scheme directly in terms of the single-particle matrix elements, which in general still depend on the quantum numbers $n$ and $l$. For odd moments, such as the magnetic dipole, one finds just the single-particle value. For even moments, such as the electric quadrupole, there is a reduction factor $(2 j+1-2 N) /(2 j-1)$. This reduction factor vanishes at half-filled shells where $N=(2 j+1) / 2$, and it changes sign upon going from $N$ particles in a shell to $N$ holes in a shell $N \rightarrow 2 j+1-N$. The sign change agrees with the experimental observations (see chapters 7 and 8 ).

### 6.3 The pairing-force problem

We now return to the problem of justifying the many-particle shell model. We confine our attention to the subspace of a given $j$-shell and assume there is an attractive, short-range interaction between the particles in the shell. In this case, it is evident from Fig. 6.1 that the dominant two-particle matrix element of the potential occurs when the pair is coupled to form $J=0$. This observation suggests that the two-body potential can be written to a good approximation as ${ }^{5}$

$$
\begin{align*}
\hat{V} & \approx \hat{\xi}_{0}^{\dagger}\left\langle j^{2} 0\right| V\left|j^{2} 0\right\rangle \hat{\xi}_{0} \\
& \equiv-G \hat{\xi}_{0}^{\dagger} \hat{\xi}_{0} \tag{6.23}
\end{align*}
$$

Such an interaction is called a pure pairing force. It has the great advantage that the resulting problem can be solved exactly. ${ }^{6}$

We wish to find the spectrum of the hamiltonian

$$
\begin{equation*}
\hat{H}=\hat{N} \epsilon_{0}+\hat{V} \tag{6.24}
\end{equation*}
$$

where $\epsilon_{0}$ is the single-particle Hartree-Fock energy of the particular shell, which includes the kinetic energy and interaction with the filled shells (chapter 5), and $\hat{V}$ is given in Eq. (6.23). The calculation is most readily performed with the auxiliary operators

$$
\begin{align*}
\hat{S}_{+} & \equiv \sqrt{\frac{2 j+1}{2}} \hat{\xi}_{0}^{\dagger} \\
\hat{S}_{-} & \equiv \sqrt{\frac{2 j+1}{2}} \hat{\xi}_{0} \\
\hat{S}_{3} & \equiv \frac{1}{4}[2 \hat{N}-(2 j+1)] \tag{6.25}
\end{align*}
$$

[^25]Since

$$
\begin{equation*}
\xi_{0}^{\dagger}=\frac{1}{\sqrt{2(2 j+1)}} \sum_{m}(-1)^{j-m} a_{m}^{\dagger} a_{-m}^{\dagger} \tag{6.26}
\end{equation*}
$$

It follows that ${ }^{7}$

$$
\begin{align*}
{\left[\hat{\xi}_{0}, \hat{\xi}_{0}^{\dagger}\right] } & =\frac{1}{(2 j+1)}\left[2 j+1-2 \sum_{m} a_{m}^{\dagger} a_{m}\right]=\frac{1}{(2 j+1)}[2 j+1-2 \hat{N}] \\
{\left[\hat{N}, \hat{\xi}_{0}^{\dagger}\right] } & =2 \hat{\xi}_{0}^{\dagger} \tag{6.27}
\end{align*}
$$

Hence the operators $\hat{S}_{ \pm}$and $\hat{S}_{3}$ obey the familiar commutation relations

$$
\begin{align*}
{\left[\hat{S}_{+}, \hat{S}_{-}\right] } & =2 \hat{S}_{3} \\
{\left[\hat{S}_{+}, \hat{S}_{3}\right] } & =-\hat{S_{+}} \\
{\left[\hat{S}_{-}, \hat{S}_{3}\right] } & =\hat{S}_{-} \tag{6.28}
\end{align*}
$$

which are just those of the angular-momentum operators. The quantity $\hat{\mathbf{S}}^{2}=$ $\hat{S}_{1}^{2}+\hat{S}_{2}^{2}+\hat{S}_{3}^{2}$ can be written

$$
\begin{equation*}
\hat{\mathbf{S}}^{2} \equiv \hat{S}_{3}^{2}+\frac{1}{2}\left[\hat{S}_{+} \hat{S}_{-}+\hat{S}_{-} \hat{S}_{+}\right]=\hat{S}_{3}\left(\hat{S}_{3}-1\right)+\hat{S}_{+} \hat{S}_{-} \tag{6.29}
\end{equation*}
$$

and a rearrangement yields

$$
\begin{equation*}
\hat{S}_{+} \hat{S}_{-}=\hat{\mathbf{S}}^{2}-\hat{S}_{3}\left(\hat{S}_{3}-1\right) \tag{6.30}
\end{equation*}
$$

In terms of these pseudospin operators, the interaction hamiltonian becomes

$$
\begin{align*}
\hat{V} & =-\frac{2 G}{2 j+1} \hat{S}_{+} \hat{S}_{-} \\
& =-\frac{2 G}{2 j+1}\left[\hat{\mathbf{S}}^{2}-\hat{S}_{3}\left(\hat{S}_{3}-1\right)\right] \tag{6.31}
\end{align*}
$$

so that $\hat{V}$ is expressed entirely in terms of $\hat{\mathbf{S}}^{2}$ and $\hat{S}_{3}$. Since the spectrum of the angular momentum operators follows solely from the commutation relations, we can immediately deduce the eigenvalue spectrum of the operators $\hat{\mathbf{S}}^{2}$ and $\hat{S}_{3}$, which thus solves the problem.

The eigenvalues of $\hat{\mathbf{S}}^{2}$ are of the form $S(S+1)$, where $S$ is integral or halfintegral. It also follows from the theory of angular momentum that $S \geq\left|S_{3}\right|$, and $S_{3}$ is fixed from the last of Eqs. (6.25) if the number of particles $N \leq 2 j+1$ is given. The absolute maximum possible value of $S_{3}$ is clearly $\left|S_{3}\right|_{\max }=(2 j+1) / 4$, and the general theory of angular momentum also requires that $S \leq\left|S_{3}\right|_{\max }$. Thus for fixed $N$, the eigenvalues lie in the range

$$
\begin{equation*}
\frac{1}{4}(2 j+1) \geq S \geq \frac{1}{4}|2 N-(2 j+1)| \tag{6.32}
\end{equation*}
$$

${ }^{7}$ See problem 6.2; note that since $j$ is half-integral, one has $(-1)^{2(j-m)}=1$ and $(-1)^{2 j}=-1$.
and must be integral or half-integral depending on whether $S_{3}=[2 N-(2 j+1)] / 4$ is integral or half-integral. In either case, the allowed values of $S$ differ by integers, suggesting the definition

$$
\begin{equation*}
S \equiv \frac{1}{4}(2 j+1-2 \sigma) \tag{6.33}
\end{equation*}
$$

It follows from these last two results that the permissible values of $\sigma$ for fixed $N$ are, in the case that $2 N<2 j+1$ so that we speak of particles in the shell,

$$
\begin{align*}
\sigma & =0,2,4, \cdots, N(N \text { even }) & ; 2 N<2 j+1 \\
& =1,3,5, \cdots, N \text { ( } N \text { odd }) & \text { particles } \tag{6.34}
\end{align*}
$$

If $2 N>2 j+1$ so that the shell is more than half-filled and we speak of holes, the permissible values of $\sigma$ are

$$
\begin{align*}
\sigma & =0,2,4, \cdots, 2 j+1-N(N \text { even }) & & ; 2 N>2 j+1 \\
& =1,3,5, \cdots, 2 j+1-N(N \text { odd }) & & \text { holes } \tag{6.35}
\end{align*}
$$

The exact spectrum of $\hat{H}$ is obtained by combining Eqs. (6.24), (6.31), (6.33), and the last of (6.25).

$$
\begin{align*}
E_{\sigma} & =N \epsilon_{0}-G\left(\frac{N-\sigma}{2}\right)\left(\frac{2 j+1+2-N-\sigma}{2 j+1}\right) \\
& =N\left[\epsilon_{0}-\frac{G}{2}\left(1-\frac{N-2}{2 j+1}\right)\right]+\frac{G \sigma}{2}\left(1-\frac{\sigma-2}{2 j+1}\right) \tag{6.36}
\end{align*}
$$

with the allowed values of $\sigma$ given by Eqs. (6.34) and (6.35).
With an even number of particles in the shell, the lowest energy state evidently has $\sigma=0$ and its energy is

$$
\begin{equation*}
E_{0}=N\left[\epsilon_{0}-\frac{G}{2}\left(1-\frac{N-2}{2 j+1}\right)\right] \quad ; \mathrm{N} \text { even } \tag{6.37}
\end{equation*}
$$

Repeated use of the first commutation relation in Eq. (6.27) demonstrates that this eigenstate is just the normal-coupling state of Eq. (6.20)

$$
\begin{equation*}
\hat{V} \hat{\xi}_{0}^{\dagger} \ldots \hat{\xi}_{0}^{\dagger}|0\rangle=-G \frac{N}{2}\left(\frac{2 j+1-N+2}{2 j+1}\right) \hat{\xi}_{0}^{\dagger} \ldots \hat{\xi}_{0}^{\dagger}|0\rangle \tag{6.38}
\end{equation*}
$$

where there are $N / 2$ factors of $\hat{\xi}_{0}^{\dagger}$ in this expression [Fe71]. The first excited state in this case, with $\sigma=2$, is obtained by breaking one pair and replacing the final $\hat{\xi}_{0}^{\dagger}$ by $\hat{\xi}_{J M}^{\dagger}$ with $J \neq 0$. The quantum number $\sigma$, referred to as the seniority, is evidently the number of unpaired particles in these states.

For an odd number of valence nucleons, the lowest energy eigenstate has $\sigma=1$ and is, again, just the normal coupling ground state of Eq. (6.20)

$$
\begin{equation*}
\hat{H} \hat{\xi}_{0}^{\dagger} \cdots \hat{\xi}_{0}^{\dagger} a_{j m}^{\dagger}|0\rangle=E_{1} \hat{\xi}_{0}^{\dagger} \cdots \hat{\xi}_{0}^{\dagger} a_{j m}^{\dagger}|0\rangle \quad ; \text { N odd } \tag{6.39}
\end{equation*}
$$

## Chapter 7

## Electromagnetic interactions

In this chapter we discuss the interaction of nuclei, or any finite quantum mechanical system, with electromagnetic fields. Much of what we know about nuclei comes from such interactions. We start with the general multipole analysis of the interaction of a nucleus with the quantized radiation field (see [Bl52, Sc54, Al56, de66, Wa01]). In the following $e_{\mathrm{p}}=|e|$ is the proton charge.

### 7.1 Multipole analysis

The starting point in this analysis is the total hamiltonian for the nuclear system, the free photon field, and the electromagnetic interaction

$$
\begin{align*}
H_{\text {total }}= & H_{\text {nuclear }}+\sum_{\mathbf{k}} \sum_{\rho=1,2} \hbar \omega_{k} a_{\mathbf{k} \rho}^{\dagger} a_{\mathbf{k} \rho} \\
& -\frac{e_{\mathbf{p}}}{c} \int \mathbf{J}_{N}(\mathbf{x}) \cdot \mathbf{A}(\mathbf{x}) d^{3} x+\frac{e_{\mathrm{p}}^{2}}{8 \pi} \iint \frac{\rho_{N}(\mathbf{x}) \rho_{N}\left(\mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} d^{3} x d^{3} x^{\prime} \tag{7.1}
\end{align*}
$$

This is the hamiltonian of quantum electrodynamics (QED); it is written in the Coulomb gauge. $\mathbf{A}$ is the vector potential for the quantized radiation field

$$
\begin{equation*}
\mathbf{A}(\mathbf{x})=\sum_{\mathbf{k}} \sum_{\rho=1,2} \frac{1}{\left(2 \omega_{k} \Omega\right)^{1 / 2}}\left[\mathbf{e}_{\mathbf{k} \rho} a_{\mathbf{k} \rho} e^{i \mathbf{k} \cdot \mathbf{x}}+\text { h.c. }\right] \tag{7.2}
\end{equation*}
$$

Here $\mathbf{e}_{\mathbf{k} \rho}$ with $\rho=(1,2)$ represent two unit vectors transverse to $\mathbf{k}$ (see Fig. 7.1). The hermitian conjugate is denoted by h.c. We quantize with periodic boundary conditions (p.b.c.) in a large box of volume $\Omega$, and in the end let $\Omega \rightarrow \infty$. Furthermore, here and henceforth we adopt a system of units where (see appendix D.3)

$$
\begin{equation*}
\hbar=c=1 \tag{7.3}
\end{equation*}
$$

For now, we restore these quantities in final formulae to explicitly demonstrate correct dimensions.

The only assumption made about the nucleus to this point is the existence of local current and charge density operators $\mathbf{J}(\mathbf{x}), \rho(\mathbf{x}) .^{1}$ This must be the case for any true quantum mechanical system. ${ }^{2}$

It is convenient to first go from plane polarization to circular polarization with the transformation (cf. Fig. 7.1)

$$
\begin{equation*}
\mathbf{e}_{ \pm 1} \equiv \mp \frac{1}{\sqrt{2}}\left(\mathbf{e}_{1} \pm i \mathbf{e}_{2}\right) \quad \mathbf{e}_{0} \equiv \mathbf{e}_{z} \equiv \frac{\mathbf{k}}{|\mathbf{k}|} \tag{7.4}
\end{equation*}
$$



Fig. 7.1. Transverse unit vectors.
These circular polarization vectors satisfy the relations

$$
\begin{equation*}
\mathbf{e}_{\mathbf{k} \lambda}^{\dagger}=(-1)^{\lambda} \mathbf{e}_{\mathbf{k}-\lambda} \quad \mathbf{e}_{\lambda}^{\dagger} \cdot \mathbf{e}_{\lambda^{\prime}}=\delta_{\lambda \lambda^{\prime}} \tag{7.5}
\end{equation*}
$$

If, at the same time, one defines

$$
\begin{equation*}
a_{\mathbf{k} \pm 1} \equiv \mp \frac{1}{\sqrt{2}}\left(a_{\mathbf{k} 1} \mp i a_{\mathbf{k} 2}\right) \tag{7.6}
\end{equation*}
$$

then the transformation is canonical

$$
\begin{equation*}
\left[a_{\mathbf{k} \lambda}, a_{\mathbf{k}^{\prime} \lambda^{\prime}}^{\dagger}\right]=\delta_{\mathbf{k} \mathbf{k}^{\prime}} \delta_{\lambda \lambda^{\prime}} \tag{7.7}
\end{equation*}
$$

Since $\mathbf{e}_{1} a_{1}+\mathbf{e}_{2} a_{2}=\mathbf{e}_{+1} a_{+1}+\mathbf{e}_{-1} a_{-1}$ the vector potential takes the form

$$
\begin{equation*}
\mathbf{A}(\mathbf{x})=\sum_{\mathbf{k}} \sum_{\lambda= \pm 1} \frac{1}{\left(2 \omega_{k} \Omega\right)^{1 / 2}}\left[\mathbf{e}_{\mathbf{k} \lambda} a_{\mathbf{k} \lambda} e^{i \mathbf{k} \cdot \mathbf{x}}+\text { h.c. }\right] \tag{7.8}
\end{equation*}
$$

The index $\lambda= \pm 1$ is the circular polarization, as we shall see, and only $\lambda= \pm 1$ appears in the expansion so $\nabla \cdot \mathbf{A}(\mathbf{x})=0$, characterizing the Coulomb gauge.

Now proceed to calculate the transition probability for the nucleus to make a transition between two states and emit (or absorb) a photon. Work to lowest order in the electric charge $e$, use the Golden Rule, and compute the nuclear matrix element $\left\langle J_{f} M_{f} \mathbf{k} \lambda\right| H^{\prime}\left|J_{i} M_{i}\right\rangle$ where $H^{\prime}$ is here the term linear in the vector potential in Eq. (7.1); it is this interaction term that can create (or destroy) a photon. All that will be specified about the nuclear state at this point is that it is an eigenstate

[^26]of angular momentum. It will be assumed that the target is massive and its position will be taken to define the origin; transition current densities occur over the nuclear volume and hence all transition current densities will be localized in space. Since the photon matrix element is $\langle\mathbf{k} \lambda| a_{\mathbf{k}^{\prime} \lambda^{\prime}}^{\dagger}|0\rangle=\delta_{\mathbf{k k}^{\prime}} \delta_{\lambda \lambda^{\prime}}$, the required transition matrix element takes the form ${ }^{3}$
\[

$$
\begin{equation*}
\left\langle J_{f} M_{f} \mathbf{k} \lambda\right| \hat{H}^{\prime}\left|J_{i} M_{i}\right\rangle=\frac{-e_{\mathrm{p}}}{\left(2 \omega_{k} \Omega\right)^{1 / 2}}\left\langle J_{f} M_{f}\right| \int e^{-i \mathbf{k} \cdot \mathbf{x}} \mathbf{e}_{\mathbf{k} \lambda}^{\dagger} \cdot \hat{\mathbf{J}}(\mathbf{x}) d^{3} x\left|J_{i} M_{i}\right\rangle \tag{7.9}
\end{equation*}
$$

\]

Start by taking the photon momentum to define the $z$-axis (Fig. 7.2); the generalization follows below.


Fig. 7.2. Coordinate system with $z$-axis defined by photon momentum.
In this case the plane wave can be expanded as

$$
\begin{equation*}
e^{i \mathbf{k} \cdot \mathbf{x}}=\sum_{l} i^{l} \sqrt{4 \pi(2 l+1)} j_{l}(k x) Y_{l 0}\left(\Omega_{x}\right) \tag{7.10}
\end{equation*}
$$

The vector spherical harmonics are defined by the relations [Ed74]

$$
\begin{equation*}
\mathcal{Y}_{J l 1}^{M} \equiv \sum_{m \lambda}\langle l m 1 \lambda \mid l 1 J M\rangle Y_{l m}\left(\Omega_{x}\right) \mathbf{e}_{\lambda} \tag{7.11}
\end{equation*}
$$

Note this sum goes over all three spherical unit vectors, $\lambda= \pm 1,0$. The definition in Eq. (7.11) can be inverted with the aid of the orthogonality properties of the Clebsch-Gordan (C-G) coefficients

$$
\begin{equation*}
Y_{l m} \mathbf{e}_{\lambda}=\sum_{J M}\langle l m 1 \lambda \mid l 1 J M\rangle \mathcal{Y}_{J l 1}^{M} \tag{7.12}
\end{equation*}
$$

The $\mathbf{e}_{\lambda}$ are now just fixed vectors; they form a complete orthonormal set. Therefore any vector can be expanded in spherical components as

$$
\begin{align*}
\mathbf{v} & =\sum_{\lambda}\left(\mathbf{v} \cdot \mathbf{e}_{\lambda}\right) \mathbf{e}_{\lambda}^{\dagger}=\sum_{\lambda} v_{\lambda} \mathbf{e}_{\lambda}^{\dagger} \\
v_{ \pm 1} & =\mp \frac{1}{\sqrt{2}}\left(v_{x} \pm i v_{y}\right) \quad \quad v_{0}=v_{z} \tag{7.13}
\end{align*}
$$

[^27]As we shall see, the vector spherical harmonics project an irreducible tensor operator (ITO) of rank $J$ from any vector density operator in the nuclear Hilbert space. A combination of Eqs. (7.10) and (7.12) and use of the properties of the C-G coefficients yields ${ }^{4}$

$$
\begin{equation*}
\left.\mathbf{e}_{\mathbf{k} \lambda} e^{i \mathbf{k} \cdot \mathbf{x}}=\sum_{l} \sum_{J} i^{l} \sqrt{4 \pi(2 l+1)} j_{l}(k x)\langle l 01 \lambda| l 1 J \lambda\right) \mathcal{Y}_{J l \mathbf{1}}^{\lambda}\left(\Omega_{x}\right) \tag{7.14}
\end{equation*}
$$

The C-G coefficient limits the sum on $l$ to three terms $l=J, J \pm 1$, and these C-G coefficients can be explicitly evaluated to give for $\lambda= \pm 1$

$$
\begin{align*}
& \mathbf{e}_{\mathbf{k} \lambda} e^{i \mathbf{k} \cdot \mathbf{x}}=\sum_{J \geq 1} i^{J} \sqrt{\frac{4 \pi(2 J+1)}{2}}\left\{\mp j_{J}(k x) \mathcal{Y}_{J J 1}^{\lambda}\right. \\
& \left.-i\left[\sqrt{\frac{J+1}{2 J+1}} j_{J-\mathbf{1}}(k x) \mathcal{Y}_{J, J-1, \mathbf{1}}^{\lambda}-\sqrt{\frac{J}{2 J+1}} j_{J+1}(k x) \mathcal{Y}_{J, J+1,1}^{\lambda}\right]\right\} \tag{7.15}
\end{align*}
$$

From [Ed74]

$$
\begin{align*}
\nabla \times j_{J}(k x) \mathcal{Y}_{J J 1}^{\lambda}= & i\left[\left(\frac{d}{d x}-\frac{J}{x}\right) j_{J}(k x) \sqrt{\frac{J}{2 J+1}} \mathcal{Y}_{J, J+1,1}^{\lambda}\right. \\
& \left.+\left(\frac{d}{d x}+\frac{J+1}{x}\right) j_{J}(k x) \sqrt{\frac{J+1}{2 J+1}} \mathcal{Y}_{J, J-1,1}^{\lambda}\right] \tag{7.16}
\end{align*}
$$

The differential operators just raise and lower the indices on the spherical Bessel functions, giving $-k j_{J+1}(k x)$ and $k j_{J-1}(k x)$, respectively. A combination of these results gives for $\lambda= \pm 1$

$$
\begin{align*}
\mathbf{e}_{\mathbf{k} \lambda} e^{i \mathbf{k} \cdot \mathbf{x}}= & \sum_{J \geq 1} \sqrt{2 \pi(2 J+1)} i^{J}\left\{\mp j_{J}(k x) \mathcal{Y}_{J J 1}^{\lambda}\left(\Omega_{x}\right)\right. \\
& \left.-\frac{1}{k} \nabla \times\left[j_{J}(k x) \mathcal{Y}_{J J 1}^{\lambda}\left(\Omega_{x}\right)\right]\right\} ; \quad \lambda= \pm 1 \tag{7.17}
\end{align*}
$$

Note the divergence of both sides of this equation vanishes (see [Ed74]). ${ }^{5}$ Now use

$$
\begin{equation*}
\mathcal{Y}_{J J 1}^{\lambda \dagger}=-(-1)^{\lambda} \mathcal{Y}_{J J 1}^{-\lambda} \tag{7.18}
\end{equation*}
$$

to arrive at the basic result for $\lambda= \pm 1$

$$
\begin{equation*}
\frac{-e_{\mathbf{p}}}{\sqrt{2 \omega_{k} \Omega}} \int e^{-i \mathbf{k} \cdot \mathbf{x}} \mathbf{e}_{\mathbf{k} \lambda}^{\dagger} \hat{\mathbf{J}}(\mathbf{x}) d^{3} x=e_{\mathrm{p}} \sum_{J \geq 1}(-i)^{J} \sqrt{\frac{2 \pi(2 J+1)}{2 \omega_{k} \Omega}}\left[\hat{T}_{J-\lambda}^{\mathrm{el}}(k)+\lambda \hat{T}_{J-\lambda}^{\mathrm{mag}}(k)\right] \tag{7.19}
\end{equation*}
$$

[^28]${ }^{5}$ The relation to be used is $\vec{\nabla} \cdot\left[j_{J}(k x) \vec{y}_{J_{J 1}}^{M}\right]=0$.

Here the transverse electric and magnetic multipole operators are defined by

$$
\begin{align*}
\hat{T}_{J M}^{\mathrm{el}}(k) & \equiv \frac{1}{k} \int d^{3} x\left[\nabla \times j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\left(\Omega_{x}\right)\right] \cdot \hat{\mathbf{J}}(\mathbf{x}) \\
\hat{T}_{J M}^{\mathrm{mag}}(k) & \equiv \int d^{3} x\left[j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\left(\Omega_{x}\right)\right] \cdot \hat{\mathbf{J}}(\mathbf{x}) \tag{7.20}
\end{align*}
$$

This important result merits several comments:

1. In a nucleus both the convection current density arising from the motion of charged particles (e.g., protons) and the intrinsic magnetization density coming from the intrinsic magnetic moments of the nucleons contribute to the electromagnetic interaction. The appropriate interaction hamiltonian should actually be written as

$$
\begin{align*}
H^{\prime} & =-e_{\mathrm{p}} \int \hat{\mathbf{J}}_{c}(\mathbf{x}) \cdot \mathbf{A}(\mathbf{x}) d^{3} x-e_{\mathrm{p}} \int \hat{\boldsymbol{\mu}}(\mathbf{x}) \cdot[\nabla \times \mathbf{A}(\mathbf{x})] d^{3} x \\
& =-e_{\mathbf{p}} \int\left[\hat{\mathbf{J}}_{c}(\mathbf{x})+\nabla \times \hat{\boldsymbol{\mu}}(\mathbf{x})\right] \cdot \mathbf{A}(\mathbf{x}) d^{3} x \tag{7.21}
\end{align*}
$$

To obtain the second line, a vector identity has been employed

$$
\begin{equation*}
\nabla \cdot(\mathbf{a} \times \mathbf{b})=\mathbf{b} \cdot(\nabla \times \mathbf{a})-\mathbf{a} \cdot(\nabla \times \mathbf{b}) \tag{7.22}
\end{equation*}
$$

The total divergence has been converted to a surface integral far away from the nucleus using Gauss' theorem

$$
\begin{equation*}
\int_{V} \nabla \cdot \mathbf{v} d^{3} x=\int_{S} \mathbf{v} \cdot d \mathbf{S} \tag{7.23}
\end{equation*}
$$

Finally, the integral over the far-away surface can be discarded for a localized source. A second application of this procedure yields the relation

$$
\begin{align*}
\int d^{3} x\left[\nabla \times j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\right] \cdot \nabla \times \hat{\mu}(\mathbf{x}) & =\int d^{3} x \hat{\mu}(\mathbf{x}) \cdot \nabla \times\left[\nabla \times j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\right] \\
& =k^{2} \int d^{3} x \hat{\mu}(\mathbf{x}) \cdot\left[j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\right] \tag{7.24}
\end{align*}
$$

In arriving at the second equality the relation $\nabla \times(\nabla \times \mathbf{v})=\nabla(\nabla \cdot \mathbf{v})-\nabla^{2} \mathbf{v}$ has been employed; the term $\nabla \cdot \mathbf{v}$ vanishes here, and in this application the remaining term satisfies the Helmholtz equation $\left(\nabla^{2}+k^{2}\right) \mathbf{v}=0$, as the reader can readily verify. Thus the multipole operators can be rewritten to explicitly exhibit the individual contributions of the convection current and the intrinsic magnetization densities [Bl52, Sc54, de66]

$$
\begin{align*}
\hat{T}_{J M}^{\mathrm{el}}(k) & =\frac{1}{k} \int d^{3} x\left\{\left[\nabla \times j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\right] \cdot \hat{\mathbf{J}}_{c}(\mathbf{x})+k^{2} j_{J}(k x) \mathcal{Y}_{J J 1}^{M} \cdot \hat{\boldsymbol{\mu}}(\mathbf{x})\right\} \\
\hat{T}_{J M}^{\mathrm{mag}}(k) & =\int d^{3} x\left\{j_{J}(k x) \mathcal{Y}_{J J 1}^{M} \cdot \hat{\mathbf{J}}_{c}(\mathbf{x})+\left[\nabla \times j_{J}(k x) \mathcal{Y}_{J J 1}^{M}\right] \cdot \hat{\boldsymbol{\mu}}(\mathbf{x})\right\} \tag{7.25}
\end{align*}
$$

2. The $\hat{T}_{J M}$ are now irreducible tensor operators of rank $J$ in the nuclear Hilbert space. This can be proven in general by utilizing the properties of the vector density
operator $\hat{\mathbf{J}}(\mathbf{x})$ under rotations. It is easier to prove this property explicitly in any particular application. For example, consider the case where the nucleus is pictured as a collection of nonrelativistic nucleons, and the intrinsic magnetization density at the point $\mathbf{x}$ is constructed in first quantization by summing over the contribution of the individual nucleons

$$
\begin{equation*}
e_{\mathrm{p}} \hat{\mu}(\mathrm{x})=\mu_{N} \sum_{i=1}^{A} \lambda_{i} \sigma(i) \delta^{(3)}\left(\mathrm{x}-\mathbf{x}_{i}\right) \tag{7.26}
\end{equation*}
$$

Here $\lambda_{i}$ is the intrinsic magnetic moment of the $i$ th nucleon in nuclear magnetons (see below). ${ }^{6}$ The contribution to $\hat{T}_{J M}^{\mathrm{el}}$, for example, then takes the form

$$
\begin{align*}
& e_{\mathrm{p}} \int j_{J}(k x) \mathcal{Y}_{J J 1}^{M} \cdot \hat{\boldsymbol{\mu}}(\mathbf{x}) d^{3} x= \\
& \quad \mu_{N} \sum_{i=1}^{A} \lambda_{i} j_{J}\left(k x_{i}\right) \sum_{m q}\langle J m 1 q \mid J 1 J M\rangle Y_{J m}\left(\Omega_{i}\right) \sigma_{1 q}(i) \tag{7.27}
\end{align*}
$$

Here the definition of the vector spherical harmonics in Eq. (7.11) has been introduced. Each term in this sum is now recognized, with the aid of [Ed74], to be a tensor product of rank $J$ formed from two ITO of rank $J$ and 1, respectively. ${ }^{7}$ Thus $\hat{T}_{J M}^{\mathrm{el}}$ is evidently an ITO of rank J under commutation with the total angular momentum operator, which in this case takes the form

$$
\begin{equation*}
\hat{\mathbf{J}}=\sum_{i=1}^{A} \mathbf{J}(i)=\sum_{i=1}^{A}[\mathbf{L}(i)+\mathbf{S}(i)] \quad ; \text { angular momentum } \tag{7.28}
\end{equation*}
$$

As another example, the convection current in this same picture of the nucleus is

$$
\begin{equation*}
\hat{\mathbf{J}}_{c}(\mathbf{x})=\sum_{i=1}^{Z} \frac{1}{m}\left\{\delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right), \mathbf{p}(i)\right\}_{\mathrm{sym}} \doteq \sum_{i=1}^{Z} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right) \frac{\mathbf{p}(i)}{m} \tag{7.29}
\end{equation*}
$$

The need for symmetrization ${ }^{8}$ arises from the fact that $\mathbf{p}(i)$ and $\mathbf{x}_{i}$ do not commute; the current density arising from the matrix element of this expression takes the appropriate quantum mechanical form $(1 / 2 i m)\left[\psi^{*} \nabla \psi-(\nabla \psi)^{*} \psi\right]$. The last equality in Eq. (7.29) follows since one of the symmetrized terms can be partially integrated in the required matrix elements of the current, using the hermiticity of $\mathbf{p}(i)$ and the observation that $\nabla \cdot \mathbf{A}=0$ in the Coulomb gauge. Multipoles constructed from the convection current density in Eq. (7.29) are now shown to be ITO by arguments similar to the above.

[^29]${ }^{7}$ Any spherically symmetric factor does not affect the behavior under rotations.
${ }^{8}\{A, B\}_{\text {sym }} \equiv(A B+B A) / 2 ;$ note the current is now explicitly hermitian.
3. The parity of the multipole operators is [B152]
\[

$$
\begin{equation*}
\hat{\Pi} \hat{T}_{J M}^{\mathrm{el}} \hat{\Pi}^{-1}=(-1)^{J} \hat{T}_{J M}^{\mathrm{el}} \quad \hat{\Pi} \hat{T}_{J M}^{\mathrm{mag}} \hat{\Pi}^{-1}=(-1)^{J+1} \hat{T}_{J M}^{\mathrm{mag}} \tag{7.30}
\end{equation*}
$$

\]

Again, the general proof follows from the behavior of the current density $\hat{\mathbf{J}}(\mathbf{x})$ as a polar vector under spatial reflections. It is easy to see this behavior in any particular application. For example, it follows from Eqs. (7.27) and (7.29) if one uses the properties of the individual quantities under spatial reflection: $\sigma_{1 q} \rightarrow \sigma_{1 q}$; $p_{1 q} \rightarrow-p_{1 q}$; and $Y_{l m}(-\mathbf{x} /|\mathbf{x}|)=(-1)^{l} Y_{l m}(\mathbf{x} /|\mathbf{x}|)$. Parity selection rules on the matrix elements of the transverse multipole operators now follow directly.
4. There is no $J=0$ term in the sum in Eq. (7.19). This arises from the fact that the vector potential is transverse, and hence there are only transverse unit vectors, or equivalently unit helicities $\lambda= \pm 1$, arising in its expansion into normal modes [see Eqs. (7.8) and (7.17)]. This has the consequence, for example, that there can be no $J=0 \rightarrow J=0$ real one-photon transitions in nuclei.
5. The Wigner-Eckart theorem [Ed74] can now be employed to exhibit the angular momentum selection rules and $M$-dependence of the matrix element of an ITO between eigenstates of angular momentum

$$
\begin{equation*}
\left\langle J_{f} M_{f}\right| \hat{T}_{J M}\left|J_{i} M_{i}\right\rangle=\frac{(-1)^{J_{i}-M_{i}}}{(2 J+1)^{1 / 2}}\left\langle J_{f} M_{f} J_{i}-M_{i} \mid J_{f} J_{i} J M\right\rangle\left\langle J_{f} \| \hat{T}_{J}\right|\left|J_{i}\right\rangle \tag{7.31}
\end{equation*}
$$

Note that the required matrix elements of Eq. (7.19) imply $M_{f}=M_{i}-\lambda$. This means that the photon carries away the angular momentum $\lambda$ along the $z$-axis, which is the direction of emission of the photon in the preceding analysis (Fig. 7.2); thus the helicity of the photon (its angular momentum along $\mathbf{k}$ ) is $\lambda= \pm 1$.

### 7.2 Photon in an arbitrary direction

Let us extend the previous analysis to describe the situation where the photon is emitted in an arbitrary direction relative to the coordinate axes picked to describe the quantization of the nuclear system. The situation is illustrated in Fig. 7.3.

The unit vectors describing the photon are assumed to have Euler angles $\{\alpha, \beta, \gamma\}$ with respect to the nuclear quantization axes. The difficulty in achieving this configuration is that the photon axes here are the axes that are assumed to be fixed in space, having been determined, for example, by the detection of the photon, and the rotations are to be carried out with respect to these axes. Now one knows how to carry out a rotation of the nuclear state vector relative to a fixed set of axes. For example, the rotation operator that rotates a physical state vector through the angle $\beta$ relative to a laboratory-fixed $y$-axis is $\hat{R}_{-\beta} \equiv e^{-i \beta \hat{J}_{y}}$; this fact follows entirely from the defining commutation relations for the angular momentum (see Prob. 7.1). The goal is to rotate the nuclear state vector $\left|J_{i} M_{i}\right\rangle$ quantized with respect to the photon axes into a nuclear state vector $\left|\Psi_{i}\left(J_{i} M_{i}\right)\right\rangle$ correctly quantized with respect to the indicated $\{x, y, z\}$ coordinates.


Fig. 7.3. Photon emitted in arbitrary direction relative to quantization axes for nuclear system. Note $\{\alpha, \beta, \gamma\}$ are Euler angles.

A concentrated effort, after staring at Fig. 7.3, will convince the reader that the following rotations, carried out with respect to the laboratory-fixed photon coordinate system in the indicated sequence, will achieve this end
(1) $-\alpha$ about $\mathbf{k} /|\mathbf{k}|$
(2) $-\beta$ about $\mathbf{e}_{\mathbf{k} 2}$
(3) $-\gamma$ about $\mathbf{k} /|\mathbf{k}|$

The rotation operator that accomplishes this rotation is

$$
\begin{equation*}
\hat{R}_{+\gamma,+\beta,+\alpha}=\exp \left\{i \gamma \hat{J}_{3}\right\} \exp \left\{i \beta \hat{J}_{2}\right\} \exp \left\{i \alpha \hat{J}_{3}\right\} \tag{7.32}
\end{equation*}
$$

The $\{2,3\}$ axes are now the laboratory-fixed $\left\{\mathbf{e}_{\mathbf{k} 2}, \mathbf{k} /|\mathbf{k}|\right\}$ axes. Thus

$$
\begin{equation*}
\left|\Psi_{i}\left(J_{i} M_{i}\right)\right\rangle=\hat{R}_{\gamma \beta \alpha}\left|J_{i} M_{i}\right\rangle=\sum_{M_{k}} \mathcal{D}_{M_{k} M_{i}}^{J_{i}}(\gamma \beta \alpha)\left|J_{i} M_{k}\right\rangle \tag{7.33}
\end{equation*}
$$

Here the rotation matrices have been introduced that characterize the behavior of the eigenstates of angular momentum under rotation [Ed74]. It is clear from Fig. 7.3 that one can identify the usual polar and azimuthal angles that the photon makes with respect to the nuclear coordinate system according to $\beta \leftrightarrow \theta$ and $\alpha \leftrightarrow \phi$; the angle $\gamma \leftrightarrow-\phi$ of the orientation of the photon polarization vector around the photon momentum is a definition of the overall phase of the state vector, and, as such, merely involves a phase convention; the choice here is that of Jacob and Wick [Ja59]. It will be apparent in the final result that this phase is irrelevant. Equation (7.33) expresses the required nuclear state vector as a linear combination of state vectors quantized along the photon axes. Since now only matrix elements between states quantized along $\mathbf{k}$ are required, all the previous results can be utilized. The
required photon transition matrix element takes the form

$$
\begin{equation*}
\left\langle\Psi_{f}\left(J_{f} M_{f}\right)\right| \hat{H}_{J,-\lambda}\left|\Psi_{i}\left(J_{i} M_{i}\right)\right\rangle=\left\langle J_{f} M_{f}\right| \hat{R}_{\gamma \beta \alpha}^{-1} \hat{H}_{J,-\lambda} \hat{R}_{\gamma \beta \alpha}\left|J_{i} M_{i}\right\rangle \tag{7.34}
\end{equation*}
$$

Here $\lambda$ is the photon helicity, and $\hat{H}_{J,-\lambda}$ indicates one of the contributions to the operator in Eq. (7.19). Evidently

$$
\begin{equation*}
\hat{R}_{\gamma \beta \alpha}^{-1}=\hat{R}_{-\alpha-\beta-\gamma} \tag{7.35}
\end{equation*}
$$

The definition of an ITO can now be used to simplify the calculation [Ed74]

$$
\begin{equation*}
\hat{R}_{-\alpha-\beta-\gamma} \hat{H}_{J,-\lambda} \hat{R}_{-\alpha-\beta-\gamma}^{-1}=\sum_{M^{\prime}} \mathcal{D}_{M^{\prime}-\lambda}^{J}(-\alpha-\beta-\gamma) \hat{H}_{J M^{\prime}} \tag{7.36}
\end{equation*}
$$

The previous identification of the angles, and a combination of these results, permits one to write the transition matrix element describing the nuclear process $J_{i} M_{i} \rightarrow$ $J_{f} M_{f}$ with the nuclear quantization axis along $z$ and emission of a photon with helicity $\lambda$ (Fig. 7.4) as


Fig. 7.4. Configuration for transition matrix element describing photon emission and nuclear process $J_{i} M_{i} \rightarrow J_{f} M_{f}$ with nuclear quantization axis along the $z$-axis.

$$
\begin{equation*}
\left\langle\Psi_{f}\left(J_{f} M_{f}\right)\right| \hat{H}^{\prime}(\mathbf{k} \lambda)\left|\Psi_{i}\left(J_{i} M_{i}\right)\right\rangle=\left\langle J_{f} M_{f}\right| \hat{H}_{1}^{e m}(\mathbf{k} \lambda)\left|J_{i} M_{i}\right\rangle \tag{7.37}
\end{equation*}
$$

where the appropriate transition operator is given by

$$
\begin{align*}
\hat{H}_{1}^{\mathrm{em}}(\mathbf{k} \lambda)= & e_{\mathrm{p}} \sum_{J M}(-i)^{J} \sqrt{\frac{2 \pi(2 J+1)}{2 \omega_{k} \Omega}} \\
& \times\left[\hat{T}_{J M}^{\mathrm{el}}(k)+\lambda \hat{T}_{J M}^{\mathrm{mag}}(k)\right] \mathcal{D}_{M-\lambda}^{J}\left(-\phi_{k},-\theta_{k}, \phi_{k}\right) \tag{7.38}
\end{align*}
$$

The Wigner-Eckart theorem in Eq. (7.31) now permits one to extract all the angular momentum selection rules and $M$-dependence of the matrix element in Eq. (7.37).

All M's now refer to a common set of coordinate axes. ${ }^{9}$
The final $\mathcal{D}_{M-\lambda}^{J}$ in Eq. (7.38) plays the role of a "photon wave function," since the square of this quantity gives the intensity distribution in $\left(\theta_{k}, \phi_{k}\right)$ of electromagnetic radiation carrying off $\{J,-M, \lambda\}$ from the target.

### 7.3 Transition probabilities and lifetimes

We proceed to calculate the transition probability for the process indicated in Fig. 7.5. The total transition rate for an unoriented nucleus is given by the Golden Rule

Fig. 7.5. Nuclear transition with real photon emission.

The appropriate sum over final states is given by

$$
\begin{equation*}
\sum_{f}=\frac{\Omega}{(2 \pi)^{3}} \sum_{\lambda} \sum_{M_{f}} \int d^{3} k \tag{7.40}
\end{equation*}
$$

The $\int d k$ allows one to integrate over the energy-conserving delta function $\int d k \delta\left(E_{f}+\omega_{k}-E_{i}\right)=1$. The integral over final solid angles of the photon $\int d \Omega_{k}$ can be performed with the aid of the orthogonality properties of the rotation matrices [Ed74]

$$
\begin{equation*}
\int_{0}^{\pi} \sin \theta d \theta \int_{0}^{2 \pi} d \phi \mathcal{D}_{M-\lambda}^{J}(-\phi-\theta \phi)^{*} \mathcal{D}_{M^{\prime}-\lambda}^{J^{\prime}}(-\phi-\theta \phi)=\frac{4 \pi}{2 J+1} \delta_{J J^{\prime}} \delta_{M M^{\prime}} \tag{7.41}
\end{equation*}
$$

Note that since $\lambda$ is the same in both functions, the dependence on the last $\phi$ (which was the phase convention adopted for the third Euler angle $-\gamma$ in Fig. 7.3) drops out of this expression, as advertised.

The average over initial nuclear states is performed according to $\overline{\sum_{i}}=\left(2 J_{i}+\right.$ $1)^{-1} \sum_{M_{i}}$. The use of the Wigner-Eckart theorem in Eq. (7.31) and the orthonormality of the C-G coefficients permits one to then perform the required sums over

[^30]$M_{f}$ and $M_{i}$
\[

$$
\begin{equation*}
\sum_{M_{f}} \sum_{M_{i}}\left|\left\langle J_{f} M_{f} J_{i}-M_{i} \mid J_{f} J_{i} J M\right\rangle\right|^{2}=1 \tag{7.42}
\end{equation*}
$$

\]

The final sum on $M$ gives $\sum_{M}=2 J+1$.
Since the matrix element of one or the other multipoles must vanish by conservation of parity, assumed to hold for the strong interactions, it follows that

$$
\begin{equation*}
\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{el}}+\lambda \hat{T}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\right|^{2}=\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\right|^{2} \tag{7.43}
\end{equation*}
$$

This expression is now independent of $\lambda$, and the sum over final photon polarizations gives $\sum_{\lambda}=2$.

A combination of these results yields the total photon transition rate for the process illustrated in Fig. 7.5 ${ }^{10}$

$$
\begin{equation*}
\left.\omega_{\mathrm{fi}}=\left.8 \pi \alpha k c \frac{1}{2 J_{i}+1} \sum_{J \geq 1}\left\{\left|\left\langle J_{f}\right|\right| \hat{T}_{J}^{\mathrm{el}}(k)| | J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{mag}}(k)\right\| J_{i}\right\rangle\right|^{2}\right\} \tag{7.44}
\end{equation*}
$$

This is a very general result. For most nuclear transitions of interest involving real photons, the wavelength is large compared to the size of the nucleus. We thus consider next the long-wavelength reduction of the multipole operators, following closely the arguments developed in [Bl52].

### 7.4 Reduction of the multipole operators

The use of the relations $1 / \hbar c=5.07 \times 10^{10} \mathrm{~cm}^{-1} / \mathrm{MeV}$ and $R \approx 1.2 A^{1 / 3} \times 10^{-13} \mathrm{~cm}$ allows one to write for real photons

$$
\begin{equation*}
k R \approx 6.1 \times 10^{-3}\left[E_{\gamma}(\mathrm{MeV}) A^{1 / 3}\right] \tag{7.45}
\end{equation*}
$$

Evidently $k R \ll 1$ for photons of a few MeV . In this case, the spherical Bessel functions can be expanded as ${ }^{11}$

$$
\begin{equation*}
j_{J}(k x) \rightarrow \frac{(k x)^{J}}{(2 J+1)!!} \quad ; k x \rightarrow 0 \tag{7.46}
\end{equation*}
$$

One also needs from [Ed74]

$$
\begin{equation*}
\mathbf{L} Y_{l m}=\frac{1}{i}(\mathbf{r} \times \nabla) Y_{l m}=\sqrt{l(l+1)} \mathcal{Y}_{l l \mathrm{1}}^{m} \tag{7.47}
\end{equation*}
$$

[^31]With this relation, the multipole operators in Eqs. (7.25) take the form

$$
\begin{align*}
\hat{T}_{J M}^{\mathrm{el}}=\frac{1}{k \sqrt{J(J+1)}} \int d^{3} x\{ & {\left[\nabla \times \mathbf{L} j_{J}(k x) Y_{J M}\right] \cdot \hat{\mathbf{J}}_{c}(\mathbf{x}) } \\
& \left.+k^{2}\left[\mathbf{L} j_{J}(k x) Y_{J M}\right] \cdot \hat{\boldsymbol{\mu}}(\mathbf{x})\right\} \\
\hat{T}_{J M}^{\mathrm{mag}}=\frac{1}{\sqrt{J(J+1)}} \int d^{3} x\{[\nabla & \left.\times \mathbf{L} j_{J}(k x) Y_{J M}\right] \cdot \hat{\boldsymbol{\mu}}(\mathbf{x}) \\
& \left.+\left[\mathbf{L} j_{J}(k x) Y_{J M}\right] \cdot \hat{\mathbf{J}}_{c}(\mathbf{x})\right\} \tag{7.48}
\end{align*}
$$

These expressions can now be manipulated in the following manner:
(1) The differential orbital angular momentum operator $\mathbf{L}$ in Eq. (7.47) commutes with any function of the radial coordinate $[\mathbf{L}, f(r)]=0$, and it is hermitian; thus it can be partially integrated in the last two terms on the r.h.s. in the above to get it over to the right [with a sign $(-1)$ ];
(2) The divergence theorem in Eqs. (7.22) and (7.23) can be used on the first two terms on the r.h.s. of the above to get the curl to the right;
(3) One can then get $\mathbf{L}$ to the right in these terms using the first argument [again with a $(-1)]$. This leads to two types of terms: first

$$
\begin{equation*}
\mathbf{L} \cdot \mathbf{v}=\frac{1}{i}(\mathbf{r} \times \nabla) \cdot \mathbf{v}=\frac{1}{i}(\nabla \times \mathbf{v}) \cdot \mathbf{r}=-\frac{1}{i} \nabla \cdot(\mathbf{r} \times \mathbf{v}) \tag{7.49}
\end{equation*}
$$

and second

$$
\begin{align*}
\mathbf{L} \cdot(\nabla \times \mathbf{v}) & =\frac{1}{i}(\mathbf{r} \times \nabla) \cdot(\nabla \times \mathbf{v})=\frac{1}{i}[\nabla \times(\nabla \times \mathbf{v})] \cdot \mathbf{r} \\
& =-\frac{1}{i} \nabla \cdot[\mathbf{r} \times(\nabla \times \mathbf{v})] \tag{7.50}
\end{align*}
$$

Here the relation $\nabla \times \mathbf{r}=0$ has been used in obtaining these equations;
(4) Since all derivatives are now off the spherical Bessel functions and on the source terms, the Bessel functions may be expanded in the long-wavelength limit according to Eq. (7.46);
(5) One next invokes the general vector identity

$$
\begin{equation*}
\int x^{J} Y_{J M} \nabla \cdot[\mathbf{r} \times(\nabla \times \mathbf{v})] d^{3} x=(J+1) \int x^{J} Y_{J M} \nabla \cdot \mathbf{v} d^{3} x \tag{7.51}
\end{equation*}
$$

This identity holds as long as the source terms $\mathbf{v}(\mathbf{x})$ vanish outside the nucleus (Prob. 7.2).

With these steps the magnetic multipoles take the form

$$
\begin{equation*}
\hat{T}_{J M}^{\mathrm{mag}} \approx \frac{1}{i} \frac{k^{J}}{(2 J+1)!!} \sqrt{\frac{J+1}{J}} \int d^{3} x x^{J} Y_{J M}\left\{\nabla \cdot \hat{\boldsymbol{\mu}}(\mathbf{x})+\frac{1}{J+1} \nabla \cdot\left[\mathbf{r} \times \hat{\mathbf{J}}_{c}(\mathbf{x})\right]\right\} \tag{7.52}
\end{equation*}
$$

Partial integration of this result then gives for the long-wavelength limit of the transverse magnetic multipoles

$$
\begin{equation*}
\hat{T}_{J M}^{\mathrm{mag}} \approx-\frac{1}{i} \frac{k^{J}}{(2 J+1)!!} \sqrt{\frac{J+1}{J}} \int d^{3} x\left[\hat{\boldsymbol{\mu}}(\mathbf{x})+\frac{1}{J+1} \mathbf{r} \times \hat{\mathbf{J}}_{c}(\mathbf{x})\right] \cdot \nabla x^{J} Y_{J M} \tag{7.53}
\end{equation*}
$$

Similarly, the electric multipole operators take the form

$$
\begin{equation*}
\hat{T}_{J M}^{\mathrm{el}} \approx \frac{1}{i} \frac{k^{J-1}}{(2 J+1)!!} \sqrt{\frac{J+1}{J}} \int d^{3} x\left\{\nabla \cdot \hat{\mathbf{J}}_{c}(\mathbf{x})+\frac{k^{2}}{J+1} \nabla \cdot[\mathbf{r} \times \hat{\mu}(\mathbf{x})]\right\} x^{J} Y_{J M} \tag{7.54}
\end{equation*}
$$

Now use the continuity equation on the first term

$$
\begin{equation*}
\nabla \cdot \hat{\mathbf{J}}_{c}(\mathbf{x})=\nabla \cdot \hat{\mathbf{J}}(\mathbf{x})=-\frac{\partial \hat{\rho}}{\partial t}=-i[\hat{H}, \hat{\rho}] \tag{7.55}
\end{equation*}
$$

The matrix element of this relation yields

$$
\begin{equation*}
\langle f|[\hat{H}, \hat{\rho}]|i\rangle=\left(E_{f}-E_{i}\right)\langle f| \hat{\rho}|i\rangle=-k\langle f| \hat{\rho}|i\rangle \tag{7.56}
\end{equation*}
$$

Thus, in the matrix element, one can replace ${ }^{12} \nabla \cdot \hat{\mathbf{J}}_{c}(\mathbf{x}) \rightarrow i k \hat{\rho}(\mathbf{x})$. Thus, for photon emission the long-wavelength limit of the transverse electric multipoles takes the form

$$
\begin{equation*}
\hat{T}_{J M}^{\mathrm{el}} \approx \frac{k^{J}}{(2 J+1)!!} \sqrt{\frac{J+1}{J}} \int d^{3} x\left\{x^{J} Y_{J M} \hat{\rho}(\mathbf{x})-\frac{i k}{J+1} \hat{\boldsymbol{\mu}}(\mathbf{x}) \cdot\left[\mathbf{r} \times \nabla x^{J} Y_{J M}\right]\right\} \tag{7.57}
\end{equation*}
$$

Several features of these results are of interest:

- The second term in Eq. (7.57) goes as $\hbar k c / m c^{2} \ll 1$ and hence the contribution of this term is very small compared to that of the first term for real photons; ${ }^{13}$
- The first term in Eq. (7.57) is just the $J M$ th multipole of the charge density;
- Make a model where the nucleus is composed of individual nucleons, and where only the leading terms to order $1 / m$ are retained in the current, that is, the terms in $\mathbf{p}(i)$ and $\sigma(i)$ [see Eqs. (7.29) and (7.26)]. The $J=1$ transverse magnetic dipole operator for $k \rightarrow 0$ then takes the form

$$
\begin{equation*}
\hat{T}_{1 M}^{\mathrm{mag}} \approx \frac{i \sqrt{2}}{3} \frac{\hbar k}{2 m c} \sqrt{\frac{3}{4 \pi}}\left\{\sum_{i=1}^{Z} 1(i)+\sum_{i=1}^{A} \lambda_{i} \sigma(i)\right\}_{1 M} \tag{7.58}
\end{equation*}
$$

This is the familiar magnetic dipole operator to within a numerical factor and power of $k$. Here the nucleon magnetic moments in nuclear magnetons are given by $\lambda_{\mathrm{p}}=2.793$ for the proton and $\lambda_{n}=-1.913$ for the neutron (see chapter 8).

[^32]It is useful to make the connection between these general results for the electromagnetic nuclear moments and the static nuclear moments measured in timeindependent electric and magnetic fields; this connection is made as follows.

### 7.5 Static moments

Consider first the static electric moments of the nucleus. Suppose one places a static charge distribution $\rho(\mathbf{r})$ in an external electrostatic potential $\Phi_{e l}(\mathbf{r})$ where the external electric field is given by $\mathbf{E}=-\nabla \Phi_{\mathrm{el}}(\mathbf{r})$ (see Fig. 7.6). A relevant example is a nucleus in the field of the atomic electrons.


Fig. 7.6. Static electric nuclear moments.
The interaction energy is given by

$$
\begin{equation*}
U=e_{\mathbf{p}} \int \rho(\mathbf{r}) \Phi_{\mathrm{el}}(\mathbf{r}) d^{3} r \tag{7.59}
\end{equation*}
$$

The external field satisfies Laplace's equation since it is source-free over the nucleus

$$
\begin{equation*}
\nabla^{2} \Phi_{\mathrm{el}}(\mathbf{r})=0 \tag{7.60}
\end{equation*}
$$

It is also finite there. Thus the external field in the region of the nucleus can be expanded in terms of the acceptable solutions to Laplace's equation

$$
\begin{equation*}
\Phi_{\mathrm{el}}(\mathrm{r})=\sum_{l m} a_{l m} r^{l} Y_{l m}\left(\Omega_{r}\right) \tag{7.61}
\end{equation*}
$$

The numerical coefficients $a_{l m}$ can be related to various derivatives of the field at the origin. Substitution of Eq. (7.61) into Eq. (7.59) yields

$$
\begin{equation*}
U=e_{\mathrm{p}} \sum a_{l m} \mathcal{M}_{l m}^{\mathrm{el}} \tag{7.62}
\end{equation*}
$$

Here the multipole moments of the charge density are defined by

$$
\begin{equation*}
\mathcal{M}_{l m}^{\mathrm{el}}=\int d^{3} x x^{l} Y_{l m}\left(\Omega_{x}\right) \rho(\mathbf{x}) \tag{7.63}
\end{equation*}
$$

These are exactly the same expressions, to within a numerical factor and powers of $k$, as the first term in the transverse electric multipole operators in Eq. (7.57). ${ }^{14}$

[^33]Note that the nuclear quadrupole moment is conventionally defined by

$$
\begin{equation*}
Q=\int\left(3 z^{2}-r^{2}\right) \rho(\mathbf{x}) d^{3} x \tag{7.64}
\end{equation*}
$$

which differs by a numerical constant from $\mathcal{M}_{20}^{\mathrm{el}}$.
Consider next the nuclear magnetic moments. Take the ground-state expectation value that gives $\langle\partial \hat{\rho}(\mathbf{x}) / \partial t\rangle=i\langle\langle\hat{H}, \hat{\rho}]\rangle=0$. This implies

$$
\begin{equation*}
\nabla \cdot\langle\hat{\mathbf{J}}(\mathbf{x})\rangle=\nabla \cdot\left\langle\hat{\mathbf{J}}_{c}(\mathbf{x})\right\rangle=0 \tag{7.65}
\end{equation*}
$$

Here the general decomposition of current has been invoked

$$
\begin{equation*}
\hat{\mathbf{J}}=\hat{\mathbf{J}}_{c}+\nabla \times \hat{\boldsymbol{\mu}} \tag{7.66}
\end{equation*}
$$

Since the divergence of the last quantity in Eq. (7.65) vanishes everywhere, it can be expressed as the curl of another vector $\mathbf{M}(\mathbf{x})$

$$
\begin{equation*}
\left\langle\hat{\mathbf{J}}_{c}(\mathbf{x})\right\rangle=\nabla \times \mathbf{M}(\mathbf{x}) \tag{7.67}
\end{equation*}
$$

One can assume that the additional magnetization $\mathbf{M}(\mathbf{x})$ vanishes outside the nucleus, for suppose it does not. Then since its curl vanishes outside the nucleus by Eq. (7.67), it can be written as $\mathbf{M}(\mathbf{x})=\nabla \chi(\mathbf{x})$ in this region. Now choose a new magnetization $\mathbf{M}^{\prime}(\mathbf{x})=\mathbf{M}(\mathbf{x})-\nabla \chi(\mathbf{x})$. This new magnetization has the same curl everywhere, and now, indeed, vanishes outside the nucleus.

The expectation value of the interaction hamiltonian for the nucleus in an external magnetic field now takes the form

$$
\begin{equation*}
\left\langle\hat{H}_{\mathrm{int}}\right\rangle=-e_{\mathbf{p}} \int[\nabla \times \mathbf{M}(\mathbf{x})] \cdot \mathbf{A}^{\mathbf{e x t}}(\mathbf{x}) d^{3} x-e_{\mathbf{p}} \int \boldsymbol{\mu}(\mathbf{x}) \cdot \mathbf{B}^{\mathrm{ext}}(\mathbf{x}) d^{3} x \tag{7.68}
\end{equation*}
$$

Here $\boldsymbol{\mu} \equiv\langle\hat{\boldsymbol{\mu}}\rangle$. The use of Eqs. (7.22) and (7.23) permits this expression to be rewritten as

$$
\begin{equation*}
\left\langle\hat{H}_{\mathrm{int}}\right\rangle=-e_{\mathbf{p}} \int[\mathbf{M}(\mathbf{x})+\boldsymbol{\mu}(\mathbf{x})] \cdot \mathbf{B}^{\mathrm{ext}}(\mathbf{x}) d^{3} x \tag{7.69}
\end{equation*}
$$

Since $\mathbf{B}^{\text {ext }}(\mathbf{x})$ is an external magnetic field with no sources over the nucleus, it satisfies Maxwell's equations there

$$
\begin{equation*}
\nabla \cdot \mathbf{B}^{\mathrm{ext}}=\nabla \times \mathbf{B}^{\mathrm{ext}}=0 \tag{7.70}
\end{equation*}
$$

Thus one can write in the region of interest

$$
\begin{equation*}
\mathbf{B}^{\mathrm{ext}}=-\nabla \Phi_{\mathrm{mag}} \quad \nabla^{2} \Phi_{\mathrm{mag}}=0 \tag{7.71}
\end{equation*}
$$

One can now proceed with exactly the same arguments used on the electric moments. The energy of interaction is given by

$$
\begin{align*}
\left\langle\hat{H}_{\mathrm{int}}\right\rangle & =e_{\mathrm{p}} \int[\mathbf{M}(\mathbf{x})+\boldsymbol{\mu}(\mathbf{x})] \cdot \nabla \Phi_{\operatorname{mag}}(\mathbf{x}) d^{3} x \\
& =-e_{\mathrm{p}} \int \Phi_{\operatorname{mag}} \nabla \cdot(\mathbf{M}+\boldsymbol{\mu}) d^{3} x \tag{7.72}
\end{align*}
$$

The divergence in the last equation evidently plays the role of the "magnetic charge." Thus, just as before, when the general solution to Laplace's equation is substituted for the magnetic potential $\Phi_{\text {mag }}$, all one needs are the magnetic charge multipoles given by

$$
\begin{align*}
\mathcal{M}_{l m}^{\mathrm{mag}} & =-\int x^{l} Y_{l m}\left(\Omega_{x}\right) \nabla \cdot(\mathbf{M}+\boldsymbol{\mu}) d^{3} x \\
& =-\int x^{l} Y_{l m}\left(\Omega_{x}\right) \nabla \cdot\left[\frac{1}{l+1} \mathbf{r} \times(\nabla \times \mathbf{M})+\boldsymbol{\mu}\right] d^{3} x \tag{7.73}
\end{align*}
$$

The second equality follows with the aid of the identity in Eq. (7.51). A partial integration, and the restoration to operator form yields the final result for the relevant static magnetic multipole operators

$$
\begin{equation*}
\hat{\mathcal{M}}_{l m}^{\mathrm{mag}}=\int d^{3} x\left[\hat{\boldsymbol{\mu}}(\mathbf{x})+\frac{1}{l+1} \mathbf{r} \times \hat{\mathbf{J}}_{c}(\mathbf{x})\right] \cdot \nabla x^{l} Y_{l m} \tag{7.74}
\end{equation*}
$$

This is recognized to be, within a numerical factor and powers of $k$, the long wavelength limit of the transverse magnetic multipole operator in Eq. (7.53).

### 7.6 Electron scattering to discrete levels

We conclude this chapter with a brief discussion of the results for the cross section for electron scattering with excitation of the nucleus to discrete nuclear levels; this can include both elastic and inelastic scattering. In first Born approximation, exactly the same electromagnetic multipoles as discussed here govern the cross section. Thus, while the detailed derivation of the cross section in this text is postponed to Part 4, it is useful to present the results here to tie into the present discussion. The scattering situation is illustrated in Fig. 7.7.

One includes in the hamiltonian the interaction term between the nucleus and the electron as determined by QED

$$
\begin{equation*}
H^{\prime}=-e \int \mathbf{j}_{\mathrm{el}}(\mathbf{x}) \cdot \mathbf{A}(\mathbf{x}) d^{3} x+\frac{e e_{\mathrm{p}}}{4 \pi} \iint \frac{\rho_{\mathrm{el}}(\mathbf{x}) \rho_{N}\left(\mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|} d^{3} x d^{3} x^{\prime} \tag{7.75}
\end{equation*}
$$

To consistently calculate the scattering amplitude to order $e^{2}$, the Coulomb interaction is treated in first-order perturbation theory while the interaction with the transverse photon field [Eq. (7.8)] must be treated in second order.


Fig. 7.7. Electron scattering to discrete nuclear levels.
Plane waves and Dirac spinors are assumed for the initial and final electrons, ${ }^{15}$ and one is evidently left with nuclear matrix elements of the form

$$
\begin{align*}
\left\langle J_{f} M_{f}\right| \int e^{i \mathbf{q} \cdot \mathbf{x}} \hat{\rho}_{N}(\mathbf{x}) d^{3} x\left|J_{i} M_{i}\right\rangle \\
\left\langle J_{f} M_{f}\right| \int e^{i \mathbf{q} \cdot \mathbf{x}} \mathbf{e}_{\mathbf{q} \lambda} \cdot \hat{\mathbf{J}}_{N}(\mathbf{x}) d^{3} x\left|J_{i} M_{i}\right\rangle \quad ; \lambda= \pm 1 \tag{7.76}
\end{align*}
$$

It simplifies the calculation to choose the $z$-axis for nuclear quantization along the direction of the three momentum transfer $\mathbf{q}=\mathbf{k}_{1}-\mathbf{k}_{2}$. In this case, from the previous analysis, transverse photon exchange has the nuclear selection rules $\Delta M= \pm 1$, and the Coulomb interaction has $\Delta M=0$; this implies there will be no interference between these terms in the sum and average over final and initial nuclear orientations. The cross section takes the form [de66, Wa01] ${ }^{16}$

$$
\begin{align*}
& \frac{d \sigma}{d \Omega}\left(J_{f} \leftarrow J_{i}\right)=\frac{4 \pi \sigma_{\mathrm{M}}}{2 J_{i}+1}\left\{\frac{q_{\mu}^{4}}{\mathbf{q}^{4}} \sum_{J=0}^{\infty}\left|\left\langle J_{f}\left\|\hat{M}_{J}^{\mathrm{coul}}(q)\right\| J_{i}\right\rangle\right|^{2}\right.  \tag{7.77}\\
& \left.\quad+\left(\frac{q_{\mu}^{2}}{2 \mathbf{q}^{2}}+\tan ^{2} \frac{\theta}{2}\right) \sum_{J=1}^{\infty}\left(\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{el}}(q)\right\| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{mag}}(q)\right\| J_{i}\right\rangle\right|^{2}\right)\right\}
\end{align*}
$$

Here $\sigma_{\mathrm{M}}$ is the Mott cross section for the scattering of a Dirac electron by a point charge

$$
\begin{equation*}
\sigma_{\mathrm{M}} \equiv \frac{\alpha^{2} \cos ^{2} \theta / 2}{4 k_{1}^{2} \sin ^{4} \theta / 2} \tag{7.78}
\end{equation*}
$$

Also $q_{\mu}^{2}=\mathrm{q}^{2}-\left(k_{1}-k_{2}\right)^{2}=4 k_{1} k_{2} \sin ^{2} \theta / 2$ is the four-momentum transfer. The Coulomb multipoles appearing in this expression are defined by

$$
\begin{equation*}
\hat{M}_{L M}^{\text {coul }} \equiv \int d^{3} x j_{L}(q x) Y_{L M}\left(\Omega_{x}\right) \hat{\rho}_{N}(\mathbf{x}) \tag{7.79}
\end{equation*}
$$

[^34]In the long-wavelength limit, these become

$$
\begin{equation*}
\hat{M}_{L M}^{\mathrm{coul}}(q) \rightarrow \frac{q^{L}}{(2 L+1)!!} \hat{\mathcal{M}}_{L M}^{\mathrm{el}} \tag{7.80}
\end{equation*}
$$

where the static electric multipoles are defined in Eq. (7.63).
Several features of these results are worthy of note:

- One can now use all the angular momentum and parity selection rules discussed previously;
- These are the same transverse multipole operators that appear in real photon processes, only now the argument of the multipoles is $|\mathbf{q}|$, the three momentum transfer in the scattering rather than $|\mathbf{k}|$, the real photon momentum. In contrast to real photon transitions where the photon momentum is fixed by the energy it carries off, the quantity $|\mathbf{q}|$ can be varied up to arbitrarily large values in electron scattering;
- For elastic scattering with $0^{+} \rightarrow 0^{+}$transitions, only the monopole moment of the charge density $\hat{M}_{00}^{\text {coul }}(q)$ contributes to the cross section;
- One can separate the contribution of the Coulomb multipoles from that of the transverse multipoles by varying $\theta$ at fixed $\left\{q^{2}, q_{\mu}^{2}\right\}{ }^{17}$
- Equations (7.54), (7.55), and (7.80) imply there is a long-wavelength relation between the matrix elements of the Coulomb multipoles and those of the transverse electric multipoles

$$
\begin{equation*}
\langle f| \hat{T}_{J M}^{\mathrm{el}}(q)|i\rangle \approx-\frac{\left(E_{f}-E_{i}\right)}{\hbar c q} \sqrt{\frac{J+1}{J}}\langle f| \hat{M}_{J M}^{\mathrm{coul}}(q)|i\rangle \tag{7.81}
\end{equation*}
$$

Thus one can get the rate for a real photon transition dominated by an electric multipole from Coulomb excitation of the level;

- Nuclear recoil can be included in the density of final states. The effect is to multiply the r.h.s. of Eq. (7.77) by a factor $r$ where $r^{-1}=$ $1+\left(2 k_{1} / M_{T}\right) \sin ^{2} \theta / 2$ where $M_{T}$ is the target inverse Compton wavelength. This is the leading correction in $1 / M_{T}$ (see Prob. 7.4);
- A much more detailed discussion and derivation of these results is presented in [de66, Wa01], where the evaluation of the required multipole operators in a coupled single-particle shell model basis is also developed. Extremely valuable tables of the required single-particle matrix elements of the multipole operators are available both with harmonic oscillator wave functions where the required angular momentum algebra and radial matrix elements can be evaluated analytically [Do79], and with arbitrary radial wave functions where the radial matrix elements remain to be evaluated [Do80].

Chapter 50 contains an extended discussion of electron scattering, together with derivations. We here turn to electromagnetic interactions in the nuclear shell model.

## Chapter 8

## Electromagnetism and the shell model

We proceed to apply some of the general results on electromagnetic interactions with nuclei to the nuclear shell model where the basis for the description of the nucleus is a collection of nonrelativistic nucleons moving in a (complete) set of single-particle orbitals.

### 8.1 Extreme single-particle model

It is an empirical result that the ground states of even-even nuclei all have $J^{\pi}=0^{+}$. The simplest description of odd nuclei is to assign all of the ground-state nuclear properties to the last odd nucleon. This extreme single-particle shell model is remarkably successful in predicting ground state spins and parities as the levels in Fig. 5.5 are filled [Ma55]. The model also allows a calculation of the electromagnetic properties of the ground state.

The magnetic dipole operator is given in units of the nuclear magneton $\mu_{\mathrm{N}}=$ $|e| \hbar / 2 m_{p} c$ by

$$
\begin{array}{ll}
\frac{\mu_{p}}{\mu_{\mathrm{N}}}=1+2 \lambda_{p} \mathrm{~s} & ; \lambda_{p}=+2.793 \\
\frac{\mu_{n}}{\mu_{\mathrm{N}}}=2 \lambda_{n} \mathrm{~s} & ; \lambda_{n}=-1.913 \tag{8.1}
\end{array}
$$

The magnetic moment of the nucleus is defined as the expectation value of the magnetic dipole operator in the state where the nucleus is lined up as well as possible along the $z$ axis

$$
\begin{equation*}
\mu \equiv\langle j, m=j| \hat{\mu}_{10}|j, m=j\rangle=\frac{\langle j j 10 \mid j 1 j j\rangle}{\sqrt{2 j+1}}\langle j\|\mu\| j\rangle \tag{8.2}
\end{equation*}
$$

The second equality follows from the Wigner-Eckart theorem. To evaluate the remaining reduced matrix element one needs $\left.\left\langle l \frac{1}{2} j\right||1| l l \frac{1}{2} j\right\rangle$ and $\left\langle l \frac{1}{2} j\right|\left|\mathbf{s} \| l \frac{1}{2} j\right\rangle$. These are the reduced matrix elements of an ITO acting on the first and second part of a
coupled scheme respectively; they may be evaluated by using the results in [Ed74] ${ }^{1}$

$$
\begin{align*}
\frac{\mu}{\mu_{\mathrm{N}}}= & \frac{1}{2(j+1)}\{[j(j+1)+l(l+1)-s(s+1)] \\
& +2 \lambda[j(j+1)+s(s+1)-l(l+1)]\} \quad ; s=1 / 2 \tag{8.3}
\end{align*}
$$

This result for the single-particle magnetic moment will be recognized as exactly the same expression obtained in the simple vector model of angular momenta. In this model the vectors 1 and $\mathbf{s}$ add to give the resultant $\mathbf{j}=1+\mathbf{s}$ (Fig. 8.1). They then precess around this resultant so that the effective magnetic moment is only that component along $\mathbf{j}$


Fig. 8.1. Vector model of angular momenta.

$$
\begin{equation*}
\boldsymbol{\mu} \longrightarrow \frac{(\boldsymbol{\mu} \cdot \mathbf{j}) \mathbf{j}}{\mathbf{j}^{2}} \tag{8.4}
\end{equation*}
$$

The insertion of the definition of the magnetic dipole operator in Eq. (8.1) gives

$$
\begin{equation*}
\frac{\mu}{\mu_{\mathrm{N}}}=\frac{j}{j(j+1)}[\mathbf{l} \cdot \mathbf{j}+2 \lambda \mathbf{s} \cdot \mathbf{j}] \tag{8.5}
\end{equation*}
$$

The square of the relations $\mathbf{j}-\mathbf{l}=\mathbf{s}$ and $\mathbf{j}-\mathbf{s}=\mathbf{l}$ gives

$$
\begin{array}{r}
2 \mathbf{l} \cdot \mathbf{j}=\mathbf{j}^{2}+\mathbf{l}^{2}-\mathbf{s}^{2}=j(j+1)+l(l+1)-s(s+1) \\
2 \mathbf{s} \cdot \mathbf{j}=\mathbf{j}^{2}+\mathbf{s}^{2}-\mathbf{l}^{2}=j(j+1)+s(s+1)-l(l+1) \tag{8.6}
\end{array}
$$

A combination of these results indeed reproduces Eq. (8.3).
${ }^{1} \mathrm{~A}$ combination of the results in [Ed74] gives

$$
\begin{aligned}
& \left\langle l \frac{1}{2} j \|\right|\left|\left|l l \frac{1}{2} j\right\rangle=(-1)^{l+1 / 2+j+1}(2 j+1)\left\{\begin{array}{ccc}
l & j & 1 / 2 \\
j & l & 1
\end{array}\right\}\langle l|\right| 1||l\rangle \\
& \left\langle l \frac{1}{2} j\|\mathbf{s}\| l \frac{1}{2} j\right\rangle=(-1)^{l+1 / 2+j+1}(2 j+1)\left\{\begin{array}{ccc}
1 / 2 & j & l \\
j & 1 / 2 & 1
\end{array}\right\}\left\langle\frac{1}{2}\|\mathbf{s}\| \frac{1}{2}\right\rangle
\end{aligned}
$$

Insertion of the allowed values $j=l \pm 1 / 2$ in Eq. (8.3) gives the final results

$$
\begin{align*}
\frac{\mu}{\mu_{\mathrm{N}}}=j-\frac{1}{2}+\lambda & ; j=l+\frac{1}{2} \\
\frac{\mu}{\mu_{\mathrm{N}}}=j+\frac{j}{j+1}\left(\frac{1}{2}-\lambda\right) & ; j=l-\frac{1}{2} \tag{8.7}
\end{align*}
$$

Here the entire expression is applicable for protons, while only the term in $\lambda$ is present for neutrons. When plotted against j, these results give rise to the celebrated Schmidt lines (Fig. 8.2).


Fig. 8.2. Schmidt lines for nuclear magnetic dipole moments (see [Pr82]).
Several comments are relevant here (see $[\operatorname{Pr} 82]$ for a summary of the data):

- The results for the nuclear magnetic dipole moment are independent of the radial wave functions. They depend only on the angular momentum coupling scheme;
- Of 137 odd-A nuclear magnetic dipole moments in [Pr82], only 5 lie outside the Schmidt lines; these five are indicated in Fig. 8.2;
- Of 137 odd-A nuclear magnetic dipole moments in [Pr82], all but 10 lie between the Schmidt lines and the "fully quenched" moments obtained by setting $\lambda=1$ for protons and $\lambda=0$ for neutrons; these are the values obtained with the Dirac moment alone and vanishing anomalous magnetic moment;
- There will be corrections to this extreme single-particle value of the magnetic moment coming from, among other things, configuration mixing, meson exchange currents, and a relativistic treatment of the nucleus.

The electric quadrupole operator for a single nucleon is defined by

$$
\begin{equation*}
Q_{20} \equiv 3 z^{2}-r^{2}=2 r^{2} P_{2}(\cos \theta)=2 r^{2} \sqrt{\frac{4 \pi}{5}} Y_{20} \equiv 2 r^{2} C_{20} \tag{8.8}
\end{equation*}
$$

The quadrupole moment of the nucleus is the expectation value of this operator in the state where the nucleus is aligned as well as possible along the $z$ axis $^{2}$

$$
Q \equiv\langle j, m=j| Q_{20}|j, m=j\rangle=\left(\begin{array}{ccc}
j & 2 & j  \tag{8.9}\\
-j & 0 & j
\end{array}\right)\langle j|\left|Q_{2}\right||j\rangle
$$

In the single-particle shell model, one needs the reduced matrix element $\left\langle n l \frac{1}{2} j \| C_{2}\right|\left|n l \frac{1}{2} j\right\rangle$, which is again an ITO in a coupled scheme. The result from [Ro59] is ${ }^{3}$

$$
\begin{equation*}
Q=-\left\langle r^{2}\right\rangle_{n l} \frac{2 j-1}{2 j+2} \quad ; j \geq 3 / 2 \tag{8.10}
\end{equation*}
$$

That the quadrupole moment is indeed negative for a single odd proton is indicated pictorially in Fig. 8.3.


Fig. 8.3. Charge distribution in single proton state with $m=j$ giving rise to a negative quadrupole moment.

Rough estimates of the required single-particle mean square radius can be obtained as follows;

$$
\begin{align*}
\left\langle r^{2}\right\rangle_{n l} & =\quad R^{2} & & ; \text { particle at surface } \\
& =\frac{3}{5} R^{2} & & ; \text { uniform distribution } \\
& =\left(\frac{2}{3} \text { to } \frac{4}{5}\right) R^{2} & & ; \text { for square well } \tag{8.11}
\end{align*}
$$

It is thus evident that in the single-particle shell model $|Q| / R^{2}<1$.
${ }^{2}$ We use indiscriminately the relation between C-G coefficients and 3-j symbols [Ed74].
${ }^{3}$ This is a marvelous reference and set of tables, which everyone should learn to use. In particular, it is shown in this book that

$$
\left\langle l^{\prime} \frac{1}{2} j^{\prime} \| C_{L}\right|\left|l \frac{1}{2} j\right\rangle=(-1)^{j^{\prime}+1 / 2} \sqrt{\left(2 j^{\prime}+1\right)(2 j+1)}\left(\begin{array}{ccc}
j^{\prime} & L & j \\
1 / 2 & 0 & -1 / 2
\end{array}\right) \frac{1}{2}\left[1+(-1)^{l^{\prime}+l+L}\right]
$$

Table 8.1 Quadrupole moments of selected nuclei [Ma55, Pr82, Nu02].

| Element | Spin | $Q \times 10^{26} \mathrm{~cm}^{2}$ | State | $\frac{Q}{\left(1.2 A^{1 / 3} \mathrm{fm}\right)^{2}}$ | $\frac{Q}{\left.\left\langle r^{2}\right\rangle_{n l}\right\|^{a}}$ |
| :---: | :---: | ---: | :---: | ---: | ---: |
| ${ }^{27} \mathrm{Al}$ | $5 / 2$ | +14.9 | $\left(d_{5 / 2}\right)^{5}=d_{5 / 2}^{-1}$ | +1.15 | -0.57 |
| ${ }^{35} \mathrm{Cl}$ | $3 / 2$ | -7.9 | $d_{3 / 2}$ | -0.51 | -0.40 |
| ${ }^{17} \mathrm{Cl}$ | -16.0 | $p_{3 / 2}$ | -0.70 | -0.40 |  |
| ${ }_{2}^{63} \mathrm{Cu}$ | $3 / 2$ | +590.0 | - | +13.10 | $\mathrm{mag}<1$ |
| ${ }^{175} \mathrm{Lu}$ | $3 / 2$ | -2.7 | $d_{5 / 2}$ | -0.28 | -0.57 |
| ${ }_{71} \mathrm{Lu} \mathrm{O}_{9}$ | $5 / 2$ | -6.0 | $d_{3 / 2}$ | -0.40 | -0.40 |
| ${ }^{33} \mathrm{~S}_{17}$ | $3 / 2$ | +22.0 | $\left(g_{9 / 2}\right)^{7}$ | +0.80 | -0.73 |
| ${ }^{83} \mathrm{Kr}_{47}$ | $9 / 2$ | +1000.0 | - | +22.90 | $\mathrm{mag}<1$ |
| ${ }^{167} \mathrm{Er}_{99}$ | $7 / 2$ |  |  |  |  |

${ }^{a}$ Single-particle shell model values. For the odd neutron nuclei, the single-particle values are obtained by assigning the odd neutron an effective charge $+e_{\mathrm{p}}$.

Selected nuclear quadrupole moments appear in Table 8.1. Several comments are of interest here:

- The single-particle shell model does all right for single protons outside closed shells;
- If the shell is more than $1 / 2$ filled, one gets the $w r o n g \operatorname{sign}$ for $Q$ from this extreme single-particle model. A consistent many-body treatment of many particles in a shell is needed in this situation (see chapter 6 and [de63]); ${ }^{4}$
- Odd neutrons outside of closed shells behave just as if they were odd protons, contributing as if they had an effective charge $+e_{\mathrm{p}}$; in reality, a free neutron is uncharged;
- The inequality $|Q| / R^{2}<1$ derived above in the single-particle shell model is very badly violated in selected regions of the periodic table where one is far from a few particles or a few holes outside of major closed shells;
- The explanation of the observed quadrupole moments is due to Rainwater [Ra50] and Bohr and Mottelson [Bo69, Bo75]. The core of the nucleus carries a large charge $Z$. A small deformation of this core can have a large effect on the nuclear quadrupole moment. In particular, if the attractive interaction between a valence neutron and the nucleons in the core drags the positively charged core along with the neutron as it moves, one has a simple qualitative understanding of the behavior of odd-neutron nuclei described above. Although we will not go into detail on the discussion of deformed nuclei, it is one of the most beautiful aspects of nuclear structure. Fortunately, [Bo69, Bo75] provide a thorough treatise on the subject.

This discussion can be extended to higher nuclear moments, and to all momen-

[^35]tum transfers, as indicated at the end of chapter 7. First, however, it is necessary to construct the nuclear current operator in the nuclear shell model.

### 8.2 Nuclear current operator

If the nucleus is modeled as a quantum mechanical system of point nucleons with intrinsic magnetic moments, then we know how to construct the charge density, convection current density, and intrinsic magnetization density from basic quantum mechanics. In first quantization these quantities are given by

$$
\begin{align*}
\hat{\rho}_{\mathrm{N}}(\mathbf{x}) & =\sum_{j=1}^{A} e(j) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right) \\
\hat{\mathbf{J}}_{\mathbf{c}}(\mathbf{x}) & =\sum_{j=1}^{A} e(j)\left\{\frac{\mathbf{p}(j)}{m}, \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right\}_{\mathrm{sym}} \\
\hat{\boldsymbol{\mu}}(\mathbf{x}) & =\sum_{j=1}^{A} \mu(j) \frac{\boldsymbol{\sigma}(j)}{2 m} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right) \tag{8.12}
\end{align*}
$$

Here $\mathbf{p} \equiv(1 / i) \nabla$. Thus one has for a single proton, for example

$$
\begin{equation*}
\left\langle\hat{\rho}_{\mathrm{N}}(\mathbf{x})\right\rangle=\int \psi^{*}\left(\mathbf{x}_{p}\right) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{p}\right) \psi\left(\mathbf{x}_{p}\right) d^{3} x_{p}=|\psi(\mathbf{x})|^{2} \tag{8.13}
\end{equation*}
$$

and also

$$
\begin{align*}
\left\langle\hat{\mathbf{J}}_{\mathbf{c}}(\mathbf{x})\right\rangle & =\int \psi^{*}\left(\mathbf{x}_{p}\right) \frac{1}{2 i m}\left[\nabla_{p} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{p}\right)+\delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{p}\right) \nabla_{p}\right] \psi\left(\mathbf{x}_{p}\right) d^{3} x_{p} \\
& =\frac{1}{2 i m}\left\{\psi^{*}(\mathbf{x}) \nabla \psi(\mathbf{x})-[\nabla \psi(\mathbf{x})]^{*} \psi(\mathbf{x})\right\} \tag{8.14}
\end{align*}
$$

These are the familiar results. A partial integration has been used in arriving at the second equality in Eq. (8.14). Here we have defined

$$
\begin{align*}
e(j) & \equiv \frac{1}{2}\left[1+\tau_{3}(j)\right] \\
\mu(j) & \equiv \lambda_{p} \frac{1}{2}\left[1+\tau_{3}(j)\right]+\lambda_{n} \frac{1}{2}\left[1-\tau_{3}(j)\right] \tag{8.15}
\end{align*}
$$

In this chapter we shall write the anomalous magnetic moment $\lambda^{\prime}(j)$ of the nucleon as

$$
\begin{align*}
\lambda^{\prime}(j) & =\lambda_{p}^{\prime} \frac{1}{2}\left[1+\tau_{3}(j)\right]+\lambda_{n} \frac{1}{2}\left[1-\tau_{3}(j)\right] \\
\mu(j) & =e(j)+\lambda^{\prime}(j) \tag{8.16}
\end{align*}
$$

This discussion presents a consistent nonrelativistic treatment in a picture where the nucleus is made up of point nucleons with appropriate charges and intrinsic magnetic moments; however, a central future thrust of nuclear physics is the
measurement and calculation of nuclear electromagnetic transition densities out to momentum transfers of the order of a GeV , or $q=O(m)$, and well beyond. It is essential to consider corrections to the nonrelativistic current operator as one moves into this regime. In order to do this, a fully relativistic treatment of the interacting many-body system is required, and Part 2 of this book is devoted to this topic. For the present, we simply consider the nuclear current density arising from the full relativistic electromagnetic vertex of a free nucleon.

### 8.3 Relativistic corrections to the current

The relativistic electromagnetic vertex of a free nucleon is illustrated in Fig. 8.4.


Fig. 8.4. Electromagnetic vertex for a free nucleon.
The most general structure of the matrix element of the current for a free nucleon is given by (see, e.g. [ Bj 64$]$ )

$$
\begin{equation*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| J_{\mu}(0)|\mathbf{p} \sigma \rho\rangle=\frac{i}{\Omega} \bar{u}\left(\mathbf{p}^{\prime}, \sigma^{\prime}\right) \eta_{\rho^{\prime}}^{\dagger}\left[F_{1} \gamma_{\mu}+F_{2} \sigma_{\mu \nu} q_{\nu}\right] \eta_{\rho} u(\mathbf{p}, \sigma) \tag{8.17}
\end{equation*}
$$

Here the spin and isospin quantum numbers have been made explicit; $\bar{u}, u$ are Dirac spinors and $\eta_{p}, \eta_{n}$ are two-component Pauli isospinors. The four-momentum transfer is defined by $q=p-p^{\prime}$ (Fig. 8.4), and the form factors $F_{1}\left(q^{2}\right), F_{2}\left(q^{2}\right)$ are functions of $q^{2}$. The isospin structure of the form factors must be of the form

$$
\begin{equation*}
F_{i}=\frac{1}{2}\left(F_{i}^{S}+\tau_{3} F_{i}^{V}\right) \quad ; i=1,2 \tag{8.18}
\end{equation*}
$$

Relevant numerical values are

$$
\begin{align*}
F_{1}^{S}(0) & =F_{1}^{V}(0)=1 \\
2 m F_{2}^{S}(0) & =\lambda_{p}^{\prime}+\lambda_{n}=-0.120 \\
2 m F_{2}^{V}(0) & =\lambda_{p}^{\prime}-\lambda_{n}=+3.706 \tag{8.19}
\end{align*}
$$

To construct the nuclear current density we now carry out the following series of steps (see e.g. [Wa01]):

1. Substitute the explicit form of the Dirac spinors for a free nucleon

$$
\begin{equation*}
u(\mathbf{p}, \sigma)=\left(\frac{E_{p}+m}{2 E_{p}}\right)^{1 / 2}\binom{\chi_{\sigma}}{\frac{\sigma \cdot \mathbf{p}}{E_{p}+m} \chi_{\sigma}} \tag{8.20}
\end{equation*}
$$

Here $\chi_{\uparrow}, \chi_{\downarrow}$ are two-component Pauli spinors for spin up and down along the $z$ axis. Now expand the matrix element in Eq. (8.17) consistently to order $1 / m^{2}$. The result is (see Prob. 8.5)

$$
\begin{align*}
& \left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| J_{\mu}(0)|\mathbf{p} \sigma \rho\rangle=\frac{1}{\Omega} \eta_{\rho^{\prime}}^{\dagger} \chi_{\sigma^{\prime}}^{\dagger} \mathcal{M}_{\mu} \chi_{\sigma} \eta_{\rho} \\
& \quad \mathcal{M}=F_{1} \frac{1}{2 m}\left(\mathbf{p}+\mathbf{p}^{\prime}\right)+\left(F_{1}+2 m F_{2}\right)\left[\frac{-i \boldsymbol{\sigma} \times \mathbf{q}}{2 m}\right]+O\left(\frac{1}{m^{3}}\right) \\
& \quad \mathcal{M}_{0}=F_{1}-\left(F_{1}+4 m F_{2}\right)\left[\frac{\mathbf{q}^{2}}{8 m^{2}}-\frac{i \mathbf{q} \cdot(\boldsymbol{\sigma} \times \mathbf{p})}{4 m^{2}}\right]+O\left(\frac{1}{m^{3}}\right) \tag{8.21}
\end{align*}
$$

Here $\mathcal{M}_{\mu}=\left(\mathcal{M}, i \mathcal{M}_{0}\right) .{ }^{5}$
2. Take as the prescription for constructing the nuclear current density operator at the origin, in second quantization, the following expression

$$
\begin{equation*}
\hat{J}_{\mu}(0)=\sum_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}} \sum_{\mathbf{p} \sigma \rho} c_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}}^{\dagger}\left(\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\left|J_{\mu}(0)\right| \mathbf{p} \sigma \rho\right\rangle c_{\mathbf{p} \sigma \rho} \tag{8.22}
\end{equation*}
$$

Here the single-particle matrix element is precisely that of Eq. (8.17).
3. Use the general procedure for passing from first quantization to second quantization [Fe71]. If, in first quantization the one-body nuclear density operator has the form

$$
\begin{equation*}
\hat{J}_{\mu}(\mathbf{x})=\sum_{i=1}^{A}\left\{J_{\mu}^{(1)}(i) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right)\right\} \tag{8.23}
\end{equation*}
$$

then in second quantization the operator density is

$$
\begin{equation*}
\hat{J}_{\mu}(\mathbf{x})=\sum_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}} \sum_{\mathbf{p} \sigma \rho} c_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}}^{\dagger}\left(\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\left|J_{\mu}(\mathbf{x})\right| \mathbf{p} \sigma \rho\right) c_{\mathbf{p} \sigma \rho} \tag{8.24}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| J_{\mu}(\mathbf{x})|\mathbf{p} \sigma \rho\rangle=\int d^{3} y \phi_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}}^{\dagger}(\mathbf{y})\left\{J_{\mu}^{(1)}(\mathbf{y}) \delta^{(3)}(\mathbf{x}-\mathbf{y})\right\} \phi_{\mathbf{p} \sigma \rho}(\mathbf{y}) \tag{8.25}
\end{equation*}
$$

4. The discussion in chapter 7 shows that physical rates and cross sections are expressed in terms of the Fourier transform of the transition matrix element of the current

$$
\begin{equation*}
\int e^{-i \mathbf{q} \cdot \mathbf{x}}\langle f| \hat{J}_{\mu}(\mathbf{x})|i\rangle d^{3} x \tag{8.26}
\end{equation*}
$$

${ }^{5}$ It is assumed here that both $q_{0}$ and $F_{2}$ are $O(1 / m)$. The expansion in $\left(\mathbf{q} / m, q_{0} / m\right)$ is avoided in [Je98].

Here $q=p-p^{\prime}$, and in electron scattering $q=k^{\prime}-k$. We define

$$
\begin{equation*}
\langle f| \hat{J}_{\mu}(\mathbf{x})|i\rangle \equiv J_{\mu}(\mathbf{x})_{\mathrm{fi}} \tag{8.27}
\end{equation*}
$$

and observe that by partial integration in Eq. (8.26) with localized densities one can make the replacement

$$
\begin{equation*}
\nabla \leftrightarrow i \mathbf{q} \tag{8.28}
\end{equation*}
$$

We then anticipate the presence of terms in $i \mathbf{q}$ in the elementary nucleon amplitudes by defining

$$
\begin{align*}
\mathbf{J}(\mathbf{x})_{\mathrm{fi}} & \equiv \mathbf{J}_{\mathrm{c}}(\mathbf{x})_{\mathrm{fi}}+\nabla \times \boldsymbol{\mu}(\mathbf{x})_{\mathrm{fi}} \\
\rho(\mathbf{x})_{\mathrm{fi}} & \equiv \rho_{\mathrm{N}}(\mathbf{x})_{\mathrm{fi}}+\nabla \cdot \mathbf{s}(\mathbf{x})_{\mathrm{f} i}+\nabla^{2} \phi(\mathbf{x})_{\mathrm{f} i} \tag{8.29}
\end{align*}
$$

The use of Eq. (8.25) evaluated at $\mathbf{x}=0$ now permits the identification of the nuclear density operators in first quantization, which give rise to the required result in second quantization of Eq. (8.22). The operators take the form

$$
\begin{align*}
\hat{\mathbf{J}}(\mathbf{x}) & =\hat{\mathbf{J}}_{c}(\mathbf{x})+\nabla \times \hat{\boldsymbol{\mu}}(\mathbf{x}) \\
\hat{\rho}(\mathbf{x}) & =\hat{\rho}_{\mathrm{N}}(\mathbf{x})+\nabla \cdot \hat{\mathbf{s}}(\mathbf{x})+\nabla^{2} \hat{\phi}(\mathbf{x}) \tag{8.30}
\end{align*}
$$

Here the densities are defined by Eqs. (8.12), (8.15), (8.16), and

$$
\begin{align*}
\hat{\phi}(\mathbf{x}) & =\sum_{j=1}^{A} s(j) \frac{1}{8 m^{2}} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right) \\
\hat{\mathbf{s}}(\mathbf{x}) & =\sum_{j=1}^{A} s(j) \frac{1}{4 m^{2}} \sigma(j) \times\left\{\mathbf{p}(j), \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right\}_{\mathrm{sym}} \tag{8.31}
\end{align*}
$$

with

$$
\begin{equation*}
s(j) \equiv e(j)+2 \lambda^{\prime}(j) \tag{8.32}
\end{equation*}
$$

5. It is an empirical result that in the nuclear domain ${ }^{6}$

$$
\begin{align*}
\frac{F_{1}\left(q^{2}\right)}{F_{1}(0)} & \approx f_{\mathrm{SN}}\left(q^{2}\right) \approx \frac{F_{2}\left(q^{2}\right)}{F_{2}(0)} \\
f_{\mathrm{SN}}\left(q^{2}\right) & =\frac{1}{\left(1+q^{2} / 0.71 \mathrm{GeV}^{2}\right)^{2}} \tag{8.33}
\end{align*}
$$

${ }^{6}$ A more accurate representation of the experimental data for the proton and neutron out to very large $q^{2}$ is given by (see e.g. [Wa01])

$$
\begin{aligned}
G_{\mathrm{M}}\left(q^{2}\right) \equiv F_{1}+2 m F_{2} & =f_{\mathrm{SN}}\left(q^{2}\right) G_{\mathrm{M}}(0) \\
G_{\mathrm{E}}\left(q^{2}\right) \equiv F_{1}-\left(q^{2} / 2 m\right) F_{2} & =f_{\mathrm{SN}}\left(q^{2}\right) G_{\mathrm{E}}(0)
\end{aligned}
$$

although $G_{\mathbf{E}}^{n}\left(q^{2}\right)$ remains to be measured well.

The ( $e, e^{\prime}$ ) cross section is now determined by an effective Mott cross section

$$
\begin{equation*}
\bar{\sigma}_{M} \equiv \sigma_{\mathrm{M}}\left|f_{\mathrm{SN}_{\mathrm{N}}}\left(q^{2}\right)\right|^{2} \tag{8.34}
\end{equation*}
$$

The use of this effective Mott cross section represents an approximate way of taking into account in the nuclear domain the spatial extent of the internal charge and magnetization densities of a single constituent nucleon.
6. The present analysis gives the leading relativistic corrections to the nuclear current, assuming it is a one-body operator. It neglects, among other things: meson exchange currents, other multibody currents, relativistic terms in the wave functions, and off-shell corrections to the nucleon vertex in the nuclear medium.
7. The goal, pursued in this text, is to develop

- a consistent, relativistic, hadronic description of the nucleus
- a consistent, relativistic, quark-based description of the nucleus
and to understand the relation between them.
For the present, we pursue the description of nuclear excited states within the traditional picture of non-relativistic nucleons interacting through static potentials, and we use as a basis the complete set of shell model states.


## Chapter 9

## Excited states - equations of motion

This section is based on [Fe71], which in addition contains a discussion of a systematic procedure using Green's functions to determine the nuclear excitation spectrum to all orders in the two-body interaction. References [Br59a, Ba60, La64, Br64] provide important background material here.

Consider the general problem of describing the collective excitations built on the Hartree-Fock ground state of a finite nonrelativistic system. If the system is excited through a one-body operator of the form $\hat{\psi}^{\dagger} O \hat{\psi}$, then the resulting states must have a single particle promoted to a higher shell; in other words, as indicated in Fig. 9.1, the excited state must contain a particle-hole pair. Coherent superposition of particle-hole states can build up transition strength. One can describe the strongly excited collective excitations built on the Hartree-Fock ground state as linear combinations of particle-hole states. The goal is to develop a set of quantum mechanical equations of motion with which to describe the properties of these excitations. To that end, introduce the particle-hole pair creation operator

$$
\begin{equation*}
\hat{\zeta}_{\alpha \beta}^{\dagger} \equiv a_{\alpha}^{\dagger} b_{\beta}^{\dagger} \tag{9.1}
\end{equation*}
$$

The notation is that of chapter 5 . Consider the matrix element

$$
\begin{equation*}
\left\langle\Psi_{n}\right|\left[\hat{H}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right]\left|\Psi_{0}\right\rangle=\left(E_{n}-E_{0}\right)\left\langle\Psi_{n}\right| \hat{\zeta}_{\alpha \beta}^{\dagger}\left|\Psi_{0}\right\rangle \tag{9.2}
\end{equation*}
$$

Here $\left|\Psi_{0, n}\right\rangle$ are the exact ground and excited states. The hamiltonian in Eq. (5.16) is used to evaluate the commutator required on the l.h.s. of this relation

$$
\begin{align*}
{\left[H_{0}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right] } & =0 \\
{\left[\hat{H}_{1}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right] } & =\left[\left(\sum_{\alpha>F} \epsilon_{\alpha} a_{\alpha}^{\dagger} a_{\alpha}-\sum_{\alpha<F} \epsilon_{\alpha} b_{\alpha}^{\dagger} b_{\alpha}\right), \hat{\zeta}_{\alpha \beta}^{\dagger}\right] \\
& =\left(\epsilon_{\alpha}-\epsilon_{\beta}\right) \hat{\zeta}_{\alpha \beta}^{\dagger} \\
{\left[\hat{H}_{2}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right] } & =\frac{1}{2} \sum_{\rho \sigma \mu \nu}\langle\rho \sigma| V|\mu \nu\rangle\left[N\left(c_{\rho}^{\dagger} c_{\sigma}^{\dagger} c_{\nu} c_{\mu}\right), a_{\alpha}^{\dagger} b_{\beta}^{\dagger}\right] \tag{9.3}
\end{align*}
$$

Recall that

$$
\begin{equation*}
c_{\alpha} \equiv \theta(\alpha-F) a_{\alpha}+\theta(F-\alpha) S_{\alpha} b_{-\alpha}^{\dagger} \tag{9.4}
\end{equation*}
$$

These are exact equations of motion of the system. Their solution is equivalent to that of the full Schrödinger equation for a finite many-body system. To be tractable, some approximation is needed to deal with the last term in Eq. (9.3), which contains the entire remaining effects of the two-body interaction. This shall be done with the method of linearization of the equations of motion. We start with the simplest case, which provides a widely used approximation scheme.

### 9.1 Tamm-Dancoff approximation (TDA)

Make the following two approximations (see Fig. 9.1):
(1) Assume the ground state corresponds to the filled core of Hartree-Fock states, that is

$$
\begin{array}{r}
\left|\Psi_{0}\right\rangle \approx|0\rangle \\
a_{\alpha}|0\rangle=b_{\alpha}|0\rangle=0 \tag{9.5}
\end{array}
$$

(2) Assume the excited state is some linear combination of particle-hole states

$$
\begin{equation*}
\left|\Psi_{n}\right\rangle \approx \sum_{\alpha \beta} \psi_{\alpha \beta}^{(n) *} \hat{\zeta}_{\alpha \beta}^{\dagger}|0\rangle \tag{9.6}
\end{equation*}
$$

The sum here is assumed to go over some finite, albeit arbitrarily large, set of $\mathcal{N}$ particle-hole states.


Fig. 9.1. One-body excitations built on the Hartree-Fock ground state.
With these two assumptions, only the terms proportional to $a^{\dagger} b^{\dagger}$ need be kept in the final commutator in Eq. (9.3); all other operators make a vanishing contribution to the matrix element in Eq. (9.2). Thus only the following terms in the commutator will contribute

$$
\begin{align*}
{\left[N \left\{S_{\mu} S_{\sigma} a_{\rho}^{\dagger} b_{-\sigma} a_{\nu} b_{-\mu}^{\dagger}\right.\right.} & +S_{\rho} S_{\nu} b_{-\rho} a_{\sigma}^{\dagger} b_{-\nu}^{\dagger} a_{\mu}+S_{\nu} S_{\sigma} a_{\rho}^{\dagger} b_{-\sigma} b_{-\nu}^{\dagger} a_{\mu} \\
& \left.\left.+S_{\rho} S_{\mu} b_{-\rho} a_{\sigma}^{\dagger} a_{\nu} b_{-\mu}^{\dagger}\right\}, a_{\alpha}^{\dagger} b_{\beta}^{\dagger}\right] \tag{9.7}
\end{align*}
$$

Use the symmetry property of matrix elements of the potential

$$
\begin{equation*}
\langle\rho \sigma| V|\mu \nu\rangle=\langle\sigma \rho| V|\nu \mu\rangle \tag{9.8}
\end{equation*}
$$

This reduces the required commutator in Eq. (9.7) to the form ${ }^{1}$

$$
\begin{equation*}
2\left[\left(S_{\mu} S_{\sigma} a_{\rho}^{\dagger} b_{-\mu}^{\dagger} b_{-\sigma} a_{\nu}-S_{\nu} S_{\sigma} a_{\rho}^{\dagger} b_{-\nu}^{\dagger} b_{-\sigma} a_{\mu}\right), a_{\alpha}^{\dagger} b_{\beta}^{\dagger}\right] \tag{9.9}
\end{equation*}
$$

The required result is then

$$
\begin{equation*}
\left[\hat{H}_{2}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right] \doteq \sum_{\lambda \mu} S_{-\beta} S_{-\mu}[\langle\lambda-\beta| V|-\mu \alpha\rangle-\langle\lambda-\beta| V|\alpha-\mu\rangle] \hat{\zeta}_{\lambda \mu}^{\dagger} \tag{9.10}
\end{equation*}
$$

Here the symbol $\doteq$ indicates that only these terms contribute to the required matrix element in Eq. (9.2) in the TDA.

Define [see Eqs. (9.5) and (9.6)]

$$
\begin{equation*}
\left\langle\Psi_{n}\right| \hat{\zeta}_{\alpha \beta}^{\dagger}\left|\Psi_{0}\right\rangle \equiv \psi_{\alpha \beta}^{(n)} \tag{9.11}
\end{equation*}
$$

A combination of the previous results then yields the resulting equations of motion

$$
\begin{equation*}
\left[\left(E_{0}+\epsilon_{\alpha}-\epsilon_{\beta}\right)-E_{n}\right] \psi_{\alpha \beta}^{(n)}+\sum_{\lambda \mu} v_{\alpha \beta ; \lambda \mu} \psi_{\lambda \mu}^{(n)}=0 \tag{9.12}
\end{equation*}
$$

Here $\epsilon_{\alpha}-\epsilon_{\beta}$ is the Hartree-Fock particle-hole configuration energy and the particlehole interaction is defined in terms of matrix elements of the two-body potential according to

$$
\begin{equation*}
v_{\alpha \beta ; \lambda \mu} \equiv S_{-\beta} S_{-\mu}[\langle\lambda-\beta| V|-\mu \alpha\rangle-\langle\lambda-\beta| V|\alpha-\mu\rangle] \tag{9.13}
\end{equation*}
$$

Equations (9.12) provide a set of linear, homogeneous, algebraic equations for the numerical coefficients $\psi_{\lambda \mu}^{(n)}$. The vanishing of the determinant of the matrix of coefficients in these algebraic relations gives the set of energy eigenvalues $E_{n}$ with $n=1, \cdots, \mathcal{N}$. Substitution of these eigenvalues allows one to determine the eigenvectors $\psi_{\lambda \mu}^{(n)}$. In fact, since one of the equations is linearly dependent upon substitution of the eigenvalue, it is only $\mathcal{N}-1$ ratios that are determined. The entire eigenvector can be obtained with the aid of a phase convention and the normalization condition. The latter is derived by noting that

$$
\begin{equation*}
\langle 0| \hat{\zeta}_{\lambda \mu} \hat{\zeta}_{\alpha \beta}^{\dagger}|0\rangle=\delta_{\alpha \lambda} \delta_{\mu \beta} \tag{9.14}
\end{equation*}
$$

Thus from Eq. (9.6)

$$
\begin{equation*}
\left\langle\Psi_{n^{\prime}} \mid \Psi_{n}\right\rangle=\delta_{n n^{\prime}}=\sum_{\alpha \beta} \psi_{\alpha \beta}^{\left(n^{\prime}\right)} \psi_{\alpha \beta}^{(n) *} \tag{9.15}
\end{equation*}
$$

The orthogonality of solutions for different $n$ follows directly from the linear algebraic Eqs. (9.12) (see Prob. 9.2).

[^36]The transition matrix elements of any multipole operator can be calculated from

$$
\begin{equation*}
\hat{T}=\sum_{\alpha \beta} c_{\alpha}^{\dagger}\langle\alpha| T|\beta\rangle c_{\beta} \doteq \sum_{\alpha \beta}\langle\alpha| T|-\beta\rangle S_{-\beta} \hat{\zeta}_{\alpha \beta}^{\dagger} \tag{9.16}
\end{equation*}
$$

The symbol $\doteq$ here has the same meaning as above; only these terms contribute to the transition matrix element in the TDA. Thus

$$
\begin{equation*}
\left\langle\Psi_{n}\right| \hat{T}\left|\Psi_{0}\right\rangle=\sum_{\alpha \beta}\langle\alpha| T|-\beta\rangle S_{-\beta} \psi_{\alpha \beta}^{(n)} \tag{9.17}
\end{equation*}
$$

The result is a linear combination of single-particle transition matrix elements weighted with the previously determined numerical coefficients $\psi_{\alpha \beta}^{(n)}$.

The TDA provides an excellent framework for obtaining a qualitative, and semiquantitative, description of nuclear excitations. It assumes a closed-shell HartreeFock ground state and excited states that are linear combinations of only singly excited particle-hole pairs. This is clearly a simple model and often fails, for example, to exhibit the observed degree of coherence in nuclear transition strengths. It is of interest to ask how these results are modified if one allows for particle-hole pairs in the ground state, and additional particle-hole pairs in the excited state, while retaining the utility of linearized equations of motion. The random phase approximation provides such a framework.

### 9.2 Random phase approximation (RPA)

The linearized equations of motion can be extended by allowing the ground state to have particle-hole pairs. This is accomplished by retaining both the particle-hole pair creation and destruction operators in the evaluation of the required commutators in Eqs. (9.3)

$$
\begin{equation*}
\hat{\zeta}_{\alpha \beta}^{\dagger} \equiv a_{\alpha}^{\dagger} b_{\beta}^{\dagger} \quad \hat{\zeta}_{\alpha \beta} \equiv b_{\beta} a_{\alpha} \tag{9.18}
\end{equation*}
$$

All matrix elements are retained of the form

$$
\begin{align*}
\psi_{\alpha \beta}^{(n)} & \equiv\left\langle\Psi_{n}\right| \hat{\zeta}_{\alpha \beta}^{\dagger}\left|\Psi_{0}\right\rangle \\
\phi_{\alpha \beta}^{(n)} & \equiv\left\langle\Psi_{n}\right| \hat{\zeta}_{\alpha \beta}\left|\Psi_{0}\right\rangle \tag{9.19}
\end{align*}
$$

Thus one can either create or annihilate a particle-hole pair in making a transition from the ground to the excited state. Consider now the following two matrix elements

$$
\begin{align*}
\left\langle\Psi_{n}\right|\left[\hat{H}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right]\left|\Psi_{0}\right\rangle & =\left(E_{n}-E_{0}\right) \psi_{\alpha \beta}^{(n)} \\
\left\langle\Psi_{n}\right|\left[\hat{H}, \hat{\zeta}_{\alpha \beta}\right]\left|\Psi_{0}\right\rangle & =\left(E_{n}-E_{0}\right) \phi_{\alpha \beta}^{(n)} \tag{9.20}
\end{align*}
$$

The terms in $\left[\hat{H}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right]$ proportional to $\hat{\zeta}_{\alpha \beta}^{\dagger}$ were evaluated above. The additional terms proportional to $\hat{\zeta}_{\alpha \beta}$ are now required. An extension of the above analysis
gives

$$
\begin{align*}
& {\left[N\left\{S_{\rho} S_{\sigma} b_{-\rho} b_{-\sigma} a_{\nu} a_{\mu}\right\}, a_{\alpha}^{\dagger} b_{\beta}^{\dagger}\right]} \\
& \quad \doteq 2\left[\delta_{\mu \alpha} \delta_{\beta-\rho} b_{-\sigma} a_{\nu}-\delta_{\nu \alpha} \delta_{\beta-\rho} b_{-\sigma} a_{\mu}\right] S_{\rho} S_{\sigma} \tag{9.21}
\end{align*}
$$

Here Eq. (9.8) has again been used. One thus obtains

$$
\begin{equation*}
\left[\hat{H}_{2}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right] \doteq \sum_{\lambda \mu}\left[v_{\alpha \beta ; \lambda \mu} \hat{\zeta}_{\lambda \mu}^{\dagger}+u_{\alpha \beta ; \lambda \mu} \hat{\zeta}_{\lambda \mu}\right] \tag{9.22}
\end{equation*}
$$

The additional particle-hole interaction follows from the above as

$$
\begin{equation*}
u_{\alpha \beta ; \lambda \mu}=S_{-\beta} S_{-\mu}[\langle-\beta-\mu| V|\alpha \lambda\rangle-\langle-\beta-\mu| V|\lambda \alpha\rangle] \tag{9.23}
\end{equation*}
$$

The linearized equations of motion in the RPA thus take the form ${ }^{2}$

$$
\begin{align*}
& \left\{\left[E_{0}+\left(\epsilon_{\alpha}-\epsilon_{\beta}\right)\right]-E_{n}\right\} \psi_{\alpha \beta}^{(n)}+\sum_{\lambda \mu}\left[v_{\alpha \beta ; \lambda \mu} \psi_{\lambda \mu}^{(n)}+u_{\alpha \beta ; \lambda \mu} \phi_{\lambda \mu}^{(n)}\right]=0 \\
& \left\{\left[E_{0}-\left(\epsilon_{\alpha}-\epsilon_{\beta}\right)\right]-E_{n}\right\} \phi_{\alpha \beta}^{(n)}-\sum_{\lambda \mu}\left[v_{\alpha \beta ; \lambda \mu}^{*} \phi_{\lambda \mu}^{(n)}+u_{\alpha \beta ; \lambda \mu}^{*} \psi_{\lambda \mu}^{(n)}\right]=0 \tag{9.24}
\end{align*}
$$

These again form linear, homogeneous, algebraic equations. If the complete set of single-particle states is taken to include the bound states plus the continuum states with standing wave boundary conditions, then all the matrix elements of the potential are real

$$
\begin{align*}
v_{\alpha \beta ; \lambda \mu} & =v_{\alpha \beta ; \lambda \mu}^{*} \equiv v_{\lambda \mu ; \alpha \beta} \\
u_{\alpha \beta ; \lambda \mu} & =u_{\alpha \beta ; \lambda \mu}^{*} \equiv u_{\lambda \mu: \alpha \beta} \tag{9.25}
\end{align*}
$$

With the aid of these conditions, one readily establishes the orthogonality condition on the eigenvectors (Prob. 9.2)

$$
\begin{equation*}
\sum_{\alpha \beta}\left(\psi_{\alpha \beta}^{\left(n^{\prime}\right) *} \psi_{\alpha \beta}^{(n)}-\phi_{\alpha \beta}^{\left(n^{\prime}\right) *} \phi_{\alpha \beta}^{(n)}\right)=\delta_{n n^{\prime}} \tag{9.26}
\end{equation*}
$$

The choice of normalization must be justified. So far only the matrix elements have been approximated through the linearization of the equations of motion in Eq. (9.20); the normalization of the eigenvectors is a bilinear relation that requires further restrictions (see [Ba60]). To this end, define the operator

$$
\begin{equation*}
\hat{Q}_{n}^{\dagger} \equiv \sum_{\alpha \beta}\left[\psi_{\alpha \beta}^{(n)} \hat{\zeta}_{\alpha \beta}^{\dagger}-\phi_{\alpha \beta}^{(n)} \hat{\zeta}_{\alpha \beta}\right] \tag{9.27}
\end{equation*}
$$

It follows from the matrix element in Eqs. (9.20) that

$$
\begin{equation*}
\left[\hat{H}, \hat{Q}_{n}^{\dagger}\right] \doteq\left(E_{n}-E_{0}\right) \hat{Q}_{n}^{\dagger} \tag{9.28}
\end{equation*}
$$

${ }^{2}$ Use $\left[\hat{H}, \hat{\zeta}_{\alpha \beta}\right]^{\dagger}=\left[\hat{\zeta}_{\alpha \beta}^{\dagger}, \hat{H}^{\dagger}\right]=-\left[\hat{H}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right]$.

Assume this holds as an operator identity. Assume also that the interacting ground state can be defined by the relation

$$
\begin{equation*}
\hat{Q}_{n}\left|\Psi_{0}\right\rangle=0 \tag{9.29}
\end{equation*}
$$

for all $n$. The collective excitations can then be explicitly constructed by letting $\hat{Q}_{n}^{\dagger}$ act on the ground state

$$
\begin{equation*}
\left|\Psi_{n}\right\rangle=\hat{Q}_{n}^{\dagger}\left|\Psi_{0}\right\rangle \tag{9.30}
\end{equation*}
$$

for Eq. (9.28) now implies

$$
\begin{equation*}
\hat{H}\left|\Psi_{n}\right\rangle \equiv\left[\hat{H}, \hat{Q}_{n}^{\dagger}\right]\left|\Psi_{0}\right\rangle+E_{0} \hat{Q}_{n}^{\dagger}\left|\Psi_{0}\right\rangle \doteq E_{n}\left|\Psi_{n}\right\rangle \tag{9.31}
\end{equation*}
$$

Furthermore, the normalization condition can be derived from Eqs. (9.29) and (9.30) as

$$
\begin{equation*}
\left\langle\Psi_{n^{\prime}} \mid \Psi_{n}\right\rangle=\delta_{n n^{\prime}}=\left\langle\Psi_{0}\right|\left[\hat{Q}_{n^{\prime}}, \hat{Q}_{n}^{\dagger}\right]\left|\Psi_{0}\right\rangle \tag{9.32}
\end{equation*}
$$

The normalization condition in Eq. (9.26) now follows from this relation provided $\left[\hat{\zeta}_{\lambda \mu}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right] \doteq \delta_{\lambda \alpha} \delta_{\beta \mu} ;$ however by explicit calculation

$$
\begin{equation*}
\left[\hat{\zeta}_{\lambda \mu}, \hat{\zeta}_{\alpha \beta}^{\dagger}\right]=\delta_{\mu \beta} \delta_{\lambda \alpha}-\delta_{\mu \beta} a_{\alpha}^{\dagger} a_{\lambda}-\delta_{\alpha \lambda} b_{\beta}^{\dagger} b_{\mu} \tag{9.33}
\end{equation*}
$$

Necessary conditions for this "quasiboson" description of the collective excitations to hold are

$$
\begin{array}{rll}
\left\langle\Psi_{0}\right| a_{\gamma}^{\dagger} a_{\gamma}\left|\Psi_{0}\right\rangle & \ll & 1 \\
\left\langle\Psi_{0}\right| b_{\gamma}^{\dagger} b_{\gamma}\left|\Psi_{0}\right\rangle & \ll 1 \tag{9.34}
\end{array}
$$

The first expression yields the probability that a particle is present in any level in the ground state, and the second is the probability that a hole is present; evidently these quantities must be small for the approximation to work. If these conditions hold, then we have, consistently,

$$
\begin{equation*}
\left\langle\Psi_{0}\right|\left[\hat{Q}_{n^{\prime}}, \hat{Q}_{n}^{\dagger}\right]\left|\Psi_{0}\right\rangle=\sum_{\alpha \beta}\left[\psi_{\alpha \beta}^{\left(n^{\prime}\right) *} \psi_{\alpha \beta}^{(n)}-\phi_{\alpha \beta}^{\left(n^{\prime}\right) *} \phi_{\alpha \beta}^{(n)}\right]=\delta_{n n^{\prime}} \tag{9.35}
\end{equation*}
$$

The transition matrix elements of any single-particle operator can now be evaluated in the RPA as before by first retaining the appropriate terms in the operator

$$
\begin{equation*}
\hat{T} \doteq \sum_{\alpha \beta}\left[\langle\alpha| T|-\beta\rangle S_{-\beta} \hat{\zeta}_{\alpha \beta}^{\dagger}+\langle-\beta| T|\alpha\rangle S_{-\beta} \hat{\zeta}_{\alpha \beta}\right] \tag{9.36}
\end{equation*}
$$

The matrix element of this relation then yields

$$
\begin{equation*}
\left\langle\Psi_{n}\right| \hat{T}\left|\Psi_{0}\right\rangle=\sum_{\alpha \beta} S_{-\beta}\left[\langle\alpha| T|-\beta\rangle \psi_{\alpha \beta}^{(n)}+\langle-\beta| T|\alpha\rangle \phi_{\alpha \beta}^{(n)}\right] \tag{9.37}
\end{equation*}
$$

This is the desired result; it expresses the transition amplitude as a coherent superposition of the single-particle matrix elements, with the eigenvectors obtained by solution of the linear RPA equations as numerical coefficients.

### 9.3 Reduction of the basis

The introduction of eigenstates of total angular momentum $J$ and total isospin $T$ will reduce the basis since these are good quantum numbers for the nucleus that cannot be mixed by the interaction. The analysis is carried out in detail in section 59 of [Fe71], and the reader is urged to work through this material in detail. Here, instead, we analyze a simple model where the two-body interaction is assumed to be attractive and independent of spin and isospin. ${ }^{3}$ This model illustrates many systematic features of more detailed particle-hole calculations. We here explicitly carry out the reduction of the basis in the TDA.

The situation is illustrated in Fig. 9.1. Consistent with this model it will be assumed that:
(1) The ground state of even-even nuclei corresponds to closed shells with $S=$ $L=T=0$;
(2) The single-particle levels can be characterized with the quantum numbers

$$
\{\alpha\}=\left\{n_{a}, l_{a}, \frac{1}{2}, \frac{1}{2} ; m_{l \alpha}, m_{s \alpha}, m_{t \alpha}\right\} \equiv\left\{a ; m_{l \alpha}, m_{s \alpha}, m_{t \alpha}\right\}
$$

One can now explicitly transform from $j-j$ to $L-S$ coupling; however, it is simpler to start over with a slightly different canonical transformation to particles and holes ${ }^{4}$

$$
\begin{align*}
c_{\alpha} & \equiv \theta(\alpha-F) a_{\alpha}+\theta(F-\alpha) \mathcal{S}_{\alpha} B_{-\alpha}^{\dagger} \\
\mathcal{S}_{\alpha} & \equiv(-1)^{l_{\alpha}-m_{l \alpha}}(-1)^{\frac{1}{2}-m_{s \alpha}}(-1)^{\frac{1}{2}-m_{t \alpha}} \tag{9.38}
\end{align*}
$$

Start with Eqs. (9.12) and (9.13)

$$
\begin{equation*}
\left(\epsilon_{a}-\epsilon_{b}-\epsilon_{n}\right) \psi_{\alpha \beta}^{(n)}+\sum_{\lambda \mu}[\langle\lambda-\beta| V|-\mu \alpha\rangle-\langle\lambda-\beta| V|\alpha-\mu\rangle] \mathcal{S}_{-\beta} \mathcal{S}_{-\mu} \psi_{\lambda \mu}^{(n)}=0 \tag{9.39}
\end{equation*}
$$

To reduce the basis, sum this relation with the appropriate C-G coefficients. One can simply proceed with the angular momentum coupling since care has been taken

[^37]to work with ITO at each step (appendix A.2). Thus one defines
\[

$$
\begin{align*}
\psi_{L S T}^{(n)}(a b) \equiv & \sum_{\left\{\text {all } \mathrm{m}^{\prime} \mathrm{s}\right\}}\left\langle l_{a} m_{l \alpha} l_{b} m_{l \beta} \mid l_{a} l_{b} L M_{L}\right\rangle\left\langle\left.\frac{1}{2} m_{s \alpha} \frac{1}{2} m_{s \beta} \right\rvert\, \frac{1}{2} \frac{1}{2} S M_{S}\right\rangle \\
& \times\left\langle\left.\frac{1}{2} m_{t \alpha} \frac{1}{2} m_{t \beta} \right\rvert\, \frac{1}{2} \frac{1}{2} T M_{T}\right\rangle \psi_{\alpha \beta}^{(n)} \tag{9.40}
\end{align*}
$$
\]

If $V$ is independent of spin and isospin, then this dependence factors in the twobody matrix element. In the first term in the interaction potential above, one finds the following expression for the spin part of the matrix element

$$
\begin{align*}
& \delta_{m_{s \lambda},-m_{s \mu}} \delta_{m_{s \beta},-m_{s \alpha}}(-1)^{\frac{1}{2}-m_{s \alpha}}(-1)^{\frac{1}{2}-m_{s \lambda}}= \\
& (\sqrt{2})^{2}\left\langle\left.\frac{1}{2} m_{s \alpha} \frac{1}{2} m_{s \beta} \right\rvert\, \frac{1}{2} \frac{1}{2} 00\right\rangle\left\langle\left.\frac{1}{2} m_{s \lambda} \frac{1}{2} m_{s \mu} \right\rvert\, \frac{1}{2} \frac{1}{2} 00\right\rangle \tag{9.41}
\end{align*}
$$

with a similar expression for isospin. Thus when the first term gets summed with the C-G coefficients in Eq. (9.40) only $S=T=0$ will contribute; in the second term in the interaction, these spin and isospin C-G coefficients go right through the potential and onto the eigenvectors.

For the l-dependence of the matrix elements, the use of the completeness of the eigenstates of angular momentum allows one to write

$$
\begin{array}{r}
\left\langle l_{a} m_{a} l_{b} m_{b}\right| V\left|l_{c} m_{c} l_{d} m_{d}\right\rangle=\sum_{L M} \sum_{L^{\prime} M^{\prime}}\left\langle l_{a} m_{a} l_{b} m_{b} \mid l_{a} l_{b} L M\right\rangle \\
\times\left\langle l_{a} l_{b} L M\right| V\left|l_{c} l_{d} L^{\prime} M^{\prime}\right\rangle\left\langle l_{c} l_{d} L^{\prime} M^{\prime} \mid l_{c} m_{c} l_{d} m_{d}\right\rangle \tag{9.42}
\end{array}
$$

Now use the fact that $V$ is a scalar under rotations

$$
\begin{equation*}
\left\langle l_{a} l_{b} L M\right| V\left|l_{c} l_{d} L^{\prime} M^{\prime}\right\rangle=\delta_{L L^{\prime}} \delta_{M M^{\prime}}\left\langle l_{a} l_{b} L\right| V\left|l_{c} l_{d} L\right\rangle \tag{9.43}
\end{equation*}
$$

Thus

$$
\begin{array}{r}
\left\langle l_{a} m_{a} l_{b} m_{b}\right| V\left|l_{c} m_{c} l_{d} m_{d}\right\rangle=\sum_{L M}\left\langle l_{a} m_{a} l_{b} m_{b} \mid l_{a} l_{b} L M\right\rangle \\
\times\left\langle l_{c} m_{c} l_{d} m_{d} \mid l_{c} l_{d} L M\right\rangle\left\langle l_{a} l_{b} L\right| V\left|l_{c} l_{d} L\right\rangle \tag{9.44}
\end{array}
$$

Here the first two factors on the r.h.s. are C-G coefficients explicitly exhibiting the $m$-dependence, and the remaining matrix element of the potential is diagonal in $L$ and $M$ and independent of $M$.

Substitution of Eq. (9.44) in Eq. (9.39) and projection with the C-G coefficient in Eq. (9.40) lead to the following sum over three C-G coefficients

$$
\begin{align*}
\sum & \equiv \sum_{m_{\alpha} m_{\beta} M^{\prime}}\left\langle l_{a} m_{\alpha} l_{b} m_{\beta} \mid l_{a} l_{b} L M\right\rangle  \tag{9.45}\\
& \times\left\langle l_{l} m_{\lambda} l_{b}-m_{\beta} \mid l_{l} l_{b} L^{\prime} M^{\prime}\right\rangle\left\langle l_{m}-m_{\mu} l_{a} m_{\alpha} \mid l_{m} l_{a} L^{\prime} M^{\prime}\right\rangle \mathcal{S}_{-\beta}
\end{align*}
$$

A rearrangement of the order of the coupling in the C-G coefficients using formulas in [Ed74] puts this in standard form

$$
\begin{align*}
\sum= & (-1)^{L^{\prime}-l_{l}-l_{b}} \sqrt{\frac{2 L^{\prime}+1}{2 l_{l}+1}} \sum_{m_{\alpha} m_{\beta} M^{\prime}}\left\langle l_{m}-m_{\mu} l_{a} m_{\alpha} \mid l_{m} l_{a} L^{\prime} M^{\prime}\right\rangle \\
& \times\left\langle L^{\prime} M^{\prime} l_{b} m_{\beta} \mid L^{\prime} l_{b} l_{l} m_{\lambda}\right\rangle\left\langle l_{a} m_{\alpha} l_{b} m_{\beta} \mid l_{a} l_{b} L M\right\rangle \tag{9.46}
\end{align*}
$$

From [Ed74] this is a standard recoupling relation involving a 6-j symbol

$$
\sum=(-1)^{l_{m}+l_{a}+L^{\prime}}\left(2 L^{\prime}+1\right)\left\{\begin{array}{ccc}
l_{m} & l_{a} & L^{\prime}  \tag{9.47}\\
l_{b} & l_{l} & L
\end{array}\right\} \mathcal{S}_{-\mu}\left\langle l_{l} m_{\lambda} l_{m} m_{\mu} \mid l_{l} l_{m} L M\right\rangle
$$

The remaining C-G coefficient is now of the proper form to go right onto the eigenvector in Eq. (9.39) to give the proper coupling in Eq. (9.40). The result is that the TDA equations are reduced to the form

$$
\begin{equation*}
\left(\epsilon_{a}-\epsilon_{b}-\epsilon_{n}\right) \psi_{L S T}^{(n)}(a b)+\sum_{l m} v_{a b ; l m}^{L S T} \psi_{L S T}^{(n)}(l m)=0 \tag{9.48}
\end{equation*}
$$

The particle-hole interaction in this reduced basis is given by

$$
\begin{align*}
v_{a b ; l m}^{L S T}= & -\sum_{L^{\prime}}\left(2 L^{\prime}+1\right)\left\{\begin{array}{ccc}
l_{m} & l_{l} & L \\
l_{b} & l_{a} & L^{\prime}
\end{array}\right\}  \tag{9.49}\\
& \times\left[\left\langle l_{l} l_{b} L^{\prime}\right| V\left|l_{a} l_{m} L^{\prime}\right\rangle-4 \delta_{S 0} \delta_{T 0}(-1)^{l_{a}+l_{m}+L^{\prime}}\left\langle l_{l} l_{b} L^{\prime}\right| V\left|l_{m} l_{a} L^{\prime}\right\rangle\right]
\end{align*}
$$

Here the order of the first and second terms in the interaction has been interchanged. Several features of this result are of interest:

- There is one set of linear equations for each $\{L, S, T\}$ independent of $\left\{M_{L}, M_{S}, M_{T}\right\}$; thus the basis has been reduced. The remaining sum in Eq. (9.48) goes over the set of particle-hole states characterized by the quantum numbers $\{l m\} \equiv\left\{n_{l}, l_{l}, \frac{1}{2}, \frac{1}{2} ; n_{m}, l_{m}, \frac{1}{2}, \frac{1}{2}\right\}$; If there are $\mathcal{N}_{L}$ of these states contributing for a given $L$, then one is solving a set of $\mathcal{N}_{L^{-}}$ dimensional linear equations, and $n_{L}=1, \cdots, \mathcal{N}_{L}$ labels the eigenvalues and eigenvectors;
- $\epsilon_{a}-\epsilon_{b}$ are the Hartree-Fock single-particle energies of interaction with the filled core. The role of the particle-hole interaction $v$ is to subtract off the interaction with the empty state;
- The entire remaining dependence on $S$ and $T$ is contained in the coefficient of the last term in the interaction. If either $S \neq 0$ or $T \neq 0$ the last term in Eq. (9.49) vanishes. Thus the 15 spin and isospin states in Table 9.1 with $[2 S+1,2 T+1]=[3,3] \oplus[3,1] \oplus[1,3]$ lie at the same energy or are degenerate for each of the $\mathcal{N}_{L}$ eigenvalues with given $L$. They can each be combined with these states of given $L$ to produce states of good $\{L, S, J, T\}$;

Table 9.1 Quantum numbers of the degenerate states in the model of collective particle-hole excitations discussed in text.

| $T$ | $S$ | $L$ | $J$ |
| :---: | :---: | :---: | :---: |
| 1 | 0 | $L$ | $L$ |
| 0 | 1 | $L$ | $L-1, L, L+1$ |
| 1 | 1 | $L$ | $L-1, L, L+1$ |

- The single state with $S=T=0$ for each of the $\mathcal{N}_{L}$ eigenvalues with given $L$ is split off from the 15 with $S \neq 0$ or $T \neq 0$ by the interaction in Eq. (9.49).

The transition matrix elements of the multipole operator in Eq. (9.17) are immediately expressed in terms of the reduced eigenvectors of Eq. (9.40) through the use of the Wigner-Eckart theorem on both the many-particle and single-particle matrix elements. Furthermore, this reduction of the basis is readily extended from the TDA to the RPA using analogous techniques. These results will be presented in the next section where the introduction of a simple contact two-body interaction will allow us to solve both the TDA and RPA equations analytically and investigate their consequences. ${ }^{5}$

[^38]
## Chapter 10

## Collective modes - a simple model with $-g \delta^{(3)}(\mathrm{r})$

In this section, which is based on [ $\mathrm{Br} 64, \mathrm{Fe} 71$ ], a simple attractive contact potential, independent of spin and isospin, will be assumed. This allows solution of the linearized equations of motion and investigation of the systematics of collective particle-hole excitations in nuclei. ${ }^{1}$ From $S U(4)$ invariance [ Wi 37 ], the degenerate particle-hole supermultiplets will belong to the $[4] \otimes[4]=[15] \oplus[1]$ representations of $S U(4)$; as shown in chapter 9 , this structure is explicitly realized in this model dynamical calculation. Of course, there are significant spin-dependent effects present in nuclei, the most evident being the spin-orbit interaction that gives rise to the nuclear shell model (chapter 5). Thus the present model is applicable in detail, at most, to light nuclei. ${ }^{2}$

Take the two-body interaction to be a simple attractive short-range interaction of the form

$$
\begin{equation*}
V=-g \delta^{(3)}\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) \tag{10.1}
\end{equation*}
$$

In this case the matrix element of the two-body potential $\left\langle l_{l} l_{b} L^{\prime}\right| V\left|l_{a} l_{m} L^{\prime}\right\rangle$ required in Eq. (9.49) can be readily evaluated. First, the $\int d^{3} x_{2}$ is immediately performed. Then the use of [Ed74] gives

$$
\begin{align*}
& \sum_{m_{1} m_{2}}\left\langle l_{1} m_{1} l_{2} m_{2} \mid l_{1} l_{2} L M\right\rangle Y_{l_{1} m_{1}}(\Omega) Y_{l_{2} m_{2}}(\Omega)=(-1)^{l_{1}-l_{2}} \\
& \quad \times \frac{1}{\sqrt{4 \pi}} \sqrt{\left(2 l_{1}+1\right)\left(2 l_{2}+1\right)}\left(\begin{array}{ccc}
l_{1} & l_{2} & L \\
0 & 0 & 0
\end{array}\right) Y_{L M}(\Omega) \tag{10.2}
\end{align*}
$$

[^39]Thus

$$
\begin{align*}
\sum_{m_{a} m_{b} m_{l} m_{m}} & \left\langle l_{l} m_{l} l_{b} m_{b} \mid l_{l} l_{b} L^{\prime} M^{\prime}\right\rangle\left\langle l_{a} m_{a} l_{m} m_{m} \mid l_{a} l_{m} L^{\prime} M^{\prime}\right\rangle \\
& \times \int Y_{l_{l} m_{l}}^{*} Y_{l_{b} m_{b}}^{*} Y_{l_{a} m_{a}} Y_{l_{m} m_{m}} d \Omega \\
= & (-1)^{l_{l}-l_{b}+l_{a}-l_{m}} \frac{1}{4 \pi} \sqrt{\left(2 l_{a}+1\right)\left(2 l_{b}+1\right)\left(2 l_{l}+1\right)\left(2 l_{m}+1\right)} \\
& \times\left(\begin{array}{ccc}
l_{l} & l_{b} & L^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{a} & l_{m} & L^{\prime} \\
0 & 0 & 0
\end{array}\right) \tag{10.3}
\end{align*}
$$

Further use of $[E d 74]$ allows one to now perform the sum on $L^{\prime}$ required in Eq. $(9.49)^{3}$

$$
\begin{gather*}
\sum_{L^{\prime}}\left(2 L^{\prime}+1\right)\left\{\begin{array}{ccc}
l_{m} & l_{l} & L \\
l_{b} & l_{a} & L^{\prime}
\end{array}\right\}\left(\begin{array}{ccc}
l_{l} & l_{b} & L^{\prime} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{a} & l_{m} & L^{\prime} \\
0 & 0 & 0
\end{array}\right) \\
=(-1)^{l_{b}+l_{l}+L}\left(\begin{array}{ccc}
l_{a} & L & l_{b} \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l_{l} & L & l_{m} \\
0 & 0 & 0
\end{array}\right) \tag{10.4}
\end{gather*}
$$

### 10.1 The [15] supermultiplet in TDA

For the [15] supermultiplet the last term in Eq. (9.49) vanishes, and the particle-hole interaction takes the form

$$
\begin{equation*}
v_{a b ; l m}^{[15] L}=\xi v_{a b}^{L} v_{l m}^{L} \tag{10.5}
\end{equation*}
$$

Here the factors are defined by ${ }^{4}$

$$
\begin{align*}
v_{a b}^{L} & \equiv(-1)^{l_{a}} \sqrt{\left(2 l_{a}+1\right)\left(2 l_{b}+1\right)}\left(\begin{array}{ccc}
l_{a} & L & l_{b} \\
0 & 0 & 0
\end{array}\right) \\
& \equiv\left\langle l_{a} \| C_{L}\right|\left|l_{b}\right\rangle \tag{10.6}
\end{align*}
$$

The second equality follows from [Ed74]. The parameter $\xi$ represents the remaining radial integral

$$
\begin{equation*}
\xi \equiv \frac{g}{4 \pi} \int_{0}^{\infty} u_{n_{l} l_{l}} u_{n_{b} l_{b}} u_{n_{a} l_{a}} u_{n_{m} l_{m}} \frac{d r}{r^{2}} \tag{10.7}
\end{equation*}
$$

Now the radial wave functions (assumed real) are peaked at the nuclear surface for particles in the first few unoccupied shells and holes in the last few filled shells, and the overlap integral $\xi$ does not change much from one particle-hole pair to the next [No59]. The assumption of constant $\xi$ leads to a particle-hole interaction in ${ }^{3}$ Note that the 3 -j symbol $\left(\begin{array}{ccc}l_{1} & l_{2} & L \\ 0 & 0 & 0\end{array}\right)$ vanishes unless $l_{1}+l_{2}+L$ is even. ${ }^{4}$ Recall $C_{L M} \equiv[4 \pi /(2 L+1)]^{1 / 2} Y_{L M}$.

Eq. (10.5) that is separable, allowing one to solve the linear Eqs. (9.48) analytically, for they now take the form ${ }^{5}$

$$
\begin{equation*}
\left(\epsilon_{a b}-\epsilon_{n}\right) \psi_{[15] L}^{(n)}(a b)+\xi v_{a b}^{L}\left[\sum_{l m} v_{l m}^{L} \psi_{[15] L}^{(n)}(l m)\right]=0 \tag{10.8}
\end{equation*}
$$

Multiplication by $v_{a b}^{L} /\left(\epsilon_{a b}-\epsilon_{n}\right)$ and $\sum_{a b}$ then leads to the eigenvalue equation

$$
\begin{equation*}
\frac{1}{\xi}=\sum_{a b} \frac{\left(v_{a b}^{L}\right)^{2}}{\epsilon_{n}-\epsilon_{a b}} \tag{10.9}
\end{equation*}
$$

This eigenvalue equation is solved graphically for the $\epsilon_{n}$ in Fig. 10.1.


Fig. 10.1. Graphic solution of TDA eigenvalue equation for simple model two-body interaction discussed in the text.

With $\mathcal{N}$ particle-hole states, $\mathcal{N}-1$ eigenvalues lie between the configuration energies $\epsilon_{a b} \equiv \epsilon_{a}-\epsilon_{b}$. One eigenvalue $\epsilon_{\mathrm{top}}$ is pushed up to arbitrarily high energy, depending on the value of $1 / \xi$. If all the particle-hole states are degenerate (say $1 \hbar \omega$ excitations in an oscillator) then

$$
\begin{equation*}
\epsilon_{a b}=\epsilon_{a}-\epsilon_{b} \equiv \epsilon_{0} \tag{10.10}
\end{equation*}
$$

The solution to Eq. (10.9) for the highest state therefore takes the form

$$
\begin{equation*}
\epsilon_{\mathrm{top}}=\epsilon_{0}+\xi \sum_{a b}\left(v_{a b}^{L}\right)^{2} \tag{10.11}
\end{equation*}
$$

The corresponding normalized eigenvector follows from Eq. (10.8) as

$$
\begin{equation*}
\psi_{[15] L}^{\mathrm{top}}(a b)=\frac{v_{a b}^{L}}{\sqrt{\sum_{a b}\left(v_{a b}^{L}\right)^{2}}} \tag{10.12}
\end{equation*}
$$

${ }^{5}$ Note $\{a b\}$ and $\{l m\}$ are now simply sets of radial quantum numbers in this equation.

From Fig. 10.1 and Eq. (10.8) the other $\mathcal{N}-1$ eigenvalues and eigenvectors all satisfy the relations

$$
\begin{align*}
\epsilon_{n}-\epsilon_{0} & =0 \\
\sum_{l m} v_{l m}^{L} \psi_{[15] L}^{(n)}(l m) & =0 \tag{10.13}
\end{align*}
$$

The general expression for the transition matrix element of an arbitrary multipole operator in this scheme ${ }^{6}$ follows in direct analogy to Eq. (9.17)

$$
\begin{equation*}
\left\langle\Psi_{n}\right| \hat{T}\left|\Psi_{0}\right\rangle=\sum_{\alpha \beta}\langle\alpha| T|-\beta\rangle \mathcal{S}_{-\beta} \psi_{\alpha \beta}^{(n)} \tag{10.14}
\end{equation*}
$$

Suppose $\hat{T}_{L M}$ is an ITO; use of the Wigner-Eckart theorem [Ed74] then gives for the $l$-dependence

$$
\begin{align*}
\left\langle\Psi_{L}^{n}\left\|\hat{T}_{L}\right\| \Psi_{0}\right\rangle & =\sum_{\alpha \beta}\left\langle l_{a}\left\|T_{L}\right\| l_{b}\right\rangle\left(\mathcal{S}_{-\beta}\right)^{2}\left\langle l_{a} m_{\alpha} l_{b} m_{\beta} \mid l_{a} l_{b} L M\right\rangle \psi_{\alpha \beta}^{(n)} \\
& =\sum_{a b}\left\langle l_{a}\left\|T_{L}\right\| l_{b}\right\rangle \psi_{L}^{(n)}(a b) \tag{10.15}
\end{align*}
$$

Exactly the same calculation can be repeated for isospin.
Suppose the multipole operator $T_{L M}$ is independent of spin. In this case, the matrix element in Eq. (10.14) gives

$$
\begin{equation*}
\delta_{m_{s \alpha},-m_{s \beta}}(-1)^{\frac{1}{2}-m_{s \alpha}}=\sqrt{2}\left\langle\left.\frac{1}{2} m_{s \alpha} \frac{1}{2} m_{s \beta} \right\rvert\, \frac{1}{2} \frac{1}{2} 00\right\rangle \tag{10.16}
\end{equation*}
$$

Hence only $S=0$ will be connected to the ground state through this multipole. ${ }^{7}$ Observe that if $S=0$ within the [15] supermultiplet, then the isospin is $T=1$. Apply these arguments to the transition multipoles of the charge density operator defined by

$$
\begin{equation*}
\hat{Q}_{L M} \equiv \sum_{j=1}^{A} r^{L}(j) C_{L M}\left(\Omega_{j}\right) \frac{1}{2}\left[1+\tau_{3}(j)\right] \tag{10.17}
\end{equation*}
$$

Since the excited state has $T=1$, only the $\tau_{3}$ term can contribute to the transition matrix element, and recall that $\left\langle\frac{1}{2}\left\|\frac{1}{2} \tau\right\| \frac{1}{2}\right\rangle=\frac{1}{2} \sqrt{6}[E d 74]$. Thus

$$
\begin{equation*}
\left\langle\Psi_{[15] L}^{(n)}: \because \hat{Q}_{L}:: \Psi_{0}\right\rangle=\sqrt{3} \delta_{S 0} \sum_{a b}\left\langle l_{a}\left\|C_{L}\right\| l_{b}\right\rangle\left\langle r^{L}\right\rangle_{a b} \psi_{[15] L}^{(n)}(a b) \tag{10.18}
\end{equation*}
$$

Here the notation $\langle\because: \quad \ddot{:}\rangle$ indicates a matrix element reduced with respect to both $L$ and $T$.
${ }^{6}$ Recall Eqs. (9.38).
${ }^{7}$ Recall the ground state here belongs to the identity, or [1], representation of $S U(4)$.

Assume, as with the radial matrix elements, that $\left\langle r^{L}\right\rangle_{a b} \approx\left\langle r^{L}\right\rangle$ independent of $\{a b\}$, and make use of Eq. (10.6). Then

$$
\begin{equation*}
\left\langle\Psi_{[15] L}^{n}: \because \hat{Q}_{L} \because: \Psi_{0}\right\rangle \approx \sqrt{3} \delta_{S 0}\left\langle r^{L}\right\rangle\left[\sum_{a b} v_{a b}^{L} \psi_{[15] L}^{(n)}(a b)\right] \tag{10.19}
\end{equation*}
$$

Insertion of Eqs. (10.12) and (10.13) then gives

$$
\begin{align*}
& \left\langle\Psi_{[15] L}^{\mathrm{top}}:: \hat{Q}_{L}:: \Psi_{0}\right\rangle=\sqrt{3} \delta_{S 0}\left\langle r^{L}\right\rangle \sqrt{\sum_{a b}\left(v_{a b}^{L}\right)^{2}} \\
& \left\langle\Psi_{[15] L}^{n}:: \hat{Q}_{L}:: \Psi_{0}\right\rangle=0 \quad ; \text { other } \mathcal{N}-1 \text { supermultiplets } \tag{10.20}
\end{align*}
$$

Thus the top [15] supermultiplet for a given $L$ gets all the strength of the transition matrix elements of the multipoles of the charge density; the other $\mathcal{N}-1$ are left with no transition strength whatsoever! ${ }^{8}$ The situation is illustrated schematically in Fig. 10.2.


Fig. 10.2. Schematic representation of results for [15] supermultiplets in the model discussed in the text.

### 10.2 Random phase approximation (RPA)

We proceed to a calculation of nuclear excitations using the same model two-body interaction, but with the RPA equations of motion. The first term in the particlehole interaction in Eqs. (9.24) is treated exactly as in the TDA; the reduced eigenvectors are defined by Eq. (9.40), and the interaction is given in this model by Eq. (10.5). The reduction of the new part of the eigenvector is accomplished by writing

$$
\begin{align*}
\phi_{L S T}^{(n)}(a b) \equiv & S_{L} S_{S} S_{T} \sum_{\left\{\mathrm{all} \mathrm{~m}^{\prime} \mathrm{s}\right\}}\left\langle l_{a} m_{l \alpha} l_{b} m_{l \beta} \mid l_{a} l_{b} L-M_{L}\right\rangle  \tag{10.21}\\
& \times\left\langle\left.\frac{1}{2} m_{s \alpha} \frac{1}{2} m_{s \beta} \right\rvert\, \frac{1}{2} \frac{1}{2} S-M_{S}\right\rangle\left\langle\left.\frac{1}{2} m_{t \alpha} \frac{1}{2} m_{t \beta} \right\rvert\, \frac{1}{2} \frac{1}{2} T-M_{T}\right\rangle \phi_{\alpha \beta}^{(n)}
\end{align*}
$$

[^40]Here $S_{L} \equiv(-1)^{L-M_{L}}$ with a similar definition for $S_{S}$ and $S_{T}$. These phases are necessary, for while $\hat{\zeta}_{\alpha \beta}^{\dagger}$ is a product of ITO, only $S_{\alpha} S_{\beta} \hat{\zeta}_{-\alpha-\beta}=S_{\alpha} S_{\beta} b_{-\beta} a_{-\alpha}$ is such a product (appendix A.2). Now one can proceed with the angular momentum couplings, and use the symmetry properties of the C-G coefficients [Ed74]. A comparison of Eqs. (9.13) and (9.23) shows that a reduction of the basis analogous to that presented above for this model in the TDA leads to the expression (Prob. 10.1)

$$
\begin{align*}
u_{a b ; l m}^{[15] L} & =\xi v_{a b}^{L} v_{m l}^{L}(-1)^{l_{m}-l_{l}-L}(-1)^{S+T} \\
& =(-1)^{L+S+T} \xi v_{a b}^{L} v_{l m}^{L} \tag{10.22}
\end{align*}
$$

It will again be assumed that $\xi$ is a constant. The reduction of the RPA equations then takes the form

$$
\begin{align*}
\left(\epsilon_{a b}-\epsilon_{n}\right) \psi_{[15] L}^{(n)}(a b)+\xi v_{a b}^{L} & \left\{\sum _ { l m } \left[v_{l m}^{L} \psi_{[15] L}^{(n)}(l m)\right.\right. \\
& \left.\left.+(-1)^{L+S+T} v_{l m}^{L} \phi_{[15] L}^{(n)}(l m)\right]\right\}=0 \\
\left(\epsilon_{a b}+\epsilon_{n}\right) \phi_{[15] L}^{(n)}(a b)+\xi v_{a b}^{L}\{ & \sum_{l m}\left[v_{l m}^{L} \phi_{[15] L}^{(n)}(l m)\right. \\
& \left.\left.+(-1)^{L+S+T} v_{l m}^{L} \psi_{[15] L}^{(n)}(l m)\right]\right\}=0 \tag{10.23}
\end{align*}
$$

To derive the eigenvalue equation from these relations divide by $\left(\epsilon_{a b} \mp \epsilon_{n}\right)$, respectively, then $\sum_{a b} v_{a b}^{L}$, multiply the second by $(-1)^{L+S+T}$, and add. The result is

$$
\begin{equation*}
\frac{1}{\xi}=\sum_{a b}\left(v_{a b}^{L}\right)^{2}\left[\frac{1}{\epsilon_{n}-\epsilon_{a b}}-\frac{1}{\epsilon_{n}+\epsilon_{a b}}\right] \tag{10.24}
\end{equation*}
$$

This equation is symmetric under $\epsilon_{n} \leftrightarrow-\epsilon_{n}$; it is evident from Eq. (9.20) that the excitation energies $\epsilon_{n} \equiv E_{n}-E_{0}$ are to be interpreted as the solutions for positive $\epsilon_{n}$. Note that the phase $(-1)^{L+S+T}$ cancels from this relation. This eigenvalue equation is solved graphically in Fig. 10.3. $\mathcal{N}-1$ roots are again trapped between the configuration energies, and the top one is pushed up.

The eigenvalue equation again simplifies if the configuration energies are degenerate with $\epsilon_{a b}=\epsilon_{0}$, and the equations can be solved analytically just as before. The top eigenvalue is given by

$$
\begin{equation*}
\epsilon_{\mathrm{top}}=\epsilon_{0} \sqrt{1+2 \frac{\xi}{\epsilon_{0}} \sum_{a b}\left(v_{a b}^{L}\right)^{2}} \tag{10.25}
\end{equation*}
$$

The normalized top eigenvector follows as

$$
\begin{align*}
\phi_{[15] L}^{\mathrm{top}}(a b) & =(-1)^{L+S+T} \frac{v_{a b}^{L}}{\sqrt{\sum_{a b}\left(v_{a b}^{L}\right)^{2}}} \frac{\epsilon_{0}-\epsilon}{2 \sqrt{\epsilon \epsilon_{0}}} \\
\psi_{[15] L}^{\mathrm{top}}(a b) & =\frac{v_{a b}^{L}}{\sqrt{\sum_{a b}\left(v_{a b}^{L}\right)^{2}}} \frac{\epsilon_{0}+\epsilon}{2 \sqrt{\epsilon \epsilon_{0}}} \tag{10.26}
\end{align*}
$$

Here $\epsilon \equiv \epsilon_{\text {top }}$. The solution for the other $\mathcal{N}-1$ supermultiplets in this degenerate case also follows as before; for these $\epsilon_{n}=\epsilon_{0}$ and

$$
\begin{align*}
\phi_{[15] L}^{(n)}(a b) & =0 \\
\sum_{a b} v_{a b}^{L} \psi_{[15] L}^{(n)}(a b) & =0 \tag{10.27}
\end{align*}
$$



Fig. 10.3. Graphic solution for eigenvalues with model problem in RPA.
The transition amplitude in RPA follows directly from Eq. (9.37)

$$
\begin{equation*}
\left\langle\Psi_{n}\right| \hat{T}\left|\Psi_{0}\right\rangle=\sum_{\alpha \beta} \mathcal{S}_{-\beta}\left[\langle\alpha| T|-\beta\rangle \psi_{\alpha \beta}^{(n)}+\langle-\beta| T|\alpha\rangle \phi_{\alpha \beta}^{(n)}\right] \tag{10.28}
\end{equation*}
$$

The transition matrix elements of the charge density operator in Eq. (10.17) are calculated through the same analysis as described previously

$$
\begin{align*}
\left\langle\Psi_{[15] L}^{(n)}:\right. & : \\
& \left.\hat{Q}_{L}:: \Psi_{0}\right\rangle \approx \sqrt{3} \delta_{S 0}\left\langle r^{L}\right\rangle  \tag{10.29}\\
& \times\left\{\sum_{a b} v_{a b}^{L}\left[\psi_{[15] L}^{(n)}(a b)+(-1)^{L+S+T} \phi_{[15] L}^{(n)}(a b)\right]\right\}
\end{align*}
$$

Here equality has again been assumed for the radial matrix elements. Substitution
of the eigenvectors in Eqs. (10.26) and (10.27) then gives the final result

$$
\begin{align*}
& \left\langle\Psi_{[15] L}^{\mathrm{top}}:: \hat{Q}_{L}:: \Psi_{0}\right\rangle=\sqrt{\frac{\epsilon_{0}}{\epsilon}} \sqrt{\sum_{a b}\left(v_{a b}^{L}\right)^{2}} \sqrt{3} \delta_{S 0}\left\langle r^{L}\right\rangle \\
& \left\langle\Psi_{[15] L}^{(n)}:: \hat{Q}_{L}:: \Psi_{0}\right\rangle=0 \quad ; \text { other } \mathcal{N}-1 \text { supermultiplets } \tag{10.30}
\end{align*}
$$

Two features of these results are of particular interest:
(1) A comparison of Eqs. (10.25) and (10.11) indicates that the top $L$ state is not pushed up as far in the RPA as in the TDA. The rest of the states again remain degenerate at $\epsilon_{0}$;
(2) A comparison of Eqs. (10.30) and (10.20) shows that the transition strength to the top supermultiplet is similarly reduced in the RPA from that in the TDA. The transition strength to all the other degenerate supermultiplets again vanishes identically in the RPA.

### 10.3 The [1] supermultiplet with $S=T=0$

For the delta function potential in Eq. (10.1), the two-particle matrix elements satisfy the equality

$$
\begin{equation*}
(-1)^{l_{a}+l_{m}+L^{\prime}}\left\langle l_{l} l_{b} L^{\prime}\right| V\left|l_{m} l_{a} L^{\prime}\right\rangle \equiv\left\langle l_{l} l_{b} L^{\prime}\right| V\left|l_{a} l_{m} L^{\prime}\right\rangle \tag{10.31}
\end{equation*}
$$

It follows from Eq. (9.49) that if $S=T=0$ then

$$
\begin{equation*}
v_{a b ; l m}^{[1]}=-3 v_{a b ; l m}^{[15]} \tag{10.32}
\end{equation*}
$$

An analysis analogous to that used to derive Eq. (10.22) gives exactly the same relation for the additional interaction term in the RPA (Prob. 10.2)

$$
\begin{equation*}
u_{a b ; l m}^{[1]}=-3 u_{a b ; l m}^{[15]} \tag{10.33}
\end{equation*}
$$

Thus the analysis for these states is exactly the same as that already carried out provided one makes the replacement

$$
\begin{equation*}
\xi \longrightarrow \xi^{\prime} \equiv-3 \xi \tag{10.34}
\end{equation*}
$$

Contemplation of the previous results then immediately implies:

- In contrast to the top state being pushed up in energy and gathering all the transition strength, the bottom state is now pushed down; it again contains all the transition strength for the charge density multipoles in this model; ${ }^{9}$

[^41]- The bottom $L$ state is pushed farther in the RPA than in the TDA;
- The transition densities are more collective in the RPA than in the TDA;
- In the TDA the bottom state will acquire a negative eigenvalue for sufficiently large $\xi^{\prime}$ (Fig. 10.1), while in the RPA it is possible that the lowest eigenvalue will in fact disappear under similar conditions (Fig. 10.2). Both of these results are indicative of an instability of the ground state with respect to these new modes in this strong-coupling limit.


### 10.4 Application to nuclei

There is a rich variety of modes of motion of nuclei: single-particle excitations, collective shape oscillations, spin-isospin oscillations, rotations of deformed nuclei, superdeformed shape isomers, coupled combinations of these - the list can go on and on. It is not within the perspective of this text to go into each of these in detail. Many good books are available that do this, for example [Bo69, Bo75, Pr82, Ca90a, Ta93]. Rather, the goal of the present development is to provide a theoretical basis for describing a wide variety of nuclear excitations. Reference [Fe71] shows how to consistently extend this description to arbitrary orders in the two-nucleon interaction.

The present analysis does provide a framework for understanding a broad variety of nuclear phenomena. For example, it is an experimental fact that low-energy photoabsorption by nuclei is dominated by the giant dipole resonance (GDR) as illustrated schematically in Fig. 10.4.


Fig. 10.4. (a) Schematic representation of low-energy nuclear photoabsorption cross section and the giant dipole resonance. (b) Goldhaber-Teller model.

The GDR occurs at approximately 25 to 10 MeV in going from the lightest to the heaviest nuclei. It is a few MeV wide and the most important electromagnetic transition multipole in this energy regime. It systematically exhausts the $E 1$ sum rule. Now the $E 1$ operator has the form

$$
\begin{equation*}
\hat{\mathbf{Q}}=\sum_{j=1}^{A} \mathrm{r}(j) \frac{1}{2}\left[1+\tau_{3}(j)\right] \doteq \sum_{j=1}^{A} \mathrm{r}(j) \frac{1}{2} \tau_{3}(j) \tag{10.35}
\end{equation*}
$$

Therefore the GDR has quantum numbers $S=0, T=1, L^{\pi}=1^{-}$in nuclei whose ground states have quantum numbers $S=T=L=0$.

The simplest picture of the giant dipole resonance is due to Goldhaber and Teller [Go48]; the protons oscillate as a unit against the neutrons as illustrated schematically in Fig. 10.4. The more sophisticated model for the giant dipole resonance presented here is due to Brown and Bolsterli [Br59a]. The observed GDR does indeed lie at a higher energy than the configuration energies $\epsilon_{a b}$ determined from neighboring nuclei; it is also observed to carry all the dipole strength. The present model predicts that the GDR observed in photoabsorption comprises just three components with ( $T=1, S=0$ ) of a degenerate $[15]$ dimensional spin-isospin supermultiplet of giant dipole resonances with $L=1$. The simple picture of the other components is obtained in the framework of the Goldhaber-Teller model by considering the various oscillations of $\{p \uparrow, p \downarrow, n \uparrow, n \downarrow\}$ (c.f. Fig. 10.4). There is evidence from weak interactions and electron scattering that these other components are indeed present in light nuclei [Do75]. ${ }^{10}$ The model calculation discussed here also predicts additional giant resonance [15] supermultiplets, in fact one for each $L$.

The collective states belonging to the identity, or [1], spin-isospin supermultiplet with ( $S=0, T=0$ ) correspond to pure charge oscillations of the nucleus. For example, there can be quadrupole shape oscillations with $L=2$, octupole shape oscillations with $L=3$, and so on, as illustrated schematically in Fig. 10.5. These oscillations are seen systematically throughout the periodic table as low-lying collective excitations of even-even nuclei $[\mathrm{Pr} 82, \mathrm{Ca} 90 \mathrm{a}]$.

quadrupale

octupole

Fig. 10.5. Schematic representation of collective shape oscillations of even-even nuclei.

The RPA description of these phenomena tends to be in closer accord with the observations than that of the TDA (see, e.g. [Gi64]).

[^42]
## Chapter 11

## Application to a real nucleus - ${ }^{16} \mathrm{O}$

Many calculations of nuclear spectra starting from realistic single-particle properties and two-nucleon interactions have been carried out (see, for example, [Ba75b, Sp81, Na84, $\mathrm{Br} 87, \mathrm{Br} 88, \mathrm{Ku} 90]$ ). It is impossible to summarize all these results here. Rather, we present just one example of an attempt to calculate the excited states of a real nucleus. The calculation focuses on the negative-parity $T=1$ states of ${ }_{8}^{16} \mathrm{O}$; these are the states excited in inelastic electron scattering at large angles and high momentum transfer through the large isovector magnetic moment of the nucleon [Eqs. (7.77) and (8.30)]. ${ }^{1}$ The calculation in the TDA is due to Donnelly and Walker [Do70] (see [Fe71]).

One starts with single-particle states of the form $\left|n l j m_{j} ; \frac{1}{2} m_{t}\right\rangle$, which diagonalize the strong spin-orbit force $H_{\text {so }}=V_{\text {so }}(r) \mathbf{l} \cdot \mathbf{s}$. The analysis of chapters 9 and 10 is readily generalized to this case (Prob. 9.3). The ground state of ${ }_{8}^{16} \mathrm{O}$ is assumed to form a closed $p$-shell.


Fig. 11.1. Particle-hole states retained in calculation of negative-parity $T=1$ states of ${ }_{8}^{16} \mathrm{O}$.

All particle-hole states corresponding to a hole in the $p$-shell and a particle in the next ( $2 s-1 d$ ) oscillator shell are retained (Fig. 11.1). ${ }^{2}$ The particle-hole configuration

[^43]energies $\epsilon_{a}-\epsilon_{b}$ are taken from the neighboring oxygen isotopes as indicated in Fig. 11.2. They are shown in Table 11.1.


Fig. 11.2. Particle-hole configuration energies for calculation in ${ }_{8}^{16} \mathrm{O}$.

Table 11.1 Particle-hole configurations retained in calculation of negative-parity $T=1$ states in ${ }_{8}^{16} \mathrm{O}$ and configuration energies obtained from neighboring nuclei.

| Configurations | $\epsilon_{a}-\epsilon_{b}(\mathrm{MeV})$ | States |
| :---: | :---: | :---: |
| $\left(2 s_{1 / 2}\right)\left(1 p_{3 / 2}\right)^{-1}$ | 18.55 | $1^{-}, 2^{-}$ |
| $\left(1 d_{5 / 2}\right)\left(1 p_{3 / 2}\right)^{-1}$ | 17.68 | $1^{-}, 2^{-}, 3^{-}, 4^{-}$ |
| $\left(1 d_{3 / 2}\right)\left(1 p_{3 / 2}\right)^{-1}$ | 22.76 | $0^{-}, 1^{-}, 2^{-}, 3^{-}$ |
| $\left(2 s_{1 / 2}\right)\left(1 p_{1 / 2}\right)^{-1}$ | 12.39 | $0^{-}, 1^{-}$ |
| $\left(1 d_{5 / 2}\right)\left(1 p_{1 / 2}\right)^{-1}$ | 11.52 | $2^{-}, 3^{-}$ |
| $\left(1 \mathrm{~d}_{3 / 2}\right)\left(1 \mathrm{p}_{1 / 2}\right)^{-1}$ | 16.60 | $1^{-}, 2^{-}$ |

A nonsingular Serber-Yukawa potential fit to low-energy nucleon-nucleon scattering is used

$$
\begin{array}{rr}
V(1,2)= & {\left[{ }^{1} V\left(r_{12}\right)^{1} P+{ }^{3} V\left(r_{12}\right)^{3} P\right] \frac{1}{2}\left[1+P_{\mathrm{M}}(1,2)\right]} \\
{ }^{1} P=\frac{1}{4}\left(1-\sigma_{1} \cdot \sigma_{2}\right) & { }^{3} P=\frac{1}{4}\left(3+\sigma_{1} \cdot \sigma_{2}\right) \\
V\left(r_{12}\right)= & V_{0} \frac{e^{-\mu r_{12}}}{\mu r_{12}} \\
{ }^{1} V_{0}=-46.87 \mathrm{MeV} & { }^{1} \mu=0.8547 \mathrm{fm}^{-1} \\
{ }^{3} V_{0}=-52.13 \mathrm{MeV} & { }^{3} \mu=0.7261 \mathrm{fm}^{-1}
\end{array}
$$

The calculation employs harmonic oscillator single-particle solutions (chapter 5) as approximate Hartree-Fock single-particle wave functions with an oscillator parameter $b=1.77 \mathrm{fm}$ determined from a fit to elastic electron scattering. The calculated spectrum for ${ }_{8}^{16} \mathrm{O}$ is shown in Fig. 11.3.

Also shown in this figure is the spectrum with the spin-dependent forces ( $H_{\text {so }}$ and $V_{1} \sigma_{1} \cdot \sigma_{2}$ ) turned off. In this case one reproduces the previous model supermultiplet results of chapter 10 .


Fig. 11.3. Calculated spectrum of $T=1$ negative-parity excitations of ${ }_{8}^{16} \mathrm{O}$. Also shown is the calculated spectrum with the spin-dependent forces turned off. From [Do70, Fe71].

The cross section for photoabsorption involves the dipole states with $\left(J^{\pi}, T\right)=$ ( $1^{-}, 1$ ); the comparison of the observed photoabsorption cross section for ${ }_{8}^{16} \mathrm{O}$ with the calculated values (arbitrary overall normalization) is indicated schematically in Fig. 11.4. The total calculated strength is too high by about a factor of 2.


Fig. 11.4. Schematic comparison of observed and calculated photoabsorption cross section in the giant resonance region for ${ }_{8}^{16} \mathrm{O}$. Lines show location and relative strength of the calculated result; the integrated theoretical result is too high by about a factor of 2 (see text).

The use of the current and magnetization operators in Eqs. (8.12) allows one to compute the electron scattering cross section [Eq. (7.77)] to the discrete levels in Fig. 11.3. The results are compared with the experimentally observed ( $e, e^{\prime}$ ) spectrum at $\theta=135^{\circ}$ and $\epsilon_{i}=224 \mathrm{MeV}$ in Fig. 11.5.


Fig. 11.5. Experimentally observed spectrum of scattered electrons at $\theta=135^{\circ}$ and $\epsilon_{i}=224 \mathrm{MeV}$ compared with calculated spectrum for states in Fig. 11.3 (arbitrary overall normalization; the integrated areas for the various complexes are compared with theory in the next figure). From [Si69, Fe71].

The solid curve is an estimate at this momentum transfer of the nonresonant background above the threshold for nucleon emission.

The form factors for the various complexes observed in Fig. 11.5 are compared with the experimental data (area under the resonance peaks) in Fig. 11.6.

The theoretical results for the form factors are all too high, and they are reduced in amplitude by approximately the following numerical factors for each of the indicated complexes: $2 / 3(13 \mathrm{MeV}) ; 2 / 3(17 \mathrm{MeV}) ; 1(19 \mathrm{MeV}) ; 2 / 3(20.4 \mathrm{MeV})$; $1 / \sqrt{2}$ (Coulomb part of giant dipole resonance). ${ }^{3}$

In summary, the shell model provides a basis for understanding the dominant features of the set of negative-parity $T=1$ particle-hole excitations in this nucleus up to excitation energies of the order of 30 MeV . Linearization of the equations of motion for the collective particle-hole excitations provides a semiquantitative description of both the location of the levels and the spatial distribution of the transition current densities through which they are excited by the electromagnetic interaction.

[^44]

Fig. 11.6. Calculated transverse inelastic form factor for ( $e, e^{\prime}$ ) defined as $\mathcal{F}^{2}(q) \equiv$ $(d \sigma / d \Omega)\left[4 \pi \sigma_{M}\left(1 / 2+\tan ^{2} \theta / 2\right)\right]^{-1}$ for negative-parity $T=1$ states in ${ }_{8}^{16} \mathrm{O}$ and experimental values obtained from areas under the resonance curves for the following complexes of states (see Figs. 11.3 and 11.5 ): 13 MeV peak ( $3^{-} 2^{-} 1^{-}$); 17 MeV peak ( $2^{-} 1^{-}$); 19 MeV complex ( $3^{-} 2^{-} 4^{-} 1^{-} 2^{-}$); 20.4 MeV peak ( $2^{-} 1^{-}$); and $20.8-$ 26.0 MeV giant resonance region $\left(3^{-} 2^{-} 1^{-} 1^{-}\right)$. The latter includes the calculated quasielastic background. From [Si69, Do75]. Energies in figure are calculated values; see text for amplitude reduction of calculated curves.

## Chapter 12

## Problems: Part 1

The first five problems review the analysis in nonrelativistic quantum mechanics of the scattering of a spinless particle by a spherically symmetric potential (see [Bl52, Mo53, Sc68, Fe80]). In these problems the notation $x \equiv|\vec{x}| \equiv r$ is employed.
1.1. The Green's function for the scalar Helmholtz equation satisfies the differential equation $\left(\nabla^{2}+k^{2}\right) G_{k}^{(+)}(\vec{x}-\vec{y})=-\delta^{(3)}(\vec{x}-\vec{y})$ and is given by the limit $\eta \rightarrow 0$ of

$$
G_{k}^{(+)}(\vec{x}-\vec{y})=\int \frac{d^{3} t}{(2 \pi)^{3}} \frac{e^{i \vec{t} \cdot(\vec{x}-\vec{y})}}{t^{2}-k^{2}-i \eta}
$$

Show by contour integration that ${ }^{1}$

$$
\begin{aligned}
G_{k}^{(+)}(\vec{x}-\vec{y}) & =\frac{e^{i k|\vec{x}-\vec{y}|}}{4 \pi|\vec{x}-\vec{y}|} \\
& =\frac{i k}{4 \pi} \sum_{l=0}^{\infty}(2 l+1) j_{l}\left(k x_{<}\right) h_{l}^{(1)}\left(k x_{>}\right) P_{l}\left(\cos \theta_{\vec{x}, \vec{y}}\right)
\end{aligned}
$$

1.2. The Schrödinger equation for the scattering wave function with energy $E=$ $\hbar^{2} k^{2} / 2 \mu_{\text {red }}$ and potential $V=\hbar^{2} v(x) / 2 \mu_{\text {red }}$ can be rewritten as an inhomogeneous integral equation with outgoing wave boundary conditions

$$
\psi_{\vec{k}}^{(+)}(\vec{x})=e^{i \vec{k} \cdot \vec{x}}-\int G_{k}^{(+)}(\vec{x}-\vec{y}) v(y) \psi_{\vec{k}}^{(+)}(\vec{y}) d^{3} y
$$

Verify this result. Show that as $x \rightarrow \infty$

$$
\begin{aligned}
\psi_{\vec{k}}^{(+)}(\vec{x}) & \stackrel{x \rightarrow \infty}{\longrightarrow} e^{i \vec{k} \cdot \vec{x}}+f\left(\vec{k}^{\prime}, \vec{k}\right) \frac{e^{i k x}}{x} \\
f\left(\vec{k}^{\prime}, \vec{k}\right) & =-\frac{1}{4 \pi} \int e^{-i \vec{k}^{\prime} \cdot \vec{y}} v(y) \psi_{\vec{k}}^{(+)}(\vec{y}) d^{3} y
\end{aligned}
$$

Here $\vec{k}^{\prime} \equiv|\vec{k}|(\vec{x} /|\vec{x}|)$. Show by computing the ratio of scattered to incident flux that the cross section is given by $d \sigma / d \Omega=\left|f\left(\vec{k}^{\prime}, \vec{k}\right)\right|^{2}$.
${ }^{1}$ Here $h_{l}^{(1)}=j_{l}+i n_{l} ;$ and $x_{>}\left(x_{<}\right)$is the greater (lesser) of $|\vec{x}|$ and $|\vec{y}|$.
1.3. Substitute the following ansatz for the scattering wave function

$$
\psi_{\vec{k}}^{(+)}(\vec{x})=\sum_{l=0}^{\infty}(2 l+1) i^{l} \psi_{l}^{(+)}(x ; k) P_{l}\left(\cos \theta_{\vec{k}, \vec{x}}\right)
$$

Show that the integral equations decouple and that

$$
\begin{aligned}
\psi_{l}^{(+)}(x ; k) & \xrightarrow{x \rightarrow \infty} \frac{1}{2 k x}\left\{e^{-i[k x-(l+1) \pi / 2]}+S_{l}(k) e^{i[k x-(l+1) \pi / 2]}\right\} \\
S_{l}(k) & =1-2 i k \int_{0}^{\infty} j_{l}(k y) v(y) \psi_{l}^{(+)}(y ; k) y^{2} d y \\
f\left(\vec{k}^{\prime}, \vec{k}\right) & =\frac{1}{2 i k} \sum_{l=0}^{\infty}(2 l+1)\left[S_{l}(k)-1\right] P_{l}\left(\cos \theta_{\vec{k}^{\prime}, \vec{k}}\right)
\end{aligned}
$$

Show that the radial wave functions everywhere satisfy

$$
\left[\frac{1}{x} \frac{d^{2}}{d x^{2}} x-\frac{l(l+1)}{x^{2}}+k^{2}-v(x)\right] \psi_{l}^{(+)}(x ; k)=0
$$

1.4. Use $\psi_{\vec{k}}^{(+)}(\vec{x})$ to compute the net incoming flux through a large sphere of radius $R$. Prove $\left|S_{l}\right|=1$ if there is only elastic scattering. Hence introduce the phase shift $S_{l}=\exp \left\{2 i \delta_{l}\right\}$. [Hint: One must ultimately use superposition $\Psi \equiv \alpha \psi_{\vec{k}}^{(+)}(\vec{x})+\beta \psi_{\vec{k}^{\prime}}^{(+)}(\vec{x})$ with $\left|\vec{k}^{\prime}\right|=|\vec{k}|$ in this proof.]

These last two problems reduce the analysis to a radial Schrödinger equation and scattering boundary condition

$$
\psi_{l}^{(+)}(x ; k) \quad \xrightarrow{x \rightarrow \infty} \frac{e^{i \delta_{l}}}{k x} \cos \left\{k x-\frac{(l+1) \pi}{2}+\delta_{l}\right\}
$$

1.5. Suppose there is a nonvanishing incoming flux through the large sphere of radius $R$ in Prob. 1.4. Show the reaction cross section is given by $\sigma_{r}=\left(\pi / k^{2}\right) \sum_{l}(2 l+1)\left(1-\left|S_{l}\right|^{2}\right)$.
1.6. Derive the first Born approximation for the scattering amplitude used in Eq. (1.12).
1.7. Show for a hard sphere potential that $\tan \delta_{l}=j_{l}(k a) / n_{l}(k a)$.
1.8. (a) Suppose an attractive square well potential of range $d$ and depth $V_{0}$ has one bound state at zero energy. Show $V_{0} d^{2}=\hbar^{2} \pi^{2} / 8 \mu_{\text {red }}$. Use the effective range expansion $k \cot \delta_{0}=-1 / a+r_{0} k^{2} / 2$ to prove that $a=-\infty, r_{0}=d$.
(b) Suppose the potential in (a) is an infinite barrier (hard core) to $|\vec{x}|=b$ and then an attractive square well to $|\vec{x}|=b+b_{w}$. Show $V_{0} b_{w}^{2}=\hbar^{2} \pi^{2} / 8 \mu_{\text {red }}, a=-\infty$, and $r_{0}=2 b+b_{w}$.
1.9. Derive the $1-\pi$ exchange potential in Eq. (A.9d).
2.1. Consider the scattering of a particle of charge $z e$ from a charge distribution $\rho(|\vec{x}|)$ through the Coulomb interaction $H^{\prime}=z e^{2} \int \rho(|\vec{y}|) d^{3} y / 4 \pi|\vec{x}-\vec{y}|$. Use the Born approximation. Show the cross section takes the form $d \sigma / d \Omega=\sigma_{\mathrm{p}}\left|F\left(\vec{q}^{2}\right)\right|^{2}$ where $\sigma_{\mathrm{p}}$ is the cross section for scattering from a point charge and the form factor $F\left(\vec{q}^{2}\right)$ is the Fourier transform of the charge distribution with respect to the momentum transfer.
2.2. Calculate the form factor in Prob. 2.1 for the following charge distributions: (a) uniform to $R_{\mathrm{C}}$; (b) gaussian; and (c) exponential.
2.3. Calculate the Coulomb interaction energy of $Z$ charges uniformly distributed over a sphere of radius $R_{\mathrm{C}}$ and hence derive Eq. (2.12).
2.4. Consider the small oscillations of an incompressible liquid drop [Ra79, Ra45]. Write the general surface as $r=r_{0}\left[1+\sum_{l=1}^{\infty} \sum_{m} q_{l m} Y_{l m}(\theta, \phi)\right]$ with $q_{l m}^{*}=(-1)^{m} q_{l-m}$ and work to second order in $q_{l m}$.
(a) Show that the volume and surface area of the drop are given by $V=\left(4 \pi r_{0}^{3} / 3\right)[1+$ $\left.(3 / 4 \pi) \sum_{l m}\left|q_{l m}\right|^{2}\right] \equiv 4 \pi a^{3} / 3$ and $S-4 \pi a^{2}=\left(a^{2} / 2\right) \sum_{l m}(l-1)(l+2)\left|q_{l m}\right|^{2}$.
(b) Assume irrotational flow so that $\vec{v}=\vec{\nabla} \psi$. Hence show $\nabla^{2} \psi=0$. Show that the kinetic energy is given by $T=\left(\rho a^{5} / 2\right) \sum_{l m}\left|\dot{q}_{l m}\right|^{2} / l$ where $\rho=m n$ is the mass density and $\dot{q} \equiv d q / d t$. (Hint: What is the boundary condition at the surface of the drop?)
(c) Hence derive the lagrangian

$$
L=\frac{1}{2} \rho a^{5} \sum_{l m} \frac{\left|\dot{\dot{q}}_{l m}\right|^{2}}{l}-\frac{\sigma a^{2}}{2} \sum_{l m}(l-1)(l+2)\left|q_{l m}\right|^{2}
$$

Here $\sigma$ is the surface tension. Derive the equations of motion for the normal modes and identify the normal mode frequencies. Plot the spectrum.
2.5 Consider the quantization of the system in Prob. 2.4. Introduce the canonical momenta, hamiltonian, and canonical commutation relations. Use $q_{l m} \equiv\left(h / 2 \sqrt{B_{l} C_{l}}\right)^{1 / 2}$ $\left[a_{l m}+(-1)^{m} a_{l-m}^{*}\right]$ and $p_{l m} \equiv i\left(\hbar \sqrt{B_{l} C_{l}} / 2\right)^{1 / 2}\left[a_{l m}^{*}-(-1)^{m} a_{l-m}\right]$ where the lagrangian is written $2 L \equiv \sum_{l m} B_{l}\left|\dot{q}_{l m}\right|^{2}-\sum_{l m} C_{l}\left|q_{l m}\right|^{2}$. Hence reduce the problem to the form

$$
\begin{aligned}
H & =\frac{1}{2} \sum_{l m} \hbar \omega_{l}\left(a_{l m}^{*} a_{l m}+a_{l m} a_{l m}^{*}\right) \\
{\left[a_{l m}, a_{l^{\prime} m^{\prime}}^{*}\right] } & =\delta_{l l^{\prime}} \delta_{m m^{\prime}}
\end{aligned}
$$

Discuss this quantum system in detail.
2.6. Assume the drop in Probs. 2.4 and 2.5 is uniformly charged. Add the additional Coulomb interaction energy.
(a) Show the result is to replace $C_{l} \rightarrow C_{l}[1-10 \gamma /(2 l+1)(l+2)]$ where $\gamma$ is the ratio of Coulomb to surface energy $\gamma \equiv\left[(3 / 5) Z^{2} e^{2} / 4 \pi a\right] /\left[4 \pi \sigma a^{2}\right]$.
(b) Show that fission will occur (i.e., the restoring force will vanish) when $\gamma \geq 2$. What is the corresponding inequality for $Z^{2} / A$ ?
3.1. Prove that a two-body tensor force with Serber exchange $V=V_{T} S_{12} \frac{1}{2}\left(1+P_{\mathrm{M}}\right)$ makes no contribution to the energy of a spin- $\frac{1}{2}$ isospin- $\frac{1}{2}$ Fermi gas (i.e., nuclear matter) in lowest order. (Such a force can, to a first approximation, be taken to describe the difference between the triplet and singlet interactions.)
3.2. (a) Assume the nuclear interactions are equivalent to a slowly varying potential $-U(r)$. Within any small volume element, assume that the particles form a non-interacting Fermi gas with levels filled up to an energy $-B$. In equilibrium, $B$ must be the same throughout the nucleus. From this description, derive the Thomas-Fermi expression for the nuclear density $n(r)=\left(2 / 3 \pi^{2}\right)\left(2 m / \hbar^{2}\right)^{3 / 2}[U(r)-B]^{3 / 2}$.
(b) Derive the results of part (a) by balancing the hydrostatic force $-\vec{\nabla} P$ and the force from the potential $n \vec{\nabla} U$ [Fe71].
4.1. The expectation value of a two-body operator $(1 / 2) \sum_{i j} O\left(\vec{x}_{i}, \vec{x}_{j}\right)$ for a system of identical particles involves knowledge of the two-body density $\rho^{(2)}(\vec{x}, \vec{y})$ computed from the full wave function. Use the analysis in Eqs. (3.9)-(3.15) to show that for a noninteracting

Fermi gas with degeneracy $g$, one has

$$
\rho_{\mathrm{FG}}^{(2)}(\vec{x}, \vec{y})=\frac{A(A-1)}{2}\left[\rho^{(1)}\right]^{2}\left\{1-\frac{1}{g}\left[\frac{3 j_{1}\left(k_{\mathrm{F}}|\vec{x}-\vec{y}|\right)}{k_{\mathrm{F}}|\vec{x}-\vec{y}|}\right]^{2}\right\}
$$

where $\rho^{(1)}=1 / V$. Hence show that like fermions are anticorrelated in space by the Pauli principle. Compare this correlation length with the interparticle spacing.
4.2. Extend Prob. 4.1. How would one calculate $\rho^{(2)}$ for an interacting system in the independent-pair approximation? Sketch this quantity for a hard-core gas with parameters appropriate to nuclear matter; use the result in Fig. 4.6.
4.3. Attempt a partial wave decomposition of the B-G equation when $\vec{P} \neq 0$. Show the partial waves are coupled. Discuss.
4.4. To help understand Eq. (4.29), verify directly from Eq. (4.8) that $\psi_{\vec{P}, \vec{k}}(\vec{x})$ has no Fourier components in $\bar{\Gamma}$ except for $\vec{k}$ itself (see Fig. 4.2).
4.5. Verify the claim made in writing Eq. (4.22).
4.6. Model the attractive part of the two-nucleon potential by a square-well Serber force extending from $r=b$ to $r=b+b_{W} \equiv d$, and use the wave functions of Eq. (3.1).
(a) Show the contribution to the single-particle potential in nuclear matter is

$$
U^{(a)}(k)=-\frac{V_{0} k_{\mathrm{F}}^{3}}{3 \pi}\left[\left(d^{3}-b^{3}\right)+\frac{9}{k_{\mathrm{F}}} \int_{b}^{d} j_{0}(k z) j_{1}\left(k_{\mathrm{F}} z\right) z d z\right]
$$

(b) Use the numerical values $k_{\mathbf{F}}=1.42 \mathrm{fm}^{-1}, b=0.4 \mathrm{fm}$, and the singlet effective range $r_{0}=2.7 \mathrm{fm}$ to calculate and discuss this contribution for the potential of Prob. 1.8(b). What is the resulting $m^{*} / m$ at $k=0$ ? At $k=k_{\mathbf{F}}$ ? (see [Fe71, Wa95]).
5.1. Consider the Hartree-Fock Eqs. (5.15).
(a) Use the hermiticity of $T$ and $V$ to prove the eigenvalues $\varepsilon_{\delta}$ are real.
(b) Prove that the solutions corresponding to different eigenvalues are orthogonal.
5.2. Consider a noninteracting Fermi gas in a big box with periodic boundary conditions. Now add a two-body interaction $V\left(\left|\vec{x}_{i}-\vec{x}_{j}\right|\right)$.
(a) Show the original single-particle wave functions solve the Hartree-Fock equations.
(b) Consider the new dispersion relation $\varepsilon\left(\vec{k}_{\delta}\right)$. Show that with short-range potentials the direct and exchange contributions are comparable, while with long-range potentials the direct term dominates. (The neglect of the exchange contribution results in the Hartree approximation.)
6.1. It is a result from chapter 6 that with a short-range attractive interaction $-g \delta^{(3)}(\vec{r})$ the paired state with $J=0$ of two identical nucleons in the j -shell is by far the most tightly bound. The normal coupling scheme for the $j^{N}$ configuration with $N$ odd consists of a core with $(N-1) / 2$ pairs coupled to zero, thus $\left|j^{N} j m\right\rangle=\mathcal{A} a_{j m}^{\dagger}\left(\hat{\xi}_{0}^{\dagger}\right)^{(N-1) / 2}|0\rangle$ where $\mathcal{A}$ is the appropriate normalization constant. If $\hat{T}_{K}$ is a one-body ITO, prove [Ma55, Fe71]

$$
\begin{aligned}
\left\langle j^{N} j\left\|\hat{T}_{K}\right\| j^{N} j\right\rangle & =\left\langle j\left\|T_{K}\right\| j\right\rangle & & ; \text { K odd } \\
& =\frac{2 j+1-2 N}{2 j-1}\left\langle j\left\|T_{K}\right\| j\right\rangle & & ; K \text { even and } \neq 0
\end{aligned}
$$

Hence conclude that in this normal coupling scheme odd moments are just the singleparticle values and even moments change sign in going from particles to holes.
6.2. Verify Eqs. (6.27) and (6.28).
7.1. (a) Use the angular momentum commutation relations to prove that $\exp \left\{-i \beta \hat{J}_{y}\right\}$ $\hat{J}_{z} \exp \left\{i \beta \hat{J}_{y}\right\}=\hat{J}_{z} \cos \beta+\hat{J}_{x} \sin \beta$.
(b) Prove $\left.\left.\hat{\vec{J}} \cdot \vec{e}_{z^{\prime}}\left[\exp \left\{-i \beta \hat{J}_{y}\right\}\right]\right] j m\right\rangle=m\left[\exp \left\{-i \beta \hat{J}_{y}\right\}\right]|j m\rangle$ where $\vec{e}_{z^{\prime}} \equiv \vec{e}_{z} \cos \beta+\vec{e}_{x} \sin \beta$.
(c) Hence conclude that the operator $\hat{R}_{-\beta}=\exp \left\{-i \beta \hat{J}_{y}\right\}$ rotates the physical state vector by an angle $+\beta$ about the $y$-axis. Thus verify the result in Eq. (7.32).
7.2. Verify the integral vector identity in Eq. (7.51).
7.3. Equation (7.44) is the general expression to $O(\alpha)$ for photoemission.
(a) What is the analogous expression for the photoabsorption cross section integrated over the absorption line $\int_{\text {abs line }} \sigma_{\mathrm{fi}}(\omega) d \omega$ ?
(b) The Wigner-Weisskopf theory of the line width in QED results in the replacement $\delta\left(E_{f}-E_{i}-\hbar \omega\right) \rightarrow(\gamma / 2 \pi)\left[\left(E_{f}-E_{i}-\hbar \omega\right)^{2}+\gamma^{2} / 4\right]^{-1}$ in the transition rate [Wi30]. What is the effect on the answer in part (a)?
7.4. Show the effect of including nuclear recoil in the density of final states is to multiply the electron scattering cross section in Eq. (7.77) by a factor $r$ where $r^{-1}=$ $1+\left(2 k_{1} / M_{T}\right) \sin ^{2} \theta / 2$ to $O\left(1 / M_{T}\right)$. What is the analogous factor in Eq. (7.44)?
7.5. Consider photodisintegration of the deuteron ${ }_{1}^{2} \mathrm{H}$. Work in the C-M system where $\vec{r}_{p}+\vec{r}_{n}=0$. Neglect spin.
(a) Since ${ }_{1}^{2} \mathrm{H}$ is just bound, its wave function extends well outside the two-nucleon potential. Show that the wave function in this region is $\phi_{\text {out }}=N \exp \{-a \rho\} / \rho$ where $\varepsilon_{b} \equiv \hbar^{2} a^{2} / 2 \mu_{\text {red }}$. Here $\vec{\rho}=\vec{r}_{p}-\vec{r}_{n}$ is the relative coordinate. Sketch a comparison with the expected behavior of the actual wave function inside the potential. Show $N \approx(a / 2 \pi)^{1 / 2}$, and assume $\phi_{i} \approx \phi_{\text {out }}$.
(b) Make the Born approximation for the final state, assuming a plane wave in the relative coordinate $\phi_{\mathrm{f}} \approx(1 / \Omega)^{1 / 2} \exp \left\{i \vec{k}_{f} \cdot \vec{\rho}\right\}$.
(c) Start from Eq. (7.1), make the long wavelength dipole approximation $e^{i \vec{k} \cdot \vec{x}} \approx 1$ in the matrix element of the current, and derive the Bethe-Peierls' cross section for photodisintegration of the deuteron (Hint: If $H=p^{2} / 2 \mu_{\text {red }}+V(x)$, then $\left.p / \mu_{\text {red }}=(i / \hbar)[H, x]\right)$

$$
\frac{d \sigma}{d \Omega}=\frac{2 \alpha}{a^{2}} \frac{y^{3 / 2}}{(1+y)^{3}} \cos ^{2} \theta_{k_{f}}
$$

Here $y \equiv k_{f}^{2} / a^{2}$ and polarized photons are assumed with $\cos \theta_{k_{f}} \equiv \vec{e}_{\lambda} \cdot \vec{k}_{f} /\left|\vec{k}_{f}\right|$. Plot your results.
(d) Sketch the final integrand of the required matrix element as a function of $\rho$, and use this as a basis for a discussion of the validity of the approximations made.
7.6. Derive the electron scattering cross section in Eq. (7.77) (see [de66, Wa01] and Part 4 of this book).
8.1. Rainwater [Ra50] pointed out that one can lower the energy of the system of a particle moving in a constant potential inside a liquid drop by allowing the drop to acquire a permanent deformation. The particle effectively exerts a pressure on the walls of the potential.
(a) Assume the deformation $\vec{r}^{\prime}=\vec{r}\left(1+\sum_{\lambda \mu} q_{\lambda \mu} Y_{\lambda \mu}\right)$ of Prob. 2.4. Assume the potential follows the drop so that $V^{\prime}\left(\vec{r}^{\prime}\right)=V(\vec{r})$. Take $\Delta V \equiv V^{\prime}\left(\vec{r}^{\prime}\right)-V\left(\vec{r}^{\prime}\right)$. Hence show
the shift in the single-particle energy is $\Delta \varepsilon_{j m}=\langle l j m|-r(\partial V / \partial r) \sum_{\lambda \mu} q_{\lambda \mu} Y_{\lambda \mu}|l j m\rangle=$ $-2 T_{n l} \sum_{\lambda \mu} q_{\lambda \mu}\langle l j m| Y_{\lambda \mu}|l j m\rangle{ }^{2}$
(b) Add the surface energy of Prob. 2.4 so that the total energy of the system is

$$
E=\varepsilon_{j}-2 T_{n l} \sum_{\lambda} q_{\lambda 0}\langle j m| Y_{\lambda 0}|j m\rangle+\frac{1}{2} \sigma a^{2} \sum_{\lambda \mu}(\lambda-1)(\lambda+2)\left|q_{\lambda \mu}\right|^{2}
$$

Minimize this expression with respect to $q_{\lambda \mu}$. Show a permanent $\bar{q}_{\lambda 0}$ lowers the total energy of the system.
(c) Now add particles to fill the $m$ states in the $|j m\rangle$ shell. Discuss what happens to $\bar{q}_{20}$ as the states are filled.
8.2. Calculate the quadrupole moment of the uniformly charged core as a function of the permanent deformation $\bar{q}_{20}$ in Prob. 8.1. Discuss how it varies with the filling of the $|j m\rangle$ shell.
8.3. Consider the single-particle shell model matrix elements of the multipole operators in Eqs. (7.25) and (7.79). Use the nonrelativistic quantum mechanical densities of Eq. (8.12) and also Eq. (7.16). Let $M_{J M} \equiv j_{J}(q x) Y_{J M}\left(\Omega_{x}\right)$ and $\overrightarrow{\mathrm{M}}_{J_{L 1}}^{M} \equiv j_{L}(q x) \overrightarrow{\mathcal{Y}}_{J_{L 1}}^{M}$. Prove the following relations [de66, Ed74, Do79]

$$
\begin{aligned}
& \left\langle n^{\prime} l^{\prime} \frac{1}{2} j^{\prime}\left\|M_{J}\right\| n l \frac{1}{2} j\right\rangle=(-1)^{j+J+\frac{1}{2}} \frac{1}{\sqrt{4 \pi}}\left[\left(2 l^{\prime}+1\right)(2 l+1)\left(2 j^{\prime}+1\right)(2 j+1)\right]^{1 / 2} \\
& \times \sqrt{2 J+1}\left\{\begin{array}{ccc}
l^{\prime} & j^{\prime} & 1 / 2 \\
j & l & J
\end{array}\right\}\left(\begin{array}{ccc}
l^{\prime} & J & l \\
0 & 0 & 0
\end{array}\right)\left\langle n^{\prime} l^{\prime}\right| j_{J}(q r)|n l\rangle \\
& \left\langle n^{\prime} l^{\prime} \frac{1}{2} j^{\prime}\|\vec{M} \overrightarrow{M L} \cdot \vec{\sigma}\| n l \frac{1}{2} j\right\rangle=(-1)^{l^{\prime}} \sqrt{\frac{6}{4 \pi}}\left[\left(2 l^{\prime}+1\right)(2 l+1)\left(2 j^{\prime}+1\right)(2 j+1)\right]^{1 / 2} \\
& \times \sqrt{(2 L+1)(2 J+1)}\left\{\begin{array}{ccc}
l^{\prime} & l & L \\
1 / 2 & 1 / 2 & 1 \\
j^{\prime} & j & J
\end{array}\right\}\left(\begin{array}{ccc}
l^{\prime} & L & l \\
0 & 0 & 0
\end{array}\right)\left\langle n^{\prime} l^{\prime}\right| j_{L}(q r)|n l\rangle
\end{aligned}
$$

Here $\left\langle n^{\prime} l^{\prime}\right| j_{L}(q r)|n l\rangle=\int_{0}^{\infty} R_{n^{\prime} l^{\prime}}^{*}(r) j_{L}(q r) R_{n l}(r) r^{2} d r$.
8.4. Show

$$
\begin{aligned}
& \left\langle n^{\prime} l^{\prime} \frac{1}{2} j^{\prime}\right|\left|\vec{M}_{J L} \cdot \vec{\nabla} \| n l \frac{1}{2} j\right\rangle=(-1)^{l^{\prime}+j-\frac{1}{2}} \frac{1}{\sqrt{4 \pi}}\left[\left(2 l^{\prime}+1\right)(2 l+1)\left(2 j^{\prime}+1\right)(2 j+1)\right]^{1 / 2} \\
& \times \sqrt{(2 L+1)(2 J+1)}\left\{\begin{array}{ccc}
l^{\prime} & j^{\prime} & 1 / 2 \\
j & l & J
\end{array}\right\} \\
& \times\left[\left\{\begin{array}{ccc}
L & 1 & J \\
l & l^{\prime} & l+1
\end{array}\right\} \frac{\left(\begin{array}{ccc}
l^{\prime} & L & l+1 \\
0 & 0 & 0
\end{array}\right)}{\left(\begin{array}{ccc}
l+1 & 1 & l \\
0 & 0 & 0
\end{array}\right)} \frac{l+1}{2 l+1}\left\langle n^{\prime} l^{\prime}\right| j_{L}(q r)\left(\frac{d}{d r}-\frac{l}{r}\right)|n l\rangle\right. \\
& \left.+\left\{\begin{array}{ccc}
L & 1 & J \\
l & l^{\prime} & l-1
\end{array}\right\} \frac{\left(\begin{array}{ccc}
l^{\prime} & L & l-1 \\
0 & 0 & 0
\end{array}\right)}{\left(\begin{array}{ccc}
l-1 & 1 & l \\
0 & 0 & 0
\end{array}\right)} \frac{l}{2 l+1}\left\langle n^{\prime} l^{\prime}\right| j_{L}(q r)\left(\frac{d}{d r}+\frac{l+1}{r}\right)|n l\rangle\right]
\end{aligned}
$$

[^45]8.5. Insert the explicit form of the Dirac spinors into the general form of the vertex, expand through $O\left(1 / m^{2}\right)$, assume $q_{0}$ and $F_{2}$ are $O(1 / m)$, and derive Eq. (8.21). Use the standard representation of the Dirac matrices where $\vec{\gamma}=i \vec{\alpha} \beta, \gamma_{4}=\beta, \sigma_{\mu \nu}=\left[\gamma_{\mu}, \gamma_{\nu}\right] / 2 i$ and $\beta=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), \vec{\alpha}=\left(\begin{array}{cc}0 & \vec{\sigma} \\ \vec{\sigma} & 0\end{array}\right)$ in $2 \times 2$ form.
9.1. Prove that a filled $l$-shell produces a spherically symmetric probability distribution. Repeat for a filled $j$-shell.
9.2. (a) Consider the TDA Eqs. (9.12). Use the assumed properties of the two-nucleon potential to prove that the eigenvalues are real and that the eigenfunctions satisfy the orthogonality relation of Eq. (9.15).
(b) Repeat for the RPA Eqs. (9.24) and the orthogonality relation of Eq. (9.26).
9.3. (a) Show that for a spin- and isospin-dependent two-nucleon potential the reduced TDA particle-hole interaction is [Fe71]

$$
\begin{aligned}
v_{a b ; l m}^{J T}= & -\sum_{J^{\prime} T^{\prime}}\left(2 J^{\prime}+1\right)\left(2 T^{\prime}+1\right)\left\{\begin{array}{ccc}
j_{m} & j_{a} & J^{\prime} \\
j_{b} & j_{l} & J
\end{array}\right\}\left\{\begin{array}{lll}
1 / 2 & 1 / 2 & T^{\prime} \\
1 / 2 & 1 / 2 & T
\end{array}\right\} \\
& \times\left[\left(l b J^{\prime} T^{\prime}|V| a m J^{\prime} T^{\prime}\right\rangle-(-1)^{\frac{1}{2}+\frac{1}{2}+T^{\prime}}(-1)^{j_{a}+j_{m}+J^{\prime}}\left\langle l b J^{\prime} T^{\prime}\right| V\left|m a J^{\prime} T^{\prime}\right\rangle\right]
\end{aligned}
$$

(b) Show the RPA adds the interaction $u_{a b ; l m}^{J T}=(-1)^{\frac{1}{2}-\frac{1}{2}-T}(-1)^{j_{m}-j_{l}-J} v_{a b ; m l}^{J T}$.
9.4. As a model for the large amplitude collective motion of deformed nuclei consider the quantum mechanics of the symmetric top.
(a) Introduce the Euler angles, construct the lagrangian, find the canonical momenta, and obtain the hamiltonian. Show $H=T=\left(\hbar^{2} / 2 I_{1}\right) \vec{J}^{2}+\hbar^{2}\left(1 / 2 I_{3}-1 / 2 I_{1}\right) J_{\gamma}^{2}$ where $I_{2}=I_{1}$, $J_{\gamma}$ is the component of the angular momentum along the figure axis, and the square of the total angular momentum is $\vec{J}^{2}=J_{\beta}^{2}+\left(J_{\alpha}-J_{\gamma} \cos \beta\right)^{2} / \sin ^{2} \beta+J_{\gamma}^{2}$.
(b) Introduce canonical quantization with the generalized coordinates $\{\alpha, \xi \equiv \cos \beta, \gamma\}$ and operators hermitian with respect to the volume element $d \tau=d \alpha d \gamma d \xi$. Hence show $J_{\gamma}=(1 / i) \partial / \partial \gamma$ and

$$
\vec{J}^{2}=-\left[\frac{1}{\sin \beta} \frac{\partial}{\partial \beta} \sin \beta \frac{\partial}{\partial \beta}+\frac{\partial^{2}}{\partial \gamma^{2}}+\frac{1}{\sin ^{2} \beta}\left(\frac{\partial}{\partial \alpha}-\cos \beta \frac{\partial}{\partial \gamma}\right)^{2}\right]
$$

(c) Consider the Schrödinger equation $H \psi(\alpha \beta \gamma)=E \psi(\alpha \beta \gamma)$. Differentiate, use the commutation relations, and use the eigenstates of angular momentum to show that the rotation matrices $\mathcal{D}_{m k}^{j}(\alpha \beta \gamma)=\langle j m| \exp \left\{i \hat{J}_{z} \alpha\right\} \exp \left\{i \hat{J}_{y} \beta\right\} \exp \left\{i \hat{J}_{z} \gamma\right\}|j k\rangle$ are the eigenfunctions for the symmetric top. What are the eigenvalues? What is the normalization constant?
(d) Show that an object that has full azimuthal symmetry must have $k=0$. (Hint: use superposition.) Hence derive the rotational spectrum for deformed even-even nuclei $E=\left(\hbar^{2} / 2 I\right) j(j+1)$.
10.1. Derive the reduced form of the additional RPA interaction $u_{a b ; l m}^{[15] L}$ in Eq. (10.22).
10.2. Show $u_{a b ; l m}^{[1]}=-3 u_{a b ; l m}^{[15]}$ for a delta-function potential [Eq. (10.33)].
10.3. In the Goldhaber-Teller model of the GDR the protons are assumed to move as a unit against the neutrons. Consider the model hamiltonian $H=\vec{p}^{2} / 2 \mu_{\text {red }}+\mu_{\mathrm{red}} \omega^{2} \vec{r}^{2} / 2$ where $(\vec{r}, \vec{p})$ are the relative coordinate and momentum and the reduced mass is $1 / \mu_{\text {red }}=$ $1 / Z m+1 / N m$.
(a) Quantize this system. Discuss the excitation spectrum and transition matrix elements of the operator $\vec{r}$.
(b) Show the charge density operator in the C-M system in this model is $\hat{\rho}_{N}(\vec{x})=\rho_{0}(\mid \vec{x}-$ $N \vec{r} / A \mid)$ where $\rho_{0}(x)$ is the ground-state proton density. Expand in $\vec{r}$ and show the Coulomb transition matrix element is related to the ground-state form factor by

$$
\left.\left|\left\langle 1^{-}\right|\right| \hat{M}_{1}^{\text {coul }}(q)| | 0\right\rangle\left.\right|^{2}=\left(\frac{N}{A}\right)^{2}\left(\frac{\hbar^{2} q^{2}}{2 \mu_{\text {red }}}\right)\left(\frac{1}{\hbar \omega}\right)\left|\left\langle 0\left\|\hat{M}_{0}^{\text {coul }}(q)\right\| 0\right\rangle\right|^{2}
$$

(c) Show the current density operator is $\vec{j}_{N}(\vec{x})=\rho_{0}(x)(N / A) d \vec{r} / d c t$ to first order in $\vec{r}$. Prove it is conserved to this order.
(d) Calculate the l.h.s. and show that for all $q$ [de66]

$$
\left|\left\langle 1^{-}\left\|\hat{T}_{1}^{e \mathrm{el}}(q)\right\| 0\right\rangle\right|^{2}=2\left(\frac{\omega}{q c}\right)^{2}\left|\left\langle 1^{-}\left\|\hat{M}_{1}^{\text {coul }}(q)\right\| 0\right\rangle\right|^{2}
$$

10.4. Consider the quantized oscillating liquid drop model of Probs. 2.4-2.6.
(a) The charge density operator is given to order $\hat{q}_{l m}$ by $\hat{\rho}_{N}(\vec{x})=\left(3 Z / 4 \pi a^{3}\right) \theta(a[1+$ $\left.\left.\sum_{l m} \hat{q}_{l m} Y_{l m}(\theta, \phi)\right]-r\right)$. Show the Coulomb form factors for single surfon excitation are given by

$$
\left|\left\langle L^{\pi}\left\|\hat{M}_{L}^{\text {coul }}(q)\right\| 0\right\rangle\right|^{2}=(2 L+1)\left(\frac{9 Z^{2}}{16 \pi^{2}}\right)\left(\frac{\hbar}{2 \sqrt{B_{L} \overline{C_{L}}}}\right)\left|j_{L}(q a)\right|^{2}
$$

Plot as a function of $q a$ and discuss.
(b) Show the conserved current density operator is given to order $\hat{q}_{l m}$ by $\vec{j}_{N}(\vec{x})=(3 Z / 4 \pi a)$ $\sum_{l m}(1 / l)\left(d \hat{q}_{l m} / d c t\right)\left[\vec{\nabla}(r / a)^{l} Y_{l m}(\theta, \phi)\right] \theta(a-r)$.
(c) Show that for all $q$

$$
\left|\left\langle L^{\pi}\left\|\hat{T}_{L}^{\mathrm{el}}(q)\right\| 0\right\rangle\right|^{2}=\left(\frac{L+1}{L}\right)\left(\frac{\omega}{q c}\right)^{2}\left|\left\langle L^{\pi}\left\|\hat{M}_{L}^{\text {coul }}(q)\right\| 0\right\rangle\right|^{2}
$$

10.5. Let $\hat{D}$ be a sum of hermitian single-particle operators.
(a) Prove the identity

$$
\left.\left\langle\Psi_{0}\right|[\hat{D},[\hat{H}, \hat{D}]]\left|\Psi_{0}\right\rangle=2 \sum_{n}\left(E_{n}-E_{0}\right)\left|\left\langle\Psi_{n}\right| \hat{D}\right| \Psi_{0}\right\rangle\left.\right|^{2}
$$

(b) If the r.h.s. is evaluated in the RPA, show that the result is the same as evaluating the l.h.s. in the Hartree-Fock shell model ground state. Whenever the double commutator is a c-number, the RPA thus preserves this energy-weighted sum rule [Th61].
11.1. The nucleus ${ }_{49}{ }^{115} \mathrm{In}_{66}$ has a ground state with $j^{\pi}=(9 / 2)^{+}, \mu=5.51 \mathrm{n} . \mathrm{m}$., and $Q=83 \times 10^{-26} \mathrm{~cm}^{2}$. The first excited state at 0.335 MeV has $j^{\pi}=(1 / 2)^{-}$and a halflife of $\tau_{1 / 2}=4.5 \mathrm{hr}$. Can you quantitatively account for these properties using the shell model? ${ }^{3}$
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## The Relativistic Nuclear Many-Body Problem
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## Chapter 13

## Why field theory

A principal goal of nuclear physics is to develop a consistent, economic understanding of the main features of the structure of ordinary nuclei that can be extrapolated to new regions of baryon density, temperature, neutron/proton ratio, strangeness content, and momentum transfer.

Traditional, non-relativistic many-body theory provides one approach. Here static potentials fit to two-body scattering and bound-state data are inserted in the non-relativistic many-particle Schrödinger equation, and that equation is solved with certain approximations, or exactly for few-nucleon systems. Although this approach has had a great deal of success, it does have some obvious shortcomings. At large distance and long wavelength, the nuclear interaction between nucleons is mediated by the exchange of mesons, and eventually the approximation of replacing this interaction with static potentials, rather than dealing dynamically with these degrees of freedom, becomes inadequate. Furthermore, while correctly incorporating quantum mechanics, the traditional approach overlooks the principles of special relativity. One of these principles, for example, that no signal can be propagated faster than the speed of light (microscopic causality), is readily violated when traditional calculations are extrapolated into new regimes.

The only fully consistent theory of the quantum mechanical, relativistic, interacting many-body system is relativistic quantum field theory based on a local lagrangian density. Since hadrons, baryons and mesons, are the observed degrees of freedom at large distance and long wavelength, we will take hadrons as our generalized coordinates of choice in the lagrangian theory. We will denote these coordinates generically as

$$
\begin{equation*}
q_{\sigma}(x) \quad ; \sigma=1, \cdots, n \quad \text { generalized coordinates } \tag{13.1}
\end{equation*}
$$

It is convenient to refer to relativistic quantum field theories of the nuclear manybody system based on hadronic degrees of freedom as quantum hadrodynamics or (QHD).

In classical continuum mechanics with a lagrangian density $\mathcal{L}\left(q_{\sigma}, \partial q_{\sigma} / \partial x_{\mu}\right)$,

Hamilton's principle provides the equations of motion (see [Fe80])

$$
\begin{gather*}
\delta \int \mathcal{L} d^{4} x=0 \quad ; \text { Hamilton's principle } \\
\text { fixed endpoints } \tag{13.2}
\end{gather*}
$$

The result of carrying out the variation is the set of Euler-Lagrange equations for this system, one for each generalized coordinate

$$
\begin{gather*}
\frac{\partial}{\partial x_{\mu}} \frac{\partial \mathcal{L}}{\partial\left(\partial q_{\sigma} / \partial x_{\mu}\right)}-\frac{\partial \mathcal{L}}{\partial q_{\sigma}}=0 \quad ; \text { Euler-Lagrange equations } \\
\sigma=1, \cdots, n \tag{13.3}
\end{gather*}
$$

To quantize the system, one can either work with the generating functional as a path integral over fields with sources [Wa95], or use canonical quantization

$$
\begin{equation*}
\left[q_{\sigma}(\mathbf{x}, t), \pi_{\rho}\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right]_{t=t^{\prime}}=i \hbar \delta_{\sigma \rho} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \quad ; \pi_{\sigma} \equiv \frac{\partial \mathcal{L}}{\partial \dot{q}_{\sigma}} \tag{13.4}
\end{equation*}
$$

The theory can be characterized by a set of Feynman rules for Feynman diagrams [Se86, Wa95], whose derivation can be found in any good book on field theory.

Noether's theorem tells us that to every continuous symmetry of $\mathcal{L}$, one can associate a conserved current as follows (see [Bj65])

$$
\begin{equation*}
\delta \mathcal{L}=0=\frac{\partial}{\partial x_{\mu}}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial q_{1} / \partial x_{\mu}\right)} \delta q_{1}+\cdots\right] \quad ; \text { Noether's theorem } \tag{13.5}
\end{equation*}
$$

Part 2 of this book develops QHD, starting from a very simple model and gradually increasing the degree of sophistication. Many applications are discussed, insights emphasized, and issues raised.

Strongly motivated by short-distance, high-momentum-transfer electron scattering experiments, we now have a theory of the strong interactions based on quarks and gluons as the underlying degrees of freedom (see e.g. [Wa01]). It is quantum chromodynamics (QCD), a non-abelian Yang-Mills theory based on internal color symmetry. This theory has two remarkable properties. It is asymptotically free, which implies that at short distance, or high momentum transfer, the renormalized coupling constant goes to zero; thus one can do perturbation theory in this regime. Furthermore, it is confining. Colored quarks and gluons do not exist as asymptotically free states in the laboratory. They are confined to the interior of the hadrons, which are the strongly interacting particles that we actually observe. The hadrons are composites of quarks; baryons (nucleons) have the quantum numbers of quark triplets ( $q q q$ ) and mesons of quark-anti-quark pairs $(q \bar{q})$. Part 3 of this book focuses in detail on QCD. An obvious issue, also confronted in Part 2, is the relation of QHD to QCD.

## Chapter 14

## A simple model with ( $\phi, V_{\mu}$ ) and relativistic mean field theory

Part 2 of this book is based on [Se86, Se97, Se01], which contain a detailed list of background references; only those individual references directly relevant to the discussion in the text will be cited as we proceed. ${ }^{1}$ Relativistic quantum mechanics and relativistic quantum field theory form the basis for the discussion in this part of the book. The best introduction to this subject is still to be found in the texts by Bjorken and Drell [Bj64, Bj65]. ${ }^{2}$ There will be one change from [Se86]; here the following metric will be employed [Wa92]

$$
\begin{align*}
x_{\mu} & =\left(\mathbf{x}, i x_{0}\right)=(\mathbf{x}, i c t) \\
a \cdot b & =\mathbf{a} \cdot \mathbf{b}-a_{0} b_{0} \tag{14.1}
\end{align*}
$$

In this metric, the gamma matrices are hermitian, and satisfy

$$
\begin{equation*}
\gamma_{\mu} \gamma_{\nu}+\gamma_{\nu} \gamma_{\mu}=2 \delta_{\mu \nu} \tag{14.2}
\end{equation*}
$$

The conversion algorithm to go from the metric of Bjorken and Drell to this metric is given in Table XII of [Se86] and appendix D. 2 of this book. In the text we generally employ units where $\hbar=c=1$; the units and conventions used in this book are summarized in appendix D.3.

We start the discussion of QHD with a very simple model [Wa74].

### 14.1 A simple model

We start with the following fields

- A baryon field for the neutrons and protons

$$
\begin{equation*}
\psi=\binom{p}{n} \tag{14.3}
\end{equation*}
$$

[^47]- A neutral scalar field $\phi$ coupled to the scalar density $\bar{\psi} \psi$
- A neutral vector field $V_{\lambda}$ coupled to the conserved baryon current $i \bar{\psi} \gamma_{\lambda} \psi$.

The choice is motivated by several considerations. First, we want to describe the bulk properties of nuclear matter; these fields and couplings provide the smoothest average nuclear interactions, ${ }^{3}$ and as such, should describe the dominant features of the bulk properties. Second, large neutral scalar and vector contributions are observed empirically in a Lorentz-invariant analysis of the free nucleon-nucleon scattering amplitude - they dominate the amplitude. Third, as shown in appendix A.1, in the static limit of infinitely heavy baryon sources (which will not be assumed in the subsequent discussion), these exchanges give rise to an effective nucleon-nucleon interaction of the form

$$
\begin{equation*}
V_{\text {static }}=\frac{g_{v}^{2}}{4 \pi} \frac{e^{-m_{v} r}}{r}-\frac{g_{s}^{2}}{4 \pi} \frac{e^{-m_{s} r}}{r} \tag{14.4}
\end{equation*}
$$

With appropriate choices of coupling constants and masses this potential describes the main qualitative features of the nucleon-nucleon interaction: a short-range repulsion between baryons coming from $V_{\mu}$ exchange, and a long-range attraction coming from $\phi$ exchange. ${ }^{4}$

### 14.2 Lagrangian

The lagrangian density for this system of fields and couplings is given by

$$
\begin{align*}
\mathcal{L}= & -\frac{1}{4} V_{\mu \nu} V_{\mu \nu}-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{2}\left[\left(\frac{\partial \phi}{\partial x_{\mu}}\right)^{2}+m_{s}^{2} \phi^{2}\right] \\
& -\bar{\psi}\left[\gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-i g_{v} V_{\mu}\right)+\left(M-g_{s} \phi\right)\right] \psi \tag{14.5}
\end{align*}
$$

Here, as in QED, the field tensor is defined by

$$
\begin{equation*}
V_{\mu \nu} \equiv \frac{\partial V_{\nu}}{\partial x_{\mu}}-\frac{\partial V_{\mu}}{\partial x_{\nu}} \tag{14.6}
\end{equation*}
$$

The field equations are derived from Hamilton's principle (see [Fe80])

$$
\begin{equation*}
\delta \int \mathcal{L}\left(q, \frac{\partial q}{\partial x_{\mu}}\right) d^{4} x=0 \tag{14.7}
\end{equation*}
$$

Here $q$ is any field variable. Lagrange's equations follow as

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} \frac{\partial \mathcal{L}}{\partial\left(\partial q / \partial x_{\mu}\right)}-\frac{\partial \mathcal{L}}{\partial q}=0 \tag{14.8}
\end{equation*}
$$

${ }^{3}$ Spin- and isospin-dependent interactions tend to average out in nuclear matter.
${ }^{4}$ This is sometimes also referred to as the ( $\sigma, \omega$ ) model.

Taken in turn for the field variables $\left\{V_{\mu}, \phi, \bar{\psi}\right\}$, these give rise to the field equations

$$
\begin{align*}
\frac{\partial}{\partial x_{\nu}} V_{\mu \nu}+m_{v}^{2} V_{\mu} & =i g_{v} \bar{\psi} \gamma_{\mu} \psi \\
{\left[\left(\frac{\partial}{\partial x_{\mu}}\right)^{2}-m_{s}^{2}\right] \phi } & =-g_{s} \bar{\psi} \psi \\
{\left[\gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-i g_{v} V_{\mu}\right)+\left(M-g_{s} \phi\right)\right] \psi } & =0 \tag{14.9}
\end{align*}
$$

The field equation for $\bar{\psi} \equiv \psi^{\dagger} \gamma_{4}$ follows from the adjoint of the last relation. The first of these field equations is just the relativistic form of Maxwell's equations with massive quanta and a conserved baryon current as source

$$
\begin{equation*}
B_{\mu}=i \bar{\psi} \gamma_{\mu} \psi \tag{14.10}
\end{equation*}
$$

The second field equation is the Klein-Gordon equation for the scalar field with the baryon scalar density $\bar{\psi} \psi$ as source. The third field equation is the Dirac equation for the baryon field with the meson fields $V_{\lambda}$ and $\phi$ included in a "minimal" fashion.

The stress tensor in continuum mechanics is given by ${ }^{5}$

$$
\begin{equation*}
T_{\mu \nu} \equiv \mathcal{L} \delta_{\mu \nu}-\frac{\partial \mathcal{L}}{\partial\left(\partial q / \partial x_{\mu}\right)} \frac{\partial q}{\partial x_{\nu}} \tag{14.11}
\end{equation*}
$$

For a uniform system in equilibrium at rest the expectation value of the stress tensor must take the form (see e. g. [We72, Fe80])

$$
\begin{equation*}
\left\langle\hat{T}_{\mu \nu}\right\rangle=p \delta_{\mu \nu}+(p+\varepsilon) u_{\mu} u_{\nu} \tag{14.12}
\end{equation*}
$$

Here $p$ is the pressure, $\varepsilon$ is the energy density, and $u_{\mu}=(0, i)$ is the four-velocity of the fluid.

### 14.3 Relativistic mean field theory (RMFT)

Consider a large box of volume $V$ filled uniformly with $B$ baryons (Fig. 14.1).


Fig. 14.1. A large box of volume $V$ filled uniformly with $B$ baryons.
Since baryon number is conserved, so is the baryon density $\rho_{\mathrm{B}} \equiv B / V$. Now decrease the size of the box. As the baryon density gets large, so do the source

[^48]terms on the right-hand side of the meson field equations in Eqs. (14.9). When the source gets strong, and there are many quanta present, one can attempt to replace the meson fields by classical fields and the sources by their expectation values - as in the theory of electromagnetism. In the limit of appropriately large $\rho_{\mathrm{B}}$ we replace
\[

$$
\begin{align*}
\hat{\phi} \rightarrow\langle\hat{\phi}\rangle & =\phi_{0} \\
\hat{V}_{\lambda} \rightarrow\left\langle\hat{V}_{\lambda}\right\rangle & =i \delta_{\lambda 4} V_{0} \tag{14.13}
\end{align*}
$$
\]

The vector field can develop only a fourth component since there is no spatial direction in the problem for a uniform system at rest. Furthermore, for a uniform system at rest the classical fields $\phi_{0}$ and $V_{0}$ must be constants independent of space and time, which greatly simplifies the remaining problem. For example, the vector meson field equations in Eqs. (14.9) now reduce to the form

$$
\begin{equation*}
V_{0}=\frac{g_{v}}{m_{\boldsymbol{v}}^{2}} \rho_{\mathrm{B}} \tag{14.14}
\end{equation*}
$$

Here the expectation value of the baryon current has been written as $B_{\mu}=\left(0, i \rho_{\mathrm{B}}\right)$. The classical vector meson field is thus given in terms of conserved quantities. We refer to this simplification of the description of the full interacting quantum system as relativistic mean field theory (RMFT), or just MFT for short.

The substitution of the constant fields $\phi_{0}, V_{0}$ into the lagrangian density in Eq. (14.5) reduces it to the form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{MFT}}=\frac{1}{2} m_{v}^{2} V_{0}^{2}-\frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\bar{\psi}\left[\gamma_{\mu} \frac{\partial}{\partial x_{\mu}}+\gamma_{4} g_{v} V_{0}+M^{*}\right] \psi \tag{14.15}
\end{equation*}
$$

Here the effective mass of the nucleon is defined by

$$
\begin{equation*}
M^{*} \equiv M-g_{s} \phi_{0} \tag{14.16}
\end{equation*}
$$

If one looks for solutions of the form $\psi=\mathcal{U}(\mathbf{p}) \exp (i \mathbf{p} \cdot \mathbf{x}-i E t)$, then the Dirac equation for the baryons in the constant fields $\phi_{0}, V_{0}$ corresponding to the last of Eqs. (14.9) takes the form

$$
\begin{equation*}
\left(\boldsymbol{\alpha} \cdot \mathbf{p}+\beta M^{*}\right) \mathcal{U}(\mathbf{p})=\left(E-g_{v} V_{0}\right) \mathcal{U}(\mathbf{p}) \tag{14.17}
\end{equation*}
$$

Repeated application of this relation and use of the properties of the Dirac matrices $\boldsymbol{\alpha}, \beta$ yields the eigenvalue equation

$$
\begin{equation*}
E=g_{v} V_{0} \pm\left(\mathbf{p}^{2}+M^{* 2}\right)^{1 / 2} \tag{14.18}
\end{equation*}
$$

We will refer to these eigenvalues as $E_{ \pm}$. Note that familiar manipulations of the Dirac Eq. (14.17) lead to the relation

$$
\begin{equation*}
\overline{\mathcal{U}}(\mathbf{p}) \mathcal{U}(\mathbf{p})=\frac{M^{*}}{\left(\mathbf{p}^{2}+M^{* 2}\right)^{1 / 2}} \mathcal{U}^{\dagger}(\mathbf{p}) \mathcal{U}(\mathbf{p}) \tag{14.19}
\end{equation*}
$$

We normalize our Dirac spinors to $\mathcal{U}^{\dagger} \mathcal{U}=1$ (corresponding to unit baryon density in the laboratory frame).

In the Schrödinger picture the baryon field operator can be expanded in terms of the complete set of solutions to the Dirac equation according to

$$
\begin{equation*}
\hat{\psi}(\mathbf{x})=\frac{1}{\sqrt{V}} \sum_{\mathbf{k} \lambda}\left[\mathcal{U}(\mathbf{k} \lambda) A_{\mathbf{k} \lambda} e^{i \mathbf{k} \cdot \mathbf{x}}+\mathcal{V}(-\mathbf{k} \lambda) B_{\mathbf{k} \lambda}^{\dagger} e^{-i \mathbf{k} \cdot \mathbf{x}}\right] \tag{14.20}
\end{equation*}
$$

The solution $\mathcal{V}$ corresponds to $E_{-}$. The theory is now quantized by imposing the equal time anticommutation relations

$$
\begin{align*}
\left\{A_{\mathbf{k} \lambda}, A_{\mathbf{k}^{\prime} \lambda^{\prime}}^{\dagger}\right\} & =\delta_{\mathbf{k}, \mathbf{k}^{\prime}} \delta_{\lambda, \lambda^{\prime}} \\
\left\{B_{\mathbf{k} \lambda}, B_{\mathbf{k}^{\prime} \lambda^{\prime}}^{\dagger}\right\} & =\delta_{\mathbf{k}, \mathbf{k}^{\prime}} \delta_{\lambda, \lambda^{\prime}} \tag{14.21}
\end{align*}
$$

Everything else anticommutes.
Insertion of this field expansion in the hamiltonian density derived from Eq. (14.15), use of the orthonormality of the wave functions, and use of the canonical anticommutation relations results in an expression of the form ${ }^{6}$

$$
\begin{equation*}
\hat{\mathcal{H}}=\hat{\mathcal{H}}_{\mathrm{MFT}}+\delta \mathcal{H} \tag{14.22}
\end{equation*}
$$

Here the mean field theory hamiltonian is given by

$$
\begin{align*}
\hat{\mathcal{H}}_{\mathrm{MFT}}= & \frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\frac{1}{2} m_{v}^{2} V_{0}^{2}+g_{v} V_{0} \hat{\rho}_{\mathrm{B}} \\
& +\frac{1}{V} \sum_{\mathbf{k} \lambda}\left(\mathbf{k}^{2}+M^{* 2}\right)^{1 / 2}\left(A_{\mathbf{k} \lambda}^{\dagger} A_{\mathbf{k} \lambda}+B_{\mathbf{k} \lambda}^{\dagger} B_{\mathbf{k} \lambda}\right) \\
\hat{\rho}_{\mathrm{B}}= & \frac{1}{V} \sum_{\mathbf{k} \lambda}\left(A_{\mathbf{k} \lambda}^{\dagger} A_{\mathbf{k} \lambda}-B_{\mathbf{k} \lambda}^{\dagger} B_{\mathbf{k} \lambda}\right) \tag{14.23}
\end{align*}
$$

The additional term $\delta \mathcal{H}$ is defined by

$$
\begin{equation*}
\delta \mathcal{H} \equiv-\frac{1}{V} \sum_{\mathbf{k} \lambda}\left[\left(\mathbf{k}^{2}+M^{* 2}\right)^{1 / 2}-\left(\mathbf{k}^{2}+M^{2}\right)^{1 / 2}\right] \tag{14.24}
\end{equation*}
$$

This is the zero-point energy; it represents the difference of energy of a filled negative energy Fermi sea of baryons with mass $M^{*}$ and that of a filled negative energy Fermi sea of baryons of mass M (see Fig. 14.2). Its presence is familiar from Dirac hole theory.

The baryon density appearing in Eq. (14.23) is the normal-ordered expression

$$
\begin{align*}
\hat{\rho}_{\mathrm{B}} & \equiv \hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}(\mathbf{x})-\langle 0| \hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}(\mathbf{x})|0\rangle \\
& =\hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}(\mathbf{x})-\frac{1}{V} \sum_{\mathbf{k} \lambda} 1 \\
& \equiv: \hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}(\mathbf{x}): \tag{14.25}
\end{align*}
$$
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Fig. 14.2. Filled negative energy sea of baryons in mean field theory.

The vacuum expectation value subtracted off in the second line simply counts the number of filled states in the negative energy Dirac sea; it is independent of the interaction. The baryon density now counts the number of baryons minus the number of antibaryons relative to the vacuum.

Since both $\hat{\mathcal{H}}_{\text {MFT }}$ and $\hat{\rho}_{\mathrm{B}}$ are now diagonal operators, the mean field theory has been solved exactly. The qualitative argument given at the beginning of this section indicates that mean field theory can be expected to be correct in the limit $\rho_{\mathrm{B}} \rightarrow \infty$.

### 14.4 Nuclear matter

It is evident from Eq. (14.23) that the ground state of nuclear matter in the MFT is obtained by filling levels up to $k_{\mathrm{F}}$ with $\{p \uparrow, p \downarrow, n \uparrow, n \downarrow\}$; the degeneracy factor for nuclear matter is thus $\gamma=4$ (Fig. 14.3).


Fig. 14.3. Ground state of nuclear matter in the RMFT. The quantity $\gamma$ is the spin-isospin degeneracy factor; here, for nuclear matter, $\gamma=4$.

The energy density $\varepsilon \equiv E / V$ and baryon density obtained from the expectation value of Eqs. (14.23) in this state, and the use of Eqs. (14.14) and (14.16), provide a parametric equation of state for nuclear matter in RMFT $^{7}$

$$
\begin{align*}
\varepsilon\left(\rho_{\mathrm{B}} ; \phi_{0}\right) & =\frac{g_{v}^{2}}{2 m_{v}^{2}} \rho_{\mathrm{B}}^{2}+\frac{m_{s}^{2}}{2 g_{s}^{2}}\left(M-M^{*}\right)^{2}+\frac{\gamma}{(2 \pi)^{3}} \int_{0}^{k_{\mathrm{F}}} d^{3} k\left(\mathbf{k}^{2}+M^{* 2}\right)^{1 / 2} \\
p\left(\rho_{\mathrm{B}} ; \phi_{0}\right) & =\frac{g_{v}^{2}}{2 m_{v}^{2}} \rho_{\mathrm{B}}^{2}-\frac{m_{s}^{2}}{2 g_{s}^{2}}\left(M-M^{*}\right)^{2}+\frac{\gamma}{3(2 \pi)^{3}} \int_{0}^{k_{\mathrm{F}}} d^{3} k \frac{\mathbf{k}^{2}}{\left(\mathbf{k}^{2}+M^{* 2}\right)^{1 / 2}} \\
\rho_{\mathrm{B}} & =\frac{\gamma}{(2 \pi)^{3}} \int_{0}^{k_{\mathrm{F}}} d^{3} k=\frac{\gamma}{6 \pi^{2}} k_{\mathrm{F}}^{3} \tag{14.26}
\end{align*}
$$

${ }^{7}$ The expression for the pressure is derived in appendix B.1.

The value of the classical condensed scalar field $\phi_{0}=\left(M-M^{*}\right) / g_{s}$ can be determined with the aid of thermodynamics. At a fixed volume and baryon number ( $V, B$ ), the system will minimize its energy

$$
\begin{equation*}
\left(\frac{\partial E}{\partial \phi_{0}}\right)_{V, B}=0 \tag{14.27}
\end{equation*}
$$

Differentiation of the first of Eqs. (14.26) then gives

$$
\begin{align*}
\phi_{0} & =\frac{g_{s}}{m_{s}^{2}} \rho_{s} \\
\rho_{s} & \equiv \frac{\gamma}{(2 \pi)^{3}} \int_{0}^{k_{\mathrm{F}}} d^{3} k \frac{M^{*}}{\left(\mathbf{k}^{2}+M^{* 2}\right)^{1 / 2}} \tag{14.28}
\end{align*}
$$

Here the scalar density $\rho_{s}$ is defined by the second equation. These relations provide a self-consistency equation for the scalar field, which appears under the integral in the form $M^{*}=M-g_{s} \phi_{0}$. They are recognized as the scalar meson field Eq. (14.9) in RMFT where the source term is obtained by summing the scalar density in Eq. (14.19) over the occupied levels. Note that the scalar density $\rho_{s}$ is damped at large $k_{\mathrm{F}}$ relative to the baryon density $\rho_{\mathrm{B}}$ due to Lorentz contraction [Eq. (14.19)].

There are only two parameters in this RMFT of nuclear matter. We choose to fit them to the two experimentally accessible properties of uniform nuclear matter, the binding energy and density (see Fig. 14.4); this yields

$$
\begin{equation*}
C_{s}^{2} \equiv g_{s}^{2}\left(\frac{M^{2}}{m_{s}^{2}}\right)=267.1 \quad C_{v}^{2} \equiv g_{v}^{2}\left(\frac{M^{2}}{m_{v}^{2}}\right)=195.9 \tag{14.29}
\end{equation*}
$$

The mechanism for saturation in this relativistic mean field theory is the repulsion between like baryons and the damping of the scalar meson attraction with increasing baryon density. As shown in chapter 3, a Hartree-Fock variational calculation with the static potential of Eq. (14.4) demonstrates that the corresponding non-relativistic many-body sytem is unstable against collapse.

Thus, even though the binding energy is small compared to the nucleon mass, saturation here is entirely a relativistic phenomenon. The solution to the selfconsistency equation for $M^{*}$ as a function of density is shown in Fig. 14.5. Note that at nuclear matter saturation density $M^{*} / M=0.56$, and we clearly have a new energy scale in this problem as the scalar field energy is of the same order as the nucleon mass itself (see r.h.s. of Fig. 14.5).

Note that while the scalar meson density $\bar{\psi} \psi$ is the simplest thing one can write down relativistically, its nonrelativistic limit is complicated, and corresponds to an infinite series of velocity-dependent terms, since [cf. Eq. (14.19)]

$$
\begin{equation*}
\frac{M^{*}}{\left(\mathbf{p}^{2}+M^{* 2}\right)^{1 / 2}}=1-\frac{1}{2} \frac{\mathbf{p}^{2}}{M^{* 2}}+\frac{3}{8} \frac{\mathbf{p}^{4}}{M^{* 4}}+\cdots \tag{14.30}
\end{equation*}
$$



Fig. 14.4. Saturation curve for nuclear matter. These results are calculated in the RMFT with baryons and neutral scalar and vector mesons. The coupling constants are chosen to fit the value and position of the minimum. The prediction for neutron matter $(\gamma=2)$ is also shown [Se86].


Fig. 14.5. Effective mass as a function of density for nuclear ( $\gamma=4$ ) and neutron ( $\gamma=2$ ) matter based on Fig. 14.4 [Se86].

All other properties of nuclear and neutron matter are now predicted, for example:

### 14.5 Neutron matter equation of state

Neutron matter in the MFT is obtained from the analysis of nuclear matter by simply replacing $\gamma=4$ by $\gamma=2$. Neutron matter is unbound (Fig. 14.4). The equation of state $p$ vs. $\varepsilon$ for neutron matter is shown in Fig. 14.6.


Fig. 14.6. Predicted equation of state for neutron matter at all densities based on Fig. 14.4. A Maxwell construction is used to determine the equilibrium curve in the region of the phase transition. The mass density regime relevant to neutron stars is also indicated [Se86]. ${ }^{8}$

Note the approach from below to the causal limit $\varepsilon=p$ (where $c_{\text {sound }}=c_{\text {light }}$ ) at high density. There is a phase separation in this model, similar to the gas-liquid transition in the van der Waal's equation of state. ${ }^{9}$

### 14.6 Neutron star mass vs. central density

Insertion of the neutron matter equation of state in the Tolman Oppenheimer Volkoff equations for a static spherically symmetric metric in general relativity [We72] allows one to compute the mass of a neutron star as a function of the central density (Fig. 14.7).
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Fig. 14.7. Calculated neutron star mass in units of the solar mass $M_{\odot}$ as a function of the central density based on Fig. 14.6 (solid curve) [Se86].

One finds for the maximum mass of a neutron star $\left(M / M_{\odot}\right)_{\max }=2.57$ with this equation of state; it is about as "stiff" as one can get and still be consistent with causality and the saturation properties of nuclear matter.

## Chapter 15

## Extensions of relativistic mean field theory

We next consider two extensions of the simple model with ( $\phi, V_{\mu}$ ) meson fields applied to nuclear matter in relativistic mean field theory (RMFT) in the previous chapter. The first extension is to a relativistic Hartree theory of finite nuclei. Here the condensed fields and sources are allowed to have a spatial variation and the sources are evaluated by summing over the occupied orbitals. The coupled, nonlinear, relativistic Hartree equations are then solved by iteration [Ho81, Se86]. The second extension is to a description of the scattering of high energy nucleons from finite nuclei; here the empirical covariant nucleon-nucleon scattering amplitude and the Hartree densities are used to construct a Dirac optical potential from which the scattering amplitude is then generated [Cl83, Cl83a, Mc83, Sh83, Se86, Wa87].

### 15.1 Relativistic Hartree theory of finite nuclei

In static finite systems, the condensed scalar and vector fields of the previous chapter and their source terms will acquire spatial variations. Closed shells are assumed so that these quantities are spherically symmetric. The field Eqs. (14.9) then take the form

$$
\begin{align*}
\left(\nabla^{2}-m_{s}^{2}\right) \phi_{0} & =-g_{s} \rho_{s}(r) \\
\left(\nabla^{2}-m_{v}^{2}\right) V_{0} & =-g_{v} \rho_{\mathrm{B}}(r) \\
\left(\frac{1}{i} \boldsymbol{\alpha} \cdot \nabla+g_{v} V_{0}(r)+\beta\left[M-g_{s} \phi_{0}(r)\right]\right) \psi & =i \frac{\partial \psi}{\partial t} \tag{15.1}
\end{align*}
$$



Fig. 15.1. Filled orbitals in relativistic Hartree theory of finite nuclei.

We assume that the baryons move in well-defined single-particle orbitals and evaluate the source terms by summing over those filled orbitals (Fig. 15.1).

$$
\begin{align*}
\rho_{\mathrm{B}}(r) & =\sum_{\alpha}^{F} \mathcal{U}_{\alpha}^{\dagger}(\mathbf{r}) \mathcal{U}_{\alpha}(\mathbf{r}) \\
\rho_{s}(r) & =\sum_{\alpha}^{F} \overline{\mathcal{U}}_{\alpha}(\mathbf{r}) \mathcal{U}_{\alpha}(\mathbf{r}) \tag{15.2}
\end{align*}
$$

The Dirac equation is solved in the fields generated by these sources through Eqs. (15.1), and this system of nonlinear equations is then solved self-consistently [Ho81].

Equations (15.1) and (15.2) fully constitute the relativistic Hartree theory in this spherically symmetric case. The reduction to nonlinear, coupled, one-dimensional radial differential equations is carried out in detail in [Se86, Wa01]. While invaluable for numerical calculations, it serves no purpose to just reproduce that reduction here. Instead, we have included Probs. 15.1-15.5, which take the reader through that derivation and summarize the results. The generation of relativistic Hartree wave functions is an extremely useful tool for every nuclear physicist; fortunately, a computer program for solving the relativistic Hartree equations is now available for general distribution in [Ho91].

To make the model more realistic for application to nuclei with $N \neq Z$, and in anticipation of the broader formulation of QHD in chapter 24, additional condensed fields are included here for the neutral $\rho_{0}^{0}(r)$ meson coupled to the isovector baryon density $g_{\rho} \psi^{\dagger}\left(\tau_{3} / 2\right) \psi$, and for the electromagnetic field (Coulomb potential) $A_{0}(r)$. There are four parameters in this analysis $\left\{g_{s}, g_{v}, g_{\rho}, m_{s}\right\}$ that must be determined from experiment. The authors in [Ho81] choose to fit the following quantities $\left\{(E / B)_{\text {n.m. }}\left(k_{\mathrm{F}}\right)_{\text {n.m. },}\left(a_{4}\right)_{\text {n.m. }},\left(\sqrt{\left\langle r^{2}\right\rangle}\right)_{{ }^{40} \mathrm{Ca}}\right\}$ - the binding energy, density, and symmetry energy of nuclear matter, and the root mean square radius of ${ }_{20}^{40} \mathrm{Ca}$. The masses $\left\{m_{v} \equiv m_{\omega}, m_{\rho}\right\}$ are fixed at their observed values. The ground state properties of all nuclei are then determined.

Resulting nuclear charge densities are shown in Figs. 15.2, 15.3, and 15.4 and compared with the results obtained from elastic electron scattering. The central density in ${ }_{82}^{208} \mathrm{~Pb}$ determines $\left(k_{\mathrm{F}}\right)_{\text {n.m. }}$; the mean square radius of ${ }_{20}^{40} \mathrm{Ca}$ is fit; the charge density of ${ }_{8}^{16} \mathrm{O}$ is then obtained for free. The quality of the description of the charge densities is comparable to the most sophisticated nonrelativistic densitydependent Hartree-Fock calculations that exist (also illustrated in these figures).

Figure 15.5 shows the calculated Hartree single-particle spectrum for ${ }_{82}^{208} \mathrm{~Pb}$. One obtains all the shell closures of the nuclear shell model (chapter 5). Just as in atomic physics, a Dirac particle moving in spatially varying fields $\phi_{0}(r)$ and $V_{0}(r)$ will exhibit a spin-orbit splitting. Whereas the large effects of these condensed fields cancel in the total binding energy of the nucleus, they add with the correct sign in the spin-orbit interaction [Se86], bringing it to a level consistent with the empirical nuclear shell model.


Fig. 15.2. Charge density for ${ }_{82}^{208} \mathrm{~Pb}$. The solid curve and shaded area represent the fit to experimental data. Relativistic results are indicated by the long dashed lines [Ho81, Se86]; from [Se86].


Fig. 15.3. Same as Fig. 15.2 for ${ }_{20}^{40} \mathrm{Ca}$.

One can thus, with this relativistic Hartree theory, derive the nuclear shell model by fitting only a few bulk properties of nuclear matter. ${ }^{1}$
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Fig. 15.4. Same as Fig. 15.2 for ${ }_{8}^{16} \mathrm{O}$.

### 15.2 Nucleon scattering

This analysis can be extended to a description of those nucleons lying above the Fermi surface involved in scattering from the nucleus. The basic idea is to construct a Dirac optical potential from the relativistic Hartree densities and $\mathrm{N}-\mathrm{N}$ scattering amplitude. The Dirac equation is then solved in this optical potential to generate the scattering amplitude.

The details of this construction are discussed in [Se86] and in the original sources [Cl83, Cl83a, Mc83, Sh83, Wa87]. Simply reproducing those details here will take us too far afield from our principal purpose. The most thorough treatment of the subject of nuclear reactions is contained in the book by Feshbach [Fe91], and the dedicated reader is referred to that reference. The optical potential does, however, play a central role in nuclear physics, and it is important for every nuclear physicist to have an understanding of it. We shall be content here in Probs. 15.6-15.10 to guide the reader through a simple nonrelativistic model where the multiple scattering amplitude can be found exactly and the approximations in the optical potential clearly identified. ${ }^{2}$

The ( $\sigma, \omega$ ) model is too simple to describe the detailed spin dependence of nucleon-nucleon ( $N-N$ ) scattering. We therefore compromise and take the $N-N$ scattering amplitude

$$
\begin{equation*}
f_{N N}=f_{s} 1^{(1)} \cdot 1^{(2)}+f_{v} \gamma_{\mu}^{(1)} \cdot \gamma_{\mu}^{(2)}+\cdots \tag{15.3}
\end{equation*}
$$
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Fig. 15.5. Predicted spectrum for occupied levels in ${ }_{82}^{208} \mathrm{~Pb}$. Experimental levels are from neighboring nuclei [Ho81, Se86]; from [Se86].
from experiment. Here the amplitude is written explicitly in terms of Lorentz invariant quantities. It is an empirical fact that when written in this fashion the scalar and vector terms are very large (several hundered MeV ). The relativistic Hartree densities generated previously can be folded with the empirical scattering amplitude to generate a Dirac optical potential (Prob. 15.10)

$$
\begin{equation*}
U_{\mathrm{opt}}(x)=-4 \pi A \int \frac{d^{3} \Delta}{(2 \pi)^{3}} e^{i \boldsymbol{\Delta} \cdot \mathrm{x}}\left\langle f_{N N}(\Delta) \tilde{\rho}^{(1)}(\Delta)\right\rangle \tag{15.4}
\end{equation*}
$$

This analysis is known as the "relativistic impulse approximation (RIA)" [Cl83, Cl83a, Mc83, Sh83, Se86, Wa87]. One can then solve the Dirac equation for scattering in this potential. The results are illustrated in Fig. 15.6.


Fig. 15.6. Calculated cross section, analyzing power, and spin rotation function for $\vec{p}+{ }_{20}^{40} \mathrm{Ca}$ at $T_{L}=497 \mathrm{MeV}$ using the Dirac (relativistic) impulse approximation (RIA, solid curve). Figure prepared by Prof. B. C. Clark; from [Se86].

It is evident that the main features of nucleon-nucleus scattering, in particular the spin dependence, can be understood within this same relativistic framework.

The source of the spin dependence responsible for these spin observables is again the interaction of a Dirac particle with spatially varying condensed scalar and vector fields; it is the same source of spin dependence as in the shell model derived above.

The phenomenology associated with this simple ( $\phi, V_{\mu}$ ) model as expressed through relativistic mean field theory (RMFT) is quite striking - it appears to have more content than one might expect. We shall see later that there is actually a deep underlying theoretical foundation for what we have been doing in terms of effective field theory for QCD and density functional theory. For the present, we have before us a consistent, lagrangian-based, field theory model of the nuclear many-body system incorporating quantum mechanics and special relativity. Let us proceed to develop this theory, extend it, and investigate some of its additional consequences.

## Chapter 16

## Quantum hadrodynamics (QHD-I)

### 16.1 Motivation

The basic goal in the next several chapters is the development of model hadronic relativistic quantum field theories of the nuclear system in which one can, in principle, calculate to arbitrary accuracy and compare with experiment. Let us return to nuclear matter and take as a goal the systematic calculation of the corrections to RMFT for the model ( $\phi, V_{\mu}$ ) field theory developed in chapter 14. Just as with nonrelativistic many-body theory [ Fe 71 ], the content of the full relativistic manybody theory can be summarized in terms of a set of Feynman rules for the Green's functions. The baryon Green's function, for example, is defined in the Heisenberg representation by

$$
\begin{align*}
i G_{\alpha \beta}\left(\mathbf{x}_{1} t_{1}, \mathbf{x}_{2} t_{2}\right) & \equiv\langle\Psi| P\left[\hat{\psi}_{\alpha}\left(\mathbf{x}_{1} t_{1}\right), \hat{\bar{\psi}}_{\beta}\left(\mathbf{x}_{2} t_{2}\right)\right]|\Psi\rangle \\
& =\int \frac{d^{4} k}{(2 \pi)^{4}} e^{i k \cdot\left(x_{1}-x_{2}\right)} i G_{\alpha \beta}(k) \tag{16.1}
\end{align*}
$$

The time-ordered product (P-product) includes a factor of $(-1)$ for the interchange of fermion operators. The Green's function allows one to calculate the expectation value of observables built out of products of field operators; this Green's function gives the baryon contribution to $\hat{T}_{\mu \nu}$ defined in chapter 14 . The derivation of the Feynman rules for nonrelativistic many body theory is given in [Fe71]. The derivation of the Feynman rules for relativistic theories is developed in detail in many basic texts, for example, $[\mathrm{Bj} 64, \mathrm{Bj} 65, \mathrm{Fe} 71, \mathrm{Ch} 84]$ (see also [Gr93]); it is assumed that the reader is familiar with this material. For the present theory, the Feynman rules are as follows (see Fig. 16.1):

### 16.2 Feynman rules

For the $n$th order contribution to $i G(k)$ :
(1) Draw all topologically distinct, connected diagrams;
(2) Include the following factors for the scalar and vector vertices respectively

$$
\begin{equation*}
i g_{s} 1 \quad \text {; scalar } \quad-g_{v} \gamma_{\mu} \quad ; \text { vector } \tag{16.2}
\end{equation*}
$$

(3) Include the following factors for the scalar, vector, and baryon propagators, respectively (Fig. 16.1)

$$
\begin{array}{ll}
\frac{1}{i} \frac{1}{k^{2}+m_{s}^{2}} & ; \text { scalar }  \tag{16.3}\\
\frac{1}{i} \frac{1}{k^{2}+m_{v}^{2}}\left(\delta_{\mu \nu}+\frac{\dot{k_{\mu}} k_{\nu}}{m_{v}^{2}}\right) & ; \text { vector } \\
\frac{1}{i}\left[\frac{1}{i \gamma_{\mu} p_{\mu}+M}+2 \pi i\left(i \gamma_{\mu} p_{\mu}-M\right) \delta\left(p^{2}+M^{2}\right) \theta\left(p_{0}\right) \theta\left(k_{\mathrm{F}}-|\mathbf{p}|\right)\right] ; \text { baryon }
\end{array}
$$



Fig. 16.1. Elements of the Feynman rules for QHD-I (see text).
(4) Conserve four-momentum at each vertex;
(5) Include a factor of $\int d^{4} q /(2 \pi)^{4}$ for each independent internal line;
(6) Take the Dirac matrix product along a fermion line;
(7) Include a factor of $(-1)^{F}$ where $F$ is the number of closed fermion loops.;
(8) Include a factor of $\delta_{i j}$ along a fermion line for isospin (here $i, j=p, n$ ).

There are several features of these rules that merit discussion:

- The masses all carry a small negative imaginary part to give the proper Feynman singularities in the propagator;
- The term proportional to $k_{\mu} k_{\nu}$ in the vector meson propagator goes out in any S-matrix element since the vector meson couples to the conserved baryon current. ${ }^{1}$ The theory is analogous to massive QED with an additional scalar interaction; it is renormalizable;

[^53]- It is the extra contribution to the baryon propagator, present at finite baryon density, that complicates finite-density, relativistic nuclear manybody theory. Its role is to move a finite number of poles from the 4th to the 1 st quadrant so that when one evaluates expectation values by closing contours in the upper- $1 / 2 p_{0}$ plane, there will be a contribution from the occupied single-particle orbitals (see Fig. 16.2).


Fig. 16.2. Poles of the baryon propagator in the complex frequency plane. Here $E_{\mathrm{F}}=\left(k_{\mathrm{F}}^{2}+M^{2}\right)^{1 / 2}$.

Note that when contours are closed in the upper- $1 / 2 p_{0}$ plane, one cannot avoid picking up the contribution of the negative frequency poles in the $2 n d$ quadrant. These contributions are an essential feature of the relativistic many-body problem and are completely absent in the nonrelativistic many-body problem where these antiparticle contributions are pushed off to infinity and ignored;

- The familiar expression $-1 /\left(i \gamma_{\mu} p_{\mu}+M\right)$ can be used for the baryon propagator if one keeps track of the location of the singularities and the contour in Fig. 16.2.

An alternative way of writing the baryon propagator helps illustrate these points. From Fig. 16.2 one can write

$$
\begin{align*}
i G_{0}(p)= & \frac{1}{i}\left[\frac{1}{i \gamma_{\mu} p_{\mu}+M-i \eta}\right.  \tag{16.4}\\
& \left.+\left(\frac{1}{i \gamma_{\mu} p_{\mu}+M+i \eta}-\frac{1}{i \gamma_{\mu} p_{\mu}+M-i \eta}\right) \theta\left(p_{0}\right) \theta\left(k_{\mathbf{F}}-|\mathbf{p}|\right)\right]
\end{align*}
$$

The term in the second line can now be rewritten as

$$
\begin{align*}
& \left(\frac{M-i \gamma_{\mu} p_{\mu}}{p^{2}+(M+i \eta)^{2}}-\frac{M-i \gamma_{\mu} p_{\mu}}{p^{2}+(M-i \eta)^{2}}\right) \theta\left(p_{0}\right) \theta\left(k_{\mathrm{F}}-|\mathbf{p}|\right) \\
& \quad=2 \pi i \delta\left(p^{2}+M^{2}\right)\left(i \gamma_{\mu} p_{\mu}-M\right) \theta\left(p_{0}\right) \theta\left(k_{\mathrm{F}}-|\mathbf{p}|\right) \tag{16.5}
\end{align*}
$$

This is the result quoted in Eq. (16.3).

### 16.3 An application - relativistic Hartree approximation (RHA)

We present the results of a self-consistent one-baryon-loop calculation, done in detail in [Se86, Wa95]. The self-consistent sum of "tadpole" diagrams for the baryon Green's function is illustrated diagrammatically in Fig. 16.3; it treats the forward scattering of a baryon in the medium from the other baryons in a self-consistent fashion.


Fig. 16.3. Self-consistent sum of the tadpole diagrams for the baryon propagator in nuclear matter.

The meson propagators are calculated by retaining just the disconnected contributions terminating in the baryon tadpoles, which are present in the nuclear medium at finite density.

In order to carry out the calculation of finite, physical quantities in this renormalizable field theory, counter terms involving the self-coupling of the scalar meson field up through powers of $\phi^{4}$ must first be added to the lagrangian density

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{CTC}}=\sum_{n=1}^{4} \frac{c_{n}}{n!} \phi^{n} \tag{16.6}
\end{equation*}
$$

These counter terms are fixed in the vacuum sector by demanding that the appropriate calculated scalar meson amplitudes, including now the (divergent) loop contributions, take on specified physical values. To minimize the role played by many-body forces in nuclear matter, we assume here that the relevant amplitudes vanish when the four-momenta of the scalar mesons vanish $\left(q_{i}=0\right) .{ }^{2}$

With the familiar definition of the energy density $\varepsilon \equiv E / V$, we now find our previous MFT results plus a correction term

$$
\begin{equation*}
\varepsilon_{\mathrm{RHA}}=\varepsilon_{\mathrm{MFT}}+\Delta \varepsilon_{0-\mathrm{PT}} \tag{16.7}
\end{equation*}
$$

The "zero-point" correction term provides a proper evaluation of our previous result in Eqs. (14.22) and (14.24)

$$
\begin{equation*}
\Delta \varepsilon_{0-\mathrm{PT}}=\delta \mathcal{H}-\delta \mathcal{L}_{\mathrm{CTC}} \tag{16.8}
\end{equation*}
$$

[^54]It is given by [Se86]

$$
\begin{align*}
\Delta \varepsilon_{0-\mathrm{PT}}= & -\frac{\gamma}{16 \pi^{2}}\left[M^{* 4} \ln \left(\frac{M^{*}}{M}\right)+M^{3}\left(M-M^{*}\right)-\frac{7}{2} M^{2}\left(M-M^{*}\right)^{2}\right. \\
& \left.+\frac{13}{3} M\left(M-M^{*}\right)^{3}-\frac{25}{12}\left(M-M^{*}\right)^{4}\right] \tag{16.9}
\end{align*}
$$

This important result is derived in detail in [Se86, Wa95], to which the dedicated reader is referred. Before further discussion, we present some numerical results.

The modification of the MFT equation of state upon inclusion of the additional term in Eq. (16.9) is shown in Fig. 16.4.


Fig. 16.4. Nuclear matter equation of state. The mean-field theory (MFT) results are shown as the solid line. The relativistic Hartree approximation (RHA), which includes $\Delta \varepsilon_{0-\mathrm{PT}}$, produces the long-dash line; from [Se86].

Note the MFT result remains correct at high density. This provides a partial justification of our initial derivation of MFT in chapter 14.

The modification of the MFT binding energy curve is shown in Fig. 16.5. The additional term $\Delta \varepsilon_{0-\mathrm{PT}}$ is a small shift on the new energy scale, but it is important for a quantitative description of the saturation properties of nuclear matter in this model. This additional contribution is completely absent in any nonrelativistic many-body problem where the negative frequency poles in Fig. 16.2 are pushed out to infinity and ignored; it is inherently a relativistic effect.

We proceed to rederive the MFT results for uniform nuclear matter by a selfconsistent sum of an infinite class of Feynman diagrams. In so doing, we provide


Fig. 16.5. Energy/nucleon in nuclear matter. The curves are calculated and labeled as in Fig. 16.4; from [Se86]. ${ }^{3}$
a framework for a proper treatment of the remaining term $\delta \mathcal{H}$ in Eqs. (14.22) and (14.24). Consider the self-consistent sum of tadpole diagrams for the baryon Green's function as illustrated in Fig. 16.3. Here the self-consistency enters in that the baryon loop, which represents the forward scattering ( $q=0$ ) interaction with the other baryons in the medium, is calculated from the full Green's function itself. The analytic expression of Dyson's equation for the baryon propagator takes the form [Fe71, Wa92]

$$
\begin{equation*}
G(p)=G_{0}(p)+G_{0}(p) \Sigma^{*}(p) G(p) \tag{16.10}
\end{equation*}
$$

Here

$$
\begin{equation*}
G_{0}(p) \equiv-\frac{1}{i \gamma_{\mu} p_{\mu}+M} \tag{16.11}
\end{equation*}
$$

The appropriate $\pm i \eta$ singularity structure here is given in Eqs. (16.4) and (16.5). The proper self-energy is calculated through the Feynman rules and can be written in the form

$$
\begin{equation*}
\Sigma^{*}(p)=-g_{s} \phi_{0}-i g_{v} \gamma_{\mu} V_{\mu}^{0} \tag{16.12}
\end{equation*}
$$

[^55]Here $V_{\lambda}^{0}=i \delta_{\lambda 4} V_{0}$. The meson fields ( $\phi_{0}, V_{0}$ ) arising at finite baryon density are defined implicitly in terms of the appropriate baryon sources represented by closed loops of the baryon Green's function; they are constants for nuclear matter. ${ }^{4}$ The solution to Dyson's equation can be written as

$$
\begin{align*}
G(p)^{-1} & =G_{0}(p)^{-1}-\Sigma^{*}(p) \\
& =-\left(i \gamma_{\mu} p_{\mu}+M\right)+g_{s} \phi_{0}+i g_{v} \gamma_{\mu} V_{\mu}^{0} \tag{16.13}
\end{align*}
$$

The baryon Green's function for nuclear matter in the RHA is thus given by

$$
\begin{equation*}
G(p)=-\frac{1}{i \gamma_{\mu}\left(p_{\mu}-g_{v} V_{\mu}^{0}\right)+M^{*}} \tag{16.14}
\end{equation*}
$$

The change in singularity structure at finite baryon density from the usual Feynman Green's function is shown in Fig. 16.6.

Fig. 16.6. Shift in position of the pole in the Feynman propagator for the baryon at finite baryon density in RHA.

In the renormalizable field theory QHD-I, the counter terms in Eq. (16.6) must be added to the lagrangian density. One choice, as indicated above, is to fix the counter terms in the vacuum sector to exactly cancel the one-baryon-loop contribution to the relevant scalar meson amplitudes at $q_{i}=0$. With $\varepsilon \equiv E / V$, one then finds the previous MFT results for nuclear matter plus the correction term in Eq. (16.7) [Se86, Wa95]. The "zero point" energy provides a proper evaluation of the additional terms in Eq. (16.8), and the result of this rather extensive calculation has already been given in Eq. (16.9). We emphasize that within this renormalizable model, the correction $\Delta \varepsilon_{0-\mathrm{PT}}$ to the MFT result, often referred to as the Casimir effect, is completely finite and calculable. ${ }^{5}$
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## Chapter 17

## Applications

In this chapter we present a few selected further applications of QHD-I. Numerous other applications are discussed in [Se86, Se92, Se97].

### 17.1 RPA calculation of collective excitations of closed-shell nuclei

An RPA calculation (chapters 9-10) of the excitation spectrum of ${ }_{8}^{16} \mathrm{O}$ using the particle-hole interaction of QHD-I fit to the properties of nuclear matter has been carried out by Furnstahl [Fu85]. The interaction is illustrated in Fig. 17.1.


Fig. 17.1. Particle-hole interaction in QHD-I.

Here only those terms involving the density-dependent part of the baryon propagator are retained and retardation is neglected in the meson propagators; ${ }^{1}$ the calculation is otherwise relativistic. The p-h configuration energies and wave functions are taken from the relativistic Hartree calculations of chapter 15, and the interaction from Prob. 17.1. The resulting spectra are shown in Figs. 17.2 and 17.3.

Since the binding energy of nuclear matter results from a strong cancelation of two large contributions, one might wonder whether the nuclear excitation spectrum has any reality. This calculation demonstrates that the particle-hole interaction of QHD-I, with a minimal set of parameters fit to the bulk properties of nuclear matter, produces a realistic spectrum in ${ }_{8}^{16} \mathrm{O}$.
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Fig. 17.2. Negative parity $T=1$ states in ${ }_{8}^{16} \mathrm{O}$ calculated in RPA using the particlehole interaction of QHD-I with relativistic Hartree configuration energies and wave functions. Only $1 d(1 p)^{-1}$ and $2 s(1 p)^{-1}$ unperturbed levels are shown. The pion contribution is discussed in chapters 20-24. From [Fu85].


Fig. 17.3. Same as Fig. 17.2 for $T=0$ states. $S$ denotes the spurious $1^{-}$state.

The inclusion of the negative energy states in the relativistic generalization of the RPA calculation (the "RRPA") of nuclear excitations and of ground-state properties of nuclei has three meritorious effects:

- It cures the magnetic moment problem and the isoscalar convection current gets corrected back from $\mathrm{p} / M^{*}$ to $\mathrm{p} / M$. This contribution returns to that of the Schmidt lines of chapter 8 [Ma81, Be85, Ku85, Mc86, Fu87];
- It brings the spurious ( $1^{-}, 0$ ) state, corresponding to pure center-of-mass motion, down to zero excitation energy when enough particle-hole configurations are admixed [Da90];
- It preserves the conservation of the electromagnetic current [Da90]. ${ }^{2}$

The RRPA is discussed in detail in [Ch77, Se86, Se92, Wa95, Fu02].

### 17.2 Electromagnetic interaction

The electromagnetic current operator in QHD-I is given by

$$
\begin{equation*}
\hat{J}_{\mu}(x)=i \bar{\psi}(x) \gamma_{\mu} \frac{1}{2}\left(1+\tau_{3}\right) \psi(x) \tag{17.1}
\end{equation*}
$$

The r.h.s. is expressed in terms of the field operators. The use of the equations of motion verifies that this current is conserved

$$
\begin{equation*}
\frac{\partial J_{\mu}}{\partial x_{\mu}}=0 \tag{17.2}
\end{equation*}
$$

The meson fields ( $\phi, V_{\mu}$ ) do not contribute to the electromagnetic current since they are neutral. One must at least include charged meson fields $(\pi, \rho)$ to get a more realistic picture of the electromagnetic structure of the baryon; this shall be done after our discussion of pions. Here we introduce an effective current operator that when used with QHD-I allows us to take into account the internal charge and current structure of the baryons, maintains current conservation, and allows us to model the behavior of the interacting relativistic many-body system.

The general structure of the electromagnetic vertex of the nucleon was introduced in chapter 8 (see Fig. 8.4)

$$
\begin{gather*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| J_{\mu}(0)|\mathbf{p} \sigma \rho\rangle=\frac{i}{\Omega} \bar{u}\left(\mathbf{p}^{\prime} \sigma^{\prime}\right) \eta_{\rho^{\prime}}^{\dagger}\left[F_{1}\left(q^{2}\right) \gamma_{\mu}+F_{2}\left(q^{2}\right) \sigma_{\mu \nu} q_{\nu}\right] \eta_{\rho} u(\mathbf{p} \sigma) \\
\\
F_{i} \equiv \frac{1}{2}\left(F_{i}^{S}+\tau_{3} F_{i}^{V}\right) \\
F_{1}^{S}(0)=1  \tag{17.3}\\
F_{1}^{V}(0)=1
\end{gather*}
$$

${ }^{2}$ The modification of the ( $e, e^{\prime}$ ) form factors in the RRPA is also shown in [Da90].

Here $p=p^{\prime}+q$. The form factors possess a spectral representation. $F_{2}^{V}\left(q^{2}\right)$, for example, has the analytic properties in the complex $q^{2}$ plane indicated in Fig. 17.4.


Fig. 17.4. Analytic properties of the nucleon form factor $F_{2}^{V}\left(q^{2}\right)$ in the complex $q^{2}$ plane.

It can be written as [Ch58, Fe58, Dr61]

$$
\begin{equation*}
F_{2}^{V}\left(q^{2}\right)=\frac{1}{\pi} \int_{4 m_{\pi}^{2}}^{\infty} \frac{\rho_{2}^{V}\left(\sigma^{2}\right) d \sigma^{2}}{\sigma^{2}+q^{2}} \tag{17.4}
\end{equation*}
$$

The spectral weight function $\rho_{2}^{V}\left(\sigma^{2}\right)$ can be expressed as the absorptive part of the amplitude for a virtual time-like photon to produce an $N-\bar{N}$ pair as indicated schematically in Fig. 17.5.


Fig. 17.5. Schematic representation of spectral weight function as absorptive part.
The physical region for electron scattering is space-like $q^{2}>0$. The singularities closest to the physical region come from the lowest-mass intermediate states; here the first state is that of two pions. These are all exact statements and relations.

To evaluate the two-pion contribution to the spectral weight function for $F_{2}\left(q^{2}\right)$ in Born approximation (without pion rescattering) one can simply look at the Feynman diagram for the lowest order vertex correction illustrated in Fig. 17.6. The Feynman rules for pions will be developed later in this part of the book. Here we anticipate and calculate the contribution of this diagram to the S-matrix element $S_{\mathrm{fi}}$ from the following pion-nucleon and pion-photon lagrangian densities ${ }^{3}$

$$
\begin{align*}
\mathcal{L}_{\pi N} & =i g_{\pi} \bar{\psi} \gamma_{5} \tau \psi \cdot \boldsymbol{\pi} \\
\mathcal{L}_{\gamma \pi} & =-e_{p}\left[\pi \times \frac{\partial \pi}{\partial x_{\mu}}\right]_{3} A_{\mu} \tag{17.5}
\end{align*}
$$
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Fig. 17.6. Two-pion contribution to $S_{\mathrm{fi}}$ and $F_{2}\left(q^{2}\right)$ in Born approximation.
The component contributions to the diagram are then indicated in Fig. 17.6. The result from this diagram can be put into the following form (here $M \equiv m)^{4}$

$$
\begin{equation*}
2 M F_{2}\left(q^{2}\right)=\tau_{3} \frac{g_{\pi}^{2}}{4 \pi} \int_{0}^{1} d x(1-x)^{2} \int_{0}^{x} d y \frac{M^{2}}{M^{2}(1-x)^{2}+m_{\pi}^{2} x+q^{2} y(x-y)} \tag{17.6}
\end{equation*}
$$

The spectral representation and two-pion contribution to the spectral weight function follow directly. Note this contribution is entirely isovector.

The integral in Eq. (17.6) is well-defined, and one can use it to calculate the two-pion contribution to the anomalous magnetic moment of the nucleon by simply evaluating $2 m F_{2}(0)$. One can get the two-pion contribution, that of longest range, to the mean-square radius of the isovector magnetic moment through

$$
\begin{equation*}
\frac{F_{2}^{V}\left(q^{2}\right)}{F_{2}^{V}(0)}=1-\frac{q^{2}}{6}\left\langle r^{2}\right\rangle_{2}^{V}+\cdots \tag{17.7}
\end{equation*}
$$

The use of $g_{\pi}^{2} / 4 \pi=14.4$ from pion-nucleon scattering leads to the results shown in Table 17.1. ${ }^{5}$

Table 17.1 Two-pion contribution to the anomalous magnetic moment of the nucleon in Born approximation.

|  | $\lambda^{\prime S}$ | $\lambda^{\prime V}$ | $\left\langle r^{2}\right\rangle_{\mathrm{mag}}^{V}$ | $\left(\left\langle r^{2}\right\rangle_{\mathrm{mag}}^{V}\right)^{1 / 2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Theory | 0 | 3.20 | $0.24 \mathrm{fm}^{2}$ | 0.49 fm |
| Experiment | -0.12 | 3.706 | $\approx 0.64 \mathrm{fm}^{2}$ | $\approx 0.80 \mathrm{fm}$ |

[^59]Charged pions are responsible for the long-range part of the electromagnetic structure of the nucleon. The present analysis provides a qualitative, and even semiquantitative, understanding of the anomalous magnetic moment and its meansquare radius [Ch58, Fe58]. ${ }^{6}$ Charged mesons will be included later in this part of the book after a discussion of pions. Here we will be content to include their contribution to the internal structure of the nucleon in QHD-I in a phenomenological fashion.

We assume ${ }^{7}$

$$
\begin{equation*}
\frac{F_{1}\left(q^{2}\right)}{F_{1}(0)} \approx f_{\mathrm{SN}}\left(q^{2}\right) \approx \frac{F_{2}\left(q^{2}\right)}{F_{2}(0)} \tag{17.8}
\end{equation*}
$$

It is convenient to then take out the common overall form factor and define an effective Møller potential $f_{\mathrm{SN}}\left(q^{2}\right) / q^{2}$ (Fig. 17.7). Since this is an overall factor in the scattering amplitude, the electron scattering cross sections will be simply expressed in terms of an effective Mott cross section $\sigma_{\mathrm{M}}^{\text {eff }}=\sigma_{\mathrm{M}}\left[f_{\mathrm{SN}}\left(q^{2}\right)\right]^{2}$.


Fig. 17.7. The effective Møller potential.
Now define an effective current operator in QHD-I

$$
\begin{align*}
\hat{J}_{\mu}^{\gamma}(x) & =i \bar{\psi} \gamma_{\mu} \underline{Q} \psi+\frac{1}{2 m} \frac{\partial}{\partial x_{\nu}}\left(\bar{\psi} \sigma_{\mu \nu} \underline{\lambda^{\prime}} \psi\right) \\
\underline{Q} & =\frac{1}{2}\left(1+\tau_{3}\right) \quad \underline{\lambda^{\prime}}=\lambda_{p}^{\prime} \frac{1}{2}\left(1+\tau_{3}\right)+\lambda_{n} \frac{1}{2}\left(1-\tau_{3}\right) \tag{17.9}
\end{align*}
$$

Again the r.h.s. is expressed in terms of field operators. This effective current is to be used in lowest order. It takes into account the internal charge and magnetic structure of the baryons coming from the charged mesons in a phenomenological manner. Although very simple minded, this effective current has the following features to recommend its use in QHD-I:

- It is local;
- It is Lorentz covariant;
${ }^{6}$ It was argued before their discovery that vector mesons with $\left(J^{\pi}, T\right)=\left(1^{-}, 1\right)$ and $\left(1^{-}, 0\right)$, the $\rho$ and $\omega$, must be present to make these results quantitative [ Na 57 , $\operatorname{Fr} 60 \mathrm{a}$ ].
${ }^{7}$ Although this assumption serves our purpose over much of the domain of nuclear physics, one really must do better than this to have a quantitative calculation at high $q^{2}$. A more accurate representation of the single-nucleon form factors is given in [Wa01]; it is incorporated into the effective nuclear current in Part 4.
- It is conserved;
- It gives the correct $\left(e, e^{\prime}\right)$ amplitude for a free, isolated nucleon.

Since we now have a completely relativistic framework, one can push the calculation of nuclear ( $e, e^{\prime}$ ) processes to any $q^{2}$. There is nothing inherent in the calculations limiting them to low $q^{2}$.

One goal is to push to very high $q^{2}$ to see where QHD breaks down - where one is forced to invoke another dynamic description of the internal structure of the hadrons.

The calculation of Kim [Ki86] for elastic magnetic scattering from ${ }_{8}^{17} \mathrm{O}$ is shown in Fig. 17.8. This calculation uses the solution to the Dirac equation for a $\left(1 d_{5 / 2}\right)_{\nu}$ in the relativistic Hartree potentials for ${ }_{8}^{16} \mathrm{O}$ (chapter 15). It uses the current in Eq. (17.9). ${ }^{8}$ A center of mass (C-M) correction factor is also included. ${ }^{9}$ The wave functions calculated by Kim in [Ki86] are shown in Fig. 17.9. The configuration assignments are ${ }_{2}^{3} \mathrm{He}\left(1 s_{1 / 2}\right)_{\nu}^{-1},{ }_{8}^{17} \mathrm{O}\left(1 d_{5 / 2}\right)_{\nu}$, and ${ }_{83}^{209} \mathrm{Bi}\left(1 h_{9 / 2}\right)_{\pi}$.

As a second application of this approach, consider quasielastic electron scattering $\left(e, e^{\prime}\right)$. Rosenfelder [Ro80] has studied this process for both ${ }_{20}^{40} \mathrm{Ca}$ and ${ }_{82}^{208} \mathrm{~Pb}$ using a local Fermi gas with Dirac spinors and the quantities $M^{*}(r)$ and $\rho_{\mathrm{B}}(r)$ taken from a relativistic Thomas-Fermi calculation of the densities in QHD-I [Ro80, Se86].


Fig. 17.8. Magnetic form factor squared ${ }^{10}$ for ${ }_{8}^{17} \mathrm{O}$. The dotted curve omits the $\mathrm{C}-\mathrm{M}$ correction factor and the dashed-dot curve omits the single-nucleon form factor $f_{\mathrm{SN}}\left(q^{2}\right)=\left[1+q^{2} /(855 \mathrm{MeV})^{2}\right]^{-2}$. Calculated using relativistic Hartree wave functions and the current operator in Eq. (17.9). From [Ki86].
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Fig. 17.9. Upper and lower component Dirac radial wave functions $G(r)$ and $F(r)$ (see Prob. 15.1) for the three cases mentioned in the text. From [Ki86].


Fig. 17.10. Quasielastic electron scattering from ${ }_{20}^{40} \mathrm{Ca}$ in the relativistic MFT compared with experimental values. The calculation assumes a local relativistic Fermi gas with the quantities $M^{*}(r)$ and $\rho_{\mathrm{B}}(r)$ taken from a relativistic Thomas Fermi calculation of these quantities in QHD-I. From [Ro80, Se86].

The solutions to the Dirac equation for both the initial bound nucleon and final continuum nucleon in the quasielastic scattering process are thus generated consistently within this framework. Rosenfelder also uses the electromagnetic current operator of Eq. (17.9). The results are shown in Figs. 17.10 and 17.11.


Fig. 17.11. Same as Fig. 17.10 for ${ }_{82}^{208} \mathrm{~Pb}$.
Particularly satisfying are the positions of the peaks and the shapes of the curves, which are obtained with no further parameters. This indicates that the RMFT of chapter 14 provides a consistent and reasonable description of the gross quasielastic nuclear response in this kinematic regime.

## Chapter 18

## Some thermodynamics

In this chapter we investigate the behavior of the ( $\phi, V_{\mu}$ ) system at finite temperature, working within the framework of RMFT. ${ }^{1}$ Reference [Fe71] provides background for this development.


Fig. 18.1. Many-body system at specified chemical potential, volume, and temperature $(\mu, V, T)$.

The thermodynamic potential of a system at specified chemical potential, volume, and temperature ( $\mu, V, T$ ), as illustrated in Fig. 18.1, is given by

$$
\begin{equation*}
\Omega(\mu, V, T)=-\frac{1}{\beta} \ln Z_{\mathrm{G}} \tag{18.1}
\end{equation*}
$$

The grand partition function appearing in this expression is defined by

$$
\begin{equation*}
Z_{\mathrm{G}} \equiv \operatorname{Tr}\left\{e^{-\beta(\hat{H}-\mu \hat{B})}\right\} \tag{18.2}
\end{equation*}
$$

Here $\hat{B}$ is the baryon number operator and the Trace goes over a complete set of states in the many-baryon Hilbert space. As usual $\beta \equiv 1 / k_{\mathrm{B}} T$. One has the thermodynamic relations

$$
\begin{align*}
\Omega & =-p V \\
d \Omega & =-S d T-p d V-B d \mu \tag{18.3}
\end{align*}
$$

where $S$ is the entropy.
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### 18.1 Relativistic mean field theory (RMFT)

Consider nuclear matter in RMFT in QHD-I. The hamiltonian and baryon number operators are given in chapter 14

$$
\begin{align*}
\hat{H}_{\mathrm{MFT}}= & V\left[\frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\frac{1}{2} m_{v}^{2} V_{0}^{2}\right]+g_{v} V_{0} \hat{B} \\
& +\sum_{\mathbf{k} \lambda} \sqrt{\mathbf{k}^{2}+M^{* 2}}\left(A_{\mathbf{k} \lambda}^{\dagger} A_{\mathbf{k} \lambda}+B_{\mathbf{k} \lambda}^{\dagger} B_{\mathbf{k} \lambda}\right) \\
\hat{B}= & \sum_{\mathbf{k} \lambda}\left(A_{\mathbf{k} \lambda}^{\dagger} A_{\mathbf{k} \lambda}-B_{\mathbf{k} \lambda}^{\dagger} B_{\mathbf{k} \lambda}\right) \tag{18.4}
\end{align*}
$$

These operators are diagonal in the basis of eigenstates of the baryon and antibaryon number operators

$$
\begin{align*}
A_{\mathbf{k} \lambda}^{\dagger} A_{\mathbf{k} \lambda}\left|n_{\mathbf{k} \lambda}\right\rangle & =n_{\mathbf{k} \lambda}\left|n_{\mathbf{k} \lambda}\right\rangle \\
B_{\mathbf{k} \lambda}^{\dagger} B_{\mathbf{k} \lambda}\left|\bar{n}_{\mathbf{k} \lambda}\right\rangle & =\bar{n}_{\mathbf{k} \lambda}\left|\bar{n}_{\mathbf{k} \lambda}\right\rangle \tag{18.5}
\end{align*}
$$

It is a straightforward matter to calculate the Trace in Eq. (18.2) in this basis; the calculation is very similar to that for a noninteracting Fermi gas [Fe71] and is carried out in detail in Appendix B.2. ${ }^{2}$

At the end of the calculation, the vector field $V_{0}$ will be determined by the thermal average of the equation of motion. For a uniform system this gives

$$
\begin{align*}
m_{v}^{2} V_{0} & =g_{v}\left\langle\left\langle\hat{\rho}_{\mathrm{B}}\right\rangle\right\rangle \\
& \equiv g_{v} \rho_{\mathrm{B}}\left(\mu, V, T ; \phi_{0}, V_{0}\right) \tag{18.6}
\end{align*}
$$

Here the additional explicit dependence on the condensed fields ( $\phi_{0}, V_{0}$ ) is also indicated (recall $M^{*}=M-g_{s} \phi_{0}$ ). The explicit dependence on $V_{0}$ in Eq. (18.4) allows one to immediately conclude from Eqs. (18.1) and (18.2) that

$$
\begin{equation*}
\left(\frac{\partial \Omega}{\partial V_{0}}\right)_{\mu, V, T ; \phi_{0}}=0 \tag{18.7}
\end{equation*}
$$

The condensed scalar field is determined at the end of the calculation through the use of Gibbs' relation for thermodynamic equilibrium; a system in equilibrium at specified $(\mu, V, T)$ will minimize its thermodynamic potential

$$
\begin{equation*}
\left(\frac{\partial \Omega}{\partial \phi_{0}}\right)_{\mu, V, T}=0 \tag{18.8}
\end{equation*}
$$

[^62]Now the total differential of the thermodynamic potential is given by

$$
\begin{align*}
d \Omega= & \left(\frac{\partial \Omega}{\partial \mu}\right)_{V, T ; \phi_{0}, V_{0}} d \mu+\left(\frac{\partial \Omega}{\partial V}\right)_{\mu, T ; \phi_{0}, V_{0}} d V+\left(\frac{\partial \Omega}{\partial T}\right)_{\mu, V ; \phi_{0}, V_{0}} d T \\
& +\left(\frac{\partial \Omega}{\partial V_{0}}\right)_{\mu, V, T ; \phi_{0}} d V_{0}+\left(\frac{\partial \Omega}{\partial \phi_{0}}\right)_{\mu, V, T ; V_{0}} d \phi_{0} \tag{18.9}
\end{align*}
$$

Keep ( $\mu, V, T$ ) constant and make use of Eq. (18.7). This allows one to write the equilibrium condition as

$$
\begin{equation*}
\left(\frac{\partial \Omega}{\partial \phi_{0}}\right)_{\mu, V, T}=\left(\frac{\partial \Omega}{\partial \phi_{0}}\right)_{\mu, V, T ; V_{0}}=0 \tag{18.10}
\end{equation*}
$$

As a consequence, the condensed vector field can be held constant during the minimization procedure. The vanishing of the partial derivatives in Eqs. (18.7) and (18.10) is extremely useful, for it implies that the condensed meson fields ( $\phi_{0}, V_{0}$ ) can be held constant in computing thermodynamic variables. For example,

$$
\begin{equation*}
B=-\left(\frac{\partial \Omega}{\partial \mu}\right)_{V, T}=-\left(\frac{\partial \Omega}{\partial \mu}\right)_{V, T ; \phi_{0}, V_{0}} \tag{18.11}
\end{equation*}
$$

The equilibrium condition for $\phi_{0}$ follows from Eq. (18.10) and Eqs. (18.1) and (18.2)

$$
\begin{equation*}
m_{s}^{2} \phi_{0}=g_{s} \rho_{s}\left(\mu, V, T ; \phi_{0}, V_{0}\right) \tag{18.12}
\end{equation*}
$$

Here $\rho_{s}$ is the thermodynamic average of the scalar density, written out in detail below.

At the end of the calculation it is useful to specify the baryon density $\rho_{\mathrm{B}}$, and adjust the chemical potential until one arrives at that specified value of $\rho_{\mathrm{B}}$ as the equilibrium value. The condensed vector field is then also specified by Eq. (18.6)

$$
\begin{equation*}
V_{0}=\frac{g_{v}}{m_{v}^{2}} \rho_{\mathrm{B}} \tag{18.13}
\end{equation*}
$$

The equation of state in parametric form follows directly from the thermodynamic potential; its derivation is given in appendix B. 2

$$
\begin{align*}
\varepsilon\left(\rho_{\mathrm{B}}, T\right) \equiv & \frac{1}{V} E=\frac{g_{v}^{2}}{2 m_{v}^{2}} \rho_{\mathrm{B}}^{2}+\frac{m_{s}^{2}}{2 g_{s}^{2}}\left(M-M^{*}\right)^{2} \\
& +\frac{\gamma}{(2 \pi)^{3}} \int d^{3} k \sqrt{k^{2}+M^{* 2}}\left(n_{k}+\bar{n}_{k}\right) \\
p\left(\rho_{\mathrm{B}}, T\right)= & \frac{g_{v}^{2}}{2 m_{v}^{2}} \rho_{\mathrm{B}}^{2}-\frac{m_{s}^{2}}{2 g_{s}^{2}}\left(M-M^{*}\right)^{2} \\
& +\frac{1}{3} \frac{\gamma}{(2 \pi)^{3}} \int d^{3} k \frac{k^{2}}{\left(k^{2}+M^{* 2}\right)^{1 / 2}}\left(n_{k}+\bar{n}_{k}\right) \\
\rho_{\mathrm{B}}= & \frac{\gamma}{(2 \pi)^{3}} \int d^{3} k\left(n_{k}-\bar{n}_{k}\right) \tag{18.14}
\end{align*}
$$

At thermodynamic equilibrium, the self-consistency relation for $\phi_{0}=\left(M-M^{*}\right) / g_{s}$ must be satisfied

$$
\begin{equation*}
\phi_{0}=\frac{g_{s}}{m_{s}^{2}} \rho_{s}=\frac{g_{s}}{m_{s}^{2}} \frac{\gamma}{(2 \pi)^{3}} \int d^{3} k \frac{M^{*}}{\left(k^{2}+M^{* 2}\right)^{1 / 2}}\left(n_{k}+\bar{n}_{k}\right) \tag{18.15}
\end{equation*}
$$

The thermal distribution functions in these expressions are defined by

$$
\begin{equation*}
n_{k}=\frac{1}{e^{\beta\left(E_{k}^{*}-\mu^{*}\right)}+1} \quad \bar{n}_{k}=\frac{1}{e^{\beta\left(E_{k}^{*}+\mu^{*}\right)}+1} \tag{18.16}
\end{equation*}
$$

Here

$$
\begin{align*}
E_{k}^{*} & \equiv \sqrt{\mathbf{k}^{2}+M^{* 2}} \\
\mu^{*} & \equiv \mu-g_{v} V_{0} \tag{18.17}
\end{align*}
$$

In thermodynamic equilibrium, at the end of the calculation, one can replace

$$
\begin{equation*}
\mu^{*}=\mu-\frac{g_{v}^{2}}{m_{v}^{2}} \rho_{\mathrm{B}} \tag{18.18}
\end{equation*}
$$

Note carefully the signs appearing in Eqs. (18.14) and (18.15); it is $\left(n_{k}+\bar{n}_{k}\right)$ that appears in $\left(\varepsilon, p, \rho_{s}\right)$, and ( $n_{k}-\bar{n}_{k}$ ) that appears in $\rho_{\mathrm{B}}$.

Some limiting cases of this equation of state are of interest:

- As $T \rightarrow 0$ at finite baryon density one has $n_{k} \rightarrow \theta\left(k_{\mathrm{F}}-|\mathbf{k}|\right)$ and $\bar{n}_{k} \rightarrow 0$. The system becomes a degenerate Fermi gas of baryons, and one recovers the RMFT results of chapter 14 at $T=0$;
- As $\rho_{\mathrm{B}} \rightarrow \infty$ for any finite $T$, the system again becomes degenerate;
- As $T \rightarrow \infty$ baryon pairs are produced, and the self-consistent baryon mass $M^{*} \rightarrow 0$. The analytic relation at $\rho_{\mathrm{B}}=0$ is

$$
\begin{equation*}
\frac{M^{*}}{M} \longrightarrow\left[1+\frac{g_{s}^{2}}{m_{s}^{2}} \frac{\gamma\left(k_{\mathrm{B}} T\right)^{2}}{12}\right]^{-1} \quad ; T \rightarrow \infty \tag{18.19}
\end{equation*}
$$

- In the limit $T \rightarrow \infty$ the equation of state takes a form similar to that of a black body

$$
\begin{equation*}
\varepsilon=\frac{7 \pi^{2} \gamma}{120}\left(k_{\mathrm{B}} T\right)^{4} \quad p=\frac{1}{3} \varepsilon \tag{18.20}
\end{equation*}
$$

### 18.2 Numerical results

A procedure for numerical analysis of the equation of state consists of the following:
(1) Solve the self-consistency Eq. (18.15) for $\phi_{0}$ (or equivalently $M^{*}=M-$ $\left.g_{s} \phi_{0}\right)$ at fixed $\beta$ and $\mu^{*}$;
(2) The distribution functions $n_{k}\left(\mu^{*}\right)$ and $\bar{n}_{k}\left(\mu^{*}\right)$ are now determined;
(3) Compute the resultant $\rho_{\mathrm{B}}$ from the last of Eqs. (18.14);
(4) Determine the corresponding chemical potential $\mu$ from Eq. (18.18);
(5) Compute ( $\varepsilon, p$ ) from Eqs. (18.14).

The resulting isotherms (constant temperature cuts of the equation of state) are shown for neutron matter with $\gamma=2$ in Fig. 18.2.


Fig. 18.2. Isotherms of the neutron matter equation of state at finite temperature as calculated in the RMFT of QHD-I. The curves are labeled by the value of $k_{\mathrm{B}} T$, and the left-hand end point of an isotherm corresponds to zero baryon density. The shaded area shows the region of phase separation, and the critical point at a temperature of $k_{\mathrm{B}} T_{\mathrm{c}}=9.1 \pm 0.2 \mathrm{MeV}$ is indicated by $\odot$; from [Se86].

We use the coupling constants of chapter 14. Several comments are of interest:

- One sees a phase transition; it is similar here to the gas-liquid phase transition exhibited by the van der Waal's equation of state;
- In the region of phase equilibrium, Gibbs' criteria for phase equilibrium are satisfied

$$
\begin{equation*}
p_{1}=p_{2} \quad \mu_{1}=\mu_{2} \quad T=\mathrm{constant} \tag{18.21}
\end{equation*}
$$

- The equilibrium conditions are determined numerically by plotting $p$ vs. $\mu$ at fixed $T$ and seeing where the curve crosses itself;
- One has a critical region and a critical temperature, above which there is no phase transition;
- The high temperature isotherms terminate as the energy density is decreased. There is a finite, limiting value of $\varepsilon$ as $\rho_{\mathrm{B}} \rightarrow 0$. One simply has a vanishingly dilute solution of baryons in a sea of pairs.

The corresponding solution to the self-consistency equation for $M^{*}$ as a function of temperature $T$ is shown in Fig. 18.3 at $\rho_{\mathrm{B}}=\mu=0$.


Fig. 18.3. Self-consistent nucleon mass as a function of temperature at vanishing baryon density. Results are indicated both for neutron matter ( $\gamma=2$ - based on Fig. 18.2) and nuclear matter $(\gamma=4)$.

The physics here is that pairs are produced as the temperature is increased. This does not change $\rho_{\mathrm{B}}$ but does change $\rho_{s}$; increasing $\rho_{s}$ decreases $M^{*}$, which makes it easier to produce pairs. The equilibrium situation is obtained by solving the transcendental self-consistency relation at each temperature and density. At high temperature the baryons are massless. As one lowers the temperature, the baryons acquire a mass (at $k_{\mathrm{B}} T \ll M$ ) due to the self-consistent freezing out of the vacuum pairs; they then retain that mass down to $T=0$.

### 18.3 Finite temperature field theory in QHD-I

As at zero temperature, one can characterize the finite temperature field theory in terms of a set of Feynman rules. The thermal baryon Green's function, for example, is defined by (see [Fe71])

$$
\begin{align*}
& \mathcal{G}_{\alpha \delta}\left(\mathbf{x}_{1} \tau_{1}, \mathbf{x}_{2} \tau_{2}\right) \equiv-\operatorname{Tr}\left\{\hat{\rho}_{\mathrm{G}} P_{\tau}\left[\hat{\psi}_{\kappa \alpha}\left(\mathbf{x}_{1} \tau_{1}\right) \hat{\bar{\psi}} \kappa \delta\left(\mathbf{x}_{2} \tau_{2}\right)\right]\right\} \\
& \equiv \int \frac{d^{3} \kappa}{(2 \pi)^{3}} e^{i \kappa \cdot\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right)} \frac{1}{\beta} \sum_{n(\text { odd })} e^{-i \omega_{n}\left(\tau_{1}-\tau_{2}\right)} \mathcal{G}_{\alpha \delta}\left(\kappa, \omega_{n}\right) \tag{18.22}
\end{align*}
$$

The frequency is given by

$$
\begin{equation*}
\omega_{n} \equiv \frac{(2 n+1) \pi}{\beta} \tag{18.23}
\end{equation*}
$$

The statistical operator is defined by

$$
\begin{equation*}
\hat{\rho}_{\mathrm{G}} \equiv \frac{e^{-\beta \hat{K}}}{\operatorname{Tr}\left\{e^{-\beta \hat{K}}\right\}} \tag{18.24}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{K} \equiv \hat{H}-\mu \hat{B} \tag{18.25}
\end{equation*}
$$

The fields are in the Heisenberg representation with imaginary time

$$
\begin{equation*}
\hat{\psi}_{\kappa}(\mathbf{x} \tau) \equiv e^{\hat{K} \tau} \hat{\psi}(\mathbf{x}) e^{-\hat{K} \tau} \tag{18.26}
\end{equation*}
$$

Given the thermal baryon Green's function, one can compute ensemble averages of bilinear combinations of baryon field operators.

We proceed to give the Feynman rules for the thermal baryon Green's function $-\mathcal{G}\left(\kappa, \omega_{n}\right){ }^{3}$
(1) Draw all topologically distinct connected diagrams;
(2) Include the following factors for the scalar and vector vertices, respectively

$$
\begin{equation*}
g_{s} 1 \quad ; \text { scalar } \quad i g_{v} \gamma_{\mu} \quad ; \text { vector } \tag{18.27}
\end{equation*}
$$

(3) Include the following factors for the scalar, vector, and baryon propagators,

[^63]respectively
\[

$$
\begin{array}{ll}
\frac{1}{\kappa^{2}+m_{s}^{2}} & ; \text { scalar } \\
\frac{1}{\kappa^{2}+m_{v}^{2}}\left(\delta_{\mu \nu}+\frac{\kappa_{\mu} \kappa_{\nu}}{m_{v}^{2}}\right) & ; \text { vector } \\
\frac{1}{i \gamma_{\lambda} p_{\lambda}+M} & ; \text { baryon } \tag{18.28}
\end{array}
$$
\]

Here, in the first two (boson) propagators

$$
\begin{align*}
\kappa_{\nu} & =\left(\kappa, i\left[i \omega_{n}\right]\right) \quad ; \kappa^{2}=\kappa_{\nu} \kappa_{\nu} \\
\omega_{n} & =\frac{2 n \pi}{\beta} \tag{18.29}
\end{align*}
$$

while in the last (fermion) propagator

$$
\begin{align*}
p_{\lambda} & =\left(\mathbf{p}, i\left[\mu+i \omega_{n}\right]\right) \\
\omega_{n} & =\frac{(2 n+1) \pi}{\beta} \tag{18.30}
\end{align*}
$$

(4) Conserve frequency and wave number at each vertex;
(5) For each internal line perform

$$
\begin{equation*}
\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{\beta} \sum_{n} \tag{18.31}
\end{equation*}
$$

(6) Take the Dirac matrix product along fermion lines; ${ }^{4}$
(7) Include a factor of $(-1)^{F}$ where $F$ is the number of closed fermion loops.

In chapter 14 the RMFT at zero temperature was extended to the RHA, which includes a proper treatment of the zero-point energy. For the extension to the RHA treatment of the finite-temperature equation of state, see $[\mathrm{Fr} 77, \mathrm{Fu} 91 \mathrm{a}]$.

[^64]
## Chapter 19

## QCD and a phase transition

### 19.1 Quarks and color

There is now convincing evidence that hadrons are composed of a simpler substructure of quarks. The primary evidence for this is the following: ${ }^{1}$

- If one assumes the baryons are composed of quark triplets ( $q q q$ ) and the mesons are quark-antiquark pairs ( $q \bar{q}$ ) then, with appropriate quantum numbers for the quarks (flavors), one can describe and predict the observed supermultiplets of hadrons;
- The assumption of interaction with point-like quarks provides a marvelously simple and accurate description of electroweak currents;
- Dynamic evidence for a point-like quark-parton substructure of hadrons is obtained from deep inelastic electron scattering ( $e, e^{\prime}$ ) and neutrino reactions ( $\nu_{l}, l^{-}$).

Quarks come in many flavors; the quark field can be written as

$$
\psi=\left(\begin{array}{c}
u  \tag{19.1}\\
d \\
s \\
c \\
\vdots
\end{array}\right)
$$

One assigns quarks an additional intrinsic degree of freedom called color, which takes three values $i=R, G, B$. The quark field then becomes

$$
\psi=\left(\begin{array}{ccc}
u_{R} & u_{\mathrm{G}} & u_{\mathrm{B}}  \tag{19.2}\\
d_{R} & d_{\mathrm{G}} & d_{\mathrm{B}} \\
s_{R} & s_{\mathrm{G}} & s_{\mathrm{B}} \\
c_{R} & c_{\mathrm{G}} & c_{\mathrm{B}}
\end{array}\right)=\left(\psi_{R}, \psi_{\mathrm{G}}, \psi_{\mathrm{B}}\right) \equiv \psi_{i} \quad ; i=R, G, B
$$

[^65]It is convenient to construct a column vector from the color fields

$$
\underline{\psi} \equiv\left(\begin{array}{c}
\psi_{R}  \tag{19.3}\\
\psi_{\mathrm{G}} \\
\psi_{\mathrm{B}}
\end{array}\right)
$$

Matrices in this color space will be here denoted with a bar under a symbol. This is a very compact notation

- Each $\psi_{i}$ has many flavors;
- Each flavor is a four-component Dirac field.


### 19.2 Quantum chromodynamics (QCD)

Quantum chromodynamics (QCD) is a theory of the strong interactions binding quarks into the observed hadrons. It is a Yang-Mills nonabelian gauge theory built on color and invariance under local $S U(3)_{C}$. We develop this theory in detail in Part 3 of this book. Here, for the present purposes, we anticipate that discussion and summarize some of the results:

- Introduce massless gauge boson fields, the gluons, $A_{\mu}^{a}(x)$ with $a=1, \cdots, 8$.

There is one for each generator;

- The lagrangian density then takes the form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=-\frac{1}{4} \mathcal{F}_{\mu \nu}^{a} \mathcal{F}_{\mu \nu}^{a}-\underline{\bar{\psi}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g \underline{\lambda}^{a} A_{\mu}^{a}(x)\right) \underline{\psi} \tag{19.4}
\end{equation*}
$$

Repeated Latin superscripts are summed $a=1, \cdots, 8$;

- The $\underline{\lambda}^{a}$ are the $3 \times 3 S U(3)$ matrices satisfying

$$
\begin{equation*}
\left[\frac{1}{2} \underline{\lambda}^{a}, \frac{1}{2} \underline{\lambda}^{b}\right]=i f^{a b c} \frac{1}{2} \underline{\lambda}^{c} \tag{19.5}
\end{equation*}
$$

- The gluon field tensor is given by

$$
\begin{equation*}
\mathcal{F}_{\mu \nu}^{a}=\frac{\partial A_{\nu}^{a}}{\partial x_{\mu}}-\frac{\partial A_{\mu}^{a}}{\partial x_{\nu}}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c} \tag{19.6}
\end{equation*}
$$

- The lagrangian density is written for massless quarks; however, a mass term of the form

$$
\begin{equation*}
\delta \mathcal{L}_{\text {mass }}=-\underline{\bar{\psi}} \underline{M} \underline{\psi} \tag{19.7}
\end{equation*}
$$

where

$$
\underline{M}=\left(\begin{array}{lll}
\underline{m} & &  \tag{19.8}\\
& \underline{m} & \\
& & \underline{m}
\end{array}\right)
$$

is the unit matrix with respect to color, leaves local $S U(3)_{C}$ invariance.

The theory of QCD can again be characterized by a set of Feynman rules. The quark Green's function in the vacuum sector is defined by

$$
\begin{align*}
i G_{\alpha \beta}\left(\mathbf{x}_{1} t_{1}, \mathbf{x}_{2} t_{2}\right) & \equiv\langle 0| P\left[\hat{\psi}_{\alpha}\left(\mathbf{x}_{1} t_{1}\right), \hat{\bar{\psi}}_{\beta}\left(\mathbf{x}_{2} t_{2}\right)\right]|0\rangle \\
& \equiv \int \frac{d^{4} k}{(2 \pi)^{4}} e^{i k \cdot\left(x_{1}-x_{2}\right)} i G_{\alpha \beta}(k) \tag{19.9}
\end{align*}
$$

The Feynman rules for $i G(k)$ are as follows [Qu83, Ch84, Wa92]: ${ }^{2}$
(1) Draw all topologically distinct, connected diagrams;
(2) Include the following factors for the quark, gluon, and ghost lines, respectively (Fig. 19.1): ${ }^{3}$



gluロா
ghost

Fig. 19.1. Propagators in QCD.

$$
\begin{align*}
\frac{1}{i} \frac{1}{i \gamma_{\mu} p_{\mu}} \delta_{i j} \delta_{l m} & \text {; quark (massless) } \\
\frac{1}{i} \delta^{a b} \frac{1}{k^{2}}\left(\delta_{\mu \nu}-\frac{k_{\mu} k_{\nu}}{k^{2}}\right) & \text {; gluon (Landau gauge) } \\
\frac{1}{i} \delta^{a b} \frac{1}{k^{2}} & \text {; ghost } \tag{19.10}
\end{align*}
$$

The ghost is an internal element, coupled to gluons, that is required to generate the correct S-matrix in a nonabelian gauge theory;
(3) Include the following factors for the vertices indicated in Fig. 19.2:


Fig. 19.2. Vertices in QCD.

[^66]\[

$$
\begin{array}{lc}
-g \frac{1}{2} \lambda_{j i}^{a} \delta_{l m} \gamma_{\mu} & ;(\text { (quark })^{2} \text {-gluon } \\
g f^{a b c}\left[(q-r)_{\lambda} \delta_{\mu \nu}+(p-q)_{\nu} \delta_{\lambda \mu}+(r-p)_{\mu} \delta_{\lambda \nu}\right] & ;(\text { gluon })^{3} \\
-i g^{2}\left[f^{a b e} f^{c d e}\left(\delta_{\lambda \nu} \delta_{\sigma \mu}-\delta_{\lambda \sigma} \delta_{\mu \nu}\right)\right. & \\
\quad+f^{a c e} f^{b d e}\left(\delta_{\lambda \mu} \delta_{\sigma \nu}-\delta_{\lambda \sigma} \delta_{\mu \nu}\right) & \\
\left.\quad+f^{a d e} f^{c b e}\left(\delta_{\lambda \nu} \delta_{\sigma \mu}-\delta_{\sigma \nu} \delta_{\lambda \mu}\right)\right] & \text { (gluon) }{ }^{4} \\
-g f^{a b c} p_{\mu} & \text { (ghost) }{ }^{2} \text {-gluon } \tag{19.11}
\end{array}
$$
\]

(4) Take the Dirac matrix product along fermion lines;
(5) Conserve four-momentum at each vertex.
(6) Include a factor $\int d^{4} q /(2 \pi)^{4}$ for each independent internal line;
(7) Include a factor of $(-1)^{F+G}$ where $F$ is the number of closed fermion loops and $G$ is the number of closed ghost loops.

### 19.3 Properties of QCD

QCD has two absolutely remarkable properties. The first is confinement. It is an empirical fact that quarks and color are confined to the interior of hadrons. There is evidence from lattice gauge theory calculations, discussed in detail in Part 3 of this book, that confinement is a dynamic property of QCD arising from the strong, nonlinear gluon couplings. The second property is asymptotic freedom, again arising from the nonlinear gluon couplings; this implies that at very large momenta, or equivalently at very short distances, the renormalized coupling constant gets very small and the theory is asymptotically free. The effect arises from the antishielding of the color charge (as opposed to the shielding one has in quantum electrodynamics (QED) [Sc58]). When the effective coupling constant is small, one can do perturbation theory.

What is the relationship of QHD to QCD? At this stage in the present development there are various possibilities:

- There is an approximate separation radius $R$ in coordinate space for the hadron; and one can use QCD at short distances inside of $R$ and QHD at large distance outside of $R$. This is the basis of bag models of the hadrons, also discussed in Part 3;
- One can perform this separation in momentum space using spectral representations. The contributions from nearby singularities can be expressed in terms of observed hadron amplitudes; and the far-off, asymptotically free, contributions can be calculated in perturbation theory. These two contributions can then be joined in some manner. This is one of the basic concepts
of QCD sum rules ([Ra91] and additional references in Part 3);
- Closely related is the interpretation of QHD as an effective field theory for QCD where the short-distance behavior is replaced by general point (and derivative) couplings. We explore this concept in detail in the following chapters;
- A fourth possibility is that one has two models for two distinct phases of nuclear matter: QHD (treated in RMFT) for a baryon-meson phase and QCD (treated as asymptotically free) for a quark-gluon phase. It is this fourth possibility that ties in directly with the development in this part of the book, and we proceed to carry out a simple model calculation of the phase diagram of nuclear matter.


### 19.4 Phase diagram of nuclear matter

Nuclear matter will be modeled as consisting of two phases -a baryon-meson phase described using QHD-I in RMFT (chapter 18), and a quark-gluon phase described with asymptotically-free QCD. The discussion will be restricted to the nuclear domain consisting of $u, d$ quarks (assumed massless) and their antiquarks. The quark field in the nuclear domain takes the form

$$
\begin{equation*}
\psi \doteq\binom{u}{d} \quad ; \text { nuclear domain } \tag{19.12}
\end{equation*}
$$

The confinement property will be modeled by assuming that it takes a constant, finite energy per unit volume $+b$ to create a bubble in the vacuum into which the quarks and gluons can then be inserted (Fig. 19.3) ${ }^{4}$

$$
\begin{equation*}
\left(\frac{E}{V}\right)_{\mathrm{vac}}=+b \tag{19.13}
\end{equation*}
$$

The following degeneracy factors will be used for the quark-gluon system

$$
\begin{align*}
& \gamma_{\mathrm{Q}}=(3 \text { colors }) \times(2 \text { flavors }) \times(2 \text { helicities })=12 \\
& \gamma_{\mathrm{G}}=(8 \text { colors }) \times(2 \text { helicities })=16 \tag{19.14}
\end{align*}
$$



Fig. 19.3. Vacuum bubble into which one inserts quarks and gluons as a simple model of the confinement property of QCD.
${ }^{4}$ This is the basic concept of the M.I.T. bag model (see Part 3).

The equation of state for asymptotically free quarks and gluons (assumed massless) follows immediately [Fe71] ${ }^{5}$

$$
\begin{align*}
\varepsilon & =\frac{E}{V}=+b+\frac{\gamma_{\mathrm{Q}}}{(2 \pi)^{3}} \int k d^{3} k\left(n_{k}+\bar{n}_{k}\right)+\frac{\gamma_{\mathrm{G}}}{(2 \pi)^{3}} \int \frac{k d^{3} k}{e^{\beta k}-1} \\
p & =-b+\frac{1}{3}\left\{\frac{\gamma_{\mathrm{Q}}}{(2 \pi)^{3}} \int k d^{3} k\left(n_{k}+\bar{n}_{k}\right)+\frac{\gamma_{\mathrm{G}}}{(2 \pi)^{3}} \int \frac{k d^{3} k}{e^{\beta k}-1}\right\} \\
\rho_{\mathrm{B}} & =\frac{1}{3} \frac{\gamma_{\mathrm{Q}}}{(2 \pi)^{3}} \int d^{3} k\left(n_{k}-\bar{n}_{k}\right) \tag{19.15}
\end{align*}
$$

The fermion distribution functions here are given by (recall that quarks carry baryon number $1 / 3$ )

$$
\begin{equation*}
n_{k}=\frac{1}{e^{\beta(k-\mu / 3)}+1} \quad \bar{n}_{k}=\frac{1}{e^{\beta(k+\mu / 3)}+1} \tag{19.16}
\end{equation*}
$$

Several analytical results follow from this simple parametric equation of state for the quark-gluon phase:
(1) The equation of state at all $T$ and $\rho_{\mathrm{B}}$ is given by

$$
\begin{equation*}
3(p+b)=\varepsilon-b \tag{19.17}
\end{equation*}
$$

(2) At finite baryon density $\rho_{\mathrm{B}} \equiv 2 k_{\mathrm{F}}^{3} / 3 \pi^{2}$ (see chapter 3 ) and zero temperature $T=0$

$$
\begin{equation*}
3(p+b)=\varepsilon-b=\frac{3}{2 \pi^{2}} k_{\mathrm{F}}^{4} \tag{19.18}
\end{equation*}
$$

Here the Fermi pressure of the quarks keeps the bubble from collapsing;
(3) At finite temperature $T \neq 0$ and vanishing baryon density $\rho_{\mathrm{B}}=\mu=0$

$$
\begin{equation*}
3(p+b)=\varepsilon-b=\frac{37}{30} \pi^{2}\left(k_{\mathrm{B}} T\right)^{4} \tag{19.19}
\end{equation*}
$$

Here the thermal pressure keeps the bubble from collapsing;
(4) It follows from this last result that at zero baryon density, the pressure will vanish at a temperature $T_{0}$, which satisfies the condition

$$
\begin{equation*}
b=\frac{37}{90} \pi^{2}\left(k_{\mathrm{B}} T_{0}\right)^{4} \tag{19.20}
\end{equation*}
$$

Above this temperature, the thermal pressure of the quarks and gluons causes the bubble to expand.

[^67]The equilibrium conditions for two phases described with the equations of state in Eqs. (18.14) and Eqs. (19.15) can be determined by demanding that Gibbs' criteria for phase equilibrium are again satisfied

$$
\begin{equation*}
p_{1}=p_{2} \quad \mu_{1}=\mu_{2} \quad T=\text { constant } \tag{19.21}
\end{equation*}
$$

There is one free parameter $b$ left in the calculation; it will be chosen for purposes of illustration so that quark-gluon matter at $T=0$ saturates at baryon densities well above that of observed nuclear matter. The choice

$$
\begin{equation*}
\mathcal{R} \equiv 3\left(2 \pi^{2} b\right)^{1 / 4} \equiv 1.2 M \quad ; \text { arbitrary choice } \tag{19.22}
\end{equation*}
$$

results in the situation illustrated in Fig. 19.4.


Fig. 19.4. Saturation curve at $T=0$ for nuclear matter. The solid curve denotes the quark-gluon result, with $\mathcal{R}$ from Eq. (19.22). The baryon density determines $k_{\mathrm{F}}$ through $\rho_{\mathrm{B}}=2 k_{\mathrm{F}}^{3} / 3 \pi^{2}$. The dashed curve is the result for nuclear matter from chapter 14. From [Se86].

The resulting isotherms for nuclear matter are shown in Fig. 19.5 for the indicated values of $k_{\mathrm{B}} T$. It is evident that at high enough baryon density $\rho_{\mathrm{B}}$, or temperature $T$, the equilibrium phase is always quark-gluon.

The resulting phase diagram and vapor pressure curve for nuclear matter is shown in Fig. 19.6.

This is only a very simple model calculation, but it has the following features to recommend it:

- It is a completely relativistic model of the phase diagram;
- The QHD description of the baryon-meson phase is consistent with observed properties of real nuclei;
- The QCD description of the quark-gluon phase is consistent with asymptotic freedom;
- The statistical mechanics has been done exactly.

Some important references for this phase transition are $[\mathrm{Co} 75, \mathrm{Ba} 76, \mathrm{Ch} 78$, Ku80, Ku81]; others are given [Se86].


Fig. 19.5. Equation of state isotherms for nuclear matter. Equilibrium between the baryon-meson and quark-gluon phases exists along the horizontal segments. The arrow ' B ' indicates the energy density at the center of the most massive neutron star in chapter 14. The endpoints of the highest $T$ curves are $\rho_{\mathrm{B}}=0$; from [Se86].

There are now regular international conferences on quark matter, and the reader is referred to the proceedings for the latest developments (e.g. [Qu02]). A nice discussion of the detection of the quark-gluon plasma is contained in [Be90]. The relativistic heavy-ion collider (RHIC), currently in operation at the Brookhaven

National Laboratory (BNL), is designed to search for this new state of matter. We return to this topic in chapter 40.


Fig. 19.6. Phase diagram for nuclear matter based on Fig. 19.5. The equilibrium vapor pressure is plotted against $1 / k_{\mathrm{B}} T$. The boundary of the shaded region is given by Eq. (19.19); from [Se86].

## Chapter 20

## Pions

The pion is the lightest mass quantum of the nuclear force (with mass here denoted by $m_{\pi} \equiv \mu$ ). It gives rise to the longest-range part of the two-nucleon interaction. It is a pseudoscalar meson with $J^{\pi}=0^{-}$. It is also an isovector meson with three charge states $\left(\pi^{+}, \pi^{0}, \pi^{-}\right)$or in terms of hermitian components $\pi=\left(\pi_{1}, \pi_{2}, \pi_{3}\right)$. The pion couples to the spin and isospin of the nucleon; it is the source of the long-range tensor force (see chapter 1). The pion does not contribute to the binding energy of nuclear matter in the Hartree approximation since its contribution averages to zero in a spin, isospin saturated system.

### 20.1 Some general considerations

Consider the general structure of the S-matrix for $\pi-N$ scattering (Fig. 20.1). Conservation of four-momentum implies

$$
\begin{equation*}
q_{1}+p_{1}=q_{2}+p_{2} \tag{20.1}
\end{equation*}
$$

Here the symbols indicate four-vectors. Define the combinations

$$
\begin{equation*}
Q \equiv \frac{1}{2}\left(q_{1}+q_{2}\right) \quad P \equiv \frac{1}{2}\left(p_{1}+p_{2}\right) \tag{20.2}
\end{equation*}
$$

and the two independent Lorentz scalars

$$
\begin{equation*}
\nu=-\frac{P \cdot Q}{M} \quad \kappa^{2}=\frac{1}{4}\left(q_{1}-q_{2}\right)^{2} \tag{20.3}
\end{equation*}
$$

Alternatively, one can work with two of the three scalars

$$
\begin{equation*}
s=-\left(p_{1}+q_{1}\right)^{2} \quad u=-\left(p_{2}-q_{1}\right)^{2} \quad t=-\left(q_{1}-q_{2}\right)^{2} \tag{20.4}
\end{equation*}
$$

Note that these three quantities are linearly related ${ }^{1}$

$$
\begin{gather*}
s+t+u=2 M^{2}+2 \mu^{2}  \tag{20.5}\\
{ }^{1} s+t+u=-p_{1}^{2}-p_{2}^{2}-3 q_{1}^{2}-q_{2}^{2}-2 q_{1} \cdot\left(p_{1}-p_{2}-q_{2}\right)=-p_{1}^{2}-p_{2}^{2}-q_{1}^{2}-q_{2}^{2}=2 M^{2}+2 \mu^{2} .
\end{gather*}
$$



Fig. 20.1. General structure of the S-matrix for $\pi-N$ scattering.
In the center-of-momentum (C-M) system

$$
\begin{align*}
s & =W^{2} \\
t & =-2 \mathbf{q}^{2}(1-\cos \theta) \tag{20.6}
\end{align*}
$$

The general structure of the S-matrix is as follows:

$$
\begin{align*}
S_{\mathrm{fi}} & =-\frac{(2 \pi)^{4}}{\Omega^{2}} i \delta^{(4)}\left(p_{1}+q_{1}-p_{2}-q_{2}\right)\left(\frac{M^{2}}{4 E_{1} E_{2} \omega_{1} \omega_{2}}\right)^{1 / 2} T_{\mathrm{fi}} \\
T_{\mathrm{fi}} & =\bar{u}\left(p_{2}\right)\left[-A(s, t, u)+i \gamma_{\mu} Q_{\mu} B(s, t, u)\right] u\left(p_{1}\right) \tag{20.7}
\end{align*}
$$

Here periodic boundary conditions in a big box of volume $\Omega$ are assumed for the spatial wavefunctions (in the end $\Omega \rightarrow \infty$ ), the Dirac wavefunctions have invariant norm $\bar{u} u=1$, and the scalar functions can alternatively be written in terms of the arguments $A\left(\nu, \kappa^{2}\right), B\left(\nu, \kappa^{2}\right)$. We suppress the nucleon isospinors. The general phenomenology of $\pi-N$ scattering is summarized in Appendix B.3.

### 20.2 Pseudoscalar coupling and $\sigma$ exchange

Let us make a first attempt to include pions in our QHD lagrangian density in order to calculate some simple $\pi-N$ processes. We want covariance, parity invariance, and isospin invariance. We also ask for renormalizability. The only acceptable $\pi$ $N$ coupling is then $i g_{\pi} \bar{\psi} \gamma_{5} \tau \cdot \pi \psi$. The simplest renormalizable $\pi-\phi$ coupling is $\frac{1}{2} g_{\phi} m_{s} \pi^{2} \phi$. Here the coupling constants ( $g_{\pi}, g_{\phi}$ ) are dimensionless and real. The first attempt at an extended QHD lagrangian thus takes the form [Se86]

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}+\left(M-g_{s} \phi\right)-i g_{\pi} \gamma_{5} \tau \cdot \pi\right] \psi \\
& -\frac{1}{4} V_{\mu \nu} V_{\mu \nu}-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{2}\left(\frac{\partial \phi}{\partial x_{\lambda}} \frac{\partial \phi}{\partial x_{\lambda}}+m_{s}^{2} \phi^{2}\right) \\
& -\frac{1}{2}\left(\frac{\partial \pi}{\partial x_{\lambda}} \cdot \frac{\partial \pi}{\partial x_{\lambda}}+\mu^{2} \pi^{2}\right)+\frac{1}{2} g_{\phi} m_{s} \pi^{2} \phi \tag{20.8}
\end{align*}
$$

Here

$$
\begin{align*}
\frac{D}{D x_{\mu}} & \equiv \frac{\partial}{\partial x_{\mu}}-i g_{v} V_{\mu}(x) \\
V_{\mu \nu} & \equiv \frac{\partial V_{\nu}}{\partial x_{\mu}}-\frac{\partial V_{\mu}}{\partial x_{\nu}} \tag{20.9}
\end{align*}
$$

The lagrangian density thus takes the form

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{QHD}}+\mathcal{L}_{\pi}^{0}+\mathcal{L}_{\pi}^{\mathrm{int}} \tag{20.10}
\end{equation*}
$$

The first term is the QHD-I lagrangian, the second is the free pion lagrangian, and the last is the interaction term

$$
\begin{equation*}
\mathcal{L}_{\pi}^{\mathrm{int}}=i g_{\pi} \bar{\psi} \gamma_{5} \tau \cdot \pi \psi+\frac{1}{2} g_{\phi} m_{s} \pi^{2} \phi \tag{20.11}
\end{equation*}
$$

The Feynman rules for the S-matrix follow directly from this lagrangian density. We give a subset of the rules, useful for our immediate purposes, below.
20.3 Feynman rules for baryon, scalar, and pion contributions to $S_{f i}$
(1) Draw all topologically distinct connected diagrams; ${ }^{2}$
(2) Include the following vertex factors (Fig. 20.2):

$$
\begin{align*}
-g_{\pi} \gamma_{5} \tau_{\alpha} & ;(\text { baryon })^{2} \text { - pion } \\
i g_{\phi} m_{s} \delta_{\alpha \beta} & ; \text { (pion) }^{2} \text { - scalar } \\
i g_{s} & ; \text { (baryon) }^{2} \text { - scalar } \tag{20.12}
\end{align*}
$$






Fig. 20.2. Some components of the Feynman rules for the S-matrix $S_{\mathrm{fi}}$ for the extended QHD lagrangian in Eq. (20.8).

[^68](3) Include the following factors for the propagators (Fig. 20.2);
\[

$$
\begin{array}{cl}
\frac{1}{i} \frac{1}{i \gamma_{\mu} p_{\mu}+M} & \text {; baryon } \\
\frac{1}{i} \frac{1}{k^{2}+\mu^{2}} \delta_{\alpha \beta} & \text {; pion } \\
\frac{1}{i} \frac{1}{k^{2}+m_{s}^{2}} & \text {; scalar } \tag{20.13}
\end{array}
$$
\]

(4) Include the following factors for (incoming) external lines (Fig. 20.2);

$$
\begin{array}{lll}
\sqrt{\frac{M}{E}} \frac{1}{\sqrt{\Omega}} u & \text {; baryon } & \\
\frac{1}{\sqrt{2 \omega \Omega}} & \text {; pion } & \frac{1}{\sqrt{2 \omega \Omega}} \tag{20.14}
\end{array} \text {; scalar }
$$

(5) Include a factor $(2 \pi)^{4} \delta^{(4)}(\Delta p)$ at each vertex;
(6) Include a factor $\int d^{4} q /(2 \pi)^{4}$ for each internal line;
(7) Include a factor $(-1)^{F}$ where $F$ is the number of closed baryon loops.

### 20.4 Particle-exchange poles

We now use these Feynman rules to calculate the contribution of the particleexchange graphs to the $\pi-N$ scattering amplitude. These exchanges give rise to poles in the amplitude. At the pole, the pole gives the entire contribution and hence the exact answer. The pole will generally occur in an unphysical region of the kinematic variables. When close to the physical region, it will be a good approximation to keep just the pole contribution to the scattering amplitude. The coupling constants that appear are renormalized coupling constants. They are the residues at the poles. They include vertex corrections that remain when all of the particles at that vertex are on the mass shell (Fig. 20.3).


Fig. 20.3. Renormalized coupling constant, with vertex corrections, appearing as the residue of the pole in particle-exchange amplitudes.

The particle-exchange graphs are shown in Fig. 20.4 a,b,c.

(a)

(b)

(c)

Fig. 20.4. Particle-exchange graphs: (a) s-channel baryon; (b) u-channel baryon; (c) t-channel scalar.

The s-channel baryon contribution to $T_{\mathrm{fi}}$ is

$$
\begin{align*}
T_{(a)} & =g_{\pi}^{2} \bar{u}\left(p_{2}\right)\left[\gamma_{5} \tau_{\beta} \frac{1}{i \gamma_{\mu}\left(p_{1}+q_{1}\right)_{\mu}+M} \gamma_{5} \tau_{\alpha}\right] u\left(p_{1}\right) \\
& =g_{\pi}^{2} \bar{u}\left(p_{2}\right)\left[\tau_{\beta} \frac{M+i \gamma_{\mu}\left(p_{1}+q_{1}\right)_{\mu}}{M^{2}+\left(p_{1}+q_{1}\right)^{2}} \tau_{\alpha}\right] u\left(p_{1}\right) \tag{20.15}
\end{align*}
$$

The second line follows from the first by rationalizing and using the properties of $\gamma_{5}{ }^{3}$ Now use the Dirac equation ${ }^{4}$

$$
\begin{align*}
\left(i \gamma_{\mu} p_{1 \mu}+M\right) u\left(p_{1}\right) & =0 \\
\frac{1}{2} \bar{u}\left(p_{2}\right) i \gamma_{\mu}\left(p_{2}+q_{2}-p_{1}\right)_{\mu} u\left(p_{1}\right) & =\frac{1}{2} \bar{u}\left(p_{2}\right) i \gamma_{\mu} q_{2 \mu} u\left(p_{1}\right) \tag{20.16}
\end{align*}
$$

Also write $\tau_{\beta} \tau_{\alpha} \equiv\left\{\tau_{\beta}, \tau_{\alpha}\right\} / 2+\left[\tau_{\beta}, \tau_{\alpha}\right] / 2$. This allows one to identify [Eq. (B.27)]

$$
\begin{equation*}
B_{(a)}^{ \pm}=\frac{g_{\pi}^{2}}{M^{2}-s} \quad A_{(a)}^{ \pm}=0 \tag{20.17}
\end{equation*}
$$

The u-channel baryon pole comes from the graph in Fig. 20.4b. The contribution to the $T$-matrix is

$$
\begin{equation*}
T_{(b)}=g_{\pi}^{2} \bar{u}\left(p_{2}\right)\left[\gamma_{5} \tau_{\alpha} \frac{1}{i \gamma_{\mu}\left(p_{1}-q_{2}\right)_{\mu}+M} \gamma_{5} \tau_{\beta}\right] u\left(p_{1}\right) \tag{20.18}
\end{equation*}
$$

The analysis is the same as for the first term, only now $\tau_{\alpha} \tau_{\beta}=\delta_{\alpha \beta}-\left[\tau_{\beta}, \tau_{\alpha}\right] / 2$.
${ }^{3}$ Note $\gamma_{5} \equiv \gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}$ with $\left\{\gamma_{5}, \gamma_{\mu}\right\}=0$ and $\gamma_{5}^{2}=1$.
${ }^{4}$ Thus between these Dirac spinors $q_{1} \equiv\left(q_{1}+q_{1}\right) / 2=\left(q_{1}+p_{2}-p_{1}+q_{2}\right) / 2 \doteq Q$.

Thus one obtains

$$
\begin{equation*}
B_{(b)}^{ \pm}=\mp \frac{g_{\pi}^{2}}{M^{2}-u} \quad A_{(b)}^{ \pm}=0 \tag{20.19}
\end{equation*}
$$

The third term in Fig. 20.4c is a scalar exchange and contributes

$$
\begin{equation*}
T_{(c)}=\left(-g_{s} g_{\phi} m_{s}\right) \bar{u}\left(p_{2}\right)\left[\frac{1}{\left(q_{1}-q_{2}\right)^{2}+m_{s}^{2}} \delta_{\alpha \beta}\right] u\left(p_{1}\right) \tag{20.20}
\end{equation*}
$$

Thus

$$
\begin{equation*}
A_{(c)}^{+}=\frac{g_{s} g_{\phi} m_{s}}{m_{s}^{2}-t} \quad B_{(c)}^{ \pm}=A_{(c)}^{-}=0 \tag{20.21}
\end{equation*}
$$

In summary, the pole terms are given by the sum of these contributions

$$
\begin{array}{ll}
B^{ \pm}=g_{\pi}^{2}\left[\frac{1}{M^{2}-s} \mp \frac{1}{M^{2}-u}\right] & \\
A^{+}=g_{s} g_{\phi} m_{s} \frac{1}{m_{s}^{2}-t} & ; A^{-}=0 \tag{20.22}
\end{array}
$$

### 20.5 Threshold behavior

In the C-M system at threshold there is only s-wave scattering (appendix B.3). The kinematic variables at threshold become

$$
\begin{equation*}
s=(M+\mu)^{2} \quad u=(M-\mu)^{2} \quad t=0 \tag{20.23}
\end{equation*}
$$

If one now takes the further limit of zero-mass pions, $\mu \rightarrow 0$, then the nucleon poles move to threshold. Thus at threshold, in the limit $\mu \rightarrow 0$, the nucleon poles give the exact answer!

The general expression for the s-wave scattering length is given by Eqs. (B.33) and (B.34)

$$
\begin{equation*}
a_{0+}^{\bullet}=\frac{1}{4 \pi} \frac{1}{(1+\mu / M)}\left(A^{ \pm}+\mu B^{ \pm}\right) \tag{20.24}
\end{equation*}
$$

Substitution of the pole terms and the threshold values in Eqs. (20.22) and (20.23) then gives the following expressions for the contribution of the pole terms to the scattering lengths

$$
\begin{align*}
& a_{0+}^{-}=2 \frac{g_{\pi}^{2}}{4 \pi} \frac{\mu^{2}}{4 M^{2}} \frac{1}{(1+\mu / M)} \frac{1}{\left(1-\mu^{2} / 4 M^{2}\right)} \frac{1}{\mu} \\
& a_{0+}^{+}=\left[\frac{g_{s} g_{\phi}}{4 \pi} \frac{\mu}{m_{s}}-\frac{g_{\pi}^{2}}{4 \pi} \frac{\mu}{M} \frac{1}{\left(1-\mu^{2} / 4 M^{2}\right)}\right] \frac{1}{(1+\mu / M)} \frac{1}{\mu} \tag{20.25}
\end{align*}
$$

Now estimate the order of magnitude of these scattering lengths, using $\mu / M \approx 1 / 7$ and $g_{\pi}^{2}=14.4[\mathrm{Se} 86]$. From the nucleon pole terms alone one has

$$
\begin{align*}
& a_{0+}^{-} \approx \frac{g_{\pi}^{2}}{4 \pi} 2 \frac{\mu^{2}}{4 M^{2}} \frac{1}{\mu} \approx \frac{0.15}{\mu} \\
& a_{0+}^{+} \approx-\frac{g_{\pi}^{2}}{4 \pi} \frac{\mu}{M} \frac{1}{\mu} \approx-\frac{2.1}{\mu} \tag{20.26}
\end{align*}
$$

The experimental results are [Se86] (see also [Se92]);

$$
\left.\begin{array}{l}
a_{0+}^{-}=(0.097+0.003 \\
-0.007 \tag{20.27}
\end{array}\right) \frac{1}{\mu}, ~(-0.015 \pm 0.015) \frac{1}{\mu}
$$

The estimate for the isospin-odd scattering length $a_{0+}^{-}$is clearly in the right ballpark; the isospin-even scattering length $a_{0+}^{+}$is too large by two orders of magnitude!

The second estimate can be fixed by making use of the pole contribution from scalar exchange, which contributes only to $a_{0++}^{+}$. Arrange to have it exactly cancel the nucleon pole contribution. For reasons that will become clear as we proceed, this cancellation is arranged to take place at $\mu=0$. From Eq. (20.25) this condition is

$$
\begin{equation*}
\frac{g_{s} g_{\phi}}{m_{s}} \equiv \frac{g_{\pi}^{2}}{M} \tag{20.28}
\end{equation*}
$$

It provides a constraint on coupling constants and masses. Substitution back into Eq. (20.25) then gives

$$
\begin{equation*}
a_{0+}^{+} \approx-\frac{g_{\pi}^{2}}{4 \pi} \frac{\mu^{2}}{4 M^{2}} \frac{\mu}{M} \frac{1}{(1+\mu / M)} \frac{1}{\left(1-\mu^{2} / 4 M^{2}\right)} \frac{1}{\mu} \tag{20.29}
\end{equation*}
$$

An estimate similar to that above now gives

$$
\begin{equation*}
a_{0+}^{+} \approx-\frac{g_{\pi}^{2}}{4 \pi} \frac{\mu^{2}}{4 M^{2}} \frac{\mu}{M} \frac{1}{\mu} \approx-\frac{0.01}{\mu} \tag{20.30}
\end{equation*}
$$

This scattering length is now also in the right ballpark; however, this arises by a cancellation of two orders of magnitude in the amplitude. ${ }^{5}$

These arguments are taken from [Se86], which contains further references to original work. ${ }^{6}$

[^69]
### 20.6 Decay rate for $\phi \rightarrow \pi+\pi$

Given $g_{\pi}$ from $\pi$ - $N$ dispersion relations and ( $g_{s}, m_{s}$ ) from RMFT, Eq. (20.28) can be solved for $g_{\phi}$. This in turn allows one to calculate the decay rate for the decay of the scalar meson (which we have referred to as the $\sigma$ ) into two pions $\phi \rightarrow \pi+\pi$ using the previously stated Feynman rules. The process is illustrated in Fig. 20.5.

(a)

(b)

Fig. 20.5. Decay amplitude for $\phi \rightarrow \pi+\pi$ : (a) general structure; (b) in the C-M system.

The S-matrix takes the form

$$
\begin{align*}
& S_{\mathrm{fi}}=-\frac{(2 \pi)^{4}}{\Omega^{3 / 2}} i \delta^{(4)}\left(p-q_{1}-q_{2}\right) \tilde{T}_{\mathrm{fi}} \\
& \tilde{T}_{\mathrm{fi}}=-\frac{g_{\phi} m_{s} \delta_{\alpha \beta}}{\sqrt{8 \omega_{p} \omega_{q_{1}} \omega_{q_{2}}}} \tag{20.31}
\end{align*}
$$

The decay rate then follows from Fermi's Golden Rule

$$
\begin{equation*}
d \omega_{\mathrm{fi}}=\frac{2 \pi}{\Omega}\left|\tilde{T}_{\mathrm{fi}}\right|^{2} \delta\left(W_{f}-W_{i}\right) d \rho_{f} \tag{20.32}
\end{equation*}
$$

Go to the C-M system (Fig. 20.5b). The rate is then calculated through the following series of steps:
(1) In this frame

$$
\begin{align*}
W_{f} & =2 \sqrt{\mathbf{q}^{2}+\mu^{2}} \\
\frac{\partial W_{f}}{\partial q} & =2 \frac{q}{\sqrt{\mathbf{q}^{2}+\mu^{2}}}=2 \frac{q}{\omega_{q}} \tag{20.33}
\end{align*} \quad ; W_{i}=m_{s}
$$

(2) The density of final states for a particle satisfying periodic boundary conditions in a box of volume $\Omega$ is

$$
\begin{equation*}
d \rho_{f}=\frac{\Omega d^{3} q}{(2 \pi)^{3}}=\frac{\Omega q^{2} d \Omega_{q}}{(2 \pi)^{3}} \frac{\partial q}{\partial W_{f}} d W_{f} \tag{20.34}
\end{equation*}
$$

(3) Since there are identical particles in the final state that come out back-to-back, the integration over $1 / 2$ the total solid angle counts all processes. Thus the integral over final solid angles is $\int d \Omega_{q}=2 \pi$;
(4) The isospin sums are given by $\sum_{\alpha \beta}\left|\delta_{\alpha \beta}\right|^{2}=3$;
(5) A combination of these factors yields $\omega_{\mathrm{fi}}=\left(3 g_{\phi}^{2} / 32 \pi\right)\left(q / \omega_{q}\right) m_{s}$;
(6) The kinematics give

$$
\begin{align*}
m_{s} & =2 \omega_{q}=2 \sqrt{\mathbf{q}^{2}+\mu^{2}} \\
q & =\sqrt{\left(\frac{m_{s}}{2}\right)^{2}-\mu^{2}}=\frac{m_{s}}{2} \sqrt{1-\frac{4 \mu^{2}}{m_{s}^{2}}} \tag{20.35}
\end{align*}
$$

(7) The final result for the decay rate is

$$
\begin{equation*}
\omega_{\mathrm{fi}} \equiv \Gamma=\frac{3 g_{\phi}^{2}}{32 \pi} m_{s} \sqrt{1-\frac{4 \mu^{2}}{m_{s}^{2}}} \tag{20.36}
\end{equation*}
$$

Let us put some numbers in this expression. It is convenient to first summarize in one place the masses and coupling constants used so far (chapter 14 and [Se86]):

$$
\begin{array}{rll}
m_{p}=938.3 \mathrm{MeV} & \frac{g_{\pi}^{2}}{4 \pi}=14.40 & \\
m_{\pi^{ \pm}}=139.6 \mathrm{MeV} & \frac{g_{s}^{2}}{4 \pi}=7.303 & C_{s}^{2} \equiv g_{s}^{2}\left(\frac{M}{m_{s}}\right)^{2}=267.1 \\
m_{s}=550 \mathrm{MeV} & \frac{g_{v}^{2}}{4 \pi}=10.83 & C_{v}^{2} \equiv g_{v}^{2}\left(\frac{M}{m_{v}}\right)^{2}=195.9 \\
m_{v}=m_{\omega}=782.0 \mathrm{MeV} & \frac{g_{\phi}^{2}}{4 \pi}=9.756 & \frac{g_{s} g_{\phi}}{m_{s}}=\frac{g_{\pi}^{2}}{M} \tag{20.37}
\end{array}
$$

In subsequent work we will also make use of the combination

$$
\begin{equation*}
f_{\pi}^{2} \equiv \frac{g_{\pi}^{2}}{4 \pi}\left(\frac{\mu}{2 M}\right)^{2}=0.0797 \tag{20.38}
\end{equation*}
$$

These values give for the width of the scalar meson

$$
\begin{equation*}
\Gamma_{\phi \rightarrow \pi+\pi}=1734 \mathrm{MeV} \tag{20.39}
\end{equation*}
$$

There is no angular momentum barrier, and the scalar meson $\phi$ just falls apart into pions in free space. There is thus no simple interpretation of the degree of freedom of the scalar field as a particle (meson) since its width is so much larger than its mass in this model.

## Chapter 21

## Chiral invariance

We start from two observations. First, it was shown in the previous chapter that if the following condition is satisfied

$$
\begin{equation*}
\frac{g_{s} g_{\phi}}{m_{s}}=\frac{g_{\pi}^{2}}{M} \tag{21.1}
\end{equation*}
$$

then the s-wave $\pi-N$ scattering lengths arising from the pole terms vanish in the limit of zero pion mass

$$
\begin{equation*}
a_{0}^{ \pm} \xrightarrow{\mu \rightarrow 0} 0 \tag{21.2}
\end{equation*}
$$

Second, as we shall discuss in detail in Part 4, the charge-changing weak interactions couple to hadronic vector and axial vector currents (see e. g. [de73])

$$
\begin{equation*}
J_{\mu}^{\mathbf{V}}(x) \equiv \mathbf{V}_{\mu}(x) \quad J_{\mu 5}^{\mathbf{V}}(x) \equiv \mathbf{A}_{\mu}(x) \tag{21.3}
\end{equation*}
$$

The first current is a Lorentz four-vector and the second is an axial vector; both are isovectors. The vector current is conserved

$$
\begin{equation*}
\frac{\partial \mathbf{V}_{\lambda}}{\partial x_{\lambda}}=0 \tag{21.4}
\end{equation*}
$$

The axial vector current is partially conserved

$$
\begin{equation*}
\frac{\partial \mathbf{A}_{\lambda}}{\partial x_{\lambda}} \xrightarrow{\mu \rightarrow 0} 0 \tag{21.5}
\end{equation*}
$$

One knows from Noether's theorem that an invariance (symmetry) of the lagrangian leads directly to a conserved current [see Eq. (13.5)]

$$
\begin{equation*}
\delta \mathcal{L}=\frac{\partial}{\partial x_{\lambda}}\left[\frac{\partial \mathcal{L}}{\partial\left(\partial q_{1} / \partial x_{\lambda}\right)} \delta q_{1}+\cdots\right]=0 \tag{21.6}
\end{equation*}
$$

Therefore, let us go back and examine the symmetry structure of the lagrangian.

### 21.1 Isospin invariance - a review

Recall the situation for isospin [ $\mathrm{Bj} 64, \mathrm{Wa} 92$ ]. Take the lagrangian density of chapter 20 (with $g_{\phi} \equiv 0$ initially to simplify the illustration).

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\lambda} \frac{D}{D x_{\lambda}}+\left(M-g_{s} \phi\right)-i g_{\pi} \gamma_{5} \tau \cdot \pi\right] \psi \\
& -\frac{1}{2}\left[\frac{\partial \pi}{\partial x_{\lambda}} \cdot \frac{\partial \pi}{\partial x_{\lambda}}+\mu^{2} \pi^{2}\right]+\mathcal{L}_{\phi}^{0}+\mathcal{L}_{v}^{0} \tag{21.7}
\end{align*}
$$

The last two terms are isoscalars and will not enter into the argument. In this expression the covariant derivative is defined by

$$
\begin{equation*}
\frac{D}{D x_{\lambda}} \equiv \frac{\partial}{\partial x_{\lambda}}-i g_{v} V_{\lambda}(x) \tag{21.8}
\end{equation*}
$$

The isospin transformation is defined by

$$
\begin{equation*}
e^{-i \boldsymbol{\omega} \cdot \hat{\mathbf{T}}} \underline{\psi}^{+i \boldsymbol{\omega} \cdot \hat{\mathbf{T}}}=\left[\underline{e}^{\frac{i}{2} \tau \cdot \boldsymbol{\omega}}\right] \underline{\psi} \quad ; \underline{\psi} \equiv\binom{\psi_{p}}{\psi_{n}} \tag{21.9}
\end{equation*}
$$

Here $\hat{\mathbf{T}}$ is an operator in the abstract occupation number Hilbert space and the $\boldsymbol{\tau}$ are $2 \times 2$ Pauli matrices. A bar under a symbol denotes a matrix. This relation can also be written as ${ }^{1}$

$$
\begin{equation*}
\hat{R}(\boldsymbol{\omega}) \underline{\psi} \hat{R}(\boldsymbol{\omega})^{-1} \equiv \underline{\psi}^{\prime}=\underline{r}(\boldsymbol{\omega}) \underline{\psi} \tag{21.10}
\end{equation*}
$$

The corresponding transformation on the isovector pion field is just a rotation

$$
\begin{equation*}
\hat{R}(\omega) \pi_{i} \hat{R}(\omega)^{-1} \equiv \pi_{i}^{\prime}=a_{i j}(\omega) \pi_{j} \tag{21.11}
\end{equation*}
$$

These transformations leave the lagrangian in Eq. (21.7) invariant.

$$
\begin{equation*}
\mathcal{L} \rightarrow \mathcal{L}^{\prime}=\mathcal{L} \tag{21.12}
\end{equation*}
$$

It is often convenient (and enough for Noether's theorem) to specify to the infinitesimal transformation $\boldsymbol{\omega}=\boldsymbol{\varepsilon} \rightarrow 0$ where the transformation becomes

$$
\begin{align*}
\delta \underline{\psi} & =i \varepsilon \cdot \frac{1}{2} \underline{\tau} \underline{\psi} \\
\delta \underline{\pi} & =i \varepsilon \cdot \underline{\mathrm{t}} \underline{\pi} \tag{21.13}
\end{align*}
$$

[^70]The quantities appearing in the second equation are defined by

$$
\underline{\pi}=\left(\begin{array}{c}
\pi_{1}  \tag{21.14}\\
\pi_{2} \\
\pi_{3}
\end{array}\right) \quad\left(\underline{t}_{i}\right)_{j k} \equiv-i \varepsilon_{i j k}
$$

Equation (21.13) is a rewriting of the relation $\delta \pi=-\varepsilon \times \pi$, which characterizes an infinitesimal rotation. Since they represent just the infinitesimal form of the transformation, Eqs. (21.13) still imply $\delta \mathcal{L}=0 .{ }^{2}$

It now follows from Noether's theorem [Eq. (21.6)] that the following current is conserved (the constant arbitrary overall infinitesimal factor $-\varepsilon$ can be dropped)

$$
\begin{align*}
\mathbf{V}_{\mu} & =i \underline{\bar{\psi}} \gamma_{\mu} \frac{1}{2} \underline{\tau} \underline{\psi}+i \frac{\partial \underline{\pi}^{\dagger}}{\partial x_{\mu}} \underline{\mathrm{t}} \underline{\pi} \\
& =i \underline{\bar{\psi}} \gamma_{\mu} \frac{1}{2} \underline{\tau} \underline{\psi}+\frac{\partial \boldsymbol{\pi}}{\partial x_{\mu}} \times \pi \tag{21.15}
\end{align*}
$$

The integral over all space of the fourth component of the current is the total charge

$$
\begin{equation*}
\mathbf{T} \equiv \int d^{3} x \mathbf{V}_{0} \tag{21.16}
\end{equation*}
$$

This has two properties:
(1) If the current is conserved then, just as in the case of electrodynamics, the total charge is a constant of the motion;
(2) The total charge is also the generator of the transformation; here the three charges form the isospin operators, which generate isospin transformations. ${ }^{3}$

The isospin operator is thus given by

$$
\begin{align*}
\mathbf{T} & =\int d^{3} x\left[\underline{\psi}^{\dagger} \frac{1}{2} \underline{\underline{\psi}} \underline{\psi}+\frac{1}{i} \dot{\boldsymbol{\pi}}^{\dagger} \underline{\mathbf{t}} \underline{\pi}\right] \\
& =\int d^{3} x\left[\underline{\psi}^{\dagger} \frac{1}{2} \underline{\boldsymbol{\tau}} \underline{\psi}-\dot{\pi} \times \boldsymbol{\pi}\right] \tag{21.17}
\end{align*}
$$

In quantum mechanics, the generators are characterized by their commutation relations. These can now be computed with the aid of the canonical (anti-) commutation rules

$$
\begin{align*}
\left\{\psi_{\alpha \rho}(\mathbf{x}), \psi_{\beta \sigma}^{\dagger}\left(\mathbf{x}^{\prime}\right)\right\} & =\delta_{\alpha \beta} \delta_{\rho \sigma} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \\
{\left[\pi_{i}(\mathbf{x}), \dot{\pi}_{j}\left(\mathbf{x}^{\prime}\right)\right] } & =i \delta_{i j} \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{21.18}
\end{align*}
$$

[^71]It then follows from the defining Eqs. (21.17) that

$$
\begin{equation*}
\left[\hat{T}_{i}, \hat{T}_{j}\right]=i \varepsilon_{i j k} \hat{T}_{k} \tag{21.19}
\end{equation*}
$$

The generators of the isospin transformation form a Lie algebra, and just as with angular momentum, it is the algebra of $S U(2)$.

### 21.2 The chiral transformation

What about the (partial) conservation of the axial vector current? To what symmetry principle does this correspond? We again define an operator transformation as in Eq. (21.10), only this time of the form

$$
\begin{equation*}
e^{-i \boldsymbol{\omega} \cdot \hat{\mathbf{T}}_{5}} \underline{\psi} e^{+i \boldsymbol{\omega} \cdot \hat{\mathbf{T}}_{5}} \equiv \underline{\psi}^{\prime}=\left[\underline{e}^{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\omega} \gamma_{5}}\right] \underline{\psi} \tag{21.20}
\end{equation*}
$$

This transformation mixes Dirac components as well as isospin. The matrices appearing in this expression are thus $8 \times 8$; they are unitary

$$
\begin{equation*}
\underline{r}^{\dagger}=\left[\underline{e}^{-\frac{i}{2} \boldsymbol{T} \cdot \boldsymbol{\omega} \gamma_{5}}\right]=\underline{r}^{-1} \tag{21.21}
\end{equation*}
$$

Note also that

$$
\begin{align*}
\underline{\psi}^{\dagger} \underline{r}^{\dagger} \gamma_{4} & =\bar{\psi} \underline{r} \\
\underline{r} \gamma_{\mu} & =\gamma_{\mu} \underline{r}^{-1} \tag{21.22}
\end{align*}
$$

These follow from $\left\{\gamma_{5}, \gamma_{\mu}\right\}=0$. The infinitesimal form of this chiral transformation is

$$
\begin{equation*}
\delta \underline{\psi}=\left[i \boldsymbol{\varepsilon} \cdot \frac{1}{2} \underline{\boldsymbol{\tau}} \gamma_{5}\right] \underline{\psi} \tag{21.23}
\end{equation*}
$$

It is proven in Prob. 21.2 that

$$
\begin{align*}
e^{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\omega}} & =\cos \frac{\omega}{2}+i \mathbf{n} \cdot \boldsymbol{\tau} \sin \frac{\omega}{2} \\
e^{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\omega} \gamma_{5}} & =\cos \frac{\omega}{2}+i \mathbf{n} \cdot \boldsymbol{\tau} \gamma_{5} \sin \frac{\omega}{2} \tag{21.24}
\end{align*}
$$

Here $\omega \equiv \mathbf{n} \omega$ with $\mathbf{n}$ a unit vector. The first equation is a relation on the $2 \times 2 S U(2)$ matrices, and the second on the $8 \times 8$ chiral matrices.

Let us now look at the transformation properties of the various parts of the lagrangian in Eq. (21.7) under this chiral transformation:
(1) The transformation of the baryon kinetic energy in the lagrangian goes as follows [note Eqs. (21.22)]

$$
\begin{equation*}
\underline{\bar{\psi}}^{\prime} \gamma_{\mu} \frac{D}{D x_{\mu}} \underline{\psi}^{\prime}=\underline{\bar{\psi}} \gamma_{\mu} \frac{D}{D x_{\mu}} \underline{r}^{-1} \underline{r} \underline{\psi}=\bar{\psi} \gamma_{\mu} \frac{D}{D x_{\mu}} \underline{\psi} \tag{21.25}
\end{equation*}
$$

The kinetic energy is invariant under the chiral transformation because of the presence of the additional $\gamma_{\mu}$. It is assumed in this analysis that $\omega=$ constant independent of space-time so that it can be moved through the derivatives - it is a global (rather than a local) invariance;
(2) Consider the transformation of the interaction term in Eq. (21.7) where for simplicity we initially assume $g_{\pi}=g_{s}$. The transformation of the baryon field alone leads to the following

$$
\begin{equation*}
\hat{R} \bar{\psi}\left(\phi+i \gamma_{5} \tau \cdot \pi\right) \psi \hat{R}^{-1}=\underline{\bar{\psi}} \underline{r}\left(\phi+i \gamma_{5} \tau \cdot \pi\right) \underline{r} \underline{\psi} \tag{21.26}
\end{equation*}
$$

The finite transformation is analyzed in Prob. 21.3. Here we explicitly evaluate the infinitesimal form with $\boldsymbol{\omega} \equiv \varepsilon \rightarrow 0{ }^{4}$

$$
\begin{align*}
& \hat{R} \bar{\psi}\left(\phi+i \gamma_{5} \boldsymbol{\tau} \cdot \boldsymbol{\pi}\right) \psi \hat{R}^{-1} \approx \\
& \approx \bar{\psi}\left(1+\frac{i}{2} \boldsymbol{\varepsilon} \cdot \boldsymbol{\tau} \gamma_{5}\right)\left(\phi+i \gamma_{5} \boldsymbol{\tau} \cdot \boldsymbol{\pi}\right)\left(1+\frac{i}{2} \boldsymbol{\varepsilon} \cdot \boldsymbol{\tau} \gamma_{5}\right) \psi \\
& \approx \bar{\psi}\left\{\phi+i \gamma_{5} \boldsymbol{\tau} \cdot \boldsymbol{\pi}+i \boldsymbol{\varepsilon} \cdot \boldsymbol{\tau} \gamma_{5} \phi\right. \\
&\left.-\frac{1}{2}[(\boldsymbol{\varepsilon} \cdot \boldsymbol{\tau})(\boldsymbol{\tau} \cdot \boldsymbol{\pi})+(\boldsymbol{\tau} \cdot \boldsymbol{\pi})(\boldsymbol{\varepsilon} \cdot \boldsymbol{\tau})]\right\} \psi \\
&= \bar{\psi}\left[(\phi-\boldsymbol{\varepsilon} \cdot \boldsymbol{\pi})+i \gamma_{5} \tau \cdot(\boldsymbol{\pi}+\boldsymbol{\varepsilon} \phi)\right] \psi+O\left(\varepsilon^{2}\right) \tag{21.27}
\end{align*}
$$

This is not the full story, however, since one must also simultaneously transform the meson fields; for infinitesimal transformations these transformations can be written in the form

$$
\begin{align*}
\hat{R} \phi \hat{R}^{-1} & =\phi^{\prime} \equiv \phi+\delta \phi \\
\hat{R} \pi \hat{R}^{-1} & =\pi^{\prime} \equiv \pi+\delta \pi \tag{21.28}
\end{align*}
$$

It is evident that the additional terms arising from the transformation of the baryon fields alone can be exactly canceled by the transformation of the meson fields if that transformation is defined to satisfy

$$
\begin{align*}
\delta \phi & =\varepsilon \cdot \pi \\
\delta \pi & =-\varepsilon \phi \tag{21.29}
\end{align*}
$$

The interaction lagrangian is then left invariant under this overall chiral transformation

$$
\begin{equation*}
\delta \mathcal{L}_{\text {int }}=0 \tag{21.30}
\end{equation*}
$$

If one starts from a more general interaction term that has different coupling constants for the scalar and pion fields [Eq. (21.7)]

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}=\bar{\psi}\left(g_{s} \phi+i g_{\pi} \gamma_{5} \tau \cdot \pi\right) \psi \tag{21.31}
\end{equation*}
$$

[^72]then the transformation of the meson fields that leaves this interaction term invariant depends on the strengths of the couplings
\[

$$
\begin{equation*}
\delta \phi=\left(\frac{g_{\pi}}{g_{s}}\right) \varepsilon \cdot \pi \quad \delta \pi=-\left(\frac{g_{s}}{g_{\pi}}\right) \varepsilon \phi \tag{21.32}
\end{equation*}
$$

\]

It is undesirable to have a symmetry property of the lagrangian depend on the strength of the coupling, ${ }^{5}$ and therefore it shall henceforth be assumed that there is a single coupling constant

$$
\begin{equation*}
g_{\pi}=g_{s} \equiv g \tag{21.33}
\end{equation*}
$$

The possibility $g_{s} \neq g_{\pi}$ is further ruled out by the symmetry properties of the meson kinetic energy, which we proceed to examine;
(3) The kinetic energy for the meson fields takes the form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{mes}}^{0}=-\frac{1}{2}\left[\left(\frac{\partial \phi}{\partial x_{\lambda}}\right)^{2}+\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}\right] \tag{21.34}
\end{equation*}
$$

Now with a transformation of the form in Eq. (21.29), the bilinear combination $\phi^{2}+\pi^{2}$ is invariant. This follows since

$$
\begin{align*}
\delta\left(\phi^{2}+\pi^{2}\right) & =2(\phi \delta \phi+\pi \cdot \delta \pi) \\
& =2(\phi \varepsilon \cdot \pi-\pi \cdot \varepsilon \phi)=0 \tag{21.35}
\end{align*}
$$

It follows from this observation that the meson kinetic energy is invariant under the infinitesimal chiral transformation in Eq. (21.29)

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{mes}}^{0}=0 \tag{21.36}
\end{equation*}
$$

(4) Consider next the meson mass and meson interaction terms. A meson potential of the form $-V\left(\phi^{2}+\pi^{2}\right)$ can now be added to the lagrangian. We choose to include the meson mass terms in this $V$. Note that the meson fields are assumed to enter in the bilinear combination $\phi^{2}+\pi^{2}$ to ensure invariance under the chiral transformation, as discussed above;
(5) Finally, consider how the baryon mass term transforms

$$
\begin{equation*}
\hat{R} \bar{\psi} M \psi \hat{R}^{-1}=\bar{\psi} M \underline{r r} \psi \neq \bar{\psi} M \psi \tag{21.37}
\end{equation*}
$$

The baryon mass term is not invariant under the chiral transformation. Since the baryon mass represents the largest energy in the problem, ones first reaction is simply to quit at this point and try another approach to pion physics. Alternatively, one can invoke the concept that the baryon mass term in the underlying lagrangian indeed vanishes, the lagrangian respects chiral symmetry, and the baryon mass is then generated through spontaneous symmetry breaking. This can arise through the nature of the

[^73]meson mass and interaction term V , as we shall see. With an appropriate form of V , the scalar field will develop a vacuum expectation value
\[

$$
\begin{equation*}
\langle\phi\rangle_{\text {vac }} \neq 0 \tag{21.38}
\end{equation*}
$$

\]

This term produces a baryon mass and spontaneously breaks the chiral symmetry. Conventionally, one denotes the scalar field appearing in the underlying chirally symmetric lagrangian, the field that develops the vacuum expectation value, as $\sigma$ where

$$
\begin{equation*}
\langle\sigma\rangle_{\mathrm{vac}} \equiv \sigma_{0} \tag{21.39}
\end{equation*}
$$

The field $\phi$ is then conventionally used to denote the fluctuations about this vacuum expectation value ${ }^{6}$

$$
\begin{equation*}
\sigma \equiv \sigma_{0}+\phi \tag{21.40}
\end{equation*}
$$

(6) In summary, the following is a lagrangian for baryons, isoscalar scalar and vector mesons, and pions that is invariant under the chiral transformation

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\lambda} \frac{D}{D x_{\lambda}}-g\left(\sigma+i \tau \cdot \pi \gamma_{5}\right)\right] \psi-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \\
& -\frac{1}{2}\left[\left(\frac{\partial \sigma}{\partial x_{\lambda}}\right)^{2}+\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}\right]-V\left(\sigma^{2}+\pi^{2}\right) \tag{21.41}
\end{align*}
$$

The covariant derivative is defined in Eq. (21.8). This lagrangian is left invariant

$$
\begin{equation*}
\delta \mathcal{L}=0 \tag{21.42}
\end{equation*}
$$

under the chiral transformation

$$
\begin{align*}
\delta \psi & =\left[i \varepsilon \cdot \frac{1}{2} \boldsymbol{\tau} \gamma_{5}\right] \psi \\
\delta \sigma & =\boldsymbol{\varepsilon} \cdot \boldsymbol{\pi} \\
\delta \pi & =-\varepsilon \sigma \tag{21.43}
\end{align*}
$$

### 21.3 Conserved axial current

Noether's theorem in Eq. (21.6) implies that this chiral invariance property of the lagrangian leads to a conserved current (the constant overall factor of $-\varepsilon$ is again removed)

$$
\begin{equation*}
\mathbf{A}_{\mu}=i \bar{\psi} \gamma_{\mu} \gamma_{5} \frac{1}{2} \boldsymbol{\tau} \psi+\left(\frac{\partial \sigma}{\partial x_{\mu}} \boldsymbol{\pi}-\frac{\partial \boldsymbol{\pi}}{\partial x_{\mu}} \sigma\right) \tag{21.44}
\end{equation*}
$$

[^74]The pion $\pi$ is an isovector pseudoscalar field, and this is evidently an isovector, Lorentz axial-vector current.

The conservation of the axial vector current in Eq. (21.44) can also be proven explicitly from the equations of motion, and it will be of use in the subsequent developments to do so. The Euler-Lagrange equations derived from the lagrangian density in Eq. (21.41) for the ( $\bar{\psi}, \psi, \sigma, \pi$ ) fields, respectively, are as follows:

$$
\begin{align*}
& {\left[\gamma_{\lambda} \frac{D}{D x_{\lambda}}-g\left(\sigma+i \boldsymbol{\tau} \cdot \boldsymbol{\pi} \gamma_{5}\right)\right] \psi=0} \\
& \bar{\psi}\left[\gamma_{\lambda} \frac{\stackrel{D}{D x_{\lambda}}}{}+g\left(\sigma+i \boldsymbol{\tau} \cdot \boldsymbol{\pi} \gamma_{5}\right)\right]=0 \\
& \left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \sigma=-g \bar{\psi} \psi+2 \sigma V^{\prime}\left(\sigma^{2}+\pi^{2}\right) \\
& \left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \pi=-i g \bar{\psi} \gamma_{5} \tau \psi+2 \pi V^{\prime}\left(\sigma^{2}+\pi^{2}\right) \tag{21.45}
\end{align*}
$$

Here the derivative $\overleftarrow{D} / D x_{\mu}$ acts to the left and is given by

$$
\begin{equation*}
\frac{\overleftarrow{D}}{D x_{\mu}} \equiv \frac{\overleftarrow{\partial}}{\partial x_{\mu}}+i g_{v} V_{\mu} \quad ; \text { acts to left } \tag{21.46}
\end{equation*}
$$

Now use these relations to calculate the four-divergence of the axial vector current

$$
\begin{align*}
\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\mu}} & =i\left[\frac{\partial \bar{\psi}}{\partial x_{\mu}} \gamma_{\mu} \gamma_{5} \frac{1}{2} \tau \psi-\bar{\psi} \gamma_{5} \frac{1}{2} \boldsymbol{\tau} \gamma_{\mu} \frac{\partial \psi}{\partial x_{\mu}}\right]+\pi\left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \sigma-\sigma\left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \pi \\
& =i \bar{\psi}\left[\gamma_{\mu} \frac{\stackrel{\rightharpoonup}{D}}{D x_{\mu}} \gamma_{5} \frac{1}{2} \boldsymbol{\tau}-\gamma_{5} \frac{1}{2} \tau \gamma_{\mu} \frac{D}{D x_{\mu}}\right] \psi+\boldsymbol{\pi}\left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \sigma-\sigma\left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \pi \tag{21.47}
\end{align*}
$$

Substitution of Eqs. (21.45) now shows that this expression vanishes

$$
\begin{equation*}
\frac{\partial \mathbf{A}_{\lambda}}{\partial x_{\lambda}}=0 \tag{21.48}
\end{equation*}
$$

This relation cannot hold exactly if the pion mass is nonzero for then the pion would not decay (Prob. 21.5). Thus chiral symmetry must be an approximate one in nature where $\mu \neq 0$. We discuss a model for this breaking of chiral symmetry at the lagrangian level in the next chapter. For the present, we continue the discussion of the conserved current.

### 21.4 Generators of the chiral transformation

The integral over all space of the fourth component of the conserved axial vector current yields the following expression

$$
\begin{equation*}
\hat{\mathbf{T}}_{5}=\int d^{3} x\left[\psi^{\dagger} \gamma_{5} \frac{1}{2} \boldsymbol{\tau} \psi+\dot{\boldsymbol{\pi}} \sigma-\dot{\sigma} \pi\right] \tag{21.49}
\end{equation*}
$$

Just as in the discussion of the isospin transformation above, the three components of the vector operator $\hat{\mathbf{T}}_{5}$ have the following important properties:

- They are constants of the motion;
- They are the generators of the chiral transformation. ${ }^{7}$

Just as with the generators of the isospin transformation in Eq. (21.17), the generators of the chiral transformation in Eq. (21.49) can again be characterized by their commutation relations. These are evaluated with the aid of the canonical (anti-)commutation relations satisfied by the ( $\psi, \pi$ ) fields in Eqs. (21.18) as well as that satisfied by the $\sigma$ field

$$
\begin{equation*}
\left[\sigma(\mathbf{x}), \dot{\sigma}\left(\mathbf{x}^{\prime}\right)\right]=i \delta^{(3)}\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{21.50}
\end{equation*}
$$

The result is (appendix B.4)

$$
\begin{array}{rlr}
{\left[\hat{T}_{i}^{5}, \hat{T}_{j}^{5}\right]} & =i \varepsilon_{i j k} \hat{T}_{k} & {\left[\hat{T}_{i}, \hat{T}_{j}\right]=i \varepsilon_{i j k} \hat{T}_{k}} \\
{\left[\hat{T}_{i}, \hat{T}_{j}^{5}\right]} & =i \varepsilon_{i j k} \hat{T}_{k}^{5} & \tag{21.51}
\end{array}
$$

Note that it is only the entire set of isospin and chiral generators ( $\hat{\mathbf{T}}, \hat{\mathbf{T}}^{5}$ ) that is closed under commutation, and hence forms a Lie algebra. As shown in appendix B.4, appropriate linear combinations of the generators reduce this algebra to that of two commuting $S U(2)$ subalgebras $-S U(2)_{L} \bigotimes S U(2)_{R}$.

Further progress depends on the specific form of the potential term $V\left(\sigma^{2}+\pi^{2}\right)$ and generation of the baryon mass by spontaneous symmetry breaking. We proceed to a discussion of the chiral $\sigma$-model of Schwinger and Gell-Mann and Lévy [Sc57, Ge60].

[^75]
## Chapter 22

## The $\sigma$-model

The development in this chapter is based on [Sc57, Ge60, Se86]. We first summarize the argument up to this point. Consider the following lagrangian density built from isospinor baryon, isoscalar scalar and vector, and isovector pion fields $\left\{\psi, \sigma, V_{\lambda}, \pi\right\}$

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}-g\left(\sigma+i \boldsymbol{\tau} \cdot \pi \gamma_{5}\right)\right] \psi-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \\
& -\frac{1}{2}\left[\left(\frac{\partial \sigma}{\partial x_{\lambda}}\right)^{2}+\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}\right]-V\left(\pi^{2}+\sigma^{2}\right) \tag{22.1}
\end{align*}
$$

Here

$$
\begin{equation*}
\frac{D}{D x_{\mu}} \equiv \frac{\partial}{\partial x_{\mu}}-i g_{v} V_{\mu}(x) \tag{22.2}
\end{equation*}
$$

The following statements then hold:
(1) This lagrangian is invariant under isospin transformations. As a consequence, there is an isovector current $\mathbf{V}_{\lambda}(x)$ that is conserved $\partial \mathbf{V}_{\lambda} / \partial x_{\lambda}=0$;
(2) This lagrangian is invariant under chiral transformations. As a consequence, there is an isovector, axial-vector current $\mathbf{A}_{\boldsymbol{\lambda}}$ that is conserved $\partial \mathbf{A}_{\lambda} / \partial x_{\lambda}$ $=0$;
(3) This latter symmetry is observed to be only an approximate one in nature where the mass of the pion is nonzero $\mu \neq 0$ (PCAC); it can be expected to hold exactly only in the limit $\mu \rightarrow 0$;
(4) This lagrangian is invariant under the symmetry group $S U(2)_{L} \otimes S U(2)_{R}$;
(5) There is a conserved baryon current $B_{\mu}=i \bar{\psi} \gamma_{\mu} \psi$ to which the neutral vector meson $V_{\mu}$ couples; ${ }^{1}$
(6) This lagrangian is invariant under parity, charge conjugation, and time reversal ( $\mathrm{P}, \mathrm{C}, \mathrm{T}$ );

[^76](7) The quantum theory generated by this lagrangian is renormalizable if the potential $V$ is at most quartic in the meson fields;
(8) The baryon mass term is absent.

We must now discuss the form of $V$.

### 22.1 Spontaneous symmetry breaking

If the potential $V$ represents just the usual meson mass term then

$$
\begin{equation*}
V_{\mathrm{mass}}^{0}\left(\sigma^{2}+\pi^{2}\right)=\frac{1}{2} m^{2}\left(\sigma^{2}+\pi^{2}\right) \tag{22.3}
\end{equation*}
$$

This potential surface is illustrated in Fig. 22.1a.


Fig. 22.1. Meson potential surfaces $V$ for (a) usual mass terms; (b) spontaneous symmetry breaking.

Note that the meson masses must be equal $m_{s}^{2}=m_{\pi}^{2} \equiv m^{2}$ if chiral symmetry is to be preserved. This potential is clearly minimized if $\sigma_{0}=\pi_{0}=0$; hence there is no constant expectation value for the meson fields in the vacuum.

In contrast, assume the potental $V$ has the following form, as illustrated in Fig. 22.1b

$$
\begin{equation*}
V^{0}=\frac{\lambda}{4}\left[\left(\sigma^{2}+\pi^{2}\right)-v^{2}\right]^{2} \tag{22.4}
\end{equation*}
$$

Here $\lambda>0$ and we will henceforth assume $g>0$ and $v>0$. The potential depends only on the combination $\left(\sigma^{2}+\pi^{2}\right)$ and respects chiral symmetry. Since it is at most quartic in the fields, it leads to a renormalizable theory. Now, however, it is clear that the origin is a local maximum rather than a true minimum, and the lowest energy state in $V$, the vacuum, will have a nonzero, constant expectation value for the meson fields. Thus, in this chirally symmetric theory, with this particular form
for $V$, one will have

$$
\begin{equation*}
\left\langle\sigma^{2}+\pi^{2}\right\rangle_{\mathrm{vac}} \neq 0 \tag{22.5}
\end{equation*}
$$

If the vacuum is to have a definite parity, as appears to be the case in nature, then the vacuum expectation value of the pseudoscalar $\pi$ field must vanish

$$
\begin{equation*}
\langle\pi\rangle_{\mathrm{vac}} \equiv \pi_{0}=0 \tag{22.6}
\end{equation*}
$$

How can these observations be reconciled? It has already been pointed out that chiral symmetry cannot be an exact symmetry of nature, but can be expected to hold only in the limit that the pion mass $\mu \rightarrow 0$. Let us therefore augment the lagrangian in Eq. (22.1) with a chiral symmetry breaking term chosen so that the true minimum of the potential lies at a point satisfying Eq. (22.6). Evidently an additional term of the form

$$
\begin{equation*}
\delta V_{\mathrm{csb}} \equiv \varepsilon \sigma \tag{22.7}
\end{equation*}
$$

with $\varepsilon>0$ will accomplish this objective. This additional term represents a plane in Fig. 22.1b whose addition tilts the potential so that a true minimum occurs along the negative $\sigma$ axis (Fig. 22.2).


Fig. 22.2. Contribution of additional chiral symmetry breaking term $\varepsilon \sigma$ to potential $V$ as viewed along the $\sigma$ axis.

Now in the true minimum of $V$, in the vacuum, there will be an additional constant field $\sigma_{0}$

$$
\begin{align*}
\langle\sigma\rangle_{\mathrm{vac}} & =\sigma_{0} \\
\langle\boldsymbol{\pi}\rangle_{\mathrm{vac}} & =0 \tag{22.8}
\end{align*}
$$

What does the additional term in Eq. (22.7) do to the equations of motion and the conservation of the axial vector current? It is clear from Eq. (21.45) that only the equation of motion for the $\sigma$ field is modified; it now contains an additional term $\varepsilon$

$$
\begin{equation*}
\left(\frac{\partial}{\partial x_{\lambda}}\right)^{2} \sigma=-g \bar{\psi} \psi+2 \sigma V^{\prime}\left(\sigma^{2}+\pi^{2}\right)+\varepsilon \tag{22.9}
\end{equation*}
$$

The modification of the four-divergence of the axial vector current follows immediately from Eq. (21.47)

$$
\begin{equation*}
\frac{\partial \mathbf{A}_{\lambda}}{\partial x_{\lambda}}=\varepsilon \pi \tag{22.10}
\end{equation*}
$$

It is proportional to the $\pi$ field with constant of proportionality $\varepsilon$; evidently exact chiral symmetry is restored in the limit $\varepsilon \rightarrow 0$.

Now there are constant mean fields ( $\sigma_{0}, \pi_{0}$ ) in the vacuum, and for the ground state one just minimizes the total $V$

$$
\begin{equation*}
V=\frac{\lambda}{4}\left[\left(\sigma^{2}+\pi^{2}\right)-v^{2}\right]^{2}+\varepsilon \sigma \tag{22.11}
\end{equation*}
$$

The minimization conditions are

$$
\begin{align*}
& \frac{\partial V}{\partial \pi_{0}}=\lambda \pi_{0}\left[\left(\sigma_{0}^{2}+\pi_{0}^{2}\right)-v^{2}\right]=0 \\
& \frac{\partial V}{\partial \sigma_{0}}=\lambda \sigma_{0}\left[\left(\sigma_{0}^{2}+\pi_{0}^{2}\right)-v^{2}\right]+\varepsilon=0 \tag{22.12}
\end{align*}
$$

For positive $\varepsilon$, the second equation implies $\left[\left(\sigma_{0}^{2}+\pi_{0}^{2}\right)-v^{2}\right] \neq 0$; the first equation then implies that $\pi_{0}=0$, in accord with the second of Eqs. (22.8). The first of Eqs. (22.8) is now also satisfied with $\sigma_{0}$ given by the solution to

$$
\begin{equation*}
\lambda \sigma_{0}\left[\sigma_{0}^{2}-v^{2}\right]=-\varepsilon \tag{22.13}
\end{equation*}
$$

It is evident from Fig. 22.2 that the absolute minimum of $V$ occurs for negative $\sigma_{0}$. One can therefore introduce the following definitions

$$
\begin{equation*}
\sigma_{0} \equiv-\frac{M}{g} \quad \varepsilon \equiv \frac{M}{g} \mu^{2} \quad \lambda \equiv \frac{m_{s}^{2}-\mu^{2}}{2 M^{2}} g^{2} \tag{22.14}
\end{equation*}
$$

The first relation defines a baryon mass $M$, for the presence of this term precisely serves the role of a mass in the Dirac lagrangian

$$
\begin{equation*}
-\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}-g \sigma_{0}\right] \psi=-\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}+M\right] \psi \tag{22.15}
\end{equation*}
$$

The second of Eqs. (22.14) expresses the chiral symmetry breaking parameter $\varepsilon$ in terms of what will turn out to be the pion mass $\mu^{2} \equiv m_{\pi}^{2}$. Note that now one has explicitly $\varepsilon \rightarrow 0$ as $\mu^{2} \rightarrow 0$, and chiral symmetry is restored in the limit that the pion mass goes to zero. The third of Eqs. (22.14) defines the scalar mass $m_{s}^{2}$; evidently $m_{s}^{2}>\mu^{2}$ here. These mass terms will be identified through the quadratic field terms in the lagrangian obtained in a new expansion about the true minimum of $V .{ }^{2}$

[^77]Now consider excitations built on this ground state. One looks for

$$
\begin{align*}
\sigma & =\sigma_{0}+\phi \\
\boldsymbol{\pi} & =\boldsymbol{\pi} \tag{22.16}
\end{align*}
$$

Here $\phi$ is the excitation of the scalar field and $\pi$ that of the pion field; these take place about the minimum of the potential sketched in Fig. 22.3.


Fig. 22.3. Sketch of the meson potential in which the excitations about the minimum take place.

Substitution of these relations into the lagrangian density in Eq. (22.1) leads to the following

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}-g\left(-\frac{M}{g}+\phi+i \boldsymbol{\tau} \cdot \boldsymbol{\pi} \gamma_{5}\right)\right] \psi+\mathcal{L}_{v}^{0} \\
& -\frac{1}{2}\left[\left(\frac{\partial \phi}{\partial x_{\lambda}}\right)^{2}+\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}\right]-\frac{\lambda}{4}\left\{\left[\left(\sigma_{0}+\phi\right)^{2}+\pi^{2}\right]-v^{2}\right\}^{2} \\
& -\varepsilon\left(\sigma_{0}+\phi\right) \tag{22.17}
\end{align*}
$$

Collect the terms in $V$ (recall it is $-V$ that appears in $\mathcal{L}$ ):
(1) The constant terms are

$$
\begin{equation*}
V_{0}=\frac{\lambda}{4}\left(\sigma_{0}^{2}-v^{2}\right)^{2}+\varepsilon \sigma_{0} \tag{22.18}
\end{equation*}
$$

(2) The terms linear in $\phi$ are

$$
\begin{equation*}
V_{1}=\left[\frac{\lambda}{4} 4 \sigma_{0}\left(\sigma_{0}^{2}-v^{2}\right)+\varepsilon\right] \phi=0 \tag{22.19}
\end{equation*}
$$

This expression vanishes at the minimum by Eq. (22.13);
(3) The terms quadratic in $\pi$ are

$$
\begin{align*}
& V_{2}=\frac{\lambda}{4} 2\left(\sigma_{0}^{2}-v^{2}\right) \pi^{2}=-\frac{\varepsilon}{2 \sigma_{0}} \pi^{2} \\
& V_{2}=\frac{1}{2} \mu^{2} \pi^{2} \tag{22.20}
\end{align*}
$$

Here the minimum condition in Eq. (22.13) has again been used, as well as the definitions in Eq. (22.14). One can now identify $\mu^{2}$ as the pion mass;
(4) The terms quadratic in $\phi$ are analyzed in the same manner

$$
\begin{align*}
V_{3} & =\frac{\lambda}{4}\left[4 \sigma_{0}^{2}+2\left(\sigma_{0}^{2}-v^{2}\right)\right] \phi^{2}=\frac{\lambda}{4}\left[4 \frac{M^{2}}{g^{2}}+2\left(\frac{-\varepsilon}{\lambda \sigma_{0}}\right)\right] \phi^{2} \\
& =\left[\left(\frac{m_{s}^{2}-\mu^{2}}{2 M^{2}}\right) g^{2} \frac{M^{2}}{g^{2}}+\frac{1}{2} \mu^{2}\right] \phi^{2} \\
V_{3} & =\frac{1}{2} m_{s}^{2} \phi^{2} \tag{22.21}
\end{align*}
$$

This allows an identification of $m_{s}^{2}$ as the scalar mass;
(5) The remaining cubic and quartic interactions of the meson fields $(\phi, \boldsymbol{\pi})$ are then given by

$$
\begin{align*}
V_{4}+V_{5} & =\frac{\lambda}{4}\left\{4 \sigma_{0} \phi\left(\phi^{2}+\pi^{2}\right)+\left(\phi^{2}+\pi^{2}\right)^{2}\right\}  \tag{22.22}\\
& =\frac{g}{4 M}\left(m_{s}^{2}-\mu^{2}\right)\left\{\left(\phi^{2}+\pi^{2}\right)^{2} \frac{g}{2 M}-2 \phi\left(\phi^{2}+\pi^{2}\right)\right\} \\
V_{4}+V_{5} & =\frac{1}{2}\left(m_{s}^{2}-\mu^{2}\right)\left[\left(\frac{g}{2 M}\right)^{2}\left(\phi^{2}+\pi^{2}\right)^{2}-2\left(\frac{g}{2 M}\right) \phi\left(\phi^{2}+\pi^{2}\right)\right]
\end{align*}
$$

A collection of these terms then yields the rewritten $V$

$$
\begin{align*}
V & =\frac{1}{2} \mu^{2} \pi^{2}+\frac{1}{2} m_{s}^{2} \phi^{2}  \tag{22.23}\\
& +\frac{1}{2}\left(m_{s}^{2}-\mu^{2}\right)\left[\left(\frac{g}{2 M}\right)^{2}\left(\phi^{2}+\pi^{2}\right)^{2}-2\left(\frac{g}{2 M}\right) \phi\left(\phi^{2}+\pi^{2}\right)\right]+\text { constant }
\end{align*}
$$

A constant term in $V$ is irrelevant.
In summary, with the $\sigma$-model for the generation of the baryon mass by spontaneous symmetry breaking, the lagrangian density of Eq. (22.1) takes the form

$$
\begin{align*}
& \mathcal{L}=-\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}+M-g\left(\phi+i \boldsymbol{r} \cdot \pi \gamma_{5}\right)\right] \psi-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \\
&-\frac{1}{2}\left[\left(\frac{\partial \phi}{\partial x_{\lambda}}\right)^{2}+m_{s}^{2} \phi^{2}\right]-\frac{1}{2}\left[\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}+\mu^{2} \pi^{2}\right]+\frac{g}{2 M}\left(m_{s}^{2}-\mu^{2}\right) \phi\left(\phi^{2}+\pi^{2}\right) \\
&-\frac{1}{2}\left(\frac{g}{2 M}\right)^{2}\left(m_{s}^{2}-\mu^{2}\right)\left(\phi^{2}+\pi^{2}\right)^{2}+\text { constant } \tag{22.24}
\end{align*}
$$

Several aspects of this result deserve comment:

- This result, with the isoscalar vector field set equal to zero $V_{\mu}=0$, is the $\sigma$-model of Schwinger [Sc57] and Gell-Mann and Lévy [Ge60]. Reference [Le72] is a very nice discussion of chiral dynamics, which includes many applications of the $\sigma$-model and further theoretical analysis of it;
- The partially conserved axial vector current (PCAC) now follows as an operator relation

$$
\begin{equation*}
\frac{\partial \mathbf{A}_{\lambda}}{\partial x_{\lambda}}=\varepsilon \pi=\left(\frac{M}{g}\right) \mu^{2} \pi \tag{22.25}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\frac{\partial \mathbf{A}_{\lambda}}{\partial x_{\lambda}} \xrightarrow{\mu \rightarrow 0} 0 \tag{22.26}
\end{equation*}
$$

Chiral symmetry is an exact symmetry of the lagrangian in Eq. (22.24) in the limit $\varepsilon=(M / g) \mu^{2} \rightarrow 0$. Chiral symmetry is broken if $\mu^{2}=(g / M) \varepsilon \neq 0$;

- Equation (22.24) looks like the lagrangian we started with in Eq. (20.8), only now there is a single coupling constant $g$ and an additional prescribed set of nonlinear couplings. ${ }^{3}$ In particular, one can identify the previous coupling introduced on an ad hoc basis in chapter 20

$$
\begin{equation*}
\mathcal{L}_{\phi}=\frac{1}{2} g_{\phi} m_{s} \phi \pi^{2} \tag{22.27}
\end{equation*}
$$

From Eq. (22.24) one has

$$
\begin{equation*}
g_{\phi} m_{s}=g \frac{\left(m_{s}^{2}-\mu^{2}\right)}{M} \tag{22.28}
\end{equation*}
$$

In the chiral limit $\mu^{2}=0$ there is also a single coupling constant

$$
\begin{equation*}
g_{s}=g_{\pi}=g \tag{22.29}
\end{equation*}
$$

In chapter 20 the following relation was imposed on the exchanged scalar coupling constant and mass

$$
\begin{equation*}
\frac{g_{\phi} g_{s}}{m_{s}}=\frac{g_{\pi}^{2}}{M} \tag{22.30}
\end{equation*}
$$

to ensure a cancellation for the s-wave $\pi-N$ scattering lengths so that

$$
\begin{equation*}
a_{0}^{ \pm} \xrightarrow{\mu \rightarrow 0} 0 \tag{22.31}
\end{equation*}
$$

[^78]Now observe that in the chiral limit $\mu^{2}=0$ the relation in Eq. (22.30) follows identically from Eqs. (22.28) and (22.29)! The relation in Eq. (22.30) thus follows as a direct result of the underlying chiral symmetry of the lagrangian in Eq. (22.24);

- Thus in the soft pion limit where $q_{\lambda} \rightarrow 0$, the pions decouple from the nucleons. This is a direct result of chiral symmetry;
- Note that while $\mu=m_{\pi}=139.6 \mathrm{MeV}$ may be small on the scale of particle physics, it is significant on the scale of nuclear physics, in which case going to the chiral limit $\mu \rightarrow \mathbf{0}$ is nontrivial;
- Even when the relation in Eq. (22.30) is satisfied, one still has a cancellation of two orders of magnitude in the scattering amplitude required to obtain the small scattering lengths and Eq. (22.31). It would be much more satisfying to effect this cancellation directly in the lagrangian, and then have to deal only with scattering amplitudes that are already of the right order of magnitude. To accomplish this, one can carry out a chiral transformation as a unitary transformation on the lagrangian. The argument is originally due to Weinberg [We67, We68, We79], and it is presented in detail, with all the requisite algebra, in [Wa95]. Rather than simply repeating that material here, we prefer to present an analogous argument in a different, somewhat more transparent, form in chapter 24.

For the present, we proceed to investigate some of the dynamical consequences of the simple model developed so far.

## Chapter 23

## Dynamic resonances

In chapter 22 the fields $\left\{\psi, V_{\mu}, \sigma, \pi\right\}$ were used to construct a chiral-invariant lagrangian, and the mass of the baryon was then generated by choosing a meson interaction potential $V$ that leads to spontaneously broken chiral symmetry. The outcome of that discussion is the following lagrangian density

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}+M-g\left(\varphi+i \gamma_{5} \tau \cdot \pi\right)\right] \psi-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \\
& -\frac{1}{2}\left[\left(\frac{\partial \varphi}{\partial x_{\lambda}}\right)^{2}+m_{\sigma}^{2} \varphi^{2}\right]-\frac{1}{2}\left[\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}+\mu^{2} \pi^{2}\right]+\mathrm{constant} \\
& +\frac{g}{2 M}\left(m_{\sigma}^{2}-\mu^{2}\right) \varphi\left(\varphi^{2}+\pi^{2}\right)-\frac{1}{2}\left(\frac{g}{2 M}\right)^{2}\left(m_{\sigma}^{2}-\mu^{2}\right)\left(\varphi^{2}+\pi^{2}\right)^{2} \tag{23.1}
\end{align*}
$$

Here

$$
\begin{equation*}
\frac{D}{D x_{\mu}}=\frac{\partial}{\partial x_{\mu}}-i g_{v} V_{\mu} \tag{23.2}
\end{equation*}
$$

We change notation slightly for clarity in the following discussion; the scalar field is here denoted $\varphi$, and its mass by $m_{\sigma}$. Several features of the above result are of interest:

- The underlying lagrangian is chiral invariant when $\varepsilon \equiv(M / g) \mu^{2}=0$. PCAC is thus satisfied as are the soft-pion theorems (chapter 22). If one identifies $\left\{M ; g=g_{\pi} ; \mu=m_{\pi} ; m_{v}=m_{\omega}\right\}$ with experimental values, and takes $g_{v}$ from chapter 14 , then there is only one parameter left - the mass $m_{\sigma}^{2}$ of the scalar field; ${ }^{1}$
- The last line in this chiral-invariant lagrangian represents strong, nonlinear couplings in the fields $\{\varphi, \pi\}$;
- If this chiral scalar field is identified with the low mass scalar field of chapter 14 and 15 with $m_{\sigma}=m_{s}=550 \mathrm{MeV}$, then the nonlinear terms in the

[^79]last line are such as to destroy the successful phenomenological RMFT description of nuclear matter and finite nuclei discussed there [Se86, Se92, Fu96]. We have also noted that the empirical $N-N$ scattering amplitude exhibits evidence of strong, low-mass isoscalar scalar (and vector) exchange;

- We are thus faced with the following problem: Can one take the mesonbaryon dynamics to be described by this underlying chiral-invariant lagrangian with a very large (but finite) $m_{\sigma}$, and then generate a resonant low-mass scalar dynamically through the strong nonlinear couplings, which would then play the required nuclear role? Can we understand a light scalar as of dynamic origin? We proceed to discuss the calculation of [Li89, Li90] (see other references cited there).


### 23.1 A low-mass scalar

In this section we demonstrate that the strong, nonlinear, chiral-invariant couplings involving the $\{\varphi, \pi\}$ present in the lagrangian in Eq. (23.1) will give rise to a lowmass, broad, (near-)resonant amplitude in the $\left(0^{+}, 0\right) \pi-\pi$ scattering channel. The argument follows [Li89, Li90].

The process of $\pi-\pi$ scattering is illustrated in Fig. 23.1.


Fig. 23.1. $\pi-\pi$ scattering.
The analysis of this process is discussed in appendix B.5, where it is shown that the general form of the S-matrix is given by

$$
\begin{equation*}
S_{\mathrm{fi}}=-\frac{(2 \pi)^{4} i}{\Omega^{2}} \delta^{(4)}\left(q_{1}+q_{2}-q_{3}-q_{4}\right) \frac{1}{\sqrt{2^{4} \omega_{1} \omega_{2} \omega_{3} \omega_{4}}} T_{\mathrm{fi}} \tag{23.3}
\end{equation*}
$$

One introduces the same kinematic variables ( $s, t, u$ ) as in $\pi-N$ scattering (appendix B.3). The differential cross section in the C-M system is given by

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{CM}} & =\left|f_{\mathrm{CM}}\right|^{2} \\
f_{\mathrm{CM}} & =-\frac{T_{\mathrm{fi}}}{8 \pi W} \tag{23.4}
\end{align*}
$$

The Feynman rules are generated directly from Eq. (23.1) (see chapter 20); they can be used to compute the pole contributions to the scattering amplitude arising
from the meson interaction processes illustrated in Fig. 23.2.


Fig. 23.2. Tree-level contributions to $\pi-\pi$ scattering amplitude in this theory.
The $\pi^{4}$ contact term in Eq. (23.1) contributes to $\pi-\pi$ scattering and its contribution must also be included; thus we here work at "tree level" (no loops). The T-matrix arising from this sum of graphs follows immediately

$$
\begin{align*}
T_{\mathrm{fi}}^{\mathrm{tree}}= & {\left[\frac{g}{2 M}\left(m_{\sigma}^{2}-\mu^{2}\right)(2 i)\right]^{2} } \\
& \times\left[\delta_{\alpha \beta} \delta_{\gamma \delta} \frac{1}{m_{\sigma}^{2}-s}+\delta_{\alpha \gamma} \delta_{\beta \delta} \frac{1}{m_{\sigma}^{2}-t}+\delta_{\alpha \delta} \delta_{\beta \gamma} \frac{1}{m_{\sigma}^{2}-u}\right] \\
& +\left[\frac{1}{2}\left(\frac{g}{2 M}\right)^{2}\left(m_{\sigma}^{2}-\mu^{2}\right)\right][2 \times 2 \times 2]\left[\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right] \tag{23.5}
\end{align*}
$$

A combination of these results gives

$$
\begin{align*}
T_{\mathrm{fi}}^{\text {tree }}= & \left(\frac{g}{2 M}\right)^{2}\left(m_{\sigma}^{2}-\mu^{2}\right) 4\left\{\left(\delta_{\alpha \beta} \delta_{\gamma \delta}+\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right)\right. \\
& \left.-\left(m_{\sigma}^{2}-\mu^{2}\right)\left(\delta_{\alpha \beta} \delta_{\gamma \delta} \frac{1}{m_{\sigma}^{2}-s}+\delta_{\alpha \gamma} \delta_{\beta \delta} \frac{1}{m_{\sigma}^{2}-t}+\delta_{\alpha \delta} \delta_{\beta \gamma} \frac{1}{m_{\sigma}^{2}-u}\right)\right\} \tag{23.6}
\end{align*}
$$

Now consider the $\left(J^{\pi}, T\right)=\left(0^{+}, 0\right)$ channel (the channel of the low-mass scalar). First note that since the quantity $\pi^{2}=\pi_{\alpha} \pi_{\alpha}$ is an obvious isoscalar, we can identify the state $\left.\frac{1}{\sqrt{3}} \right\rvert\, \alpha \alpha>$ as the isoscalar channel. ${ }^{2}$ Hence we examine

$$
\begin{align*}
\frac{1}{3} T_{\gamma \gamma ; \alpha \alpha}^{\mathrm{tree}}= & \frac{1}{3} \frac{g^{2}}{M^{2}}\left(m_{\sigma}^{2}-\mu^{2}\right)\{(9+3+3) \\
& \left.-\left(m_{\sigma}^{2}-\mu^{2}\right)\left(\frac{9}{m_{\sigma}^{2}-s}+\frac{3}{m_{\sigma}^{2}-t}+\frac{3}{m_{\sigma}^{2}-u}\right)\right\} \\
= & \frac{g^{2}}{M^{2}}\left(m_{\sigma}^{2}-\mu^{2}\right)\left\{3\left(\frac{s-\mu^{2}}{s-m_{\sigma}^{2}}\right)+\left(\frac{t-\mu^{2}}{t-m_{\sigma}^{2}}+\frac{u-\mu^{2}}{u-m_{\sigma}^{2}}\right)\right\} \tag{23.7}
\end{align*}
$$

Note that this amplitude is symmetric under the interchange $t \rightleftharpoons u$, as it should be for bosons.

[^80]Consider next the s-wave amplitude. First note that in the C-M system one has (appendix B.5)

$$
\begin{align*}
t=-2 \mathbf{q}^{2}(1-\cos \theta) & s=W^{2}=4\left(\mathbf{q}^{2}+\mu^{2}\right) \\
u=-2 \mathbf{q}^{2}(1+\cos \theta) & s+t+u=4 \mu^{2} \tag{23.8}
\end{align*}
$$

The s-wave scattering amplitude can now be projected by simply taking the angular average

$$
\begin{equation*}
t_{0} \equiv \frac{1}{2} \int_{-1}^{+1} d \cos \theta \frac{1}{3} T_{\gamma \gamma ; \alpha \alpha} \tag{23.9}
\end{equation*}
$$

One thus needs to evaluate

$$
\begin{align*}
I= & \frac{1}{2} \int_{-1}^{+1} d x\left\{3\left(\frac{s-\mu^{2}}{s-m_{\sigma}^{2}}\right)+2\right. \\
& \left.-\left(m_{\sigma}^{2}-\mu^{2}\right)\left[\frac{1}{m_{\sigma}^{2}+2 \mathbf{q}^{2}(1-x)}+\frac{1}{m_{\sigma}^{2}+2 \mathbf{q}^{2}(1+x)}\right]\right\} \tag{23.10}
\end{align*}
$$

The result is

$$
\begin{equation*}
t_{0}^{\mathrm{tree}}=\frac{g^{2}}{M^{2}}\left(m_{\sigma}^{2}-\mu^{2}\right)\left\{3\left(\frac{s-\mu^{2}}{s-m_{\sigma}^{2}}\right)+2-\frac{\left(m_{\sigma}^{2}-\mu^{2}\right)}{2 \mathbf{q}^{2}} \ln \left(1+\frac{4 \mathbf{q}^{2}}{m_{\sigma}^{2}}\right)\right\} \tag{23.11}
\end{equation*}
$$

Consider the soft-pion limit of this result. First go to threshold by setting $s=4 \mu^{2}$ and $\mathbf{q}^{2}=0$

$$
\begin{equation*}
t_{0}^{\text {tree }} \rightarrow \frac{g^{2}}{M^{2}}\left(m_{\sigma}^{2}-\mu^{2}\right)\left\{\frac{9 \mu^{2}}{4 \mu^{2}-m_{\sigma}^{2}}+2-\frac{2\left(m_{\sigma}^{2}-\mu^{2}\right)}{m_{\sigma}^{2}}\right\} \tag{23.12}
\end{equation*}
$$

Note the cancellation of the terms of $O(1)$ inside the brackets; the result is

$$
\begin{equation*}
\left(t_{0}^{\text {tree }}\right)_{\text {th }}=-\frac{7 g^{2} \mu^{2}}{M^{2}}+O\left(\mu^{4}\right) \tag{23.13}
\end{equation*}
$$

The soft-pion limit is again built into this amplitude, which was calculated from the chiral-invariant lagrangian in Eq. (23.1).

$$
\begin{equation*}
\left(t_{0}^{\text {tree }}\right)_{\mathrm{th}} \xrightarrow{\mu \rightarrow 0} 0 \tag{23.14}
\end{equation*}
$$

Note that the inclusion of the $\pi^{4}$ contact term was essential in arriving at this result. Thus the tree amplitude has the correct pole structure and satisfies the soft-pion constraint imposed by chiral symmetry.

It is now necessary to develop a framework in which one can describe resonance dynamics. The method that shall be used is to take the Born, or tree amplitude, as the driving term and then introduce a procedure to unitarize that amplitude. Forcing it to satisfy unitarity is equivalent to summing a selected part of an infinite series of Feynman diagrams. This infinite summation of graphs allows for repeated
interaction, and with an appropriate Born term, one can build up a dynamic resonance. ${ }^{3}$

We initially assume two equal mass distinguishable spinless particles and elastic scattering in this discussion for clarity and to illustrate the method. One knows from quantum mechanics that

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{CM}} & =\left|f_{\mathrm{CM}}\right|^{2} \\
f_{\mathrm{CM}} & =\sum_{l=0}^{\infty}(2 l+1) P_{l}(\cos \theta) f_{l} \tag{23.15}
\end{align*}
$$

It follows from unitarity that the partial wave amplitudes $f_{l}$ must have the form

$$
\begin{equation*}
f_{l}=\frac{e^{i \delta_{l}} \sin \delta_{l}}{q} \tag{23.16}
\end{equation*}
$$

For elastic scattering, the phase shifts $\delta_{l}$ are real. Equation (23.16) can be rewritten as

$$
\begin{equation*}
f_{l}=\frac{1}{q} \frac{\sin \delta_{l}}{e^{-i \delta_{l}}}=\frac{1}{q} \frac{\sin \delta_{l}}{\cos \delta_{l}-i \sin \delta_{l}}=\frac{1}{q} \frac{1}{\cot \delta_{l}-i} \tag{23.17}
\end{equation*}
$$

The imaginary part of $1 / f_{l}$ is thus a known quantity

$$
\begin{equation*}
\operatorname{Im} \frac{1}{f_{l}}=-q \tag{23.18}
\end{equation*}
$$

It follows from Eqs. (23.4) and (23.9) that for s-waves

$$
\begin{align*}
f_{\mathrm{CM}} & =-\frac{T_{\mathrm{fi}}}{8 \pi W} \\
f_{0} & =\frac{1}{2} \int_{-1}^{1} d x f_{\mathrm{CM}} \equiv-\frac{t_{0}}{8 \pi W} \tag{23.19}
\end{align*}
$$

Hence

$$
\begin{equation*}
e^{i \delta_{0}} \sin \delta_{0}=\frac{1}{\cot \delta_{0}-i}=-\frac{q t_{0}}{8 \pi W} \equiv K(s) t_{0}(s) \tag{23.20}
\end{equation*}
$$

Here

$$
\begin{equation*}
K(s)=-\frac{q}{8 \pi W}=-\frac{1}{16 \pi}\left(1-\frac{4 \mu^{2}}{s}\right)^{1 / 2} \tag{23.21}
\end{equation*}
$$

Suppose one has some real first approximation to Eq. (23.20), such as a set of pole contributions (Born or tree amplitude) $K(s) t_{0}^{\text {tree }}(s)$. (The situation is illustrated in Fig. 23.3.)
${ }^{3}$ In the present case, the Born amplitude is given by the set of graphs in Fig. 23.2.


Fig. 23.3. (a) Driving term; (b) unitarized (partial) summation of graphs in description of resonance dynamics.

This amplitude can be forced to satisfy Eq. (23.18), and hence unitarized, by making the replacement

$$
\begin{equation*}
K(s) t_{0}^{\text {tree }} \longrightarrow \frac{K(s) t_{0}^{\text {tree }}(s)}{1-i K(s) t_{0}^{t^{\text {ree }}}(s)} \tag{23.22}
\end{equation*}
$$

This clearly gives $\operatorname{Im}\left(1 / e^{i \delta_{0}} \sin \delta_{0}\right)=-1$, as should be. In summary, we shall take as the unitarized amplitude

$$
\begin{equation*}
e^{i \delta_{0}} \sin \delta_{0}=\frac{K(s) t_{0}^{\text {tree }}(s)}{1-i K(s) t_{0}^{t^{\text {reee }}}(s)} \tag{23.23}
\end{equation*}
$$

To interpret this result, simply expand the denominator; one finds a repeated application of the driving term (Fig. 23.3a), with just enough of the sum over intermediate states to ensure unitarity (Fig. 23.3b). Of course this is an approximation scheme, and one expects these results to be quantitatively modified in any strong coupling theory; however, the qualitative features of repeated application of a driving term leading to resonance behavior might be expected to remain. ${ }^{4}$

It remains to take into account the identity of the particles - here bosons. The required modification in the $T=0$ (symmetric) channel in Eq. (23.15) is (Probs. 23.1-3)

$$
\begin{align*}
& f_{\mathrm{CM}} \rightarrow f(\theta)+f(\pi-\theta) \\
& f_{\mathrm{CM}}=\sum_{l \text { even }}(2 l+1) P_{l}(\cos \theta) 2 f_{l} \tag{23.24}
\end{align*}
$$

[^81]Hence in Eqs. (23.19) and (23.21)

$$
\begin{align*}
2 f_{0} & =-\frac{t_{0}}{8 \pi W} \\
K(s) & =-\frac{q}{16 \pi W}=-\frac{1}{32 \pi}\left(1-\frac{4 \mu^{2}}{s}\right)^{1 / 2} \tag{23.25}
\end{align*}
$$

The results of Serot and $\operatorname{Lin}[\operatorname{Li} 89, L i 90]$ for $\pi-\pi$ scattering in the $\left(0^{+}, 0\right)$ channel starting from the driving term in Eq. (23.11) are shown in Fig. 23.4. The scalar strength required in the ( $\phi, V_{\mu}$ ) model of QHD-I is reproduced at an appropriate energy for arbitrarily large values of the chiral $\sigma$ mass. ${ }^{5}$


Fig. 23.4. The calculated unitarized s-wave $\pi-\pi$ phase shift as a function of (twice) the pion C-M energy compared with the experimental data. The chiral $\sigma$ masses used here are $m_{\sigma}=950 \mathrm{MeV}$ (a), 1400 MeV (b), and 14 GeV (c). From [Li89, Li90].

### 23.2 The $\Delta(1232)$

The $\pi-N$ resonance in the $\left(\frac{3}{2}^{+}, \frac{3}{2}\right)$ channel is the first excited state of the nucleon (Fig. 23.5), and this $\Delta(1232)$ state, which lies in the $\pi-N$ continuum, dominates the interaction of intermediate energy pions with nuclei. Its effects are all the more important because of the suppression of the $\pi-N$ s-wave interaction, which we have been discussing. Any model that claims a connection with nuclear physics must

[^82]\[

$$
\begin{array}{r}
\mathrm{MeV} \\
1232-\frac{3}{2}^{+} \cdot \frac{3}{2} \\
938-\frac{1}{2}^{+} \cdot \frac{1}{2}
\end{array}
$$
\]

Fig. 23.5. First excited state of the nucleon.
contain the $\Delta(1232)$. It is not possible to include a field for this particle in a simple renormalizable theory, and so the only possibility, if one starts from the lagrangian of Eq. (23.1), is that this state also occurs as a dynamic resonance.

Fortunately, one knows from the work of Chew and Low in the static model [Ch56a], and on the relativistic extensions of this work [Ch57, Fr60, Li91], that this will indeed be the case (see also [Ga66]). The driving mechanism is nucleon exchange.

We retain the nucleon pole terms illustrated in Fig. 23.6.


Fig. 23.6. Nucleon pole terms as driving mechanism for the $\Delta(1232)$.
The pole contribution was evaluated in chapter 20

$$
\begin{equation*}
B^{ \pm}=g^{2}\left[\frac{1}{M^{2}-s} \mp \frac{1}{M^{2}-u}\right] \quad A^{ \pm}=0 \tag{23.26}
\end{equation*}
$$

The isospin $3 / 2$ amplitude is given by $B^{3 / 2}=B^{+}-B^{-}$(appendix B.3), and hence

$$
\begin{equation*}
B^{3 / 2}=-\frac{2 g^{2}}{M^{2}-u} \tag{23.27}
\end{equation*}
$$

Now project out the $J^{\pi}=\frac{3}{2}^{+}$amplitude; the procedure is given in appendix B.3. To simplify the discussion, consider first just the static limit (as did Chew and Low). ${ }^{6}$ Write

$$
\begin{equation*}
W \equiv M+\omega \quad \omega^{2} \equiv \mathbf{q}^{2}+\mu^{2} \tag{23.28}
\end{equation*}
$$

${ }^{6}$ The scalar exchange graph is omitted here for simplicity; it is included in the calculations in [Fr60, Li91]. As $m_{\sigma} \rightarrow \infty$, scalar meson exchange does not contribute in the $J^{\pi}=\frac{3}{2}^{+}$channel.

Now let $M \rightarrow \infty$. In this case one has

$$
\begin{align*}
u= & 2 M^{2}+2 \mu^{2}-W^{2}+2 \mathbf{q}^{2}(1-x) \\
M^{2}-u= & W^{2}-M^{2}-2 \omega^{2}+2 \mathbf{q}^{2} x \\
& \xrightarrow{M \rightarrow \infty} 2 M \omega+2 \mathbf{q}^{2} x+\cdots \tag{23.29}
\end{align*}
$$

Note the linear dependence on $x=\cos \theta$ in the last expression. An expansion in inverse powers of $M$ gives ${ }^{7}$

$$
\begin{equation*}
B^{3 / 2}=-\frac{2 g^{2}}{M^{2}-u} \xrightarrow{M \rightarrow \infty}-\frac{2 g^{2}}{2 M \omega}\left(1-\frac{2 \mathbf{q}^{2} x}{2 M \omega}+\cdots\right) \tag{23.30}
\end{equation*}
$$

From appendix B. 3 one has

$$
\begin{equation*}
f_{1^{+}}=\frac{1}{32 \pi M^{2}}\left\{4 M^{2} \omega B_{1}+2 M \mathbf{q}^{2} B_{2}\right\} \tag{23.31}
\end{equation*}
$$

To leading order in $1 / M$ only the first term contributes and

$$
\begin{equation*}
B_{1}^{3 / 2} \equiv \int_{-1}^{1} x d x B^{3 / 2}=\frac{2 g^{2}}{3} \frac{\mathrm{q}^{2}}{(M \omega)^{2}} \tag{23.32}
\end{equation*}
$$

Hence the nucleon pole contribution to the scattering amplitude in the $\left(\frac{3}{2}^{+}, \frac{3}{2}\right)$ channel is

$$
\begin{align*}
f_{1^{+}}^{\text {pole }} & =\left(\frac{g^{2}}{4 \pi} \frac{\mu^{2}}{4 M^{2}}\right) \frac{4}{3} \frac{\mathbf{q}^{2}}{\omega} \frac{1}{\mu^{2}} \\
& =\frac{4 f_{\pi}^{2}}{3} \frac{\mathbf{q}^{2}}{\mu^{2}} \frac{1}{\omega} \tag{23.33}
\end{align*}
$$

Note that this amplitude $f_{1^{+}} / \mathbf{q}^{2}$ has a simple pole in the variable $\omega$ at $\omega=0$.
Consider now the dynamics in this channel. The full amplitude $f_{1^{+}}(\omega) / \mathbf{q}^{2}$ must have the following properties:
(1) It must have the analytic properties in the variable $\omega$ indicated in Fig. 23.7. In particular, it must have the pole in Eq. (23.33);


Fig. 23.7. Analytic properties of the amplitude $f_{1^{+}} / \mathbf{q}^{2}$ as a function of $\omega$. Here the left-hand crossed cut is neglected for simplicity; its effects can easily be included (see [Ch56a, Ch57, Ch62, Fr60, Li91]).

[^83](2) The scattering amplitude $f_{1+} / \mathbf{q}^{2}=e^{i \delta_{1+}} \sin \delta_{1+} / q^{3}$ must satisfy unitarity on the right-hand physical cut
\[

$$
\begin{equation*}
\operatorname{Im}\left(\frac{f_{1^{+}}}{\mathbf{q}^{2}}\right)^{-1}=-q^{3} \tag{23.34}
\end{equation*}
$$

\]

The solution to this problem can be written in the form [Ch62]

$$
\begin{equation*}
\frac{f_{1^{+}}}{\mathbf{q}^{2}}=\frac{N(\omega)}{D(\omega)} \tag{23.35}
\end{equation*}
$$

Here $N(\omega)$ has all the left-hand singularities (in this case just the pole at the origin) and $N(\omega)$ is real on the right-hand unitarity cut. We will take

$$
\begin{equation*}
N(\omega)=\frac{f_{1+}^{\text {pole }}}{\mathbf{q}^{2}}=\frac{4 f_{\pi}^{2}}{3 \mu^{2}} \frac{1}{\omega} \tag{23.36}
\end{equation*}
$$

The denominator $D(\omega)$ has the right-hand unitarity cut. Since the exact value of the amplitude is known at the pole, which is contained in $N(\omega)$, one can subtract $D$ there and impose the condition $D(0) \equiv 1$. Unitarity then dictates the form

$$
\begin{equation*}
D(\omega)=1-\frac{\omega}{\pi} \int_{\mu}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}} \frac{q^{\prime 3} N\left(\omega^{\prime}\right)}{\omega^{\prime}-\omega-i \eta} \tag{23.37}
\end{equation*}
$$

Evidently, on the right-hand cut

$$
\begin{equation*}
\operatorname{Im} \frac{\mathbf{q}^{2}}{f_{1+}}=\frac{1}{N(\omega)} \operatorname{Im} D(\omega)=\frac{1}{N(\omega)}\left[-q^{3} N(\omega)\right]=-q^{3} \tag{23.38}
\end{equation*}
$$

Thus we have a solution to the problem posed.
A combination of these results gives the explicit expression

$$
\begin{equation*}
D(\omega)=1-\frac{\omega}{\pi} \int_{\mu}^{\infty} \frac{d \omega^{\prime}}{\omega^{\prime}} \frac{q^{\prime 3}}{\mu^{2}} \frac{4 f_{\pi}^{2}}{3 \omega^{\prime}} \frac{1}{\omega^{\prime}-\omega-i \eta} \tag{23.39}
\end{equation*}
$$

The integral does not converge in this static limit. Chew and Low put in a cut-off [Ch56a]; the relativistic version, retaining all the correct kinematic factors, converges [Fr60, Li91]. Since the integral gets most of its contribution from high $\omega^{\prime}$, one can neglect $\omega$ in the denominator in the region of interest. In this case $D(\omega)$ takes the approximate form ${ }^{8}$

$$
\begin{equation*}
D(\omega) \approx 1-\frac{\omega}{\omega_{\mathrm{R}}}-i q^{3} N(\omega) \tag{23.40}
\end{equation*}
$$

${ }^{8}$ Here

$$
\frac{4}{3 \pi}\left(\frac{f_{\pi}}{\mu}\right)^{2} \int_{\mu}^{\omega_{c}} \frac{q^{\prime 3}}{\omega^{\prime 3}} d \omega^{\prime} \equiv \frac{1}{\omega_{\mathrm{R}}}
$$

Note that $N(\omega)$ must have the correct sign (positive) to get a resonance with $\omega_{\mathrm{R}}>0$.

Now

$$
\begin{equation*}
\frac{\mathbf{q}^{2}}{f_{1^{+}}}=q^{3}\left(\cot \delta_{1^{+}}-i\right) \approx \frac{1}{N(\omega)}\left[\left(1-\frac{\omega}{\omega_{\mathrm{R}}}\right)-i q^{3} N(\omega)\right] \tag{23.41}
\end{equation*}
$$

The term $-i q^{3}$ cancels, and the result is

$$
\begin{equation*}
\frac{4 q^{3}}{3 \omega \mu^{2}} \cot \delta_{1^{+}}=\frac{1}{f_{\pi}^{2}}\left(1-\frac{\omega}{\omega_{\mathrm{R}}}\right) \tag{23.42}
\end{equation*}
$$

This is the Chew-Low effective range formula [Ch56a, Ch57]. At $\omega=\omega_{\mathrm{R}}$, the phase shift passes through $\pi / 2$, and one has a resonance. ${ }^{9}$ In quantum mechanics a resonance can be represented as

$$
\begin{equation*}
e^{i \delta_{1+}} \sin \delta_{1+}=\frac{-\Gamma / 2}{\omega-\omega_{\mathbf{R}}+i \Gamma / 2} \tag{23.43}
\end{equation*}
$$

The situation is illustrated in Fig. 23.8.


Fig. 23.8. Resonant phase shift.
It follows from the above that

$$
\begin{equation*}
e^{i \delta_{1+}} \sin \delta_{1+} \approx \frac{q^{3} N(\omega)}{1-\omega / \omega_{\mathrm{R}}-i q^{3} N(\omega)} \tag{23.44}
\end{equation*}
$$

One can thus identify $\Gamma / 2=q^{3} \omega_{\mathrm{R}} N(\omega)$, and evaluation at resonance gives

$$
\begin{equation*}
\left(\frac{\Gamma}{2}\right)_{\mathrm{res}}=\frac{4 f_{\pi}^{2}}{3} \frac{q_{\mathrm{R}}^{3}}{\mu^{2}} \tag{23.45}
\end{equation*}
$$

The following numbers are relevant:

$$
\begin{array}{rlr}
f_{\pi}^{2}=0.0797 & M=938.3 \mathrm{MeV} & \mu=139.6 \mathrm{MeV} \\
W=1232 \mathrm{MeV} & \omega_{\mathrm{R}}=2.104 \mu & q_{\mathrm{R}}=1.851 \mu
\end{array}
$$

[^84]Insertion into Eq. (23.45) gives

$$
\begin{equation*}
\Gamma_{\text {res }}=188.2 \mathrm{MeV} \quad \Gamma_{\text {expt }}=120 \mathrm{MeV} \tag{23.47}
\end{equation*}
$$

The second number is the experimental value.
This calculation can again be interpreted as a partial summation of the infinite set of diagrams in Fig. 23.9; just enough of the infinite summation is kept to unitarize the driving term, here generated from the nucleon pole.



Fig. 23.9. Driving term and its iteration in dynamical calculation of the $\Delta(1232)$.
The result of a relativistic dispersion calculation keeping all the close lying lefthand singularities in Fig. 23.7 is given in [Fr60]; this calculation is convergent and requires no cutoff. A modern more-detailed version of this calculation, starting from the lagrangian in Eq. (23.1) is contained in [Li91]. The calculation is finite in this renormalizable theory, and the $\Delta(1232)$ is again found as a dynamic resonance.

## Chapter 24

## Effective field theory

Significant progress has been made in recent years in providing theoretical foundations for much of the preceeding discussion in terms of effective field theory for QCD and density functional theory. To understand these developments, it is useful to recapitulate the arguments presented so far.

### 24.1 Model hadronic field theories - revisited

The first simple model field theory considered in chapter 14 was based on baryon and scalar and vector meson fields $\left(\psi, \phi, V_{\mu}\right)$. The theory was solved as a relativistic mean field theory where the meson fields are replaced by classical fields and their sources by expectation values. For uniform nuclear matter the meson fields must be constants independent of space and time. The Dirac equation is then linearized and the relativistic mean-field theory (RMFT) can be solved exactly. The energy density for nuclear matter, for example, takes the form

$$
\begin{align*}
\mathcal{E}\left(\Phi, W ; \rho_{B}\right)= & W \rho_{B}+\frac{\gamma}{(2 \pi)^{3}} \int_{0}^{k_{F}} d^{3} k\left(k^{2}+M^{\star 2}\right)^{1 / 2} \\
& +\frac{1}{2 g_{s}^{2}} m_{s}^{2} \Phi^{2}-\frac{1}{2 g_{v}^{2}} m_{v}^{2} W^{2} \tag{24.1}
\end{align*}
$$

The quantities appearing in this expression are defined by

$$
\begin{equation*}
\Phi \equiv g_{s} \phi_{0} \quad ; W \equiv g_{v} V_{0} \quad ; M^{*} \equiv M-\Phi \tag{24.2}
\end{equation*}
$$

Here $\rho_{B}=\gamma k_{F}^{3} / 6 \pi^{2}$ is the baryon density, with $\gamma=4(n \uparrow, n \downarrow, p \uparrow, p \downarrow)$ for nuclear matter. Extremization of this energy functional reproduces the meson field equations and leads to a self-consistency equation for $\Phi$, or equivalently for $M^{\star}$, at each $k_{F}$. There are two parameters in this RMFT of nuclear matter, and they may be chosen to fit the equilibrium values of the binding energy and density as in Eq. (14.29). The calculated binding energy per nucleon as a function of $k_{F}$ is shown in Fig. 14.4 and the effective mass in Fig. 14.5. The extension of this model
to finite nuclei through solution of the relativistic Hartree equations, and the implications for densities and the nuclear shell model, were presented in chapter 15. Nuclear saturation here arises from the cancellation of the contributions of the large scalar and vector fields while the strong nuclear spin-orbit interaction arises from their sum. Applications of this renormalizable model field theory were discussed in chapters 16 and 17.

Consider again, as a second simple hadronic field theory, the $\sigma$-model which provides an extension to include pions [Sc57, Ge60, Se86, Wa95]. The pions have quantum numbers $\left(J^{\pi}, T\right)=\left(0^{-}, 1\right)$ and hence develop no classical mean fields in the class of nuclei considered above. Several arguments were given in chapter 21 that chiral symmetry plays an essential role when pions are included, the two most important of which are:
(1) We know that the weak interactions couple to hadronic currents where in the vector case $\mathbf{V}_{\mu}$ is strictly conserved (CVC), and in the axial vector case $\mathbf{A}_{\mu}$ is conserved in the limit of vanishing pion mass (PCAC). From Noether's theorem, a conserved current corresponds to a continuous symmetry of the lagrangian;
(2) The underlying QCD lagrangian manifests chiral symmetry as the mass of the light quarks $\binom{m_{u}}{m_{d}} \rightarrow 0$.

The hadronic degrees of freedom in the $\sigma$-model are $\left(\psi, V_{\mu}, \sigma, \pi\right)$ where $\sigma$ is a scalar field, and the lagrangian is taken to be manifestly chiral symmetric

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}-g\left(\sigma+i \tau \cdot \pi \gamma_{5}\right)\right] \psi-\frac{1}{2}\left[\left(\frac{\partial \sigma}{\partial x_{\mu}}\right)^{2}+\left(\frac{\partial \pi}{\partial x_{\mu}}\right)^{2}\right] \\
& -V\left(\sigma^{2}+\pi^{2}\right)-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \tag{24.3}
\end{align*}
$$

Here $V$ is a potential that is a function of $\sigma^{2}+\pi^{2}$ and ${ }^{1}$

$$
\begin{equation*}
\frac{D}{D x_{\mu}} \equiv \frac{\partial}{\partial x_{\mu}}-i g_{v} V_{\mu} \tag{24.4}
\end{equation*}
$$

This lagrangian is evidently invariant under the global isospin transformation

$$
\begin{align*}
\psi & \rightarrow \exp \left(\frac{i}{2} \tau \cdot \omega\right) \psi \\
\pi_{i} & \rightarrow a_{i j}(\omega) \pi_{j} \tag{24.5}
\end{align*}
$$

where $a_{i j}(\boldsymbol{\omega})$ is a real symmetric rotation matrix. ${ }^{2}$ The infinitesimal form of this transformation with $\omega \equiv \varepsilon \rightarrow 0$, which is enough for Noether's theorem in

[^85]Eq. (13.5), is

$$
\begin{align*}
\delta \psi & =\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\varepsilon} \psi \\
\delta \boldsymbol{\pi} & =-\boldsymbol{\varepsilon} \times \boldsymbol{\pi} \tag{24.6}
\end{align*}
$$

A little algebra demonstrates that the lagrangian in Eq. (24.3) is also invariant under the following infinitesimal chiral transformation (chapter 21)

$$
\begin{align*}
\delta \psi & =\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\varepsilon} \gamma_{5} \psi \\
\delta \sigma & =\boldsymbol{\varepsilon} \cdot \boldsymbol{\pi} \\
\delta \boldsymbol{\pi} & =-\boldsymbol{\varepsilon} \sigma \tag{24.7}
\end{align*}
$$

The last two variations leave the quantity $\sigma^{2}+\pi^{2}$ unchanged to $O(\varepsilon)$. The isospin and chiral invariances imply that one indeed has a conserved vector current $\mathbf{V}_{\mu}$ and a conserved axial vector current $\mathbf{A}_{\mu}$ (in the absence of an extra pion mass term).

Now note that a baryon mass term $-\bar{\psi} M \psi$ is not chiral invariant, and no such term has been included in Eq. (24.3). Since the nucleon mass is a large, dominant quantity in the nuclear physics domain, one must either quit at this point, or be very clever and generate this mass by some other mechanism.

### 24.2 Spontaneously broken chiral symmetry - revisited

The nucleon mass is then generated by spontaneous symmetry breaking, a phenomenon that appears to be ubiquitous in modern physics. If one gives the ( $\sigma, \boldsymbol{\pi}$ ) fields their usual mass term, then the potential in Eq. (24.3), which so far is unspecified, takes the simple form $V=\left(m^{2} / 2\right)\left(\sigma^{2}+\pi^{2}\right)$, and one has the situation illustrated in Fig. 22.1a. Suppose instead that the potential looks like the following, as pictured in Fig. 22.1b [Sc57, Ge60, Se86, Wa95]

$$
\begin{equation*}
V=\frac{\lambda}{4}\left[\left(\sigma^{2}+\pi^{2}\right)-v^{2}\right]^{2} \tag{24.8}
\end{equation*}
$$

Since no higher than quartic terms in $(\sigma, \pi)$ appear in the lagrangian, the model is renormalizable, which provided an original motivation for this simple form. In this case, the minimum of the potential no longer occurs for vanishing field strength, and there will be a finite value of the field in the vacuum.

We know that the pion is not massless [the ( $u, d$ ) quarks indeed have a small non-zero mass in the QCD lagrangian], and there must be some small breaking of chiral symmetry at the lagrangian level. To take this into account, let us include a term of the following form in the potential

$$
\begin{equation*}
\delta V_{\mathrm{csb}}=\epsilon \sigma \tag{24.9}
\end{equation*}
$$

This tilts the potential in Fig. 22.1b slightly, and now the true minimum of the potential lies on the negative $\sigma$-axis so that only the scalar field develops a vacuum
expectation value $\langle\sigma\rangle_{\mathrm{vac}} \equiv \sigma_{0}$. Consistent with our notion of parity invariance, the pseudoscalar pion field $\pi$ now has no expectation value in the vacuum. The actual scalar field can always be expanded about its constant vacuum expectation value as illustrated in Fig. 24.1, which we repeat here, and now using ( $\tilde{\varphi}, m_{\sigma}$ ) we write ${ }^{3}$

$$
\begin{equation*}
\sigma=\langle\sigma\rangle_{\mathrm{vac}}+\tilde{\varphi}=\sigma_{0}+\tilde{\varphi} \tag{24.10}
\end{equation*}
$$



Fig. 24.1. Sketch of the meson potential in which the excitations about the minimum take place (here $\mu^{2} \equiv m_{\pi}^{2}$ ); the second axis represents one component of $\pi$. [Wa95].

Some algebra then leads to the following form of the lagrangian (chapter 22)

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left[\gamma_{\mu} \frac{D}{D x_{\mu}}+M-g\left(\tilde{\varphi}+i \tau \cdot \pi \gamma_{5}\right)\right] \psi-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \\
& -\frac{1}{2}\left[\left(\frac{\partial \tilde{\varphi}}{\partial x_{\mu}}\right)^{2}+m_{\sigma}^{2} \tilde{\varphi}^{2}\right]-\frac{1}{2}\left[\left(\frac{\partial \pi}{\partial x_{\mu}}\right)^{2}+m_{\pi}^{2} \pi^{2}\right]+\text { const. }  \tag{24.11}\\
& +\frac{g}{2 M}\left(m_{\sigma}^{2}-m_{\pi}^{2}\right) \tilde{\varphi}\left(\tilde{\varphi}^{2}+\pi^{2}\right)-\frac{1}{2}\left(\frac{g}{2 M}\right)^{2}\left(m_{\sigma}^{2}-m_{\pi}^{2}\right)\left(\tilde{\varphi}^{2}+\pi^{2}\right)^{2}
\end{align*}
$$

The quantities appearing in this expression are defined by

$$
\begin{equation*}
\sigma_{0} \equiv-\frac{M}{g} \quad ; \epsilon \equiv m_{\pi}^{2}\left(\frac{M}{g}\right) \quad ; \lambda \equiv\left(\frac{m_{\sigma}^{2}-m_{\pi}^{2}}{2 M^{2}}\right) g^{2} \tag{24.12}
\end{equation*}
$$

The nucleon mass now appears in this lagrangian through the spontaneous breaking of chiral symmetry, and the vacuum expectation value of the scalar field

[^86]$\sigma_{0}=-M / g$ sets the scale of this spontaneous symmetry breaking. The term that breaks chiral symmetry at the lagrangian level is indeed proportional to the square of the pion mass, and a calculation of the divergence of the axial vector current establishes PCAC (chapter 22)
\[

$$
\begin{equation*}
\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\mu}}=\epsilon \pi=m_{\pi}^{2}\left(\frac{M}{g}\right) \boldsymbol{\pi} \tag{24.13}
\end{equation*}
$$

\]

An obvious identification is now $\tilde{\varphi} \rightarrow \phi$ and $m_{\sigma} \rightarrow m_{s}$ where ( $\phi, m_{s}$ ) are the scalar field and mass of QHD-I. Although a large fraction of the literature makes this identification, it is in fact incorrect. The strong non-linear couplings in the $\sigma$ model for small $m_{\sigma}$ destroy the success of relativistic mean-field theory [ $\mathrm{Se} 86, \mathrm{Se} 92$, Fu96]. The correct interpretation is that the low-mass scalar is a very broad twopion "resonance" generated dynamically by the interactions in the model. Figure 23.4 shows calculations of Lin and Serot of the s-wave isoscalar $\pi-\pi$ phase shift for various values of the large mass $m_{\sigma}[\mathrm{Li} 89, \mathrm{Li} 90]$, and indeed one obtains the very broad low-mass enhancement observed experimentally.

To proceed, let us rewrite the $\sigma$-model lagrangian in Eq. (24.3). First, introduce new combinations of fields (see appendix B.4) ${ }^{4}$

$$
\begin{align*}
\psi_{L} & =\frac{1}{2}\left(1+\gamma_{5}\right) \psi \quad ; \underline{\chi}=\frac{1}{\sqrt{2}}(\sigma+i \tau \cdot \pi) \\
\psi_{R} & =\frac{1}{2}\left(1-\gamma_{5}\right) \psi \tag{24.14}
\end{align*}
$$

Note that $\underline{\chi}$ is a $2 \times 2$ matrix. Equation (24.3) can now be rewritten as ${ }^{5}$

$$
\begin{align*}
\mathcal{L}_{\sigma}= & -\left(\bar{\psi}_{L} \gamma_{\lambda} \frac{\partial \psi_{L}}{\partial x_{\lambda}}+\bar{\psi}_{R} \gamma_{\lambda} \frac{\partial \psi_{R}}{\partial x_{\lambda}}\right)+\sqrt{2} g\left(\bar{\psi}_{R} \underline{\chi} \psi_{L}+\bar{\psi}_{L} \underline{\chi}^{\dagger} \psi_{R}\right) \\
& -\frac{1}{2} \operatorname{tr}\left(\frac{\partial \underline{\chi}^{\dagger}}{\partial x_{\lambda}} \frac{\partial \underline{\chi}}{\partial x_{\lambda}}\right)-V\left(\operatorname{tr} \underline{\chi}^{\dagger} \underline{\chi}\right)-\epsilon \sigma \tag{24.15}
\end{align*}
$$

Here the trace is with respect to the $2 \times 2$ isospin matrices. This lagrangian now explicitly exhibits the full symmetry group of isospin and chiral invariance. Consider the following transformation

$$
\begin{align*}
\psi_{L} & \rightarrow \underline{L} \psi_{L} \\
\psi_{R} & \rightarrow \underline{R} \psi_{R} \tag{24.16}
\end{align*} \quad ; \underline{\chi} \rightarrow \underline{R} \underline{\chi} \underline{L}^{\dagger}
$$

where $\underline{R}$ and $\underline{L}$ are independent, global $S U(2)$ matrices. The lagrangian is evidently unchanged (provided $\epsilon=0$ and the explicit chiral symmetry breaking term

[^87]vanishes). Hence the full symmetry group of the $\sigma$-model (and of QCD) is
\[

$$
\begin{equation*}
S U(2)_{L} \otimes S U(2)_{R} \tag{24.17}
\end{equation*}
$$

\]

### 24.3 Effective field theory

Let us now take another approach to the nuclear problem. So far we have been discussing model hadronic field theories. As useful as they are for correlating data and extrapolating into uncharted regions, they are just that, models. What we have done is to describe the spontaneous breaking of chiral symmetry by choosing a very specific, limited form of the potential $V$ in Eq. (24.8); the form was dictated by imposing the condition of renormalizability. More to the point, the goal of QHD, at least in the regime of observed terrestrial nuclei, should be to construct an effective lagrangian that provides a proper description of the underlying physics. Let us, then:
(1) Give up the two model points of renormalizability and the specific form of $V$ in Eq. (24.8);
(2) Keep the underlying symmetry structure of the theory.

Consider as a first simple generalization of the $\sigma$-model an effective lagrangian of the form [Se97]

$$
\begin{align*}
\mathcal{L}_{\sigma}^{\mathrm{eff}}= & -\left(\bar{\psi}_{L} \gamma_{\lambda} \frac{\partial \psi_{L}}{\partial x_{\lambda}}+\bar{\psi}_{R} \gamma_{\lambda} \frac{\partial \psi_{R}}{\partial x_{\lambda}}\right)+g \sigma_{0}\left(1+\frac{\tilde{\varphi}}{\sigma_{0}}\right)\left(\bar{\psi}_{R} \underline{U} \psi_{L}+\bar{\psi}_{L} \underline{U}^{\dagger} \psi_{R}\right) \\
& -\frac{1}{2}\left(\frac{\partial \tilde{\varphi}}{\partial x_{\lambda}}\right)^{2}-\frac{1}{4} \sigma_{0}^{2} \operatorname{tr}\left(\frac{\partial \underline{U}^{\dagger}}{\partial x_{\lambda}} \frac{\partial \underline{U}}{\partial x_{\lambda}}\right)-\mathcal{V}\left(\underline{U}, \frac{\partial \underline{U}}{\partial x_{\lambda}} ; \tilde{\varphi}\right) \\
& +\frac{m_{\pi}^{2} \sigma_{0}^{2}}{4} \operatorname{tr}\left(\underline{U}+\underline{U}^{\dagger}-2\right) \tag{24.18}
\end{align*}
$$

Here we have defined a $2 \times 2$ matrix

$$
\begin{equation*}
\underline{U} \equiv \exp \left(\frac{i}{\sigma_{0}} \boldsymbol{\tau} \cdot \boldsymbol{\pi}\right) \tag{24.19}
\end{equation*}
$$

This is an $S U(2)$ matrix and contains all powers of the hermitian pion field $\pi(x)$. No matter what the form of the potential $\mathcal{V}$, provided only that it is invariant (and provided $m_{\pi}^{2}=0$ ), the lagrangian $\mathcal{L}_{\sigma}^{\text {eff }}$ is unchanged under the following global $S U(2)_{L} \otimes S U(2)_{R}$ transformation ${ }^{6}$

$$
\begin{array}{rll}
\psi_{L} & \rightarrow \underline{L} \psi_{L} & ; \underline{U} \rightarrow \underline{R} \underline{U} \underline{L}^{\dagger} \\
\psi_{R} \rightarrow \underline{R} \psi_{R} & ; \tilde{\varphi} \rightarrow \tilde{\varphi}, V_{\lambda} \rightarrow V_{\lambda} \tag{24.20}
\end{array}
$$

${ }^{6} \mathcal{L}^{\mathrm{eff}}$ is also left unchanged by this transformation.

In order to make a connection with our previous discussion of the $\sigma$-model, consider the limit of $\mathcal{V}$ as the chiral symmetry breaking scale becomes very large. If $\mathcal{V}$ has the same limit as the potential in Eq. (24.11)

$$
\begin{equation*}
\mathcal{V} \rightarrow \frac{1}{2} m_{\sigma}^{2} \tilde{\varphi}^{2}+O\left(\frac{1}{\left|\sigma_{0}\right|}\right) \quad ; \text { as }\left|\sigma_{0}\right| \rightarrow \infty \tag{24.21}
\end{equation*}
$$

then $\mathcal{L}^{\text {eff }}$ and $\mathcal{L}$ become identical. Thus we have one limit of this effective theory that takes us back to the $\sigma$-model. We stress that $\mathcal{V}$ is otherwise completely arbitrary in this discussion, as long as it is invariant under the transformation in Eq. (24.20).

Conceptually, the expression in Eq. (24.18) is now just an effective lagrangian. We no longer demand that the chiral symmetry breaking be described by the internal dynamics arising from the specific, limited form of the potential $V$ in Eq. (24.8). The potential $\mathcal{V}$ is just some expression arising from other external dynamics. All we demand is that it reflect the correct symmetry structure of that dynamics, in particular, the spontaneously broken chiral symmetry. $\mathcal{L}^{\text {eff }}$ is now both non-linear and non-renormalizable.

The conventional notation is to write the chiral symmetry breaking scale as

$$
\begin{equation*}
-\sigma_{0}=\frac{M}{g} \equiv f_{\pi} \tag{24.22}
\end{equation*}
$$

Amazingly enough, it is possible to transform away the pion-baryon interaction in the second term Eq. (24.18). ${ }^{7}$ Define the following new generalized coordinates [Do93]

$$
\begin{align*}
\underline{\xi} & \equiv \exp \left(\frac{i}{2 \sigma_{0}} \boldsymbol{\tau} \cdot \boldsymbol{\pi}\right) & & ; \underline{U}=\underline{\xi} \underline{\xi} \\
N_{L} & \equiv \underline{\xi} \psi_{L} & & ; N_{R} \equiv \underline{\xi}^{\dagger} \psi_{R} \tag{24.23}
\end{align*}
$$

Some algebra then leads to the following result for the fermion part of the effective lagrangian $[\mathrm{Se} 97]^{8}$

$$
\begin{align*}
\mathcal{L}_{\text {fermion }}^{\mathrm{eff}} & \equiv-\left(\bar{\psi}_{L} \gamma_{\lambda} \frac{D \psi_{L}}{D x_{\lambda}}+\bar{\psi}_{R} \gamma_{\lambda} \frac{D \psi_{R}}{D x_{\lambda}}\right)+(g \tilde{\varphi}-M)\left(\bar{\psi}_{R} \underline{U} \psi_{L}+\bar{\psi}_{L} \underline{U}^{\dagger} \psi_{R}\right) \\
& =-\bar{N}\left[\gamma_{\lambda}\left(\frac{D}{D x_{\lambda}}+i \underline{v}_{\lambda}\right)+i \gamma_{5} \gamma_{\lambda} \underline{a}_{\lambda}+M-g \tilde{\varphi}\right] N \tag{24.24}
\end{align*}
$$

[^88]Here

$$
\begin{align*}
& \underline{v}_{\lambda}=-\frac{i}{2}\left(\underline{\xi}^{\dagger} \frac{\partial \underline{\xi}}{\partial x_{\lambda}}+\underline{\xi} \frac{\partial \underline{\xi}^{\dagger}}{\partial x_{\lambda}}\right) \\
& \underline{a}_{\lambda}=-\frac{i}{2}\left(\underline{\xi}^{\dagger} \frac{\partial \underline{\xi}}{\partial x_{\lambda}}-\underline{\xi} \frac{\partial \underline{\xi}^{\dagger}}{\partial x_{\lambda}}\right) \tag{24.25}
\end{align*}
$$

With a little effort, one can now establish that the total $\mathcal{L}^{\text {eff }}$ is invariant under the following $S U(2)_{L} \otimes S U(2)_{R}$ transformation.

$$
\begin{align*}
\underline{\xi} & \rightarrow \underline{R} \underline{\xi} \underline{h}^{\dagger}(x)=\underline{h}(x) \underline{\xi} \underline{L}^{\dagger} \\
N & \rightarrow \underline{h}(x) N \\
\underline{U} & \rightarrow \underline{R} \underline{U} \underline{L}^{\dagger} \tag{24.26}
\end{align*}
$$

Under this transformation (appendix B.6)

$$
\begin{align*}
\underline{a}_{\mu} & \rightarrow \underline{h} \underline{a}_{\mu} \underline{h}^{\dagger} \\
\underline{v}_{\mu} & \rightarrow \underline{h} \underline{v}_{\mu} \underline{h}^{\dagger}-i\left(\underline{h} \frac{\partial}{\partial x_{\mu}} \underline{h}^{\dagger}\right) \\
\left(\frac{D}{D x_{\mu}}+i \underline{v}_{\mu}\right) N & \rightarrow \underline{h}\left(\frac{D}{D x_{\mu}}+i \underline{v}_{\mu}\right) N \tag{24.27}
\end{align*}
$$

and once again the chiral scalars $\left(\tilde{\varphi}, V_{\lambda}\right) \rightarrow\left(\tilde{\varphi}, V_{\lambda}\right)$ are unchanged.
The first of the relations in Eqs. (24.26) defines the local $S U(2)$ matrix $\underline{h}(x)$. The second states that the new baryon field undergoes a local $S U(2)$ transformation. The third is just the previous global transformation on the pion field $\underline{U}$, and hence our previous arguments in the meson sector concerning $\underline{U}$ remain unchanged.

Although we have framed the discussion of the effective lagrangian in terms of a simple generalization of the $\sigma$-model, which reduces to the $\sigma$-model in the limit that the chiral symmetry breaking scale gets very large, the resulting form of the parity-conserving effective lagrangian is, in fact, quite general and standard [Co69, Ca69, Do93, Se97]. In particular:

- Pions enter through $\underline{\xi}$ (and $\underline{U}$ ); they are the Goldstone bosons arising from the spontaneous breaking of chiral symmetry;
- Pions are now coupled through derivative couplings; thus soft pions decouple;
- Additional hadrons can readily be included by demanding that their interactions with baryons simply be invariant under the local $S U(2)$ transformation $\underline{h}(x)$;
- In particular, additional chiral scalars such as our low-mass $\phi$ are readily incorporated into the effective lagrangian.

To understand this last important point in more detail, consider Fig. 24.1. At a given $\sigma=\sigma_{0}$ :

- The radial excitations at $i \tau \cdot \pi=0$ have nothing to do with chiral symmetry, since the potential $V\left(\sigma^{2}+\pi^{2}\right) \rightarrow \mathcal{V}$ can be anything in an effective theory. Thus $\tilde{\varphi}$ is a chiral scalar and $m_{\sigma}^{2}$ is arbitrary;
- On the other hand, the excitations in $i \boldsymbol{\tau} \cdot \pi$ at $\sigma=\sigma_{0}$ are entirely determined by chiral symmetry and the trough in the surface of revolution. The pions are Goldstone bosons with $m_{\pi}^{2}=0$. The local $\underline{\xi}$ and $\underline{U}$ manifest the $S U(2)_{L} \otimes S U(2)_{R}$ symmetry, albeit nonlinearly;
- Even if chiral symmetry is spontaneously broken with $\langle\sigma\rangle=\sigma_{0}$, all components of the pion field are equivalent and isospin remains a good symmetry.

This is why Eqs. $(24.18,24.24)$ and their generalization in [Co69, Ca69] provide a standard representation.

### 24.4 Effective lagrangian for QCD

The role of our effective lagrangian is to describe low-energy, long-wavelength phenomena where the internal structure of the constituents is not resolved, and the heavy-particle physics is replaced by point (and derivative) couplings. Consider two well-known examples of the utility of such effective lagrangians. ${ }^{9}$

The original theory of the weak interactions was the point four-fermion model of Fermi with lagrangian density for charge-changing processes given by (Part 4) ${ }^{10}$

$$
\begin{equation*}
\mathcal{L}^{\mathrm{eff}}=\frac{G}{\sqrt{2}} \mathcal{J}_{\mu}^{(+)}(x) \mathcal{J}_{\mu}^{(-)}(x) \tag{24.28}
\end{equation*}
$$

We now know that this is really an extremely efficient, effective low-energy lagrangian for exactly describing the real underlying process which consists of the exchange of a heavy charged vector boson $W_{\mu}^{( \pm)}$as illustrated in Fig. 24.2.



Fig. 24.2. Effective lagrangians in weak and electromagnetic interactions.

[^89]Before the development of the modern theory of renormalized quantum electrodynamics (QED) [Sc58], the scattering of light-by-light was efficiently described by the local, low-energy Euler-Heisenberg lagrangian [Eu35, He36, Am00]

$$
\begin{align*}
\mathcal{L}^{\mathrm{eff}}= & -\frac{1}{4} F_{\mu \nu} F_{\mu \nu}+\frac{\alpha}{60 \pi} \frac{1}{m_{e}^{2}} F_{\mu \nu} \square F_{\mu \nu} \\
& +\frac{\alpha^{2}}{90 m_{e}^{4}}\left(F_{\mu \nu} F_{\mu \nu}\right)^{2}+\frac{\alpha^{2}}{90} \frac{7}{16 m_{e}^{4}}\left(F_{\mu \nu} G_{\mu \nu}\right)^{2} \tag{24.29}
\end{align*}
$$

This really describes the scattering through a virtual electron loop as illustrated in Fig. 24.2; it is also exact in the long-wavelength limit.

Furnstahl, Serot, and Tang (FST) are the individuals who have put the use of effective field theory in nuclear many-body physics on a firm theoretical foundation [Fu95, Fu96, Fu97, Fu97a, Se97, Fu00, Fu00b, Se01]. Their work can be summarized as follows:

- A baryon field and low-mass meson fields that concisely describe the important interaction channels, namely $\pi\left(0^{-}, 1\right), \phi\left(0^{+}, 0\right), V_{\mu}\left(1^{-}, 0\right), \rho\left(1^{-}, 1\right)$, are the hadronic generalized coordinates of choice. The pion, a Goldstone boson, is treated as in the example above. Higher mass meson fields are assumed to be "integrated out" and their contributions contained in the effective coupling constants;
- Dimensional analysis is first used to characterize the various terms in the effective lagrangian. Briefly, this is done as follows:
- The chiral symmetry breaking scale as represented by $M$ plays the role of the heavy mass in this problem;
- The initial couplings of the meson fields to the baryon fields are linear, with a strong coupling constant $g$. The dimensionless form of the combination is [see Eqs. (24.2)]

$$
\begin{equation*}
\Phi / M \approx g \phi / M \approx \phi / f_{\pi} \tag{24.30}
\end{equation*}
$$

Non-Goldstone bosons are assumed to enter in the effective lagrangian in this dimensionless form;

- From the mass term of the non-Goldstone boson fields $\propto m^{2} \phi^{2}$, with $m^{2} \approx M^{2}$, one then deduces the overall scale factor in the lagrangian density of $f_{\pi}^{2} M^{2}$;
- From the baryon mass term $M \bar{\psi} \psi$, one concludes that the dimensionless form of the baryon densities is $\bar{\psi} \psi / M f_{\pi}^{2}$.
"Naive" dimensional analysis (NDA) then implies that, after appropriate combinatorial factors are included, the various terms in the effective lagrangian enter with dimensionless coefficients of order unity;
- The various interaction terms allowed by the $S U(2)_{L} \otimes S U(2)_{R}$ symmetry structure of QCD are then constructed using the nonlinear realization of chiral symmetry illustrated above. ${ }^{11}$ Simply writing down all possible terms does not get one very far unless there is an organizing principle, and the following provides the crucial insight;
- Although the mean scalar and vector field energies are large compared to the nuclear binding energy, the dimensionless combinations $g \phi_{0} / M \approx \phi_{0} / f_{\pi}$ and $g V_{0} / M \approx V_{0} / f_{\pi}$ are roughly $1 / 3$ and thus provide convenient expansion parameters. Furthermore, spatial variations of the meson fields and of the baryon densities in the nucleus are observed to occur over the scale of the nuclear surface region, and hence the dimensionless ratio $\nabla / M$ also provides a useful expansion quantity (as does the characterization of chiral symmetry violation at the lagrangian level, $\left.m_{\pi} / M\right)$. The following quantities thus provide the small parameters, or organizing principle, in this expansion ${ }^{12}$

$$
\begin{align*}
\frac{W}{M}, \frac{\Phi}{M} & =O\left(\frac{1}{3}\right) & & ; \text { mean fields } \\
\frac{k_{F}}{M} & =O\left(\frac{1}{4}\right) & & ; \text { derivatives of mean fields } \tag{24.31}
\end{align*}
$$

- A combination of these observations allows one to construct a hierarchy of decreasing contributions to the effective lagrangian for the nuclear manybody problem characterized by an integer $\nu$ defined by

$$
\begin{equation*}
\nu=d+\frac{n}{2}+b \tag{24.32}
\end{equation*}
$$

Here $d$ is the number of derivatives, $n$ the number of nucleon fields, and $b$ is the number of non-Goldstone boson fields present in the interaction term. Derivatives on the nucleon fields are not counted in $d$ because they generally introduce powers of the nucleon mass $M$, which will not lead to small expansion parameters. The effective lagrangian at various levels of $\nu$ is given in [Fu97, Se97, Hu02];

- The coefficients in the effective lagrangian are then fit to the selected properties of stable nuclei (as illustrated above); the fitting procedure is discussed in detail in [Fu97, Se97];
- The assumption of naturalness is then verified by systematically examining various levels of approximation (see Table 24.1).

[^90]As an example of one of the results of FST, the simple energy density of Eq. (24.1) now becomes

$$
\begin{align*}
\mathcal{E}\left(\Phi, W ; \rho_{B}\right)= & W \rho_{B}+\frac{\gamma}{(2 \pi)^{3}} \int_{0}^{k_{F}} d^{3} k\left(k^{2}+M^{\star 2}\right)^{1 / 2} \\
& +\frac{1}{g_{s}^{2}}\left(\frac{1}{2}+\frac{\kappa_{3}}{3!} \frac{\Phi}{M}+\frac{\kappa_{4}}{4!} \frac{\Phi^{2}}{M^{2}}\right) m_{s}^{2} \Phi^{2} \\
& -\frac{1}{2 g_{v}^{2}}\left(1+\eta_{1} \frac{\Phi}{M}+\frac{\eta_{2}}{2!} \frac{\Phi^{2}}{M^{2}}\right) m_{v}^{2} W^{2}-\frac{1}{4!} \frac{1}{g_{v}^{2}} \zeta_{0} W^{4}+\cdots \tag{24.33}
\end{align*}
$$

The quantities ( $\Phi, W$ ) are again determined by extremization of this functional, which reproduces the field equations in RMFT. The Noether currents arising from the effective lagrangian of FST are analyzed in [An02].

### 24.5 Effective lagrangian and currents

The effective lagrangian of FST is extremely important and useful, and for completeness we present it here. Up through $\nu=3$ and with the present conventions, the fermion part of the lagrangian is [Fu97, Se97, An02]

$$
\begin{align*}
\mathcal{L}_{N}= & -\bar{N}\left[\gamma_{\lambda}\left(\frac{D}{D x_{\lambda}}+i \underline{v}_{\lambda}-i g_{\rho} \underline{\rho}_{\lambda}\right)+i g_{A} \gamma_{5} \gamma_{\lambda} \underline{a}_{\lambda}+M-g \phi\right] N \\
& +\frac{f_{\rho} g_{\rho}}{4 M} \bar{N} \underline{\rho}_{\mu \nu} \sigma_{\mu \nu} N+\frac{f_{v} g_{v}}{4 M} \bar{N} V_{\mu \nu} \sigma_{\mu \nu} N+\cdots \tag{24.34}
\end{align*}
$$

Here

$$
\begin{align*}
\underline{\rho}_{\mu} & \equiv \frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\rho}_{\mu} \\
\underline{\rho}_{\mu \nu} & =D_{\mu} \underline{\rho}_{\nu}-D_{\nu} \underline{\rho}_{\mu} \\
D_{\mu} \underline{\rho}_{\nu} & \equiv \frac{\partial \underline{\rho}_{\nu}}{\partial x_{\mu}}+i\left[\underline{v}_{\mu}, \underline{\rho}_{\nu}\right] \tag{24.35}
\end{align*}
$$

The axial vector coupling constant $g_{A}=1.26$ enters as a parameter, and the ellipsis in Eq. (24.34) represent terms involving $\pi-N$ interactions that are not needed for the present discussion. Some algebra shows that the quantities in Eqs. (24.35) transform under the non-linear $S U(2)_{L} \otimes S U(2)_{R}$ transformation of Eq. (24.26) according to (appendix B.6)

$$
\begin{align*}
\underline{\rho}_{\mu} & \rightarrow \underline{h} \underline{\rho}_{\mu} \underline{h}^{\dagger} \\
D_{\mu} \underline{\rho}_{\nu} & \rightarrow \underline{h} D_{\mu} \underline{\rho}_{\nu}^{\dagger} \underline{\rho}^{\dagger} \\
\underline{\rho}_{\mu \nu} & \rightarrow \underline{h} \underline{\rho}_{\mu \nu} \underline{h}^{\dagger} \tag{24.36}
\end{align*}
$$

so that the lagrangian is indeed left invariant.

The meson part of the effective lagrangian through $\nu=4$ is given by ${ }^{13}$

$$
\begin{align*}
\mathcal{L}_{M}= & -\frac{1}{4} f_{\pi}^{2} \operatorname{tr}\left(\frac{\partial \underline{U}^{\dagger}}{\partial x_{\lambda}} \frac{\partial \underline{U}}{\partial x_{\lambda}}\right)+\frac{m_{\pi}^{2} f_{\pi}^{2}}{4} \operatorname{tr}\left(\underline{U}+\underline{U}^{\dagger}-2\right) \\
& -\frac{1}{2}\left(1+\alpha_{1} \frac{g_{s} \phi}{M}\right)\left(\frac{\partial \phi}{\partial x_{\lambda}}\right)^{2}-\frac{1}{2} \operatorname{tr}\left(\underline{\rho}_{\mu \nu} \underline{\rho}_{\mu \nu}\right) \\
& -\frac{1}{4}\left(1+\alpha_{2} \frac{g_{s} \phi}{M}\right) V_{\mu \nu} V_{\mu \nu}+g_{\rho \pi \pi} \frac{2 f_{\pi}^{2}}{m_{\rho}^{2}} \operatorname{tr}\left(\underline{\rho}_{\mu \nu} \underline{v}_{\mu \nu}\right) \\
& -\frac{1}{2}\left(1+\eta_{1} \frac{g_{s} \phi}{M}+\frac{\eta_{2}}{2} \frac{g_{s}^{2} \phi^{2}}{M^{2}}\right) m_{v}^{2} V_{\mu} V_{\mu}+\frac{1}{4!} \zeta_{0} g_{v}^{2}\left(V_{\mu} V_{\mu}\right)^{2} \\
& -\left(1+\eta_{\rho} \frac{g_{s} \phi}{M}\right) m_{\rho}^{2} \operatorname{tr}\left(\underline{\rho}_{\mu} \underline{\rho}_{\mu}\right)-m_{s}^{2} \phi^{2}\left(\frac{1}{2}+\frac{\kappa_{3}}{3!} \frac{g_{s} \phi}{M}+\frac{\kappa_{4}}{4!} \frac{g_{s}^{2} \phi^{2}}{M^{2}}\right) \tag{24.37}
\end{align*}
$$

In this expression

$$
\begin{align*}
& \underline{v}_{\mu \nu} \equiv \frac{\partial \underline{v}_{\nu}}{\partial x_{\mu}}-\frac{\partial \underline{v}_{\mu}}{\partial x_{\nu}}+i\left[\underline{v}_{\mu}, \underline{v}_{\nu}\right] \\
& \underline{v}_{\mu \nu} \rightarrow \underline{v}_{\mu \nu} \underline{\underline{h}}^{\dagger} \tag{24.38}
\end{align*}
$$

From pion decay, $f_{\pi}=93 \mathrm{MeV}$.
The Noether currents with this effective lagrangian density are given by [An02]

$$
\begin{align*}
\mathbf{V}_{\mu}= & \frac{i f_{\pi}^{2}}{4} \operatorname{tr}\left\{\tau\left(\underline{U}^{\dagger} \frac{\partial \underline{U}}{\partial x_{\mu}}+\underline{U} \frac{\partial \underline{U}^{\dagger}}{\partial x_{\mu}}\right)\right\} \\
& +\frac{i}{4} \tilde{N} \gamma_{\mu}\left(\underline{\xi}^{\dagger} \tau \underline{\xi}+\underline{\xi} \tau \underline{\xi}^{\dagger}\right) N+\frac{i g_{A}}{4} \bar{N} \gamma_{5} \gamma_{\mu}\left(\underline{\xi}^{\dagger} \tau \underline{\xi}-\underline{\xi} \tau \underline{\xi}^{\dagger}\right) N+\cdots \\
\mathbf{A}_{\mu}= & \frac{i f_{\pi}^{2}}{4} \operatorname{tr}\left\{\tau\left(\underline{U}^{\dagger} \frac{\partial \underline{U}}{\partial x_{\mu}}-\underline{U} \frac{\partial \underline{U}^{\dagger}}{\partial x_{\mu}}\right)\right\} \\
& -\frac{i}{4} \bar{N} \gamma_{\mu}\left(\underline{\xi}^{\dagger} \tau \underline{\xi}-\underline{\xi} \tau \underline{\xi}^{\dagger}\right) N-\frac{i g_{A}}{4} \bar{N} \gamma_{5} \gamma_{\mu}\left(\underline{\xi}^{\dagger} \tau \underline{\xi}+\underline{\xi} \tau \underline{\xi}^{\dagger}\right) N+\cdots \tag{24.39}
\end{align*}
$$

where the ellipsis now also include the $\rho$ contributions (see Prob. 24.2). Applications of these currents can be found in [An02, Hu03].

### 24.6 RMFT and density functional theory

The effective lagrangian has now been put on a firm theoretical foundation, but what about relativistic mean-field theory through which that lagrangian is utilized? Here

[^91]two powerful theorems from Kohn's density functional theory are invoked [Ko99, Fu97, Se97, Fu00, Se01]: ${ }^{14}$
(1) The Hohenberg-Kohn theorem states (non-relativistic version):

The ground state (GS) expectation value of any observable is a unique functional of the exact GS density; moreover, if the expectation value of the hamiltonian is considered as a functional of the density, the exact GS density can be determined by minimizing the energy functional.
(2) The Kohn-Sham approach is (relativistic generalization):

The exact GS scalar and vector densities, energy, and chemical potential for the fully interacting many-fermion system can be reproduced by a collection of (quasi) fermions moving in appropriately defined local, classical fields.

The problem is therefore reduced to justifying the form of the energy functional whose structure is now related to the underlying theory of QCD.

### 24.7 Parameters and naturalness

The parameters in the effective lagrangian determined by the fits of FST are shown in Table 24.1 ; here $M=939 \mathrm{MeV}, m_{v}=782 \mathrm{MeV}$, and $m_{\rho}=770 \mathrm{MeV} .{ }^{15}$ The selected experimental quantities to which the parameters are fit, and the quality of the fits at each level, are discussed in [Fu97, Se97, Fu00, Se01]. We summarize that discussion.

The relativistic Hartree (Kohn-Sham) equations and meson field equations derived from the energy functional are solved self-consistently for closed-shell nuclei ${ }_{8}^{16} \mathrm{O},{ }_{20}^{40} \mathrm{Ca},{ }_{20}^{48} \mathrm{Ca},{ }_{38}^{88} \mathrm{Sr},{ }_{82}^{208} \mathrm{~Pb}$, and nuclear matter. The parameters are then fit to empirical properties of the charge densities, binding energies, and various splitting between energy levels near the Fermi surface using a figure of merit $\left(\chi^{2}\right)$ defined by a weighted, squared deviation between 29 calculated and empirical values. When working at the highest order of truncation (essentially $\nu=4$ ), the calculated results are very accurate, as we illustrate shortly. The detailed results can be found in the references cited above.

The critical question is whether the hierarchal organization of interaction terms is actually observed. This is illustrated in Fig. 24.3, where the nuclear matter energy/particle is shown as a function of the power of the mean fields, which is

[^92]Table 24.1 Parameter determinations of FST at various levels [Fu97, Se97].

|  | $\nu$ | L 2 | NLC | W 1 | C 1 | Q 1 | Q 2 | G 1 | G 2 |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{s} / M$ | 2 | 0.55378 | 0.53333 | 0.60305 | 0.53874 | 0.53735 | 0.54268 | 0.53963 | 0.55410 |
| $g_{s} / 4 \pi$ | 2 | 0.83321 | 0.77607 | 0.93797 | 0.77756 | 0.81024 | 0.78661 | 0.78532 | 0.83522 |
| $g_{v} / 4 \pi$ | 2 | 1.09814 | 0.97113 | 1.13652 | 0.98486 | 1.02125 | 0.97202 | 0.96512 | 1.01560 |
| $g_{\rho} / 4 \pi$ | 2 | 0.64270 | 0.68911 | 0.77787 | 0.65053 | 0.70261 | 0.68096 | 0.69844 | 0.75467 |
| $\eta_{1}$ | 3 |  |  |  | 0.29577 |  |  | 0.07060 | 0.64992 |
| $\eta_{2}$ | 4 |  |  |  |  |  |  | -0.96161 | 0.10975 |
| $\kappa_{3}$ | 3 |  | 1.9195 |  | 1.6698 | 1.6582 | 1.7424 | 2.2067 | 3.2467 |
| $\kappa_{4}$ | 4 |  | -7.3927 |  |  | -6.6045 | -8.4836 | -10.090 | 0.63152 |
| $\zeta_{0}$ | 4 |  |  |  |  |  | -1.7750 | 3.5249 | 2.6416 |
| $\eta_{\rho}$ | 4 |  |  |  |  |  |  | -0.2722 | 0.3901 |
| $\alpha_{1}$ | 5 |  |  |  |  |  |  | 1.8549 | 1.7234 |
| $\alpha_{2}$ | 5 |  |  |  |  |  |  | 1.7880 | -1.5798 |
| $f_{v} / 4$ | 3 |  |  |  |  |  |  | 0.1079 | 0.1734 |
| $f_{\rho} / 4$ | 3 |  |  | 0.9332 | 1.1159 | 1.0332 | 1.0660 | 1.0393 | 0.9619 |



Fig. 24.3. Nuclear matter energy/particle for two parameter sets of FST, one on the left and one on the right of the error bars. The power of the fields is $b=j+l$ for a term of the form $\left(g_{s} \phi_{0}\right)^{j}\left(g_{v} V_{0}\right)^{l}$ ( $l$ is even). The arrow indicates the total binding energy, $\epsilon_{0}=16.1 \mathrm{MeV}$. Absolute values are shown. From [ Se 01$]$.
called $b$ in Eq. (24.32). (There are no gradient contributions in nuclear matter and $\langle\pi\rangle=0$.) The crosses and error bars are estimates based on NDA and naturalness, that is, overall coefficients are of order unity.

First, it is clear that the leading order terms, those with $\nu=2$ (corresponding to the simple model QHD-I) dominate the binding energy and give individual contributions more than an order of magnitude larger than the observed binding
energy of nuclear matter, which arises from a strong cancellation of the mean scalar and vector contributions. Furthermore, it is clear that each successive term in the hierarchy is reduced by roughly a factor of five, and thus for any reasonable desired accuracy, the lagrangian can be truncated at a low value of $\nu$. Derivative terms and other coupling terms are analyzed in [Fu00], with similar conclusions.

The quality of the fits to finite nuclei at the appropriate levels of truncation is illustrated in Fig. 24.4, where the figure of merit is plotted as a function of truncation order and of various combination of terms retained in $\mathcal{L}$.


Fig. 24.4. $\chi^{2}$ values for FST parameter sets, as a function of the level of truncation; from [Se01].

The full calculations retain all allowed terms a given level of $\nu$, while the other two choices keep only the indicated subset. There is clearly a great improvement in the fit (more than a factor of 35) in going from $\nu=2$ (the simple QHD-I model) to $\nu=4$, but there is no further improvement in going to $\nu=5$. Speaking chronologically, the $\nu=2$ results show the level of accuracy obtained in 1980 [Ho81, Se86], while the $\nu=4$ results were obtained at the turn of the century [Fu97]. Moreover, the $\phi^{n}$-only results at $\nu=4$ show the state of the situation in the late 1980 's, as discussed in [Se92]. Recent work shows that the full complement of parameters at order $\nu=4$ is underdetermined, and that only six or seven are determined by this data set [Fu00], which explains the great success of these earlier models with a restricted set of parameters.

### 24.8 An application

To illustrate the power of the effective field theory approach to nuclear many-body physics, we show two results of Huertas [Hu02]. He uses the effective lagrangian of FST, with parameters fit along the valley of stability, and solves the self-consistent


Fig. 24.5. Binding energy of even ${ }_{50}{ }^{\text {A }} \mathrm{Sn}$ isotopes calculated using the effective lagrangian of [Fu97]; from [Hu02].


Fig. 24.6. Calculated level spectrum of isotones of ${ }_{50}^{132} \mathrm{Sn}_{82}$ differing by one proton together with experimental results [Hu02].
relativistic Hartree (Kohn-Sham) and meson field equations to calculate the properties of Sn isotopes out to doubly-magic values of $N$ and $Z$ far from stability.

Figure 24.5 shows the predicted binding energies of the even isotopes from ${ }_{50}^{100} \mathrm{Sn}$ to ${ }_{50}^{132} \mathrm{Sn}$. The agreement is better than $1 \%$ throughout. Figure 24.6 shows the predicted GS energies, spins, and parities of the neighboring single-particle and
single-hole nuclei ${ }_{51}^{133} \mathrm{Sb}$ and ${ }_{49}^{131} \mathrm{In}$ relative to ${ }_{50}^{132} \mathrm{Sn}$. ${ }^{16}$ The agreement provides compelling evidence that we indeed have an effective field theory for QCD with which to describe nuclear many-body physics. ${ }^{17}$ The effective field theory evidently is QCD in the strong-coupling nuclear domain.

### 24.9 Pions - revisited

For completeness and illustration, we use the effective lagrangian in Eq. (24.37) to calculate $\pi-\pi$ scattering in lowest order. When systematically calculated to higher orders, including loops, this forms the basis of chiral perturbation theory [Do93]. An expansion through order $1 / f_{\pi}^{2}$ gives

$$
\begin{align*}
\mathcal{L}_{2}+\mathcal{L}_{\mathrm{csb}} \equiv & -\frac{1}{4} f_{\pi}^{2} \operatorname{tr}\left(\frac{\partial \underline{U}^{\dagger}}{\partial x_{\lambda}} \frac{\partial \underline{U}}{\partial x_{\lambda}}\right)+\frac{m_{\pi}^{2}}{4} f_{\pi}^{2} \operatorname{tr}\left(\underline{U}+\underline{U}^{\dagger}-2\right) \\
= & -\frac{1}{2}\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}-\frac{1}{2} m_{\pi}^{2} \pi^{2}-\frac{1}{6 f_{\pi}^{2}}\left[\left(\pi \cdot \frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}-\pi^{2}\left(\frac{\partial \pi}{\partial x_{\lambda}}\right)^{2}\right] \\
& +\frac{m_{\pi}^{2}}{24 f_{\pi}^{2}} \pi^{4}+\cdots \tag{24.40}
\end{align*}
$$

The first two terms on the second line of Eq. (24.40) constitute the free pion lagrangian $\mathcal{L}_{0}^{\pi}$, and the remaining terms allow a calculation of the required amplitude. The calculation of the S-matrix for the process illustrated in Fig. B5.1 proceeds as in chapter 20 . In the notation of appendix B.5, one finds after a little algebra ${ }^{18}$

$$
\begin{equation*}
T^{(s)}=\frac{1}{f_{\pi}^{2}}\left(m_{\pi}^{2}-s\right) \quad ; T^{(t)}=\frac{1}{f_{\pi}^{2}}\left(m_{\pi}^{2}-t\right) \quad ; T^{(u)}=\frac{1}{f_{\pi}^{2}}\left(m_{\pi}^{2}-u\right) \tag{24.41}
\end{equation*}
$$

This effective field theory is applicable to low-energy pions. At threshold in the C-M system one has

$$
\begin{array}{cc}
q_{1}=q_{2}=q_{3}= & q_{4}=\left(0, i m_{\pi}\right) \\
s=4 m_{\pi}^{2} & ; t=u=0 \tag{24.42}
\end{array}
$$

Hence

$$
\begin{equation*}
T_{\mathrm{th}}^{(s)}=-\frac{3 m_{\pi}^{2}}{f_{\pi}^{2}} \quad ; T_{\mathrm{th}}^{(t)}=T_{\mathrm{th}}^{(u)}=\frac{m_{\pi}^{2}}{f_{\pi}^{2}} \tag{24.43}
\end{equation*}
$$

[^93]The C-M scattering amplitude is obtained from the T-matrix according to Eq. (B.63)

$$
\begin{equation*}
f_{\mathrm{th}}^{(s)}=\frac{3}{16 \pi} \frac{m_{\pi}}{f_{\pi}^{2}} \quad ; f_{\mathrm{th}}^{(t)}=f_{\mathrm{th}}^{(u)}=-\frac{1}{16 \pi} \frac{m_{\pi}}{f_{\pi}^{2}} \tag{24.44}
\end{equation*}
$$

The amplitudes in states of given total isospin are then obtained from Eqs. (B.65)

$$
\begin{align*}
f_{\mathrm{th}}^{(0)} & =\frac{7}{16 \pi} \frac{m_{\pi}}{f_{\pi}^{2}} \\
f_{\mathrm{th}}^{(1)} & =0 \\
f_{\mathrm{th}}^{(2)} & =-\frac{1}{8 \pi} \frac{m_{\pi}}{f_{\pi}^{2}} \tag{24.45}
\end{align*}
$$

As in Eqs. $(23.24,23.25)$, for these two identical bosons the scattering length in the $T=0$ (symmetric) channel is related to the threshold scattering amplitude by $f_{\mathrm{th}}^{(0)}=2 a_{0}^{(0)} ;{ }^{19}$ hence the isosinglet scattering length is given by

$$
\begin{equation*}
\frac{a_{0}^{(0)}}{m_{\pi}}=\frac{7}{32 \pi f_{\pi}^{2}} \tag{24.46}
\end{equation*}
$$

The experimental value is

$$
\begin{equation*}
\left.a_{0}^{(0)}\right|_{\text {expt }}=0.28 \pm 0.05 \mathrm{fm} \tag{24.47}
\end{equation*}
$$

If this value is used to determine $f_{\pi}$, one obtains (see [Wa95])

$$
\begin{equation*}
f_{\pi} \approx 83 \mathrm{MeV} \tag{24.48}
\end{equation*}
$$

This number compares well with the value of $f_{\pi}$ obtained from pion decay through the axial vector current in Eq. (24.39). ${ }^{20}$

[^94]
## Chapter 25

## Density functional theory - an overview

In this chapter we present a brief overview of density functional theory. The discussion is based on [Ko99, Ar00, Fe71, Se01, Va02]. We first review the statistical mechanics of a non-relativistic, uniform assembly [Fe71]. ${ }^{1}$ The grand partition function is defined by

$$
\begin{equation*}
Z_{G}(\mu, V, T)=\operatorname{Trace}\{\exp [-\beta(\hat{H}-\mu \hat{N})]\} \tag{25.1}
\end{equation*}
$$

Given simultaneous eigenstates $|N, j\rangle$ of $\hat{H}$ and $\hat{N}$, this may be rewritten as

$$
\begin{equation*}
Z_{G}=\sum_{N, j}\langle N, j| e^{-\beta(\hat{H}-\mu \hat{N})}|N, j\rangle=\sum_{N, j} e^{-\beta\left(E_{j}-\mu N\right)} \tag{25.2}
\end{equation*}
$$

The thermodynamic potential is then given as

$$
\begin{equation*}
\Omega(\mu, V, T)=-\frac{1}{\beta} \ln Z_{G}(\mu, V, T) \quad ; \beta \equiv \frac{1}{k_{B} T} \tag{25.3}
\end{equation*}
$$

The first and second laws of thermodynamics can be combined to give

$$
\begin{equation*}
d \Omega(\mu, V, T)=-S d T-P d V-N d \mu \tag{25.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
N=-\left(\frac{\partial \Omega}{\partial \mu}\right)_{V, T} \tag{25.5}
\end{equation*}
$$

This equation can be inverted to give $\mu(N, V, T)$. The Helmholtz free energy is then given by a Legendre transformation

$$
\begin{align*}
F(N, T, V) & =\Omega[\mu(N, V, T), V, T]+N \mu \\
d F & =-S d T-P d V+\mu d N \tag{25.6}
\end{align*}
$$

[^95]Hence

$$
\begin{equation*}
\mu=\left(\frac{\partial F}{\partial N}\right)_{V, T} \tag{25.7}
\end{equation*}
$$

According to Gibbs, thermodynamic equilibrium is defined by the condition

$$
\begin{equation*}
(\delta \Omega)_{\mu, V, T} \geq 0 \tag{25.8}
\end{equation*}
$$

An assembly minimizes its thermodynamic potential at fixed ( $\mu, V, T$ ).
The expressions for $\hat{N}$ and $\hat{H}$ in second quantization are particularly useful [Fe71]

$$
\begin{align*}
\hat{N} & =\int \hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}(\mathbf{x}) d^{3} x  \tag{25.9}\\
\hat{H} & =\int \hat{\psi}^{\dagger}(\mathbf{x}) T(\mathbf{x}) \hat{\psi}(\mathbf{x}) d^{3} x+\frac{1}{2} \int \hat{\psi}^{\dagger}(\mathbf{x}) \hat{\psi}^{\dagger}\left(\mathbf{x}^{\prime}\right) V\left(\mathbf{x}, \mathbf{x}^{\prime}\right) \hat{\psi}\left(\mathbf{x}^{\prime}\right) \hat{\psi}(\mathbf{x}) d^{3} x d^{3} x^{\prime}
\end{align*}
$$

Here $\hat{\psi}(\mathbf{x})$ is the fermion (boson) field operator.
Consider next inhomogeneous, self-bound assemblies. Add an external, one-body potential $u_{\text {ext }}(r)$, and define ${ }^{2}$

$$
\begin{equation*}
v_{\mathrm{ext}}(r) \equiv u_{\mathrm{ext}}(r)-\mu \tag{25.10}
\end{equation*}
$$

The grand partition function takes the form

$$
\begin{align*}
Z_{G}\left(\left[v_{\mathrm{ext}}\right], T\right) & =\operatorname{Trace}\left\{\exp \left[-\beta\left(\hat{H}+\hat{V}_{\mathrm{ext}}\right)\right]\right\} \\
\hat{V}_{\mathrm{ext}} & \equiv \int \hat{\psi}^{\dagger}(\mathbf{x}) v_{\mathrm{ext}}(r) \hat{\psi}(\mathbf{x}) d^{3} x \tag{25.11}
\end{align*}
$$

Here we have observed that $Z_{G}$ is independent of $V$ for a self-bound assembly ( $P=0$ ), and we use the notation $\left[v_{\text {ext }}\right]$ to indicate that $Z_{G}$ is a functional of $v_{\text {ext }}(r)$.

At this point it is essential to review the main features of variational derivatives. If $\eta(\mathbf{x})$ is an arbitrary function of $\mathbf{x}$, and $\lambda$ is a first-order infinitesimal, then the variational derivative of a functional $W[f]$ is defined by

$$
\begin{equation*}
W[f(\mathbf{x})+\lambda \eta(\mathbf{x})]-W[f] \equiv \lambda \int \frac{\delta W[f]}{\delta f(\mathbf{x})} \eta(\mathbf{x}) d^{3} x \tag{25.12}
\end{equation*}
$$

Since $\eta(\mathbf{x})$ is arbitrary one can take it to be $\delta^{(3)}(\mathbf{x}-\mathbf{y})$, and hence obtain an explicit expression for the variational derivative

$$
\begin{equation*}
\operatorname{Lim}_{\lambda \rightarrow 0}\left\{\frac{W\left[f(\mathbf{x})+\lambda \delta^{(3)}(\mathbf{x}-\mathbf{y})\right]-W[f]}{\lambda}\right\}=\frac{\delta W[f]}{\delta f(\mathbf{y})} \tag{25.13}
\end{equation*}
$$

[^96]The expression in Eq. (25.12) is conventionally written

$$
\begin{equation*}
\delta W[f]=\int \frac{\delta W[f]}{\delta f(\mathbf{x})} \delta f(\mathbf{x}) d^{3} x \tag{25.14}
\end{equation*}
$$

An expansion in $\lambda$ and use of the cyclic properties of the Trace now allow us to take the variational derivative of the grand partition function with respect to the external potential $v_{\text {ext }}(y)^{3}$

$$
\begin{equation*}
\frac{\delta Z_{G}\left(\left[v_{\mathrm{ext}}\right], T\right)}{\delta v_{\mathrm{ext}}(y)}=-\beta \operatorname{Trace}\left[\hat{\psi}^{\dagger}(\mathbf{y}) \hat{\psi}(\mathbf{y}) e^{-\beta\left(\hat{H}+\hat{V}_{\mathrm{ext}}\right)}\right] \tag{25.15}
\end{equation*}
$$

The variational derivative of the thermodynamic potential then follows as

$$
\begin{align*}
\frac{\delta \Omega\left(\left[v_{\mathrm{ext}}\right], T\right)}{\delta v_{\mathrm{ext}}(y)} & =\left\langle\left\langle\hat{\psi}^{\dagger}(\mathbf{y}) \hat{\psi}(\mathbf{y})\right\rangle\right\rangle \\
& =n(y) \quad ; \text { particle density } \tag{25.16}
\end{align*}
$$

This last relation defines the particle density (we suppress the $T$-dependence). It can, in principle, be inverted to give

$$
\begin{equation*}
v_{\mathrm{ext}}(x,[n], T) \tag{25.17}
\end{equation*}
$$

That is, there is a one-to-one relation between the external potential and the particle density, and hence the external potential becomes a functional of the density. The possibility of this inversion is actually the crux of the matter (see e.g. [Dr90]). Small variations in particle density are then related to small variations in the external potential by Eq. (25.14)

$$
\begin{equation*}
\delta v_{\mathrm{ext}}(x,[n], T)=\int \frac{\delta v_{\mathrm{ext}}(x,[n], T)}{\delta n(y)} \delta n(y) d^{3} y \tag{25.18}
\end{equation*}
$$

We are now in a position to define the Hohenberg-Kohn free energy through a Legendre transformation

$$
\begin{equation*}
F_{\mathrm{HK}}([n], T) \equiv \Omega\left(\left[v_{\mathrm{ext}}[n]\right], T\right)-\int v_{\mathrm{ext}}(y) n(y) d^{3} y \tag{25.19}
\end{equation*}
$$

Let us compute the variational derivative of this quantity with respect to $n(x)$

$$
\begin{equation*}
\frac{\delta F_{\mathrm{HK}}([n], T)}{\delta n(x)}=\int\left[\frac{\delta \Omega}{\delta v_{\mathrm{ext}}(y)}-n(y)\right] \frac{\delta v_{\mathrm{ext}}(y)}{\delta n(x)} d^{3} y-v_{\mathrm{ext}}(x) \tag{25.20}
\end{equation*}
$$

The integrand in the first term vanishes by Eq. (25.16), and the result is the Hohenberg-Kohn equation

$$
\begin{equation*}
\frac{\delta F_{\mathrm{HK}}([n], T)}{\delta n(x)}=-v_{\mathrm{ext}}(x) \tag{25.21}
\end{equation*}
$$

${ }^{3}$ We henceforth use the notation $y=|y|=r$ and assume spherical symmetry.

Note that if one has some direct way of constructing the functional $F_{\mathrm{HK}}([n], T)$ for an interacting system, then this equation allows one to determine the density, and hence $F_{\mathrm{HK}}([n], T)$, for any given $v_{\mathrm{ext}}(x)$.

Suppose one constructs the following quantity

$$
\begin{equation*}
\Omega([n], T)=F_{\mathrm{HK}}([n], T)+\int n(x) v_{\mathrm{ext}}(x) d^{3} x \tag{25.22}
\end{equation*}
$$

A variation in the density at fixed $\left(v_{\text {ext }}, T\right)$ then yields

$$
\begin{equation*}
(\delta \Omega)_{v_{\mathrm{ext}}, T}=\int\left[\frac{\delta F_{\mathrm{HK}}([n], T)}{\delta n(x)}+v_{\mathrm{ext}}(x)\right] \delta n(x) d^{3} x \tag{25.23}
\end{equation*}
$$

If this variation is required to vanish for arbitrary $\delta n(x)$, Eq. (25.21) is recovered; one thus has a variational principle for which the Hohenberg-Kohn equation is the Euler-Lagrange equation.

If these results are all specialized to zero temperature ( $T=0$ ), then only the ground state contributes to $Z_{G}$, and the free energy becomes simply the energy (recall $F=E-T S \rightarrow E$ ). Suppose that one also simply sets the external potential to zero at this point ( $v_{\mathrm{ext}}=0$ ). In this case, the Hohenberg-Kohn equation becomes a variational principle from which the ground-state density can be computed.

$$
\begin{equation*}
\frac{\delta E_{\mathrm{HK}}[n]}{\delta n(x)}=0 \tag{25.24}
\end{equation*}
$$

Knowledge of the density immediately yields the ground-state energy through $E_{\mathrm{HK}}[n]$.

Finally, we turn to the Kohn-Sham approach to the ground-state ( $T=0$ ) problem. Write

$$
\begin{equation*}
F_{\mathrm{HK}}[n]=F_{\mathrm{NI}}[n]+E_{\mathrm{INT}}[n] \tag{25.25}
\end{equation*}
$$

Here the subscripts NI and INT stand for non-interacting, and interacting respectively. $F_{\text {NI }}[n]$ represents the kinetic energy contribution. The interaction energy $E_{\text {INT }}[n]$ is some functional of the density (and its derivatives), and in the manybody problem it contains a Hartree term, an exchange-correlation contribution, etc. $[\mathrm{Fe} 71]^{4}$

$$
\begin{align*}
E_{\mathrm{INT}}[n] & =E_{\text {Hartree }}[n]+E_{\text {exch-corr }}[n]+\cdots \\
& \equiv E^{\text {eff }}[n] \tag{25.26}
\end{align*}
$$

${ }^{4}$ The simplest expression for the non-interacting term is just that of Thomas and Fermi

$$
F_{\mathrm{TF}}[n]=\frac{3}{5} \frac{\hbar^{2}}{2 m}\left(\frac{6 \pi^{2}}{\gamma}\right)^{2 / 3} \int n(x)^{5 / 3} d^{3} x
$$

Now consider the (non-relativistic) one-particle Schrödinger equation in a potential $v_{\text {eff }}(x)$ where $v_{\text {eff }}(x)$ is designed to give the correct $n(x)$.

$$
\begin{align*}
{\left[-\frac{\hbar^{2}}{2 m} \nabla^{2}+v_{\mathrm{eff}}(x)\right] \psi_{i}(\mathbf{x}) } & =\varepsilon_{i} \psi_{i}(\mathbf{x}) \\
n(x) & =\sum_{i=1}^{N}\left|\psi_{i}(\mathbf{x})\right|^{2} \tag{25.27}
\end{align*}
$$

In this problem, $v_{\text {eff }}$ exactly plays the role of the previous $v_{\text {ext }}$, and hence the $\mathrm{H}-\mathrm{K}$ equation (25.21) gives

$$
\begin{equation*}
\frac{\delta F_{\mathrm{NI}}[n]}{\delta n(x)}=-v_{\mathrm{eff}}(x) \tag{25.28}
\end{equation*}
$$

Thus, upon taking the variational derivative of Eq. (25.25) with respect to $n(x)$, using Eq. (25.26), and rearranging terms one obtains

$$
\begin{equation*}
v_{\mathrm{eff}}(x)=v_{\mathrm{ext}}(x)+\frac{\delta E^{\mathrm{eff}}[n]}{\delta n(x)} \tag{25.29}
\end{equation*}
$$

Upon setting $v_{\text {ext }}=0$, one obtains the effective potential to be used in the KohnSham (KS) equations (25.27)

$$
\begin{equation*}
v_{\mathrm{eff}}(x)=\frac{\delta E^{\mathrm{eff}}[n]}{\delta n(x)} \tag{25.30}
\end{equation*}
$$

With a one-body potential, the non-interacting kinetic energy is just given by

$$
\begin{align*}
F_{\mathrm{NI}} & =\sum_{i=1}^{N}\left\langle\psi_{i}\right| T\left|\psi_{i}\right\rangle \\
& =\sum_{i=1}^{N} \varepsilon_{i}-\int v_{\mathrm{eff}}(x) n(x) d^{3} x \tag{25.31}
\end{align*}
$$

Hence the total energy is obtained from the KS wave functions and eigenvalues as

$$
\begin{equation*}
E_{\mathrm{HK}[n]}=\left(\sum_{i=1}^{N} \varepsilon_{i}-\int v_{\mathrm{eff}}(x) n(x) d^{3} x\right)+E^{\mathrm{eff}}[n] \tag{25.32}
\end{equation*}
$$

An extensive analysis of density functional theory is contained in [Dr90]. ${ }^{5}$

[^97]
## Chapter 26

## Problems: Part 2

The first seven problems review some basic results from advanced quantum mechanics: properties of the Dirac equation and introduction to the relativistic quantum theory of fields. We use $\vec{\gamma}=i \vec{\alpha} \beta, \gamma_{4}=\beta$ with $\vec{\alpha}=\left(\begin{array}{cc}0 & \vec{\sigma} \\ \vec{\sigma} & 0\end{array}\right), \beta=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. Also $\sigma_{\mu \nu}=$ $\left[\gamma_{\mu}, \gamma_{\nu}\right] / 2 i$ and the Maxwell field tensor is $F_{\mu \nu}=\partial A_{\nu} / \partial x_{\mu}-\partial A_{\mu} / \partial x_{\nu}$. The relation to the conventions of Bjorken and Drell is discussed in detail in appendix D.2.
13.1. The Dirac equation for a free particle is $i \hbar \partial \Psi / \partial t=\left[(\hbar c / i) \vec{\alpha} \cdot \vec{\nabla}+\beta m_{0} c^{2}\right] \Psi$.
(a) Find stationary-state plane-wave solutions of the form $\Psi=\exp \left\{\frac{i}{\hbar}(\vec{p} \cdot \vec{x}-E t)\right\} \psi$. Show the spinors $\psi$ form the columns of the modal matrix

$$
\begin{aligned}
\mathcal{M} & =\left(\frac{E_{p}+m_{0} c^{2}}{2 E_{p}}\right)^{1 / 2}\left(\begin{array}{cc}
1 & -c \vec{\sigma} \cdot \vec{p} /\left(E_{p}+m_{0} c^{2}\right) \\
c \vec{\sigma} \cdot \vec{p} /\left(E_{p}+m_{0} c^{2}\right) & 1
\end{array}\right) \\
& =\left(\frac{E_{p}+m_{0} c^{2}}{2 E_{p}}\right)^{1 / 2}\left(1-\frac{c \beta \vec{\alpha} \cdot \vec{p}}{E_{p}+m_{0} c^{2}}\right)
\end{aligned}
$$

(b) Show this modal matrix is unitary with $\mathcal{M}^{\dagger}=\mathcal{M}^{-1}$. Here $E_{p}=c\left(\vec{p}^{2}+m_{0}^{2} c^{2}\right)^{1 / 2}$.
(c) The $i$ th column is obtained from $\mathcal{M} \eta_{i}$ where $\eta_{i}$ is a unit spinor with 1 in the $i$ th row and zeros elsewhere. Hence relate the modal matrix to the Lorentz transformation from the particle's rest frame to one where it moves with momentum $\vec{p}$.
13.2. The Dirac equation $\left[\gamma_{\mu}\left(\partial / \partial x_{\mu}-i e A_{\mu} / \hbar c\right)+m_{0} c / \hbar\right] \Psi=0$ describes a particle of spin $1 / 2$ and magnetic moment $e \hbar / 2 m_{0} c$. Pauli observed that the equation remains gauge invariant and covariant if a term $\left(-e \delta / 4 m_{0} c^{2}\right) \sigma_{\mu \nu} F_{\mu \nu} \Psi$ is added to the above.
(a) Show that the Dirac hamiltonian is then $H=c \vec{\alpha} \cdot(\vec{p}-e \vec{A} / c)+\beta m_{0} c^{2}+e \Phi-$ $\left(e \hbar \delta / 2 m_{0} c\right) \beta(\vec{\sigma} \cdot \overrightarrow{\mathcal{H}}-i \vec{\alpha} \cdot \overrightarrow{\mathcal{E}})$. Identify $\vec{\sigma}$.
(b) Show that in the non-relativistic limit and with vanishingly small fields, this describes a particle of spin $1 / 2$ and magnetic moment $e \hbar(1+\delta) / 2 m_{0} c$.
(c) Recall that $\vec{s}=\vec{\sigma} / 2$ and $\vec{\pi}=\vec{p}-e \vec{A} / c$ are the Dirac spin and kinetic momentum. Show the equation of motion of a particle with anomalous magnetic moment $\delta$ in a uniform magnetic field $\overrightarrow{\mathcal{H}}=\mathcal{H} \vec{z}$ is $d(\vec{s} \cdot \vec{\pi}) / d t=-\omega_{l} \delta \beta(\vec{s} \times \vec{\pi}) \cdot \vec{z}$ where $\omega_{l}=e \mathcal{H} / m_{o} c$.
13.3. Show the energy levels of a Dirac particle in a point Coulomb potential are given by [Sc68]: $\quad E=m_{0} c^{2}\left[1+\alpha^{2} Z^{2} /\left(n^{\prime}+\sqrt{(j+1 / 2)^{2}-\alpha^{2} Z^{2}}\right)^{2}\right]^{-1 / 2}$ with $n^{\prime}=0,1, \cdots$
14.1. ${ }^{1}$ Consider a real scalar field with equations of motion $\left[\left(\partial / \partial x_{\mu}\right)^{2}-m_{s}^{2}\right] \phi=0$ and lagrangian density $\mathcal{L}=\left(-c^{2} / 2\right)\left[\left(\partial \phi / \partial x_{\mu}\right)^{2}+m_{s}^{2} \phi^{2}\right]$. Here $m_{s}=m_{s 0} c / \hbar$ is the inverse Compton wavelength.
(a) Show the canonical momentum density is $\pi=\partial \phi / \partial t$ and hamiltonian density is $\mathcal{H}=$ $(1 / 2)\left[\pi^{2}+c^{2}(\vec{\nabla} \phi)^{2}+m_{s}^{2} c^{2} \phi^{2}\right]$.
(b) Construct the stress tensor and the four-momentum $P_{\mu}=(1 / i c) \int d^{3} x T_{4 \mu}=(\vec{P}, i H / c)$. Prove that $P_{\mu}$ is both a four-vector and a constant of the motion. Show $T_{44}=-\mathcal{H}$ and $\vec{P}=-\int d^{3} x \pi \vec{\nabla} \phi$.
(c) Work in a big box of volume $\Omega$ and use p.b.c. First, treat the problem as one in classical continuum mechanics and introduce the general field expansions

$$
\begin{aligned}
& \phi(\vec{x}, t)=\frac{1}{\sqrt{\Omega}} \sum_{\vec{k}}\left(\frac{\hbar}{2 \omega_{k}}\right)^{1 / 2}\left(c_{\vec{k}} e^{i \vec{k} \cdot \vec{x}-i \omega_{k} t}+c_{\vec{k}}^{\dagger} e^{-i \vec{k} \cdot \vec{x}+i \omega_{k} t}\right) \\
& \pi(\vec{x}, t)=\frac{1}{i \sqrt{\Omega}} \sum_{\vec{k}}\left(\frac{\hbar \omega_{k}}{2}\right)^{1 / 2}\left(c_{\vec{k}} e^{i \vec{k} \cdot \vec{x}-i \omega_{k} t}-c_{\vec{k}}^{\dagger} e^{-i \vec{k} \cdot \vec{x}+i \omega_{k} t}\right)
\end{aligned}
$$

Show this reduces both $H$ and $\vec{P}$ to normal modes with $H=\sum_{\vec{k}} \hbar \omega_{k}\left(c_{\vec{k}}^{\dagger} c_{\vec{k}}+c_{\vec{k}} c_{\vec{k}}^{\dagger}\right) / 2$ and $\vec{P}=\sum_{\vec{k}} \hbar \vec{k}\left(c_{\vec{k}}^{\dagger} c_{\vec{k}}+c_{\vec{k}} c_{\vec{k}}^{\dagger}\right) / 2$. Here $\omega_{k}=c\left(\vec{k}^{2}+m_{s}^{2}\right)^{1 / 2}$. The problem is now reduced to a system of uncoupled harmonic oscillators.
(d) Now quantize the system. Work in the Schrödinger picture. Show Ehrenfest's theorem and the canonical commutation relations $\left[\pi(\vec{x}), \phi\left(\vec{x}^{\prime}\right)\right]=(\hbar / i) \delta^{(3)}\left(\vec{x}-\vec{x}^{\prime}\right)$ generate the correct equations of motion. Hence show one recovers the correct classical limit of the theory.
(e) The fields are now operators. Show the canonical commutation relations of (d) imply $\left[c_{\vec{k}}, c_{\overrightarrow{k^{\prime}}}^{\dagger}\right]=\delta_{\vec{k} \vec{k}^{\prime}}$ with all other commutators vanishing. Interpret $H$ and $\vec{P}$ in terms of the particle content of the theory.
(f) Explain how one recovers the explicit time dependence of the operators in (c) in quantum mechanics.
14.2. Consider a complex Dirac field with equations of motion $\left(\gamma_{\mu} \partial / \partial x_{\mu}+M\right) \psi=0$ and lagrangian density $\mathcal{L}=-\hbar c \bar{\psi}\left(\gamma_{\mu} \partial / \partial x_{\mu}+M\right) \psi$. Here $\bar{\psi} \equiv \psi^{\dagger} \gamma_{4}$ and $M=m_{0} c / \hbar$.
(a) Show the canonical momentum density is $\pi_{\psi}=i \hbar \psi^{\dagger}$ and hamiltonian is $H=$ $\int \psi^{\dagger}(x)\left(c \vec{\alpha} \cdot \vec{p}+\beta m_{0} c^{2}\right) \psi(x) d^{3} x$. Here $\vec{p}=(\hbar / i) \vec{\nabla}$.
(b) Construct the stress tensor and the four-momentum $P_{\mu}=(1 / i c) \int d^{3} x T_{4 \mu}=(\vec{P}, i H / c)$. Show $T_{44}=-\mathcal{H}$ and $\vec{P}=\int d^{3} x \psi^{\dagger}(x) \vec{p} \psi(x)$.
(c) Show that the current $j_{\mu}=i e \bar{\psi}(x) \gamma_{\mu} \psi(x)$ is conserved and hence conclude the total charge $Q=e \int d^{3} x \psi^{\dagger}(x) \psi(x)$ is a constant of the motion.
(d) Work in a big box of volume $\Omega$ and use p.b.c. First, treat the problem as one in classical continuum mechanics ${ }^{2}$ and introduce the general field expansions

$$
\psi(\vec{x}, t)=\frac{1}{\sqrt{\Omega}} \sum_{\vec{k} \lambda}\left(a_{\vec{k} \lambda} u(\vec{k} \lambda) e^{i \vec{k} \cdot \vec{x}-i \omega_{k} t}+B_{\vec{k} \lambda} v(\vec{k} \lambda) e^{i \vec{k} \cdot \vec{x}+i \omega_{k} t}\right)
$$

Show this reduces both $H$ and $\vec{P}$ to normal modes with $H=\sum_{\vec{k} \lambda} \hbar \omega_{k}\left(a_{\vec{k} \lambda}^{\dagger} a_{\vec{k} \lambda}-B_{\vec{k} \lambda}^{\dagger} B_{\vec{k} \lambda}\right)$,
${ }^{1}$ An excellent initial introduction to relativistic quantum field theory is contained in [We49].
${ }^{2}$ Keep track of the proper order of the factors, however, so that the calculation is still correct after one introduces anticommutation rules.
$\vec{P}=\sum_{\vec{k} \lambda} \hbar \vec{k}\left(a_{\vec{k} \lambda}^{\dagger} a_{\vec{k} \lambda}+B_{\vec{k} \lambda}^{\dagger} B_{\vec{k} \lambda}\right)$, and $Q=e \sum_{\vec{k} \lambda}\left(a_{\vec{k} \lambda}^{\dagger} a_{\vec{k} \lambda}+B_{\vec{k} \lambda}^{\dagger} B_{\vec{k} \lambda}\right)$. Here $\omega_{k}=c\left(\vec{k}^{2}+\right.$ $\left.M^{2}\right)^{1 / 2}$.
(e) Now quantize the system. Show that the usual commutation relations for the creation and destruction operators lead to a system with no lowest energy ground state. ${ }^{3}$ Hence introduce anticommutation relations for the fermion creation and destruction operators. Work in the Schrödinger picture. Show Ehrenfest's theorem and the canonical anticommutation relations $\left\{\psi(\vec{x}), \pi_{\psi}\left(\vec{x}^{\prime}\right)\right\}=i \hbar \delta^{(3)}\left(\vec{x}-\vec{x}^{\prime}\right)$ generate the correct equations of motion.
(f) Now make a canonical transformation to $B_{\vec{k} \lambda} \equiv b_{-\vec{k} \lambda}^{\dagger}$ so that the field becomes

$$
\psi(\vec{x}, t)=\frac{1}{\sqrt{\Omega}} \sum_{\vec{k} \lambda}\left(a_{\vec{k} \lambda} u(\vec{k} \lambda) e^{i \vec{k} \cdot \vec{x}-i \omega_{k} t}+b_{\vec{k} \lambda}^{\dagger} v(-\vec{k} \lambda) e^{-i \vec{k} \cdot \vec{x}+i \omega_{k} t}\right)
$$

The quantities in (d) then take the form

$$
\begin{aligned}
H & =\sum_{\vec{k} \lambda} \hbar \omega_{k}\left(a_{\vec{k} \lambda}^{\dagger} a_{\vec{k} \lambda}+b_{\vec{k} \lambda}^{\dagger} b_{\vec{k} \lambda}-1\right) \\
\vec{P} & =\sum_{\vec{k} \lambda} \hbar \vec{k}\left(a_{\vec{k} \lambda}^{\dagger} a_{\vec{k} \lambda}+b_{\vec{k} \lambda}^{\dagger} b_{\vec{k} \lambda}-1\right) \\
Q & =e \sum_{\vec{k} \lambda}\left(a_{\vec{k} \lambda}^{\dagger} a_{\vec{k} \lambda}-b_{\vec{k} \lambda}^{\dagger} b_{\vec{k} \lambda}+1\right)
\end{aligned}
$$

Interpret $H, \vec{P}$, and $Q$ in terms of the particle content of the theory. Interpret and discuss the additive constants in these expressions.
(g) Show the canonical anticommutation relations for the creation and destruction operators are equivalent to the canonical anticommutation relations on the fields.
(h) Explain how one recovers the explicit time dependence of the field operator in (f) in quantum mechanics.
14.3. Carry out the canonical formalism for a real spin 1 field with mass. The field equations are $\left[\left(\partial / \partial x_{\mu}\right)^{2}-m_{\nu}^{2}\right] \psi_{\nu}=0$ with $\nu=1, \cdots, 4$ and $\partial \psi_{\nu} / \partial x_{\nu}=0$. With the introduction of the field tensor $\psi_{\mu \nu}=\partial \psi_{\nu} / \partial x_{\mu}-\partial \psi_{\mu} / \partial x_{\nu}$ these become $\partial \psi_{\mu \nu} / \partial x_{\nu}=$ $-m_{v}^{2} \psi_{\mu}$.
(a) Show the lagrangian density $\mathcal{L}=-(1 / 4) \psi_{\mu \nu} \psi_{\mu \nu}-\left(m_{\nu}^{2} / 2\right) \psi_{\mu} \psi_{\mu}$ gives the correct equations of motion.
(b) Use the canonical procedure to find the hamiltonian.
(c) What is the stress tensor? The momentum?
(d) Show the following expansions reduce the problem to normal modes

$$
\begin{aligned}
\vec{\psi}_{T} & =\frac{1}{\sqrt{\Omega}} \sum_{\vec{k}} \sum_{\lambda=1,2}\left(\frac{\hbar c^{2}}{2 \omega_{k}}\right)^{1 / 2}\left(a_{\vec{k} \lambda} \vec{e}_{\vec{k} \lambda} e^{i k \cdot x}+a_{\vec{k} \lambda}^{\dagger} \vec{e}_{\vec{k} \lambda} e^{-i k \cdot x}\right) \\
\vec{\psi}_{L} & =\frac{1}{\sqrt{\Omega}} \sum_{\vec{k}}\left(\frac{\hbar \omega_{k}}{2 m_{v}^{2}}\right)^{1 / 2}\left(a_{\vec{k} 0} \vec{e}_{\vec{k} 0} e^{i k \cdot x}+a_{\vec{k} 0}^{\dagger} \vec{e}_{\vec{k} 0} e^{-i k \cdot x}\right)
\end{aligned}
$$

Here $\vec{e}_{\vec{k} 0} \equiv \vec{k} /|\vec{k}|$.
${ }^{3}$ This is the first half of Pauli's theorem on the connection between spin and statistics.
(e) Quantize the system. What are the commutation rules?
(f) Compare with the free electromagnetic field where $m_{v}^{2}=0$.
14.4. (a) Include an interaction of the Dirac field in Prob. 14.2 with an electromagnetic field by making the minimal gauge invariant substitution $\partial / \partial x_{\mu} \rightarrow \partial / \partial x_{\mu}-i e A_{\mu} / \hbar c$. What is the new $H$ ?
(b) Generalize Probs. 14.1 and 14.3 to complex (charged) fields. How would you then include with minimal coupling an interaction with the electromagnetic field?
14.5. Derive the expression for the pressure in Eq. (14.26) directly from the MFT stress tensor obtained from Eq. (14.15).
15.1. ${ }^{4}$ Consider the hamiltonian $h=-i \vec{\alpha} \cdot \vec{\nabla}+g_{v} V_{0}(r)+\beta\left[M-g_{s} \phi_{0}(r)\right]$ for a Dirac particle moving in spherically symmetric vector and scalar fields. Define the angular momentum by $\vec{J}=\vec{L}+\vec{S}=-i \vec{r} \times \vec{\nabla}+\vec{\Sigma} / 2$. Here $\vec{\Sigma}=\left(\begin{array}{cc}\vec{\sigma} & 0 \\ 0 & \vec{\sigma}\end{array}\right)$ and $\psi=\binom{\psi_{A}}{\psi_{B}}$.
(a) Prove $\left[h, J_{i}\right]=\left[h, \vec{J}^{2}\right]=\left[h, \vec{S}^{2}\right]=0$. Note $\left[h, \vec{L}^{2}\right] \neq 0$. Introduce $K=\beta(\vec{\Sigma} \cdot \vec{L}+1)=$ $\beta(\vec{\Sigma} \cdot \vec{J}-1 / 2)$. Show $[h, K]=0$.
(b) Label the eigenvalues of $K$ by $K \psi=-\kappa \psi$. Show the states can be characterized by the eigenvalues $\{j, s=1 / 2,-\kappa, m\}$. Show $K^{2}=\vec{L}^{2}+\vec{\Sigma} \cdot \vec{L}+1=\vec{J}^{2}+1 / 4$. Hence conclude that $\kappa= \pm(j+1 / 2)$.
(c) Show $-\kappa \psi_{A}=(\vec{\sigma} \cdot \vec{L}+1) \psi_{A}$ and $-\kappa \psi_{B}=-(\vec{\sigma} \cdot \vec{L}+1) \psi_{B}$. Use (b) to show that

$$
\begin{aligned}
\vec{L}^{2} \psi_{A} & =\left[\left(j+\frac{1}{2}\right)^{2}+\kappa\right] \psi_{A}=l_{A}\left(l_{A}+1\right) \psi_{A} \\
\vec{L}^{2} \psi_{B} & =\left[\left(j+\frac{1}{2}\right)^{2}-\kappa\right] \psi_{B}=l_{B}\left(l_{B}+1\right) \psi_{B}
\end{aligned}
$$

Thus, although $\psi$ is not an eigenstate of $\vec{L}^{2}$, the upper and lower components are separately eigenstates with eigenvalues determined from these relations. They also have fixed $j$ and $s=1 / 2$.
(d) Introduce spin spherical harmonics $\Phi_{\kappa m}=\sum_{m_{l} m_{s}}\left\langle\left. l m_{l} \frac{1}{2} m_{s} \right\rvert\, l \frac{1}{2} j m\right\rangle Y_{l m_{l}}(\theta, \phi) \chi_{m_{s}}$. Here $j=|\kappa|-1 / 2$. Hence show the solutions to this Dirac equation take the form

$$
\psi_{n \kappa m}=\frac{1}{r}\binom{i G(r)_{n \kappa} \Phi_{\kappa m}}{-F(r)_{n \kappa} \Phi_{-\kappa m}}
$$

Here $l=\kappa$ if $\kappa>0$ and $l=-(\kappa+1)$ if $\kappa<0$. Write out the first few wave functions.
15.2. Consider the relativistic Hartree Eqs. (15.1). Label the baryon states by $\{\alpha\}=$ $\left\{n \kappa t, m_{\alpha}\right\} \equiv\left\{a, m_{\alpha}\right\}$. Here $t=1 / 2(-1 / 2)$ for protons (neutrons). Look for stationary state solutions, and insert the form of Dirac wave functions in Prob. 15.1.
(a) Show $\vec{\sigma} \cdot \vec{\nabla}(G / r) \Phi_{\kappa m}=-(1 / r)(d / d r+\kappa / r) G \Phi_{-\kappa m}$. What is the relation for $F$ ?
(b) Show the coupled radial Dirac equations reduce to

$$
\begin{aligned}
\frac{d}{d r} G_{a}(r)+\frac{\kappa}{r} G_{a}(r)-\left[E_{a}-g_{v} V_{0}(r)+M-g_{s} \phi_{0}(r)\right] F_{a}(r) & =0 \\
\frac{d}{d r} F_{a}(r)-\frac{\kappa}{r} F_{a}(r)+\left[E_{a}-g_{v} V_{0}(r)-M+g_{s} \phi_{0}(r)\right] G_{a}(r) & =0
\end{aligned}
$$

${ }^{4}$ Since it is now clear where all the factors go, we shall here and henceforth also set $\hbar=c=1$ in the problems.
(c) Show the normalization condition is $\int_{0}^{\infty} d r\left(\left|G_{a}(r)\right|^{2}+\left|F_{a}(r)\right|^{2}\right)=1$.
15.3. Consider the relativistic Hartree Eqs. (15.1) for the meson fields
(a) Show $\sum_{m=-j}^{m=j} \Phi_{\kappa m}^{\dagger} \Phi_{\kappa^{\prime} m}=\delta_{\kappa \kappa^{\prime}}(2 j+1) / 4 \pi$ for $\kappa= \pm \kappa^{\prime}$.
(b) Hence show the meson field equations become

$$
\begin{aligned}
& \frac{d^{2}}{d r^{2}} \phi_{0}(r)+\frac{2}{r} \frac{d}{d r} \phi_{0}(r)-m_{s}^{2} \phi_{0}(r)=-g_{s} \sum_{a}^{\text {occ }}\left(\frac{2 j_{a}+1}{4 \pi r^{2}}\right)\left[\left|G_{a}(r)\right|^{2}-\left|F_{a}(r)\right|^{2}\right] \\
& \frac{d^{2}}{d r^{2}} V_{0}(r)+\frac{2}{r} \frac{d}{d r} V_{0}(r)-m_{v}^{2} V_{0}(r)=-g_{v} \sum_{a}^{\text {occ }}\left(\frac{2 j_{a}+1}{4 \pi r^{2}}\right)\left[\left|G_{a}(r)\right|^{2}+\left|F_{a}(r)\right|^{2}\right]
\end{aligned}
$$

15.4. How would you solve the relativistic Hartree equations in Probs. 15.2-3?
15.5. Enlarge the set of equations in Probs. 15.2-3 to include a condensed neutral $\rho$ field $b_{0}(r)$ coupled to the third component of the isovector baryon density $g_{\rho} \psi^{\dagger} \frac{1}{2} \tau_{3} \psi$ and Coulomb field $A_{0}(r)$ coupled to the charge density $e_{p} \psi^{\dagger} \frac{1}{2}\left(1+\tau_{3}\right) \psi$ [Se86].
15.6. ${ }^{5}$ Consider nonrelativistic potential scattering. Enlarge the concept of a potential to include nonlocal interactions $v \psi \rightarrow \int v(\vec{x}, \vec{y}) \psi(\vec{y}) d^{3} y$, and then separable potentials $v(\vec{x}, \vec{y})=\sum_{l m} 4 \pi \lambda_{l} v_{l}(x) v_{l}(y) Y_{l m}\left(\Omega_{x}\right) Y_{l m}^{*}\left(\Omega_{y}\right)$.
(a) Show the scattering amplitude for a single fixed scatterer at the origin is

$$
f_{l}(k)=\frac{e^{i \delta_{l}} \sin \delta_{l}}{k}=-\frac{\lambda_{l}}{4 \pi}\left|v_{l}(k)\right|^{2}\left[1+\lambda_{l} \int \frac{d^{3} t}{(2 \pi)^{3}}\left|v_{l}(t)\right|^{2} \frac{1}{t^{2}-k^{2}-i \eta}\right]^{-1}
$$

Here $v_{l}(k)=4 \pi \int v_{l}(x) j_{l}(k x) x^{2} d x$.
(b) Consider $A$ fixed scatterers at positions $\left\{\vec{x}_{1}, \cdots, \vec{x}_{A}\right\}$ and an interaction $v(\vec{x}, \vec{y})=$ $\sum_{i=1}^{A} v\left(\vec{x}-\vec{x}_{i}, \vec{y}-\vec{x}_{i}\right)$. Show the multiple scattering problem reduces to a set of matrix equations (recall that a bar under a symbol denotes a matrix)

$$
\begin{aligned}
{[\underline{1}+\underline{\mathcal{G}}](\underline{\lambda \psi}) } & =(\underline{V e}) \\
-4 \pi f & =\left(\underline{e^{\prime} v^{\prime}}\right)^{\dagger}[\underline{1}+\underline{\mathcal{G}}]^{-1}(\underline{V e})
\end{aligned}
$$

The matrix indices are $\{i l m\}$. The Green's function is

$$
\mathcal{G}_{l m ; l^{\prime} m^{\prime}}^{i j}=-\frac{4 \pi f_{l}(k)}{\left|v_{l}(k)\right|^{2}} \int \frac{d^{3} t}{(2 \pi)^{3}} \frac{v_{l m}(\vec{t}) v_{l^{\prime} m^{\prime}}^{*}(\vec{t})}{t^{2}-k^{2}-i \eta} e^{i \vec{t} \cdot\left(\vec{x}_{i}-\vec{x}_{j}\right)}
$$

Here $v_{l m}(\vec{k})=(4 \pi)^{1 / 2} i^{l} Y_{l m}^{*}\left(\Omega_{k}\right) v_{l}(k)$ and $\mathcal{G}^{(i=j)} \equiv 0$. The other quantities appearing in these equations are defined by

$$
\begin{aligned}
(\underline{\lambda \psi})_{l m}^{i} & =\lambda_{l} \psi_{l m}^{i}(\vec{k}) \\
(\underline{V e})_{l m}^{i} & =V_{l m} e^{i}=-\left(\frac{4 \pi f_{l}(k)}{\left|v_{l}(k)\right|^{2}}\right) v_{l m}(\vec{k}) e^{i \vec{k} \cdot \vec{x}_{i}} \\
\left(\underline{e^{\prime} v^{\prime}}\right)_{l m}^{i} & =e_{i}^{\prime} v_{l m}^{\prime}=e^{i \vec{k}^{\prime} \cdot \vec{x}_{i}} v_{l m}\left(\vec{k}^{\prime}\right)
\end{aligned}
$$

These relations provide an exact solution for the multiple scattering amplitude $f \equiv$ $f_{\vec{k}^{\prime} \vec{k}}\left(\vec{x}_{1}, \cdots, \vec{x}_{A}\right)$.
${ }^{5}$ Probs. 15.6-15.10 are from [Fo69].
15.7. Make the multiple scattering expansion $\left[\underline{1}+\underline{\mathcal{G}}^{-1}=\underline{1}-\underline{\mathcal{G}}+\underline{\mathcal{G}}^{2}+\cdots\right.$ in Prob. 15.6.

Derive the following rules for the $n$th order contribution to $-4 \pi f$ :
(a) Set down $A$ points $\left\{\vec{x}_{1}, \cdots, \vec{x}_{A}\right\}$;
(b) Draw $n+1$ connected directed line segments connecting the points with one incoming and one outgoing line. Include all possibilities;
(c) Assign factors $e^{i \vec{k} \cdot \vec{x}_{i}}$ and $e^{-i \vec{k}^{\prime} \cdot \vec{x}_{j}}$ for the incoming and outgoing lines;
(d) Include a factor $-e^{i \vec{t} \cdot\left(\vec{x}_{j}-\vec{x}_{i}\right)} /\left(t^{2}-k^{2}-i \eta\right)$ for each propagator between points;
(e) Include the following factor for each vertex

$$
-4 \pi f(\vec{p}, \vec{q})=-4 \pi \sum_{l} f_{l}(k)(2 l+1) P_{l}\left(\cos \theta_{\vec{p} \vec{q}}\right) \frac{v_{l}(p) v_{l}(q)}{\left|v_{l}(k)\right|^{2}}
$$

(f) Integrate $\int d^{3} t /(2 \pi)^{3}$ over each internal line.
15.8. For a quantum mechanical target one must integrate over the probability of finding the target particles in any particular configuration

$$
f\left(\vec{k}^{\prime}, \vec{k}\right)=\int \rho^{A}\left(\vec{x}_{1}, \cdots, \vec{x}_{A}\right) f_{\vec{k}^{\prime} \vec{k}}\left(\vec{x}_{1}, \cdots, \vec{x}_{A}\right) d^{3} x_{1} \cdots d^{3} x_{A}
$$

This probability is given by the square of the target ground-state wave function $\rho^{A}=\left|\Psi_{0}\right|^{2}$. Introduce the following expansion for this ground-state density

$$
\begin{aligned}
\rho^{A}\left(\vec{x}_{1}, \cdots, \vec{x}_{A}\right) & =\rho^{(1)}\left(\vec{x}_{1}\right) \cdots \rho^{(1)}\left(\vec{x}_{A}\right)+\sum_{\text {contractions }}\left[\rho^{(1)}\left(\vec{x}_{1}\right) \cdots \rho^{(1)}\left(\vec{x}_{A}\right)\right]+\cdots \\
\rho^{(1)}(\vec{x})^{\bullet} \rho^{(1)}(\vec{y})^{\bullet} & \equiv \Delta(\vec{x}, \vec{y}) \equiv \rho^{(2)}(\vec{x}, \vec{y})-\rho^{(1)}(\vec{x}) \rho^{(1)}(\vec{y})
\end{aligned}
$$

The sum goes over all possible pairs of contractions. Here $\rho^{(1)}$ and $\rho^{(2)}$ are the one and two particle densities (compare Probs. 4.1 and 4.2). Note $\int d^{3} y \Delta(\vec{x}, \vec{y})=0$. Demonstrate the validity of this expansion by showing:
(a) The density $\rho^{A}$ is symmetric under particle interchange;
(b) It satisfies the consistency relation

$$
\int d^{3} x_{A} \rho^{(A)}\left(\vec{x}_{1}, \cdots, \vec{x}_{A}\right)=\rho^{(A-1)}\left(\vec{x}_{1}, \cdots, \vec{x}_{A-1}\right)
$$

(c) It gives the correct expectation value for any one-body operator $\left\langle\sum_{i} O(i)\right\rangle$;
(d) It gives the correct expectation value for any two-body operator $\left\langle\sum_{i<j} O(i j)\right\rangle$.
15.9. A single-particle optical potential allows one to simply solve the appropriate wave equation to generate the scattering amplitude. With the results in Probs. 15.7-8, one can state precisely when the equivalent single-particle potential will reproduce the full scattering amplitude. In general this one-body potential will be nonlocal $U(\vec{x}, \vec{y})$ and has a double Fourier transform $\tilde{U}(\vec{p}, \vec{q})=\iint e^{-i \vec{p} \cdot \vec{x}} U(\vec{x}, \vec{y}) e^{i \vec{q} \cdot \vec{y}} d^{3} x d^{3} y$.

Make the following assumptions: (1) The effective number of scatterings $n_{\text {eff }}$ satisfies $n_{\text {eff }} \ll A$; (2) no target particle is multiply struck; (3) retain just the first term in the expansion in Prob. 15.8 [with $\rho^{(1)}(|\vec{x}|)$ ]. Demonstrate the following:
(a) The lowest order optical potential is given by

$$
\tilde{U}_{0}(\vec{p}, \vec{q})=-4 \pi A \tilde{\rho}^{(1)}(\vec{p}-\vec{q}) \sum_{l} f_{l}(k) \frac{v_{l}(p) v_{l}(q)}{\left|v_{l}(k)\right|^{2}}(2 l+1) P_{l}\left(\cos \theta_{\vec{p} \vec{q}}\right)
$$

Here $\tilde{\rho}^{(1)}(\vec{p}-\vec{q})=\int e^{-i(\vec{p}-\vec{q}) \cdot \vec{x}} \rho^{(1)}(x) d^{3} x$.
(b) For an extended system, the Fourier transform of the one-body density implies $\vec{p} \approx$ $\vec{q} \approx \vec{k}$. show that $U_{0}$ then has the approximate limiting form

$$
\begin{array}{ll}
U_{0}(\vec{p}, \vec{q}) & \approx-4 \pi A f(0) \tilde{\rho}^{(1)}(\Delta)
\end{array} \quad ; \vec{\Delta} \equiv \vec{p}-\vec{q}
$$

Here $f(0)$ is the forward scattering amplitude from a single target particle. In this limit the optical potential becomes local with $U_{0}(x)=-4 \pi A f(0) \rho^{(1)}(x)$.
15.10. Assume the interaction $v_{l}(x)$ in Probs. 15.6-9 vanishes outside some radius $a$.
(a) Show more precisely in Prob. 15.9 that if the target particles do not overlap so that $2 a<\left|\vec{x}_{i}-\vec{x}_{j}\right|$, and if the energy is high enough $k\left|\vec{x}_{i}-\vec{x}_{j}\right| \rightarrow \infty$, then

$$
\begin{aligned}
\tilde{U}_{0}(\vec{p}, \vec{q}) & \rightarrow-4 \pi A \tilde{\rho}^{(1)}(\Delta) \sum_{l} f_{l}(k)(2 l+1) P_{l}\left(1-\frac{\Delta^{2}}{2 k^{2}}\right) \\
U_{0}(x) & \rightarrow-4 \pi A \int e^{i \bar{\Delta} \cdot \vec{x}} f(\vec{\Delta}) \tilde{\rho}^{(1)}(\Delta) \frac{d^{3} \Delta}{(2 \pi)^{3}}
\end{aligned}
$$

Evidently the limit of Prob. $15.9 U_{0}(x) \approx-4 \pi A f(0) \rho^{(1)}(x)$ is recovered here.
(b) Discuss some classes of corrections to this lowest-order optical potential.
16.1. The Feynman propagator for the free scalar meson is defined by

$$
\frac{1}{i} \Delta_{F}\left(\vec{x}_{1} t_{1}, \vec{x}_{2} t_{2}\right) \equiv\langle 0| T\left[\hat{\phi}\left(\vec{x}_{1} t_{1}\right), \hat{\phi}\left(\vec{x}_{2} t_{2}\right)\right]|0\rangle
$$

Use the field expansion in Prob. 14.1 to derive the result in Eq. (16.3).
16.2. (a) Use the field expansion in Prob. 14.2 to calculate the Feynman propagator for the free baryon in Eq. (16.1); hence establish the first part of the result in Eq. (16.3).
(b) Repeat for the noninteracting system at finite baryon density to derive the full result in Eq. (16.3).
(c) Compare with the nonrelativistic propagator in [Fe71].
16.3. Use the field expansion in Prob. 14.3 to derive the Feynman propagator for the free massive vector meson in Eq. (16.3).
16.4. Compute the lowest-order baryon self-energy in QHD-I retaining just the densitydependent part of the baryon propagator. Make a nonrelativistic reduction and reproduce the usual exchange contribution to the energy [Fe71, Se86].
17.1. Define an effective $N-N$ potential that in lowest order gives the same $S$-matrix as QHD-I (see appendix A.1). Neglect retardation in the meson propagators. Show the effective potential to be used with relativistic Hartree wave functions to compute nuclear spectra is $\nu(1,2)=\left(-g_{s}^{2} / 4 \pi r_{12}\right) e^{-m_{s} r_{12}}+\gamma_{\mu}^{(1)} \gamma_{\mu}^{(2)}\left(g_{v}^{2} / 4 \pi r_{12}\right) e^{-m_{v} r_{12}}$ [Fu85].
17.2. (a) Use the effective current in Eq. (17.9). Show the multipole operators to be used with the relativistic Hartree wave functions for elastic magnetic scattering take the form

$$
T_{J M}^{\operatorname{mag}}(q)=\left(\begin{array}{cc}
\left(i q \lambda^{\prime} / 2 m\right) \Sigma_{J M}^{\prime} & Q \Sigma_{J M} \\
Q \Sigma_{J M} & \left(-i q \lambda^{\prime} / 2 m\right) \Sigma_{J M}^{\prime}
\end{array}\right)
$$

Here $\Sigma_{J_{M}}=j_{J}(q x) \overrightarrow{\mathcal{Y}}_{J_{J 1}}^{M} \cdot \vec{\sigma}$ and $\Sigma_{J M}^{\prime}=(-i / q)\left[\vec{\nabla} \times j_{J}(q x) \overrightarrow{\mathcal{Y}}_{J_{J 1}}^{M}\right] \cdot \vec{\sigma}$.
(b) Generalize to the other multipoles and inelastic transitions [Ki86].
17.3. (a) Retain just the Coulomb interaction. Show the electron scattering cross section can be written as $d^{2} \sigma / d \Omega_{2} d \varepsilon_{2}=\sigma_{\text {Mott }}^{\text {eff }}\left(q_{\mu}^{2} / q^{2}\right)^{2} R(q, \omega)$ where

$$
\left.R(q, \omega)=\bar{\sum}_{i} \sum_{f}\left|\langle f| \int e^{-i \vec{q} \cdot \vec{x}} \hat{\rho}(\vec{x}) d^{3} x\right| i\right\rangle\left.\right|^{2} \delta\left(E_{f}-E_{i}-\omega\right)
$$

(b) Show that for a uniform system of nonrelativistic charged point nucleons

$$
\int e^{-i \vec{q} \cdot \vec{x}} \hat{\rho}(\vec{x}) d^{3} x=\sum_{\vec{k} \lambda} a_{\vec{k}-\vec{q} \lambda}^{\dagger} a_{\vec{k} \lambda}
$$

(c) Compute the quasielastic response $R(q, \omega)$ for a nonrelativistic noninteracting Fermi gas (chapter 3). Show

$$
R(q, \omega)=\frac{3 Z}{4 \pi} \frac{m}{k_{\mathrm{F}}^{2}} \int_{0}^{1} d^{3} x \theta(|\vec{x}-\vec{\Delta}|-1) \delta\left(\xi+\vec{\Delta} \cdot \vec{x}-\frac{\Delta^{2}}{2}\right)
$$

Here the dimensionless variables are defined by $\vec{\Delta}=\vec{q} / k_{\mathrm{F}}, \xi=m \omega / k_{\mathrm{F}}^{2}, \vec{x}=\vec{k} / k_{\mathrm{F}}$.
(d) Evaluate the integral in part (c). Show [Fe71, Wa01]

$$
\begin{aligned}
\left(\frac{3 Z}{4 \pi} \frac{m}{k_{\mathrm{F}}^{2}}\right)^{-1} R(q, \omega) & =\frac{\pi}{\Delta}\left[1-\left(\frac{\xi}{\Delta}-\frac{\Delta}{2}\right)^{2}\right] & & ; \Delta>2 ; \frac{\Delta}{2}+1 \geq \frac{\xi}{\Delta} \geq \frac{\Delta}{2}-1 \\
& =\frac{\pi}{\Delta}\left[1-\left(\frac{\xi}{\Delta}-\frac{\Delta}{2}\right)^{2}\right] & & ; \Delta<2 ; \frac{\Delta}{2}+1 \geq \frac{\xi}{\Delta} \geq 1-\frac{\Delta}{2} \\
& =2 \pi \frac{\xi}{\Delta} & & ; \Delta<2 ; 1-\frac{\Delta}{2} \geq \frac{\xi}{\Delta} \geq 0
\end{aligned}
$$

(e) Plot these results as a function of $\xi$ for fixed $\Delta$. Discuss.
17.4. Use the results of Prob. 17.3 to derive the Coulomb sum rule for the noninteracting Fermi gas $C(q) \equiv(1 / Z) \int_{0}^{\infty} d \omega R^{\text {in }}(q, \omega)$

$$
\begin{aligned}
C(q) & =1 & & ; q \geq 2 k_{\mathrm{F}} \\
& =\frac{3}{2}\left(\frac{q}{2 k_{\mathrm{F}}}\right)-\frac{1}{2}\left(\frac{q}{2 k_{\mathrm{F}}}\right)^{3} & & ; 2 k_{\mathrm{F}} \geq q
\end{aligned}
$$

17.5. Derive Eq. (17.6), and verify the first line of Table 17.1.
18.1. (a) Use the condition of thermodynamic equilibrium to prove that conservation of baryon number implies the chemical potential of an antibaryon is the negative of the chemical potential of a baryon.
(b) Show that if there is no such conservation law, the chemical potential of an additional species must vanish.
18.2. Consider the noninteracting, relativistic system of fermions in Prob. 14.2; let $F \equiv$ $Q / e$ be the fermion number.
(a) Compute the thermodynamic potential and parametric equation of state $\varepsilon\left(\rho_{\mathrm{F}}, T\right)$ and $p\left(\rho_{\mathbf{F}}, T\right)$.
(b) Give analytic expressions for the limiting cases $\rho_{\mathrm{F}} \rightarrow \infty$ and $T \rightarrow \infty$.
(c) Formulate a numerical procedure for arbitrary $\left(\rho_{F}, T\right)$.
18.3. Verify the high temperature limits in Eqs. (18.19) and (18.20).
18.4. Include the contribution of the noninteracting, noncondensed ( $\sigma, \omega$ ) fields in $\hat{H}_{\mathrm{MFT}}$ (Probs. 14.1 and 14.3).
(a) Compute the additional contribution to $\Omega$ (see Prob. 18.1).
(b) Compute the new very high $T$ energy density and equation of state.
18.5. Use the Feynman rules for the temperature Green's function and the self-consistent Hartree approximation of chapter 16 to rederive the finite temperature MFT results of this section.
19.1. Verify the limiting results in Eqs. (19.18)-(19.20) for the model quark-gluon equation of state.
19.2. (a) Include a contribution for noninteracting pions in the baryon-meson thermodynamic potential and equation of state. What is the pion chemical potential?
(b) Recompute a few of the isotherms in Fig. 19.5.
(c) Discuss the impact of this, and higher mass hadron contributions.
19.3. Draw the Feynman diagrams and use the Feynman rules for QCD to obtain an expression for the second-order contribution to the quark self energy. ${ }^{6}$ You need not yet evaluate the integrals.
19.4. Repeat Prob. 19.3 for the gluon self-energy. Remember the ghost loop and all the gluon loops.
19.5. Repeat Prob. 19.3 for the quark-gluon vertex.

The next five problems review the relativistic analysis of an arbitrary two-body scattering or reaction process $a+b \rightarrow c+d$; this can include massless participants as well as ( $\mathrm{e}, \mathrm{e}^{\prime} X$ ) through one-photon exchange [Wa01]. The analysis is from the classic paper of Jacob and Wick [Ja59], which uses helicity states for the particles with $\vec{J} \cdot(\vec{p} / p)|\vec{p} \lambda\rangle=$ $\lambda|\vec{p} \lambda\rangle$. The helicity is unchanged under rotation or Lorentz transformations along $\vec{p}$ (as long as it is not reversed). Through the use of general properties of the scattering operator $\hat{S}$, the angular distribution can be exhibited, and unitarity, as well as symmetry properties of the S-matrix, readily imposed in each subspace of total $J$.
20.1. The direct product state $\left\langle\vec{p}_{a} \vec{p}_{b} \lambda_{a} \lambda_{b}\right\rangle$ can also be denoted by $\left|P_{\mu} \theta_{p} \phi_{p} \lambda_{a} \lambda_{b}\right\rangle$ where $P_{\mu}=(\vec{P}, i E)$ is the total four-momentum and $\left(\theta_{p}, \phi_{P}\right)$ are the direction of the relative momentum $\vec{p}=\left(m_{b} \vec{p}_{a}-m_{a} \vec{p}_{b}\right) /\left(m_{a}+m_{b}\right)$. Since $\left[\hat{S}, \hat{P}_{\mu}\right]=0$ one can define

$$
\left\langle\vec{p}_{c} \vec{p}_{d} \lambda_{c} \lambda_{d}\right| \hat{S}\left|\vec{p}_{a} \vec{p}_{b} \lambda_{a} \lambda_{b}\right\rangle \equiv \frac{(2 \pi)^{6} \sqrt{v v^{\prime}}}{\Omega^{2} p p^{\prime}} \delta^{(4)}\left(P_{\mu}-P_{\mu}^{\prime}\right)\left\langle\theta^{\prime} \phi^{\prime} \lambda_{c} \lambda_{d}\right| \hat{S}\left(P_{\mu}\right)\left|\theta \phi \lambda_{a} \lambda_{b}\right\rangle
$$

Here $p$ and the relative velocity $v=p / \sqrt{p^{2}+m_{a}^{2}}+p / \sqrt{p^{2}+m_{b}^{2}}$ are C-M values.
(a) Set $\hat{S}=1$ and use the normalization of the single-particle states to show that in the C-M system $\left\langle\theta^{\prime} \phi^{\prime} \lambda_{c} \lambda_{d} \mid \theta \phi \lambda_{a} \lambda_{b}\right\rangle=\delta\left(\cos \theta-\cos \theta^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right) \delta_{\lambda_{c} \lambda_{a}} \delta_{\lambda_{d} \lambda_{b}} \delta_{c a} \delta_{d b}$.
(b) Write $\hat{S}=1+i \hat{T}$ and show the cross section in the C-M frame is

$$
\left.\frac{d \sigma}{d \Omega_{p^{\prime}}}=\frac{(2 \pi)^{2}}{p^{2}}\left|\left\langle\theta \phi \lambda_{c} \lambda_{d}\right| \hat{T}(E)\right| 00 \lambda_{a} \lambda_{b}\right\rangle\left.\right|^{2}
$$

${ }^{6}$ Second order in $g$.
(c) Unitarity states $\hat{S}^{\dagger} \hat{S}=1$. Assume only two-body states are accessible. Show

$$
\begin{aligned}
& \sum_{\lambda_{1} \lambda_{2} \text { particles }} \int d \Omega\left\langle\theta \phi \lambda_{1} \lambda_{2}\right| \hat{S}(E)\left|\theta_{f} \phi_{f} \lambda_{c} \lambda_{d}\right\rangle^{*}\left\langle\theta \phi \lambda_{1} \lambda_{2}\right| \hat{S}(E)\left|\theta_{i} \phi_{i} \lambda_{a} \lambda_{b}\right\rangle \\
& =\delta_{c a} \delta_{d b} \delta_{\lambda_{c} \lambda_{a}} \delta_{\lambda_{d} \lambda_{b}} \delta^{(2)}\left(\theta_{f} \phi_{f} \mid \theta_{i} \phi_{i}\right)
\end{aligned}
$$

20.2. The single-particle state can be constructed by rotation (see chapter 7) $|\vec{p} \lambda\rangle=$ $\hat{R}_{-\phi-\theta \phi} \mid p_{+} \lambda$ ) where $p_{+}$lies along the positive $z$ axis; the last angle is a phase convention. Define $\left|p_{-} \lambda\right\rangle \equiv(-1)^{s-\lambda} \hat{R}_{0-\pi 0}\left|p_{+} \lambda\right\rangle$ and the two-particle state by $\left|p_{+} \lambda_{1} \lambda_{2}\right\rangle \equiv$ $\left|p_{+} \lambda_{1}\right\rangle\left|p_{-} \lambda_{2}\right\rangle$. Let $(\alpha \beta \gamma)$ be Euler angles and $\lambda \equiv \lambda_{1}-\lambda_{2}$. A basic theorem then provides the eigenstates of angular momentum

$$
\left|p J M \lambda_{1} \lambda_{2}\right\rangle=\frac{\mathcal{N}}{2 \pi} \int_{0}^{2 \pi} d \alpha \int_{0}^{\pi} \sin \beta d \beta \int_{0}^{2 \pi} d \gamma \mathcal{D}_{M \lambda}^{J}(-\alpha-\beta-\gamma)^{*} \hat{R}_{-\alpha-\beta-\gamma}\left|p_{+} \lambda_{1} \lambda_{2}\right\rangle
$$

(a) Prove this is an eigenstate of $\hat{J}_{z}$ with eigenvalue $M$. (Hint: Try $e^{i \omega \hat{J}_{z}}$.)
(b) Prove this is an eigenstate of $\hat{\vec{J}}^{2}$ with eigenvalue $J(J+1)$. (Hint: Insert a complete set of eigenstates.)
(c) Identify the angles $(\alpha, \beta)=(\phi, \theta)$ and $\left|p \theta \phi \lambda_{1} \lambda_{2}\right\rangle=\hat{R}_{-\phi-\theta \phi}\left|p_{+} \lambda_{1} \lambda_{2}\right\rangle$. Use the normalization condition in Prob. 20.1 to show $\mathcal{N}=[(2 J+1) / 4 \pi]^{1 / 2}$. Hence conclude that the transformation coefficients to eigenstates of angular momentum are just the rotation matrices

$$
\left\langle\theta \phi \lambda_{1} \lambda_{2} \mid J M \lambda_{1}^{\prime} \lambda_{2}^{\prime}\right\rangle=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} \mathcal{D}_{M \lambda}^{J}(-\phi-\theta \phi)^{*} \delta_{\lambda_{1}^{\prime} \lambda_{1}} \delta_{\lambda_{2}^{\prime} \lambda_{2}}
$$

20.3. Use the results of Probs. 20.1-2 and the rotational invariance of the scattering operator $[\hat{\vec{J}}, \hat{S}]=0$ to exhibit the general angular dependence of the cross section (here $\lambda \equiv \lambda_{a}-\lambda_{b}$ and $\mu \equiv \lambda_{c}-\lambda_{d}$, and we use $p$ and $p_{0}$ )

$$
\begin{aligned}
\frac{d \sigma}{d \Omega_{p}} & =\left|f_{\lambda_{c} \lambda_{d} \mid \lambda_{a} \lambda_{b}}(\theta, \phi)\right|^{2} \\
f_{\lambda_{c} \lambda_{d} \mid \lambda_{a} \lambda_{b}}(\theta, \phi) & =\frac{1}{2 p_{0}} \sum_{J}(2 J+1)\left\langle\lambda_{c} \lambda_{d}\right| \hat{T}^{J}(E)\left|\lambda_{a} \lambda_{b}\right\rangle \mathcal{D}_{\lambda_{\mu}}^{J}(-\phi-\theta \phi)^{*}
\end{aligned}
$$

20.4. (a) Use the unitarity of the scattering operator in Prob. 20.1 and the transformation in Prob. 20.2 to show the finite submatrices $\underline{S}^{J}(E)$ satisfy

$$
\sum_{\lambda_{1} \lambda_{2} \text { particles }}\left(\lambda_{1} \lambda_{2}\left|\hat{S}^{J}(E)\right| \lambda_{c} \lambda_{d}\right\rangle^{*}\left\langle\lambda_{1} \lambda_{2}\right| \hat{S}^{J}(E)\left|\lambda_{a} \lambda_{b}\right\rangle=\delta_{a c} \delta_{b d} \delta_{\lambda_{a} \lambda_{c}} \delta_{\lambda_{d} \lambda_{b}}
$$

(b) It is shown in [Ja59] that the parity operator can be defined so that $\hat{P}\left|J M \lambda_{1} \lambda_{2}\right\rangle$ $=(-1)^{J-s_{1}-s_{2}} \eta_{1} \eta_{2}\left|J M-\lambda_{1}-\lambda_{2}\right\rangle$ where $\eta$ is the intrinsic parity. Show that if parity is a good symmetry with $[\hat{P}, \hat{S}]=0$ then the number of independent helicity amplitudes is reduced

$$
\left\langle-\lambda_{c}-\lambda_{d}\right| \hat{S}^{J}(E)\left|-\lambda_{a}-\lambda_{b}\right\rangle=\eta_{a} \eta_{b} \eta_{c}^{*} \eta_{d}^{*}(-1)^{s_{c}+s_{d}-s_{a}-s_{b}}\left\langle\lambda_{c} \lambda_{d}\right| \hat{S}^{J}(E)\left|\lambda_{a} \lambda_{b}\right\rangle
$$

(c) It is also shown in [Ja59] that the antiunitary time reversal operator and phase conventions for the states (note!) can be defined so that $\hat{T}\left|J M \lambda_{1} \lambda_{2}\right\rangle=(-1)^{J-M}\left|J-M \lambda_{1} \lambda_{2}\right\rangle$.

Demonstrate that if time reversal is a good symmetry with $\hat{T} \hat{S}=\hat{S}^{\dagger} \hat{T}$ then the submatrices are symmetric

$$
\left\langle\lambda_{c} \lambda_{d}\right| \hat{S}^{J}(E)\left|\lambda_{a} \lambda_{b}\right\rangle=\left\langle\lambda_{a} \lambda_{b}\right| \hat{S}^{J}(E)\left|\lambda_{c} \lambda_{d}\right\rangle
$$

20.5. As an application of the results in Probs. 20.1-4 consider relativistic elastic scattering of strongly interacting spin- $1 / 2$ and spin-0 particles (e.g., $\pi+N$ or $\alpha+N$ ).
(a) What are the conditions imposed on the matrix $\underline{S}^{J}(E)$ by unitarity and the symmetry conditions in Prob. 20.4?
(b) Demonstrate that eigenstates of parity will diagonalize these matrices. Express the diagonal elements in terms of phase shifts. The standard notation is $\delta_{l \pm}$ where $J=l \pm 1 / 2$ and the parity is $\eta_{1} \eta_{2}(-1)^{l}$.
(c) Show that the scattering amplitude between helicity states $\lambda= \pm 1 / 2$ can be expressed in the form

$$
\underline{f}=\left(\begin{array}{ll}
f_{++} & f_{+-} \\
f_{-+} & f_{--}
\end{array}\right)=\left[\begin{array}{cc}
\left(f_{1}+f_{2}\right) \cos \theta / 2 & \left(f_{1}-f_{2}\right) e^{-i \phi} \sin \theta / 2 \\
-\left(f_{1}-f_{2}\right) e^{i \phi} \sin \theta / 2 & \left(f_{1}+f_{2}\right) \cos \theta / 2
\end{array}\right]
$$

Here $f_{1}=\sum_{l}\left(f_{l+} P_{l+1}^{\prime}-f_{l-} P_{l-1}^{\prime}\right)$ and $f_{2}=\sum_{l}\left(f_{l-}-f_{l+}\right) P_{l}^{\prime}$ with $f_{l} \equiv e^{i \delta_{l}} \sin \delta_{l} / p_{0}$.
(d) One can always introduce another basis by making a unitary transformation on the helicity states $|\beta\rangle=\sum_{\alpha^{\prime}} U_{\alpha^{\prime} \beta}\left|\alpha^{\prime}\right\rangle$. Chose the following transformation $U_{\alpha \beta}=\mathcal{D}_{\lambda^{\prime} \lambda}^{1 / 2}(-\phi \theta \phi)$ on the final state. Show one then reproduces the form of the scattering amplitude given in Eq. (B.25).
(e) Interpret the transformation in (d) in terms of a rotation of the spin of the particle at rest from the $z$-axis to the direction of $\vec{p}$. Use the Lorentz transformation properties of the helicity states to relate the C-M scattering amplitude in (d) to the spin of the final particle in its rest frame.
20.6. Deduce from $\mathcal{L}$ in Eq. (20.8) the Feynman rules for the additional contributions to $S_{\mathrm{fi}}$ from the neutral vector meson $V_{\mu}$.
20.7. Substitute the explicit representation of the Dirac spinors in Prob. 13.1 into Eq. (20.7) to derive Eq. (B.26). (Remember to renormalize to $\bar{u} u=1$ ).
20.8. Take appropriate matrix elements and use the theory of angular momenta to derive the isospin relations in Eq. (B.28).
20.9. Derive Eq. (B.35).
20.10. The equivalence theorem states that between Dirac spinors, pseudoscalar and pseudovector couplings are identical

$$
g \bar{u}\left(p^{\prime}\right) \gamma_{5} u(p)=\left(\frac{f}{\mu}\right) \bar{u}\left(p^{\prime}\right) \gamma_{5}\left(-i \gamma_{\lambda} q_{\lambda}\right) u(p) \quad ; \frac{f}{\mu} \equiv \frac{g}{2 M}
$$

Here $q=p-p^{\prime}$. Use the Dirac equation to prove this relation.
21.1. One of the most useful operator identities in quantum mechanics is

$$
e^{i \hat{S}} \hat{O} e^{-i \hat{S}}=\hat{O}+i[\hat{S}, \hat{O}]+\frac{i^{2}}{2!}[\hat{S},[\hat{S}, \hat{O}]]+\frac{i^{3}}{3!}[\hat{S},[\hat{S},[\hat{S}, \hat{O}]]]+\cdots
$$

This algebraic identity also holds for matrices.
(a) Verify the first few terms.
(b) Prove to all orders by making a Taylor series expansion of $\hat{F}(\lambda)=e^{i \lambda \hat{S}} \hat{O} e^{-i \lambda \hat{\mathcal{S}}}=$ $\sum_{n}\left(\lambda^{n} / n!\right)\left(\partial^{n} \hat{F} / \partial \lambda^{n}\right)_{\lambda=0}$ and then setting $\lambda=1[\mathrm{Bj} 64]$.
21.2. The $\tau$ matrices satisfy $\left[\frac{1}{2} \tau_{i}, \frac{1}{2} \tau_{j}\right]=i \epsilon_{i j k} \frac{1}{2} \tau_{k}$ and $\left\{\tau_{i}, \tau_{j}\right\}=2 \delta_{i j}$.
(a) Show $\exp \left\{\frac{i}{2} \vec{\omega} \cdot \vec{\tau}\right\}=\cos \omega / 2+i \vec{n} \cdot \vec{\tau} \sin \omega / 2$ where $\vec{\omega}=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)=\vec{n} \omega$.
(b) Extend the proof to show $\exp \left\{\frac{i}{2} \vec{\omega} \cdot \vec{\tau} \gamma_{5}\right\}=\cos \omega / 2+i \vec{n} \cdot \vec{\tau} \gamma_{5} \sin \omega / 2$.
21.3. (a) Let $\exp \left\{\frac{i}{2} \vec{\omega} \cdot \vec{\tau} \gamma_{5}\right\} \equiv \underline{r}(\vec{\omega})$. Show the finite chiral transformation is $\underline{r}(\phi+$ $\left.i \vec{\tau} \cdot \vec{\pi} \gamma_{5}\right) \underline{r}=\phi\left(\cos \omega+i \vec{n} \cdot \vec{\tau} \gamma_{5} \sin \omega\right)+\vec{\pi} \cdot\left[i \vec{\tau} \gamma_{5}-\vec{n} \sin \omega-2 \vec{n}\left(i \vec{n} \cdot \vec{\tau} \gamma_{5}\right) \sin ^{2} \omega / 2\right]$.
(b) Let $\vec{\omega} \equiv \vec{\varepsilon} \rightarrow 0$ and verify the infinitesimal chiral transformation in Eq. (21.27).
21.4. Nambu and Jona-Lasinio have proposed a dynamic model for spontaneous breaking of chiral symmetry [Na61, Na61a]. Their model involves a four-fermion coupling with lagrangian density

$$
\mathcal{L}_{\mathrm{NJL}}=-\bar{\psi}\left(\gamma_{\mu} \frac{\partial}{\partial x_{\mu}}\right) \psi+G\left[(\bar{\psi} \psi)^{2}+\left(\bar{\psi} i \gamma_{5} \psi\right)^{2}\right]
$$

Prove this lagrangian is invariant under the global chiral transformation $\psi \rightarrow e^{i \gamma_{5} \theta / 2} \psi$.
21.5. The matrix element needed for pion decay is (chapter 42) $\sqrt{2 \omega_{p} \Omega}\langle 0| J_{\lambda 5}^{(+)}(0)\left|\pi^{-}, p\right\rangle$ $=i F_{\pi}\left(p^{2}\right) p_{\lambda}$. Prove that if the axial vector current is conserved and $p^{2}=-\mu^{2} \neq 0$, then $F_{\pi}=0$ and the pion cannot decay.
21.6. Use the canonical (anti-)commutation relations to show that the operator $\hat{\vec{T}}_{5}$ in Eq. (21.49) is indeed the generator of the chiral transformation in Eqs. (21.43).
21.7. (a) Verify Eq. (B.48); (b) Verify Eqs. (B.52) and (B.53).
22.1. Consider QCD in the nuclear domain with massless quarks $m_{u}=m_{d}=0$ [Eqs. (19.1)-(19.4) and 19.12)]. Show $\mathcal{L}_{\mathrm{QCD}}$ is invariant under the chiral transformation.
22.2. Prove Noether's theorem in Eq. (21.6).
22.3. Use the invariance of the lagrangian in Eq. (22.1) under global phase transformations of the baryon field $\psi$ to deduce the conserved baryon current.
22.4. (a) Derive the lowest order three-body nucleon force in the chiral symmetric $\sigma$ model.
(b) Repeat for the four-body force.
(c) Estimate the contribution of these two interactions to the binding energy of ${ }^{4} \mathrm{He}$. Use s.h.o. wave functions and assume a $\left(1 s_{1 / 2}\right)^{4}$ configuration.
23.1. Consider scattering in nonrelativistic quantum mechanics (Probs. 1.1-6). Let $f(\theta, \phi)=\sum_{l}(2 l+1) f_{l} P_{l}(\cos \theta)$ with $f_{l}=e^{i \delta_{l}} \sin \delta_{l} / k$ be the scattering amplitude calculated for two distinguishable particles. Now assume the two particles are identical, implying either a symmetric or antisymmetric spatial wave function. Show the effect on the scattering amplitude is to replace $f \rightarrow f(\theta) \pm f(\pi-\theta)$ [Sc68].
23.2. Consider the scattering of two particles with isotopic spin $\left|t_{1} m_{1} t_{2} m_{2}\right\rangle$. Assume the scattering operator is invariant under isospin rotations so that $[\hat{\vec{T}}, \hat{S}]=0$.
(a) Show the scattering amplitude can be written

$$
f_{m_{1}^{\prime} m_{2}^{\prime} ; m_{1} m_{2}}=\sum_{T M_{T}}\left\langle t_{1} m_{1}^{\prime} t_{2} m_{2}^{\prime} \mid t_{1} t_{2} T M_{T}\right\rangle\left\langle t_{1} m_{1} t_{2} m_{2} \mid t_{1} t_{2} T M_{T}\right\rangle f^{T}(\theta, \phi)
$$

(b) Show the scattering amplitude of Prob. 20.3 is calculated from $\left\langle\lambda_{c} \lambda_{d}\right| T^{J T}(E)\left|\lambda_{a} \lambda_{b}\right\rangle$
which satisfies the unitarity condition in Prob. 20.4.
23.3. Consider the relativistic analysis of the scattering of two identical $0^{+}$bosons. Here there is only one two-particle state $\left|\vec{k}_{1} \vec{k}_{2}\right\rangle=c_{\vec{k}_{1}}^{\dagger} c_{\vec{k}_{2}}^{\dagger}|0\rangle$; it is automatically symmetric under particle interchange.
(a) Show the transformation coefficients in Prob. 20.2 with the correct symmetry are now given by $\langle\theta, \phi \mid J M\rangle=Y_{J M}(\theta, \phi)\left[1+(-1)^{J}\right] / \sqrt{2}$.
(b) Show these coefficients are properly normalized with respect to the volume element $\int d \Omega / 2$ !, which counts all the independent states.
(c) Show the unitarity relation, taking into account the volume element in (b), again has the form in Prob. 20.4.
(d) What is the corresponding form for the scattering amplitude in Prob. 20.3? Compare with the result in Prob. 23.1.
(e) Extend the analysis to include integer isospin. Show the transformation coefficients are now $\langle\theta, \phi \mid J M\rangle^{T}=Y_{J M}(\theta, \phi)\left[1+(-1)^{J+T}\right] / \sqrt{2}$.
23.4. (a) The substitution rule allows one to turn around an external leg on a Feynman diagram by reversing the sign of the four-momentum and making an appropriate wave function replacement. Show that a pion leg can be turned around with the replacement $q_{i}, \alpha \rightarrow-q_{i}, \alpha$. Hence show that the $\pi-N$ scattering amplitude is invariant under the substitution $q_{1}, \alpha \rightleftharpoons-q_{2}, \beta$.
(b) If the scattering amplitude is an analytic function, the substitution rule implies crossing relations that relate the function in different regions of the variable(s). Prove the following crossing relations for $\pi-N$ scattering

$$
A^{ \pm}(s, t, u)= \pm A^{ \pm}(u, t, s) \quad B^{ \pm}(s, t, u)=\mp B^{ \pm}(u, t, s)
$$

What are the crossing relations in terms of $\left(\nu, \kappa^{2}\right)$ ?
23.5. The analyticity properties for $\pi-N$ scattering shown in Fig. B3.1 can be established from Feynman diagrams or axiomatic field theory [Bj65]. Write a Cauchy integral, expand the contour, use the crossing relations of Prob. 23.4, and use the nucleon pole contributions of Eqs. (20.22) to derive the fixed $\kappa^{2}$ dispersion relations in Eqs. (B.31) and (B.32).
23.6. Derive the results in Eqs. (B.65).
23.7. What are the crossing relations for $\pi-\pi$ scattering?
23.8. Consider $\pi-\pi$ scattering in the $J^{\pi}, T=1^{-}, 1$ channel.
(a) Calculate the T-matrix in tree approximation starting from $\mathcal{L}$ in Eq. (23.1).
(b) Unitarize the amplitude as discussed in the text for the $0^{+}, 0$ channel.
(c) Calculate and plot the phase shift for the values of $m_{\sigma}^{2}$ in Fig. 23.4. Do you get anything that looks like the $\rho$-meson?
23.9. (a) Include the electromagnetic interaction through the minimal gauge invariant substitution in $\mathcal{L}$ in Eq. (23.1) and derive the conserved electromagnetic current.
(b) Show the electric charge is given by $Q=T_{3}+B / 2$.
24.1. Use Eq. (24.34) to derive the contribution of a condensed neutral $\rho_{\mu}^{0}$ field in the relativistic Hartree theory of finite nuclei in Prob. 15.5.
24.2. In Eq. (1-139) of [It80] it is stated that the Noether currents can be defined according to

$$
\mathcal{J}^{a \mu} \equiv-\frac{\partial \mathcal{L}\left(\phi^{\prime}, \partial \phi^{\prime}\right)}{\partial\left(\partial_{\mu} \epsilon^{a}(x)\right)}
$$

where $\epsilon^{a}(x)$ is a set of local, infinitesimal transformation parameters. Derive this result.
24.3. Use the result in Prob. 24.2 to derive the leading terms in the Noether currents in Eqs. (24.39) arising from the $\nu=2$ piece of the FST effective lagrangian (see [An02]).
24.4. Derive the results in Eqs. (24.41).
25.1. (a) Derive the Thomas-Fermi expression for the Hohenberg-Kohn free energy functional of a non-interacting Fermi gas with number density $n(\mathbf{x})$ and degeneracy $\gamma$

$$
F_{\mathrm{TF}}[n]=\frac{3}{5} \frac{\hbar^{2}}{2 m}\left(\frac{6 \pi^{2}}{\gamma}\right)^{2 / 3} \int n(\mathbf{x})^{5 / 3} d^{3} x
$$

(b) Assume the nuclear interactions are equivalent to a slowly varying radial potential $-U(r)$ and that the chemical potential for a self-bound nucleus with $N=Z$ is $\mu=-B$. Use the Hohenberg-Kohn theorem to rederive the expression for the nuclear density in Prob. 3.2

$$
n(r)=\frac{2}{3 \pi^{2}}\left(\frac{2 m}{\hbar^{2}}\right)^{3 / 2}[U(r)-B]^{3 / 2}
$$

## Part 3

## Strong-Coupling QCD
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## Chapter 27

## QCD - a review

Quantum chromodynamics (QCD) is the theory of the strong interactions binding quarks and gluons into observed hadrons (baryons and mesons), and, in turn, into observed nuclei. As such, it is truly the theory of the structure of matter. A brief introduction to QCD was given in chapter 19. In this part of the book we turn our attention to developing the implications of the theory of QCD. Of particular interest is the strong-coupling regime appropriate to nuclear physics. First, however, it is necessary to further develop a basic understanding of the theory. We do that in this chapter with a review and summary, starting with the classic work of Yang and Mills on nonabelian local gauge theories [Ya54] (see also [Ab73]).

### 27.1 Yang-Mills theory - a review

Start with isospin invariance $[S U(2)]$, which is the case originally studied by Yang and Mills [Ya54]. A discussion of isospin invariance is contained in chapter 21. In direct analogy with angular momentum, the isospin operator $\hat{\mathbf{T}}$ is the generator of isospin transformations, and the operator $\hat{R}$ producing the finite, global isospin transformation through the angle $\theta=\mathbf{n} \theta$ is obtained through exponentiation. Its effect on the field $\underline{\phi}$ depends on the particular isospin representation to which that field belongs.

$$
\begin{align*}
\hat{R} & =e^{i \hat{\mathbf{T}} \cdot \boldsymbol{\theta}} \\
\hat{R} \phi \hat{R}^{-1} \equiv \underline{\phi}^{\prime} & =\left[e^{-i \underline{\mathbf{T}} \cdot \boldsymbol{\theta}}\right] \underline{\phi} \tag{27.1}
\end{align*}
$$

Here $\underline{\mathbf{T}}$ is a hermitian matrix representation of the generators $\hat{\mathbf{T}} .^{1} \phi$ is a column vector composed of a set of fields that mix among themselves under isospin trans-
${ }^{1}$ The generators form a Lie algebra

$$
\left[\hat{T}_{i}, \hat{T}_{j}\right]=i \varepsilon_{i j k} \hat{T}_{k}
$$

The quantities $\varepsilon_{i j k}$ are the structure constants of the Lie algebra [here $\left.S U(2)\right]$.
formations. Two examples consist of the previously studied nucleon and pion fields

$$
\begin{align*}
\underline{\psi}=\binom{\psi_{p}}{\psi_{n}}=\binom{p}{n} & ; \underline{\mathbf{T}}=\frac{1}{2} \boldsymbol{\tau} \\
\underline{\pi}=\left(\begin{array}{c}
\pi_{1} \\
\pi_{2} \\
\pi_{3}
\end{array}\right) & ; \underline{\mathbf{T}}=\underline{\mathbf{t}} \tag{27.2}
\end{align*}
$$

Here the matrices $\underline{\mathrm{t}}$ are defined by $\left(t_{i}\right)_{j k} \equiv-i \varepsilon_{i j k}$. Global isospin invariance implies that the lagrangian is left invariant under this transformation.

$$
\begin{equation*}
\mathcal{L} \longrightarrow \mathcal{L}^{\prime}=\mathcal{L} \tag{27.3}
\end{equation*}
$$

Specification to infinitesimal transformations $\boldsymbol{\theta} \rightarrow 0$ reduces Eqs. (27.1) and (27.3) to

$$
\begin{align*}
\delta \phi & =-i \boldsymbol{\theta} \cdot \underline{\mathbf{T}} \underline{\phi} \\
\delta \mathcal{L} & =0 \tag{27.4}
\end{align*}
$$

The nucleon with isospin $1 / 2$ plays a special role here since it forms a basis for the fundamental representation of the group $S U(2)$

$$
\begin{equation*}
\hat{R} \underline{\psi} \hat{R}^{-1}=\left[e^{-\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}}\right] \underline{\psi} \tag{27.5}
\end{equation*}
$$

In this case $\underline{U}(\boldsymbol{\theta})$ is a three parameter, unitary, unimodular, $2 \times 2$ matrix.
The goal is to now convert this into a local gauge invariance where the isospin transformation angle $\theta$, instead of being an overall constant (global invariance), may be a function of the position in space-time $\theta(x)$. The transformation of the fields now takes the form

$$
\begin{align*}
\underline{\phi}(x) \rightarrow \underline{\phi}^{\prime}(x) & =\left[e^{-i \underline{\mathbf{T}} \cdot \boldsymbol{\theta}(x)}\right] \phi(x) \\
& \equiv \underline{U}[\boldsymbol{\theta}(x)] \underline{\phi}(x) \tag{27.6}
\end{align*}
$$

The matrix $\underline{U}[\theta(x)]$ defined in this expression is unitary. Now if the lagrangian is built out of bilinear forms $\underline{\phi}^{\dagger} \underline{\phi}$, it will be invariant under the local transformation in Eq. (27.6)

$$
\begin{equation*}
\underline{\phi}^{\prime \dagger} \underline{\phi}^{\prime}=\underline{\phi}^{\dagger} \underline{U}^{\dagger} \underline{U} \underline{\phi}=\underline{\phi}^{\dagger} \underline{\phi} \tag{27.7}
\end{equation*}
$$

What about the gradient terms? To make them invariant under this local gauge transformation one introduces a covariant derivative such that

$$
\begin{equation*}
\frac{D^{\prime}}{D x_{\mu}} \phi^{\prime}=\underline{U}[\boldsymbol{\theta}(x)] \frac{D}{D x_{\mu}} \underline{\phi} \tag{27.8}
\end{equation*}
$$

The same argument for invariance as in Eq. (27.7) can then be employed; if the kinetic energy term in $\partial \underline{\phi} / \partial x_{\mu}$ appears in the lagrangian $\mathcal{L}$ only in a bilinear combination of $D \underline{\phi} / D x_{\mu}$, then $\mathcal{L}$ will be invariant under local gauge transformations.

To ensure Eq. (27.8), introduce vector fields, one for each generator

$$
\begin{equation*}
A_{\mu}^{i}(x) \quad ; i=1,2,3 \tag{27.9}
\end{equation*}
$$

Define the covariant derivative as

$$
\begin{equation*}
\frac{D}{D x_{\mu}} \phi \equiv\left[\frac{\partial}{\partial x_{\mu}}-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}(x)\right] \underline{\phi} \tag{27.10}
\end{equation*}
$$

Now let these new vector fields also transform under the local gauge transformation. How must these fields transform to ensure Eq. (27.8)? Use

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} \underline{\phi}^{\prime}(x)=\underline{U}(\boldsymbol{\theta}) \frac{\partial \underline{\phi}}{\partial x_{\mu}}+\left[\frac{\partial}{\partial x_{\mu}} \underline{U}(\boldsymbol{\theta})\right] \underline{\phi} \tag{27.11}
\end{equation*}
$$

one wants

$$
\begin{equation*}
\left[\frac{\partial}{\partial x_{\mu}}-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}^{\prime}(x)\right] \underline{\phi^{\prime}}(x)=\underline{U}\left[\frac{\partial}{\partial x_{\mu}}-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}(x)\right] \underline{\phi}(x) \tag{27.12}
\end{equation*}
$$

Substitution of Eq. (27.11) into Eq. (27.12) yields

$$
\begin{equation*}
\left[\frac{\partial}{\partial x_{\mu}} \underline{U}(\boldsymbol{\theta})-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}^{\prime}(x) \underline{U}\right] \underline{\phi}=\underline{U}\left[-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}(x)\right] \underline{\phi} \tag{27.13}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} \underline{U}(\boldsymbol{\theta})-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}^{\prime} \underline{U}=\underline{U}\left(-i g \underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}\right) \tag{27.14}
\end{equation*}
$$

or, finally

$$
\begin{equation*}
\underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}^{\prime}=\underline{U}\left(\underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}\right) \underline{U}^{-1}-\frac{i}{g}\left[\frac{\partial}{\partial x_{\mu}} \underline{U}(\boldsymbol{\theta})\right] \underline{U}^{-1} \tag{27.15}
\end{equation*}
$$

This result appears to depend on the representation $\mathbf{T}$; in fact, it depends only on the commutation rules, that is, on the particular Lie algebra under consideration. To understand this, go to infinitesimals $\theta \rightarrow 0$

$$
\begin{align*}
\underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}^{\prime} & =(1-i \underline{\mathbf{T}} \cdot \boldsymbol{\theta}+\cdots)\left(\underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}\right)(1+i \underline{\mathbf{T}} \cdot \boldsymbol{\theta}+\cdots)-\frac{i}{g}\left[-i \underline{\mathbf{T}} \cdot \frac{\partial \boldsymbol{\theta}}{\partial x_{\mu}}\right] \\
& =\underline{\mathbf{T}} \cdot \mathbf{A}_{\mu}-i\left[\underline{T}^{i}, \underline{T}^{j}\right] \theta^{i} A_{\mu}^{j}-\frac{1}{g} \underline{\mathbf{T}} \cdot \frac{\partial \boldsymbol{\theta}}{\partial x_{\mu}} \tag{27.16}
\end{align*}
$$

The matrices $\mathbf{T}$ provide a representation of the commutation rules, which in the case of $S U(2)$ gives $\left[\underline{T}^{i}, \underline{T}^{j}\right]=i \varepsilon_{i j k} \underline{T}^{k}$. Since the matrices $\underline{T}^{i}$ are linearly independent one can equate coefficients, and hence the infinitesimal transformation law for the vector fields becomes

$$
\begin{equation*}
A_{\mu}^{\prime i}=A_{\mu}^{i}-\frac{1}{g} \frac{\partial \theta^{i}}{\partial x_{\mu}}+\varepsilon_{i j k} \theta^{j} A_{\mu}^{k} \tag{27.17}
\end{equation*}
$$

More generally, the $\varepsilon_{i j k}$ are replaced by the structure constants of the particular group under discussion. For $S U(2)$ with nucleon and pion fields, the covariant derivatives and transformation law for the vector fields can be conveniently expressed in a vector notation

$$
\begin{array}{rlr}
\frac{D}{D x_{\mu}} \underline{\psi} & =\left[\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g \underline{\tau} \cdot \mathbf{A}_{\mu}(x)\right] \underline{\psi} \\
\frac{D}{D x_{\mu}} \boldsymbol{\phi} & =\left(\frac{\partial}{\partial x_{\mu}}+g \mathbf{A}_{\mu} \times\right) \boldsymbol{\phi} & \\
\delta \mathbf{A}_{\mu} & =-\frac{1}{g} \frac{\partial \boldsymbol{\theta}}{\partial x_{\mu}}+\boldsymbol{\theta} \times \mathbf{A}_{\mu} \quad ; \boldsymbol{\theta} \rightarrow 0 \tag{27.18}
\end{array}
$$

What about the kinetic energy term for the vector mesons? Can we construct a term bilinear in derivatives of the vector meson field that is also locally gauge invariant? The answer to this question was given by Yang and Mills. Define a vector meson field tensor by the following relation

$$
\begin{equation*}
\mathcal{F}_{\mu \nu}^{i}=\frac{\partial A_{\nu}^{i}}{\partial x_{\mu}}-\frac{\partial A_{\mu}^{i}}{\partial x_{\nu}}+g \varepsilon_{i j k} A_{\mu}^{j} A_{\nu}^{k} \tag{27.19}
\end{equation*}
$$

Again, more generally, the $\varepsilon_{i j k}$ of $S U(2)$ are replaced by the structure constants of the group. Take, in analogy to QED, a kinetic energy term of the form

$$
\begin{equation*}
\mathcal{L}_{\mathrm{KE}}=-\frac{1}{4} \mathcal{F}_{\mu \nu}^{i} \mathcal{F}_{\mu \nu}^{i} \tag{27.20}
\end{equation*}
$$

In vector notation these relations can be written

$$
\begin{align*}
\mathbf{F}_{\mu \nu} & =\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}+g \mathbf{A}_{\mu} \times \mathbf{A}_{\nu} \\
\mathcal{L}_{\mathrm{KE}} & =-\frac{1}{4} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}_{\mu \nu} \tag{27.21}
\end{align*}
$$

With these definitions, it is then true that for infinitesimal transformations the change in the vector meson field tensor is perpendicular to the field tensor itself ${ }^{2}$

$$
\begin{equation*}
\delta \mathbf{F}_{\mu \nu}=\boldsymbol{\theta} \times \mathbf{F}_{\mu \nu} \quad ; \boldsymbol{\theta} \rightarrow 0 \tag{27.22}
\end{equation*}
$$

This implies that the kinetic energy term is unchanged under this infinitesimal transformation

$$
\begin{equation*}
\delta \mathcal{L}_{\mathrm{KE}}=0 \tag{27.23}
\end{equation*}
$$

One would normally proceed to add a mass term for the vector mesons to the lagrangian

$$
\begin{equation*}
\delta \mathcal{L}_{\text {mass }}=-\frac{1}{2} m_{A}^{2} \mathbf{A}_{\mu} \cdot \mathbf{A}_{\mu} \tag{27.24}
\end{equation*}
$$

${ }^{2}$ We leave the proof of this relation in $S U(2)$ as an exercise for the reader in Prob. 27.1 (see [Wa92]).

Such a term clearly changes under the local gauge transformation in Eq. (27.18), and hence the only way to preserve local gauge invariance is to demand that the additional vector meson fields be massless

$$
\begin{equation*}
m_{A}^{2}=0 \tag{27.25}
\end{equation*}
$$

These results can be combined to construct, for example, a model lagrangian for pions and nucleons that is locally gauge invariant under isospin transformations [a nonabelian gauge theory built on the group $S U(2)$ ]

$$
\begin{align*}
\mathcal{L}= & -\bar{\psi}\left(\gamma_{\mu} \frac{D}{D x_{\mu}}+M-i g_{\pi} \gamma_{5} \tau \cdot \phi\right) \underline{\psi}-\frac{1}{4} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}_{\mu \nu} \\
& -\frac{1}{2}\left[\left(\frac{D \phi}{D x_{\mu}}\right)^{\star} \cdot\left(\frac{D \phi}{D x_{\mu}}\right)+m_{\pi}^{2} \boldsymbol{\phi} \cdot \boldsymbol{\phi}\right] \tag{27.26}
\end{align*}
$$

Here $v_{\mu}^{\star} \equiv\left(\mathbf{v}^{\dagger}, i v_{0}^{\dagger}\right)$; the metric is not complex conjugated under this * operation.
The discussion of nonabelian Yang-Mills theories can be specialized to the case of the abelian theory of QED where the invariance is to local phase transformations of the fields and the invariance group is simply $U(1)$. In this case one has the correspondence:
(1) The finite transformation operator and unitary representation become

$$
\begin{equation*}
\hat{R}=e^{i \hat{Q} \theta} \quad ; U=e^{-i q \theta} \tag{27.27}
\end{equation*}
$$

Here $\hat{Q}$ is the electromagnetic charge operator and $q$ is the charge carried by the field. Since there is only one generator $\hat{Q}$, the structure constants vanish;
(2) A single vector field $A_{\mu}$ is introduced, and the covariant derivative is defined by

$$
\begin{equation*}
\frac{D \psi}{D x_{\mu}}=\left[\frac{\partial}{\partial x_{\mu}}-i e q A_{\mu}(x)\right] \psi \tag{27.28}
\end{equation*}
$$

(3) Under local gauge transformations the vector field transforms as

$$
\begin{equation*}
A_{\mu}^{\prime}=A_{\mu}-\frac{1}{e} \frac{\partial \theta}{\partial x_{\mu}} \tag{27.29}
\end{equation*}
$$

(4) The field tensor for this vector field is defined by

$$
\begin{equation*}
F_{\mu \nu}=\frac{\partial A_{\nu}}{\partial x_{\mu}}-\frac{\partial A_{\mu}}{\partial x_{\nu}} \tag{27.30}
\end{equation*}
$$

(5) The vector field must be massless $m_{A}^{2}=0$ to maintain local gauge invariance.

Remarkably enough, these arguments, used to construct a lagrangian that is invariant under local phase transformations, lead to quantum electrodynamics (QED), the most accurate physical theory we have.

### 27.2 Quarks and color

As discussed in chapter 19, quarks come in several flavors $[u, d, s, c, b, t, \cdots]$, each of which has a set of quantum numbers out of which the quantum numbers of the observed baryons are deduced from ( $q q q)$ triplets and the observed mesons from ( $q \bar{q}$ ) pairs. In addition, the quarks are assigned an additional internal quantum number called color, which can take three values (red, green, blue). The lightest mass quark fields will be represented as follows: ${ }^{3}$

$$
\begin{align*}
\psi & =\left(\begin{array}{c}
u \\
d \\
s \\
c
\end{array}\right) \longrightarrow\left(\begin{array}{lll}
u_{R} & u_{G} & u_{B} \\
d_{R} & d_{G} & d_{B} \\
s_{R} & s_{G} & s_{B} \\
c_{R} & c_{G} & c_{B}
\end{array}\right) \\
& \equiv\left(\psi_{R}, \psi_{G}, \psi_{B}\right) \equiv \psi_{i} \quad ; i=R, G, B \tag{27.31}
\end{align*}
$$

Define the column vector $\underline{\psi}$ by

$$
\underline{\psi} \equiv\left(\begin{array}{l}
\psi_{R}  \tag{27.32}\\
\psi_{G} \\
\psi_{B}
\end{array}\right)
$$

This is a very compact notation; each $\psi_{i}$ contains many flavors as indicated in Eq. (27.31), and each quark flavor in turn represents a four-component Dirac field, for example

$$
\psi_{R}=\left(\begin{array}{c}
u_{R}  \tag{27.33}\\
d_{R} \\
s_{R} \\
c_{R}
\end{array}\right) \quad ; u_{R}=\left(\begin{array}{c}
u_{1} \\
u_{2} \\
u_{3} \\
u_{4}
\end{array}\right)_{R} \quad ; \text { etc. }
$$

The lagrangian for the free quark fields can now be written compactly as

$$
\begin{equation*}
\mathcal{L}=-\bar{\psi}\left(\gamma_{\mu} \frac{\partial}{\partial x_{\mu}}+\underline{M}\right) \underline{\psi} \tag{27.34}
\end{equation*}
$$

Here the mass term is the unit matrix with respect to color

$$
\underline{M}=\left(\begin{array}{lll}
\underline{m} & &  \tag{27.35}\\
& \underline{m} & \\
& & \underline{m}
\end{array}\right)
$$

${ }^{3}$ The extension to any number of flavors is evident.

It may be anything with respect to flavor, for example,

$$
\underline{m}=\left(\begin{array}{llll}
m_{u} & & &  \tag{27.36}\\
& m_{d} & & \\
& & m_{s} & \\
& & & m_{c}
\end{array}\right)
$$

The lagrangian in Eq. (27.34) has a global invariance with respect to unitary transformations mixing the three internal color variables [ $S U(3)$ ]. We denote the generators of this transformation by $\hat{G}^{a}$ with $a=1, \ldots, 8$ and the eight parameters characterizing a three-by-three unitary, unimodular matrix by $\theta^{a}$ with $a=1, \ldots, 8$. There are eight three-by-three, traceless, hermitian, Gell-Mann matrices $\underline{\lambda}_{a}$ - the analogues of the Pauli matrices. ${ }^{4}$ The operator producing the finite color transformation is then given by

$$
\begin{equation*}
\hat{R}=e^{i \theta^{a} \hat{G}^{a}} \tag{27.37}
\end{equation*}
$$

It has the following effect on the quark field

$$
\begin{equation*}
\hat{R} \underline{\psi} \hat{R}^{-1}=\underline{U}(\theta) \underline{\psi}=\left[e^{-\frac{i}{2} \underline{\lambda}^{a} \theta^{a}}\right] \underline{\psi} \tag{27.38}
\end{equation*}
$$

Latin indices will now run from $1, \ldots, 8$, and repeated Latin indices are summed. The transformation in Eq. (27.38) with constant, finite $\theta^{a}$ leaves the lagrangian in Eq. (27.34) unchanged. Here $\underline{U}(\theta)$ is a unitary, unimodular three-by-three matrix, and the quark field in Eq. (27.38) forms a basis for the fundamental representation of $S U(3)$. The symmetry is with respect to color.

One can now make this global color invariance a local invariance where the transformation $\theta^{a}(x)$ can vary from point to point in space-time by using the theory developed by Yang and Mills:
(1) Introduce massless vector meson fields, one for each generator

$$
\begin{equation*}
A_{\mu}^{a}(x) \quad ; a=1, \ldots, 8 \tag{27.39}
\end{equation*}
$$

${ }^{4}$ These matrices satisfy the Lie algebra of $S U(3)$, the same algebra as satisfied by the generators

$$
\left[\frac{1}{2} \underline{\lambda}^{a}, \frac{1}{2} \underline{\lambda}^{b}\right]=i f^{a b c} \frac{1}{2} \underline{\lambda}^{c}
$$

Here the $f^{a b c}$ are the structure constants of the group; they are antisymmetric in the indices ( $a b c$ ). The matrices $\left(\lambda^{a}\right)_{i j}$ for $a=1, \cdots, 8$ are given in order by

$$
\left.\begin{array}{rl}
\left(\begin{array}{ll}
1 & 1
\end{array}\right) & \left(\begin{array}{lll} 
& -i & \\
i & &
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& -1
\end{array}\right)\left(\begin{array}{ll} 
& 1 \\
1 &
\end{array}\right)\left(\begin{array}{ll} 
& -i \\
i &
\end{array}\right) \\
& \left(\begin{array}{lll} 
& & \\
& &
\end{array}\right)\left(\begin{array}{lll} 
& &
\end{array}\right)\left(\begin{array}{lll}
1 / \sqrt{3} & \\
& & \\
& & -i / \sqrt{3}
\end{array}\right. \\
&
\end{array}\right)
$$

These vector mesons are known as gluons;
(2) Define the covariant derivative by

$$
\begin{equation*}
\frac{D}{D x_{\mu}} \underline{\psi}=\left[\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g \underline{\lambda}^{a} A_{\mu}^{a}(x)\right] \underline{\psi} \tag{27.40}
\end{equation*}
$$

(3) Define the field tensor for the vector meson fields as

$$
\begin{equation*}
\mathcal{F}_{\mu \nu}^{a}=\frac{\partial A_{\nu}^{a}}{\partial x_{\mu}}-\frac{\partial A_{\mu}^{a}}{\partial x_{\nu}}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c} \tag{27.41}
\end{equation*}
$$

Here $f^{a b c}$ are the structure constants of $S U(3)$;
(4) Under infinitesimal local gauge transformations $\theta^{a} \rightarrow 0$ the vector meson fields and the field tensor transform according to

$$
\begin{array}{rlr}
\delta A_{\mu}^{a} & =-\frac{1}{g} \frac{\partial \theta^{a}}{\partial x_{\mu}}+f^{a b c} \theta^{b} A_{\mu}^{c} & \\
\delta \mathcal{F}_{\mu \nu}^{a} & =f^{a b c} \theta^{b} \mathcal{F}_{\mu \nu}^{c} & ; \theta^{a} \rightarrow 0 \tag{27.42}
\end{array}
$$

(5) A combination of these results leads to the lagrangian of $Q C D$

$$
\begin{equation*}
\mathcal{L}_{\mathrm{QCD}}=-\bar{\psi}\left\{\gamma_{\mu}\left[\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g \underline{\lambda}^{a} A_{\mu}^{a}(x)\right]+\underline{M}\right\} \underline{\psi}-\frac{1}{4} \mathcal{F}_{\mu \nu}^{a} \mathcal{F}_{\mu \nu}^{a} \tag{27.43}
\end{equation*}
$$

The original result that this lagrangian leads to asymptotic freedom is due to Gross and Wilczek [Gr73, Gr73a] and Politzer [Po73, Po74]; see also Fritzsch and GellMann [Fr72, Fr73]. References [Ma78, Re81, Wi82] contain good background material on QCD.

The lagrangian in Eq. (27.43) can be written out explicitly in powers of the coupling constant $g$

$$
\begin{align*}
\mathcal{L}_{\mathrm{QCD}} & =\mathcal{L}_{0}+\mathcal{L}_{1}+\mathcal{L}_{2} \\
\mathcal{L}_{0} & =-\underline{\bar{\psi}}\left(\gamma_{\mu} \frac{\partial}{\partial x_{\mu}}+\underline{M}\right) \underline{\psi}-\frac{1}{4} F_{\mu \nu}^{a} F_{\mu \nu}^{a} \\
\mathcal{L}_{1} & =\frac{i}{2} g \bar{\psi} \gamma_{\mu} \underline{\lambda}^{a} \underline{\psi} A_{\mu}^{a}(x)-\frac{g}{2} f^{a b c} F_{\mu \nu}^{a} A_{\mu}^{b} A_{\nu}^{c} \\
\mathcal{L}_{2} & =-\frac{g^{2}}{4} f^{a b c} f^{a d e} A_{\mu}^{b} A_{\nu}^{c} A_{\mu}^{d} A_{\nu}^{e} \tag{27.44}
\end{align*}
$$

Here

$$
\begin{equation*}
F_{\mu \nu}^{a} \equiv \frac{\partial A_{\nu}^{a}}{\partial x_{\mu}}-\frac{\partial A_{\mu}^{a}}{\partial x_{\nu}} \tag{27.45}
\end{equation*}
$$

The various processes described by the interaction terms in this lagrangian are illustrated in Fig. 27.1.


Fig. 27.1. Processes described by the interaction term in the QCD lagrangian.
To obtain further insight into these results, it is useful to write the Yukawa interaction between the quarks and gluons in more detail.

Recall, for example, the structure of the first two $\underline{\lambda}^{a}$ matrices

$$
\underline{\lambda}^{1}=\left(\begin{array}{ll}
1 & 1  \tag{27.46}\\
1 &
\end{array}\right) \quad \underline{\lambda}^{2}=\left(\begin{array}{ll} 
& -i \\
&
\end{array}\right)
$$

These matrices connect the ( $R, G$ ) quarks, and with explicit identification of the flavor components of the color fields, it is evident that this interaction contains the individual processes illustrated in Fig. 27.2. The quarks interact here by changing their color, which in turn is carried off by the gluons; the flavor of the quarks is unchanged and all flavors of quarks have an identical color coupling. If the gluons are represented with double lines connected to the incoming and outgoing quark lines, respectively, and a color assigned to each line as indicated in this figure, then color can be viewed as running continuously through a Feynman diagram built from these components.


Fig. 27.2. Individual processes described by the quark-gluon Yukawa coupling in QCD.

The Euler-Lagrange equations following from the QCD lagrangian provide further insight. They are readily derived to be the following

$$
\begin{align*}
& \left\{\gamma_{\mu}\left[\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g \underline{\lambda}^{a} A_{\mu}^{a}(x)\right]+\underline{M}\right\} \underline{\psi}=0 \\
& \underline{\psi}\left\{\gamma_{\mu}\left[\frac{\partial}{\partial x_{\mu}}+\frac{i}{2} g \underline{\lambda}^{a} A_{\mu}^{a}(x)\right]-\underline{M}\right\}=0 \\
& \frac{\partial \mathcal{F}_{\mu \nu}^{a}}{\partial x_{\nu}}=\frac{i}{2} g \bar{\psi} \gamma_{\mu} \underline{\lambda}^{a} \underline{\psi}+g f^{a b c} \mathcal{F}_{\mu \nu}^{b} A_{\nu}^{c} \tag{27.47}
\end{align*}
$$

It follows from these equations of motion that currents built out of quark fields and a unit matrix with respect to color are conserved.

$$
\begin{array}{rlr}
\frac{\partial}{\partial x_{\mu}}\left(\frac{i}{3} \underline{\bar{\psi}} \gamma_{\mu} \underline{\psi}\right)=0 & & \text {; baryon current } \\
\frac{\partial}{\partial x_{\mu}}\left(i \underline{\psi} \gamma_{\mu} \underline{\underline{\Sigma}}\right)=0 & & \text {; flavor current } \tag{27.48}
\end{array}
$$

Here $\underline{\Sigma}$ is a unit matrix with respect to color, but anything with respect to flavor, satisfying $\left[\underline{\Sigma}, \underline{\lambda}^{a}\right]=0$.

$$
\underline{\Sigma}=\left(\begin{array}{ccc}
\underline{\sigma} & &  \tag{27.49}\\
& \underline{\sigma} & \\
& & \underline{\sigma}
\end{array}\right) \quad \underline{\sigma}=\left(\begin{array}{cccc}
\sigma_{u} & & & X \\
& \sigma_{d} & & \\
& & \sigma_{s} & \\
X & & & \sigma_{c}
\end{array}\right)
$$

We assume here that the quark masses are sufficiently degenerate so that $[\underline{\sigma}, \underline{m}]=0$.
It follows from the four-divergence of the third of Eqs. (27.47) and the antisymmetry of $\mathcal{F}_{\mu \nu}^{a}=-\mathcal{F}_{\nu \mu}^{a}$ that the color current, the source of the color field, is also conserved.

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}}\left(\frac{i}{2} g \underline{\bar{\psi}} \gamma_{\mu} \underline{\lambda}^{a} \underline{\psi}+g f^{a b c} \mathcal{F}_{\mu \nu}^{b} A_{\nu}^{c}\right)=0 \tag{27.50}
\end{equation*}
$$

The Feynman rules for the S-matrix following from the lagrangian density of QCD are derived, for example, in [Qu83, Ch84, Ai89, Wa92]; they lead to those for the Green's functions stated in chapter 19.

QCD has two absolutely remarkable properties, confinement and asymptotic freedom.

### 27.3 Confinement

Colored quarks and gluons, the basic underlying degrees of freedom in the strong interactions, are evidently never observed as free asymptotic scattering states in the laboratory; you cannot hold an isolated quark or gluon in your hand. Quarks and gluons are confined to the interior of hadrons. There are strong indications from lattice gauge theory calculations, which we discuss in some detail in the next several sections, that confinement is indeed a dynamic property of QCD arising from the strong, nonlinear gluon couplings in the lagrangian. One can show in these calculations, for example, that the energy of a static ( $q \bar{q}$ ) pair grows linearly with the distance $d$ separating the pair (see Fig. 27.3). What actually happens then as the ( $q \bar{q}$ ) pair is separated is that another ( $q \bar{q}$ ) pair is formed, completely shielding the individual color charges of the first pair, and producing two mesons from one.


Fig. 27.3. Confinement in QCD. Lattice gauge theory calculations indicate that the separation energy grows linearly with $d$.

### 27.4 Asymptotic freedom

The second remarkable property is asymptotic freedom. Recall from QED that vacuum polarization shields a point electric charge $e_{0}$ as indicated in Fig. 27.4a.


Fig. 27.4. (a) Shielding of point charge by (b) vacuum polarization in QED.
The renormalized charge $e_{2}^{2}$ changes with the distance scale, or momentum transfer $\lambda^{2}$, at which one measures the interior charge. The mathematical statement of this fact is the renormalization group equation of Gell-Mann and Low [Ge54]

$$
\begin{equation*}
\frac{d e_{2}^{2}}{d \ln \left(\lambda^{2} / M^{2}\right)}=\psi\left(e_{2}^{2}\right) \tag{27.51}
\end{equation*}
$$

The lowest order modification of the charge in QED arises from the vacuum polarization graph indicated in Fig. 27.4b. The renormalization group equations can be used to sum the leading logarithmic corrections to the renormalized charge to all orders. The result is that the renormalized charge measured at large $\lambda^{2} \gg M^{2}$ is related to the usual value of the total charge $e_{1}^{2}$ by

$$
\begin{equation*}
e_{2}^{2} \approx \frac{e_{1}^{2}}{1-\left(e_{1}^{2} / 12 \pi^{2}\right) \ln \left(\lambda^{2} / M^{2}\right)} \tag{27.52}
\end{equation*}
$$

The first term in the expansion of the denominator arises from the graph in Fig. 27.4b. ${ }^{5}$ The renormalized electric charge in QED is evidently shielded by vac-

[^98]uum polarization; the measured charge increases as one goes to shorter and shorter distances, or higher and higher $\lambda^{2}$.

Similar, although somewhat more complicated, arguments can be made in QCD. An isolated color charge $g_{0}$ is modified by strong vacuum polarization and surrounded with a corresponding cloud of color charge as indicated schematically in Fig. 27.5.


Fig. 27.5. Antishielding of color charge in QCD by strong vacuum polarization.
In this case, the renormalization group equations lead to a sum of the leading $\ln$ corrections for $\lambda^{2} \gg \lambda_{1}^{2}$ of the form [Gr73, Gr73a, Po73, Po74]

$$
\begin{equation*}
g_{2}^{2} \approx \frac{g_{1}^{2}}{1+\left(g_{1}^{2} / 16 \pi^{2}\right)\left(33 / 3-2 N_{f} / 3\right) \ln \left(\lambda^{2} / \lambda_{1}^{2}\right)} \tag{27.53}
\end{equation*}
$$

Here $N_{f}$ is the number of quark flavors. ${ }^{6}$ An expansion of the denominator again gives the result obtained by combining the lowest-order perturbation theory corrections to the quark and gluon propagators and quark vertex (Prob. 27.7). The plus sign in the denominator in this expression is crucial. One now draws the conclusion that there is antishielding; the charge decreases at shorter distances, or with larger $\lambda^{2}$. The vacuum in QCD thus acts like a paramagnetic medium, where a moment surrounds itself with like moments, rather than the dielectric medium of QED where a charge surrounds itself with opposite charges. The implications are enormous, for one now concludes that it is consistent to do perturbation theory at very short distances, or high momentum transfer, with QCD. The renormalization group equations then provide a tool for summing the leading $\ln$ 's of perturbation theory. This powerful result of asymptotic freedom in QCD is due to Politzer, Gross, and Wilczek [Gr73, Gr73a, Po73, Po74].
${ }^{6}$ With $N_{f}=1$, no gluon contribution of $33 / 3$, and the observation $\operatorname{tr}\left(\frac{1}{2} \lambda^{a} \frac{1}{2} \lambda^{b}\right)=\frac{N_{f}}{2} \delta^{a b}$, one recovers the result in Eq. (27.52). It is the gluon contribution that changes the sign in the denominator.

## Chapter 28

## Path integrals

Nuclear physics is the study of the structure and dynamics of hadronic systems. Such systems are composed of a confined quark/gluon substructure. The largedistance confinement of color, and the evolution into the large-distance hadronic structure, is governed by a regime where the coupling constant $g$ is large and the nonlinear interactions of QCD are crucial. A central goal of nuclear physics is to deduce the consequences of QCD in this strong-coupling regime. ${ }^{1}$ The subsequent developments are most conveniently presented in terms of a path integral formulation of quantum mechanics and field theory [Fe65]. This approach permits one to readily incorporate explicit local gauge invariance, and as a formulation of field theory in terms of multiple integrals over paths, provides a basis for carrying out large-scale numerical Monte Carlo evaluations of physical quantities. We start the discussion with a review of the basic concepts of path integrals. The material in this section is taken from [Fe65, Ab73] and [Se86, Wa92]; it is meant as a review. We start with the problem of a single nonrelativistic particle in a potential.

### 28.1 Propagator and the path integral

The quantum mechanical amplitude for finding a particle at position $q_{f}$ at time $t_{f}$ if it started at $q_{i}$ at time $t_{i}$ is given by ${ }^{2}$

$$
\begin{equation*}
\left\langle q_{f} t_{f} \mid q_{i} t_{i}\right\rangle=\int \mathcal{D}(q) \exp \left\{\frac{i}{\hbar} S(f, i)\right\} \tag{28.1}
\end{equation*}
$$

The action appearing in this expression is defined by

$$
\begin{equation*}
S(f, i)=\int_{t_{i}}^{t_{f}} L(q, \dot{q}) d t \tag{28.2}
\end{equation*}
$$

[^99]Here $L=T-V$ is the lagrangian. The path integral appearing in Eq. (28.1) is illustrated in Fig. 28.1.


Fig. 28.1. Definition of the path integral for a single nonrelativistic particle.
It is defined in the following manner: ${ }^{3}$
(1) Split the time interval $t_{f}-t_{i}$ into $n$ subintervals $\Delta t$ such that $t_{f}-t_{i}=n \Delta t$. Label the coordinate at time $t_{p}$ by $q_{p}$. Fix $q_{i} \equiv q_{0}$ and $q_{f} \equiv q_{n}$;
(2) Write the action in Eq. (28.2) as a finite sum over these intervals;
(3) Define the time derivative of the coordinate appearing in that sum according to

$$
\begin{equation*}
\dot{q}_{p}=\frac{q_{p+1}-q_{p}}{\Delta t} \tag{28.3}
\end{equation*}
$$

(4) To evaluate the expression in Eq. (28.1), integrate over each coordinate at each intermediate time (see Fig. 28.1)

$$
\begin{equation*}
\int d q_{1} \cdots \int d q_{n-1} \tag{28.4}
\end{equation*}
$$

(5) For the measure of integration, assign the following factor for each interval

$$
\begin{equation*}
\left(\frac{m e^{-i \pi / 2}}{2 \pi \hbar \Delta t}\right)^{1 / 2} \quad ; \text { one factor for each interval } \tag{28.5}
\end{equation*}
$$

(6) Finally, take the limit $n \rightarrow \infty$ [which implies $\left.\Delta t=\left(t_{f}-t_{i}\right) / n \rightarrow 0\right]$.

This procedure generates the exact quantum mechanical transition amplitude [Fe65]. It involves only the classical lagrangian; however, one has to integrate over all possible paths connecting the initial and final points as illustrated in Fig. 28.1.

[^100]The classical limit of this expression can be obtained by taking $\hbar \rightarrow 0$. In this limit, the method of stationary phase [Fe80] implies that the integral in Eqs. (28.1) and (28.2) will be determined by that path (or paths) where

$$
\begin{equation*}
\delta \int_{t_{i}}^{t_{f}} L(q, \dot{q}) d t=0 \tag{28.6}
\end{equation*}
$$

Here the variation about the actual path is precisely that defined in classical mechanics, and the endpoints are held fixed. The reader will recognize Eq. (28.6) as Hamilton's principle. One immediately obtains classical mechanics as the classical limit of this path integral formulation of quantum mechanics.

### 28.2 Partition function and the path integral

The partition function in the canonical ensemble, and hence statistical mechanics, bears an intimate relation to the propagator and path integral described above. Given a system in thermodynamic equilibrium at given $(N, V, T)$ as illustrated in Fig. 28.2, the canonical partition function is defined by


Fig. 28.2. System at given $(N, V, T)$ in the canonical ensemble.

$$
\begin{equation*}
Z(N, V, T)=\operatorname{Tr}\left[e^{-\beta \hat{H}}\right]=\sum_{n} e^{-\beta E_{n}} \tag{28.7}
\end{equation*}
$$

Here $\beta \equiv 1 / k_{\mathrm{B}} T$ where $k_{\mathrm{B}}$ is Boltzmann's constant and the Trace (Tr) indicates a sum over the diagonal elements evaluated for a complete set of states in the Hilbert space for given $N$; the second expression is obtained by evaluating the trace in the basis of eigenstates of the hamiltonian $\hat{H}$ satisfying $\hat{H}\left|E_{n}\right\rangle=E_{n}\left|E_{n}\right\rangle$. The Helmholtz free energy is then given in terms of the canonical partition function by

$$
\begin{equation*}
F(N, V, T)=-\frac{1}{\beta} \ln Z \tag{28.8}
\end{equation*}
$$

Recall that the Helmholtz free energy is related to the energy and entropy by

$$
\begin{align*}
F & =E-T S \\
d F & =d E-T d S-S d T \tag{28.9}
\end{align*}
$$

The first and second laws of thermodynamics state

$$
\begin{equation*}
d E=T d S-P d V+\mu d N \tag{28.10}
\end{equation*}
$$

Here $\mu$ is the chemical potential, and the last term contributes only for an open system. A combination of these equations yields

$$
\begin{equation*}
d F=-S d T-P d V+\mu d N \tag{28.11}
\end{equation*}
$$

Hence if one knows the function $F(T, V, N)$, the entropy, pressure, and chemical potential can be obtained by differentiation

$$
\begin{equation*}
S=-\left(\frac{\partial F}{\partial T}\right)_{V, N} \quad P=-\left(\frac{\partial F}{\partial V}\right)_{T, N} \quad \mu=\left(\frac{\partial F}{\partial N}\right)_{V, T} \tag{28.12}
\end{equation*}
$$

With $N$ uncoupled subsystems, the hamiltonian is simply additive

$$
\begin{equation*}
\hat{H}=\sum_{\sigma=1}^{N} \hat{h}_{\sigma} \tag{28.13}
\end{equation*}
$$

If the $N$ subsystems are all identical and localized, the canonical partition function simplifies to

$$
\begin{align*}
Z & =z^{N} \\
z & =\operatorname{Tr}\left[e^{-\beta \hat{h}}\right] \tag{28.14}
\end{align*}
$$

In the last expression the trace is now over a complete set of single-particle states and one works in the microcanonical ensemble. As a concrete example one can work with a one-dimensional problem of a particle in a potential where

$$
\begin{equation*}
\hat{h}=\frac{1}{2 m} \hat{p}^{2}+V(\hat{q}) \tag{28.15}
\end{equation*}
$$

To convert the partition function to a path integral first introduce a basis of eigenstates of position where

$$
\begin{align*}
\hat{q}|q\rangle & =q|q\rangle \\
\left\langle q^{\prime} \mid q\right\rangle & =\delta\left(q^{\prime}-q\right) \tag{28.16}
\end{align*}
$$

Eigenstates of momentum will also be employed

$$
\begin{align*}
\hat{p}|p\rangle & =p|p\rangle \\
\left\langle p^{\prime} \mid p\right\rangle & =\delta\left(p^{\prime}-p\right) \tag{28.17}
\end{align*}
$$

The inner product between the coordinate and momentum eigenstates follows from general principles

$$
\begin{equation*}
\langle q \mid p\rangle=\frac{1}{\sqrt{2 \pi \hbar}} \exp \left\{\frac{i}{\hbar} p q\right\} \tag{28.18}
\end{equation*}
$$

The completeness relation states ${ }^{4}$

$$
\begin{equation*}
\int d p|p\rangle\langle p|=\int d q|q\rangle\langle q|=1 \tag{28.19}
\end{equation*}
$$

Now evaluate the trace in Eq. (28.14) using these eigenstates of position

$$
\begin{equation*}
z=\operatorname{Tr}\left[e^{-\beta \hat{h}}\right]=\int d q\langle q| e^{-\beta \hat{h}}|q\rangle \tag{28.20}
\end{equation*}
$$

To proceed, divide $\hbar \beta$ into $n$ intervals of width $\Delta \tau=\varepsilon$ and write $\hbar \beta=n \varepsilon$ as indicated in Fig. 28.3.


Fig. 28.3. Evaluation of partition function as a path integral.

Introduce the coordinate $q_{p}$ at each intermediate $\tau_{p}$ as indicated in Fig. 28.3. Define the initial and final coordinates to have the same value $q_{0} \equiv q_{n}=q$. This corresponds to a cyclic boundary condition on the coordinate and is needed for the evaluation of the trace. The exponential in the partition function can be factored into $n$ terms

$$
\begin{equation*}
e^{-\beta \hat{h}}=e^{-(\varepsilon / \hbar) \hat{h}} e^{-(\varepsilon / \hbar) \hat{h}} \cdots e^{-(\varepsilon / \hbar) \hat{h}} \quad ; \mathrm{n} \text { terms } \tag{28.21}
\end{equation*}
$$

The completeness relation $\int d q_{p}\left|q_{p}\right\rangle\left\langle q_{p}\right|=1$ can be inserted between each of these ${ }^{4}$ With a big box of length $L$ and periodic boundary conditions one should really use

$$
\left\langle p^{\prime} \mid p\right\rangle=\delta_{p^{\prime}, p} \quad\langle q \mid p\rangle=\frac{1}{\sqrt{L}} e^{\frac{i}{\hbar} p q}
$$

Then at the end of the calculation the limit $\sum_{p} \rightarrow(L / 2 \pi \hbar) \int d p$ is taken.
factors to give

$$
\begin{align*}
z & =\int d q_{n} \prod_{p=1}^{n-1} d q_{p}\left\langle q_{0}\right| e^{-(\varepsilon / \hbar) \hat{h}}\left|q_{1}\right\rangle\left\langle q_{1}\right| e^{-(\varepsilon / \hbar) \hat{h}}\left|q_{2}\right\rangle \cdots\left\langle q_{n-1}\right| e^{-(\varepsilon / \hbar) \hat{h}}\left|q_{n}\right\rangle \\
z & =\int \prod_{p=1}^{n} d q_{p} \prod_{l=0}^{n-1}\left\langle q_{l}\right| e^{-(\varepsilon / \hbar) \hat{h}}\left|q_{l+1}\right\rangle \tag{28.22}
\end{align*}
$$

Now expand the matrix elements in this expression and work to first order in $\varepsilon$.

$$
\begin{align*}
\left\langle q_{l}\right| e^{-(\varepsilon / \hbar) \hat{h}}\left|q_{l+1}\right\rangle & \approx\left\langle q_{l}\right|\left(1-\frac{\varepsilon}{\hbar} \hat{h}\right)\left|q_{l+1}\right\rangle \\
& \approx\left(1-\frac{\varepsilon}{\hbar} V\left(q_{l}\right)\right)\left\langle q_{l}\right|\left(1-\frac{\varepsilon}{\hbar} \frac{\hat{p}^{2}}{2 m}\right)\left|q_{l+1}\right\rangle \\
& \approx \exp \left\{-\frac{\varepsilon}{\hbar} V\left(q_{l}\right)\right\}\left\langle q_{l}\right| \exp \left\{-\frac{\varepsilon}{\hbar} \frac{\hat{p}^{2}}{2 m}\right\}\left|q_{l+1}\right\rangle \tag{28.23}
\end{align*}
$$

This result is exact as $\varepsilon \rightarrow 0 .{ }^{5}$
Next insert eigenstates of momentum so that the $\hat{p}$ in the exponential can be replaced by its eigenvalue in the last factor (which we label as m.e.)

$$
\begin{align*}
\text { m.e. } & \equiv\left\langle q_{l}\right| \exp \left\{-\frac{\varepsilon}{\hbar} \frac{\hat{p}^{2}}{2 m}\right\}\left|q_{l+1}\right\rangle \\
& =\int d p \int d p^{\prime}\left\langle q_{l} \mid p\right\rangle \exp \left\{-\frac{\varepsilon p^{2}}{2 m \hbar}\right\}\left\langle p \mid p^{\prime}\right\rangle\left\langle p^{\prime} \mid q_{l+1}\right\rangle \\
& =\int d p \exp \left\{-\frac{\varepsilon p^{2}}{2 m \hbar}\right\}\left\langle q_{l} \mid p\right\rangle\left\langle p \mid q_{l+1}\right\rangle \\
& =\int \frac{d p}{2 \pi \hbar} \exp \left\{\frac{i}{\hbar} p\left(q_{l}-q_{l+1}\right)\right\} \exp \left\{-\frac{\varepsilon p^{2}}{2 m \hbar}\right\} \tag{28.24}
\end{align*}
$$

Complete the square in the exponent

$$
\begin{align*}
\text { m.e. } & =\frac{1}{2 \pi \hbar} \exp \left\{-\frac{m}{2 \varepsilon \hbar}\left(q_{l}-q_{l+1}\right)^{2}\right\} I \\
I & \equiv \int_{-\infty}^{\infty} d p \exp \left\{-\frac{\varepsilon}{2 m \hbar}\left[p-\frac{i m}{\varepsilon}\left(q_{l}-q_{l+1}\right)\right]^{2}\right\} \tag{28.25}
\end{align*}
$$

A change of integration variables, and the use of Cauchy's theorem to shift the integral $\int_{C} e^{-z^{2}}$ up to the real axis yields

$$
\begin{equation*}
I=\left(\frac{2 m \hbar}{\varepsilon}\right)^{1 / 2} \int_{-\infty}^{\infty} d x e^{-x^{2}}=\left(\frac{2 m \pi \hbar}{\varepsilon}\right)^{1 / 2} \tag{28.26}
\end{equation*}
$$

${ }^{5}$ A somewhat more rigorous derivation of this result is obtained with the aid of the Baker-Haussdorf theorem [Probs. (31.1-2)].

A combination of these results yields

$$
\begin{equation*}
\left\langle q_{l}\right| e^{-(\varepsilon / \hbar) \hat{h}}\left|q_{l+1}\right\rangle \approx\left(\frac{m}{2 \pi \varepsilon \hbar}\right)^{1 / 2} \exp \left\{-\frac{m}{2 \varepsilon \hbar}\left(q_{l}-q_{l+1}\right)^{2}\right\} \exp \left\{-\frac{\varepsilon}{\hbar} V\left(q_{l}\right)\right\} \tag{28.27}
\end{equation*}
$$

This expression is exact as $\varepsilon \rightarrow 0$; it allows us to express the partition function in this same limit as

$$
\begin{equation*}
z=\operatorname{Lim}_{\varepsilon \rightarrow 0}\left(\frac{m}{2 \pi \varepsilon \hbar}\right)^{n / 2} \int \prod_{l=0}^{n-1} d q_{l} \exp \left\{-\frac{\varepsilon}{\hbar} \sum_{p=0}^{n-1}\left[\frac{m}{2 \varepsilon^{2}}\left(q_{p}-q_{p+1}\right)^{2}+V\left(q_{p}\right)\right]\right\} \tag{28.28}
\end{equation*}
$$

The exponent appearing in this expression can be related to the action in the following manner. Define $\varepsilon \equiv d \tau$. Then as $\varepsilon \rightarrow 0$, one has

$$
\begin{align*}
\frac{q_{p+1}-q_{p}}{\varepsilon} & =\frac{d q}{d \tau} \\
\varepsilon \sum_{p=0}^{n-1}\left[\frac{m}{2 \varepsilon^{2}}\left(q_{p+1}-q_{p}\right)^{2}+V\left(q_{p}\right)\right] & =\int_{0}^{\hbar \beta} d \tau\left[\frac{m}{2}\left(\frac{d q}{d \tau}\right)^{2}+V(q)\right] \tag{28.29}
\end{align*}
$$

Recall the action is defined by

$$
\begin{equation*}
S(f, i) \equiv \int_{t_{i}}^{t_{f}} L\left(q, \frac{d q}{d t}\right) d t \tag{28.30}
\end{equation*}
$$

Now make the following substitution

$$
\begin{equation*}
t \equiv-i \tau \quad d t=-i d \tau \tag{28.31}
\end{equation*}
$$

The action then becomes

$$
\begin{equation*}
S(f, i)=-i \int_{\tau_{1}}^{\tau_{2}} d \tau L\left(q, i \frac{d q}{d \tau}\right) \equiv i \bar{S}\left(\tau_{2}, \tau_{1}\right) \tag{28.32}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\bar{S}\left(\tau_{2}, \tau_{1}\right)=-\int_{\tau_{1}}^{\tau_{2}} L\left(q, i \frac{d q}{d \tau}\right) d \tau \tag{28.33}
\end{equation*}
$$

In summary the partition function in the microcanonical ensemble can be written as a path integral according to

$$
\begin{equation*}
z=\int \overline{\mathcal{D}}(q) \exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\} \tag{28.34}
\end{equation*}
$$

Here the action is evaluated for imaginary time, and from Eq. (28.33)

$$
\begin{equation*}
\bar{S}(\hbar \beta, 0)=\int_{0}^{\hbar \beta}\left[\frac{1}{2} m\left(\frac{d q}{d \tau}\right)^{2}+V(q)\right] d \tau \tag{28.35}
\end{equation*}
$$

This expression for the partition function as a path integral has the following interpretation:
(1) Divide the $\tau$ integration for the action at imaginary times in Eq. (28.35) into $n$ intervals of size $\Delta \tau$ with $\hbar \beta=n \Delta \tau$. Label the coordinate at the intermediate time $\tau_{p}$ by $q_{p}$ as indicated in Fig. 28.3;
(2) Write the action in Eq. (28.35) as the corresponding finite sum;
(3) Define the $\tau$ derivative appearing in that expression by

$$
\begin{equation*}
\frac{d q_{p}}{d \tau} \equiv \frac{q_{p+1}-q_{p}}{\Delta \tau} \tag{28.36}
\end{equation*}
$$

(4) Impose cyclic boundary conditions to recover the trace

$$
\begin{equation*}
q_{0} \equiv q_{n} \tag{28.37}
\end{equation*}
$$

(5) Carry out the multiple integral over the coordinates at all intermediate taus (Fig. 28.3); include $\int d q_{0}$ to recover the trace

$$
\begin{equation*}
\int d q_{0} \int d q_{1} \cdots \int d q_{n-1} \tag{28.38}
\end{equation*}
$$

(6) As a measure for the integration, include the following factor for each interval

$$
\begin{equation*}
\left(\frac{m}{2 \pi \hbar \Delta \tau}\right)^{1 / 2} \quad ; \text { one for each interval } \tag{28.39}
\end{equation*}
$$

(7) At the end of the calculation, take the limit $n \rightarrow \infty$ (which implies $\Delta \tau=$ $\hbar \beta / n \rightarrow 0)$.

The resulting expression gives an exact representation of the partition function in the microcanonical ensemble.

### 28.3 Many degrees of freedom and continuum mechanics

Let us extend this discussion to systems with many degrees of freedom. Consider, for example, many mass points on a massless string with tension $T$ moving in the transverse direction as illustrated in Fig. 28.4. Denote the transverse displacements by $q_{\alpha}$ with $\alpha=1, \cdots, N$. Here the index $\alpha$ merely labels the coordinates. Then extend the notion of the path integral to include integrations over all possible configurations of each of the coordinates

$$
\begin{equation*}
\mathcal{D}(q) \rightarrow \prod_{\alpha=1}^{N} \mathcal{D}\left(q_{\alpha}\right) \tag{28.40}
\end{equation*}
$$



Fig. 28.4. System with many degrees of freedom: mass points on a massless string with tension $T$ moving in the transverse direction.

The quantum mechanical amplitude for finding the coordinates in a configuration $\left\{q_{\alpha}^{\prime}\right\}$ at time $t_{f}$ if they started at $\left\{q_{\alpha}\right\}$ at time $t_{i}$ is

$$
\begin{equation*}
\left\langle q_{1}^{\prime} q_{2}^{\prime} \cdots q_{N}^{\prime}, t_{f} \mid q_{1} q_{2} \cdots q_{N}, t_{i}\right\rangle=\int \mathcal{D}(q) \exp \left\{\frac{i}{\hbar} S(f, i)\right\} \tag{28.41}
\end{equation*}
$$

where $S(f, i)$ is the many-body action. The canonical partition function is evidently

$$
\begin{equation*}
Z=\int \overline{\mathcal{D}}(q) \exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\} \tag{28.42}
\end{equation*}
$$

It is now straightforward to proceed to the continuum limit; in the previous example it would be that of a continuous string.

$$
\begin{equation*}
q_{\alpha} \rightarrow q(\mathbf{x}, t) \quad L \rightarrow \int d \mathbf{x} \mathcal{L}\left(q, \frac{\partial q}{\partial x_{\mu}}\right) \tag{28.43}
\end{equation*}
$$

The coordinate x now merely serves as a label to indicate the position of the dynamic variable $q$. The quantity $\mathcal{L}$ is the lagrangian density. ${ }^{6}$

### 28.4 Field theory

We have now arrived at field theory. ${ }^{7}$ Consider the path integral associated with a field variable $\phi$ in three-dimensional space.

$$
\begin{equation*}
\int \mathcal{D}(\phi) \exp \left\{\frac{i}{\hbar} S\right\} \tag{28.44}
\end{equation*}
$$

This expression means the following:
(1) Subdivide space-time into volumes of size $\varepsilon^{4}$. Label each cell with the index $\alpha$ as indicated in Fig. 28.5a;
(2) Write the action $S$ as a finite sum over these cells;

[^101](3) Include the measure for each interval
\[

$$
\begin{equation*}
\prod_{\alpha} m_{\alpha} \tag{28.45}
\end{equation*}
$$

\]

Since all the subsequent developments will depend only on ratios of path integrals over the fields, the precise value of $m_{\alpha}$ is immaterial here;
(4) Perform a multiple integration over the value of the field variable in each cell as illustrated in Fig. 28.5b

$$
\begin{equation*}
\prod_{\alpha} \int d \phi_{\alpha} \tag{28.46}
\end{equation*}
$$

(5) Take the limit $\varepsilon \rightarrow 0$ where $\phi_{\alpha} \rightarrow \phi(\mathbf{x}, t)$.

The path integral has now been exactly evaluated. ${ }^{8}$


Fig. 28.5. Path integral in field theory: (a) Subdivision of space-time into cells of volume $\varepsilon^{4}$; each cell is labeled by $\alpha$. (b) Representation of the field in each cell.

### 28.5 Relativistic quantum field theory

On the basis of the preceding discussion, it follows that the partition function in relativistic quantum field theory is given by ${ }^{9}$

$$
\begin{equation*}
Z=\int \overline{\mathcal{D}}(\phi) \exp \left\{\frac{1}{\hbar} \int_{0}^{\hbar \beta} d \tau \int d^{3} x \mathcal{L}(\phi, i \partial \phi / \partial \tau, \nabla \phi)\right\} \tag{28.47}
\end{equation*}
$$

Cyclic boundary conditions required for the trace are imposed by demanding

$$
\begin{equation*}
\phi(\mathbf{x}, \hbar \beta)=\phi(\mathbf{x}, 0) \tag{28.48}
\end{equation*}
$$

[^102]To conclude this chapter, we briefly review some additional results of relativistic quantum field theory, derived for example in [Ab73] (see also [Se86]). The generating functional for a scalar field theory is defined by

$$
\begin{equation*}
\tilde{W}(J) \equiv \frac{\int \mathcal{D}(\phi) \exp \left\{(i / \hbar) \int d^{4} x[\mathcal{L}+J \phi]\right\}}{\int \mathcal{D}(\phi) \exp \left\{(i / \hbar) \int d^{4} x \mathcal{L}\right\}} \tag{28.49}
\end{equation*}
$$

It is a ratio of path integrals where the denominator is calculated from the numerator by simply setting the source current $J=0$. The generating functional yields the Green's functions, or propagators, of the theory by variational differentiation (see Prob. 28.3) with respect to the source current $J(x)$. Here $x$ denotes a four-vector.

$$
\begin{equation*}
\left(\frac{\hbar}{i}\right)^{n} \frac{\delta^{n} \tilde{W}(0)}{\delta J\left(x_{1}\right) \delta J\left(x_{2}\right) \cdots \delta J\left(x_{n}\right)}=\frac{\left\langle\Psi_{0}\right| T\left[\hat{\phi}\left(x_{1}\right) \cdots \hat{\phi}\left(x_{n}\right)\right]\left|\Psi_{0}\right\rangle}{\left\langle\Psi_{0} \mid \Psi_{0}\right\rangle} \tag{28.50}
\end{equation*}
$$

The crucial theorem of Abers and Lee [Ab73] now states the following: the correct limiting conditions on the times for extracting the ground-state expectation values from the generating functional are

$$
\begin{equation*}
\tilde{W}(J)=\operatorname{Lim}_{T^{\prime} \rightarrow-i \infty} \operatorname{Lim}_{T \rightarrow+i \infty} \frac{\int \mathcal{D}(\phi) \exp \left\{(i / \hbar) \int_{T}^{T^{\prime}} d^{4} x[\mathcal{L}+J \phi]\right\}}{[\cdots]_{J=0}} \tag{28.51}
\end{equation*}
$$

This result can be combined with the euclidicity postulate that the Green's functions for certain problems can be analytically continued in the time. ${ }^{10}$ Let

$$
\begin{equation*}
t \equiv-i \tau \quad i \int_{i \infty}^{-i \infty} d t \rightarrow \int_{-\infty}^{\infty} d \tau \tag{28.52}
\end{equation*}
$$

The Green's functions are then generated in the euclidian metric where

$$
\begin{align*}
& x_{\mu}=(\mathbf{x}, i t)=(\mathbf{x}, \tau) \\
& x_{\mu}^{2}=\mathbf{x}^{2}+\tau^{2} \tag{28.53}
\end{align*}
$$

The generating functional that provides these euclidian Green's functions is evidently

$$
\begin{equation*}
\tilde{W}_{E}(J) \equiv \frac{\int \mathcal{D}(\phi) \exp \left\{(1 / \hbar) \int d^{4} x[\mathcal{L}(\phi, i \partial \phi / \partial \tau, \nabla \phi)+J \phi]\right\}}{[\cdots]_{J=0}} \tag{28.54}
\end{equation*}
$$

Here $d^{4} x \equiv d^{3} x d \tau$. The evaluation of this expression gives the Green's functions in the euclidian metric, which may then be analytically continued back to real time. ${ }^{11}$

[^103]This generating functional has an interpretation as the amplitude to go from the ground state to the ground state in the presence of external sources [Ab73];

Now note the great similarity of the partition function in Eq. (28.47) and the generating functional for the Green's functions in the euclidian metric in Eq. (28.54).

We proceed to use these results as a basis for analyzing strong-coupling QCD.

## Chapter 29

## Lattice gauge theory

The material in this chapter is based on [Wi74, Cr83, Re83, Kh89]. We start by reviewing the motivation. The goal is to solve a locally gauge-invariant, nonabelian, strong-coupling field theory. We seek to understand confinement in QCD and the structure of hadrons and nuclei. Since it is the local gauge invariance that dictates the nature of the nonlinear couplings in the lagrangian, and since it is these nonlinear couplings that are presumably responsible for confinement, it is important that the approach incorporate local gauge invariance.

The method of solution, due to Wilson [Wi74], puts the theory on a finite lattice of space-time points with separation $a$. This reduces the problem to a large, but finite, set of degrees of freedom. A natural momentum cut-off of $\Lambda \approx 1 / a$ now appears in the theory. Various expectation values, which allow one to probe the consequences of QCD , can be related to the partition function. The resulting path integral ratios can be evaluated numerically with Monte Carlo techniques - in some cases, such as mean-field theory and strong-coupling theory, analytic results can be obtained. At the end, the continuum limit must be taken (or at least discussed). Asymptotic freedom, whereby the renormalized coupling constant becomes vanishingly small at short distances [Eq. (27.53)], facilitates the continuum limit and permits one to tie on to perturbative QCD.

### 29.1 Some preliminaries

Recall from chapter 28 that the canonical partition function is defined by

$$
\begin{equation*}
Z=\operatorname{Tr}\left(e^{-\beta \hat{H}}\right) \tag{29.1}
\end{equation*}
$$

The energy of the system is then given by [see Eqs. (28.7-28.12)]

$$
\begin{align*}
& E=F+\beta\left(\frac{\partial F}{\partial \beta}\right)_{V, N}=\left[\frac{\partial(\beta F)}{\partial \beta}\right]_{V, N} \\
& E=\left[\frac{\partial}{\partial \beta}(-\ln Z)\right]_{V, N}=\frac{1}{Z} \operatorname{Tr}\left(\hat{H} e^{-\beta \hat{H}}\right) \\
& E=\frac{\operatorname{Tr}\left(\hat{H} e^{-\beta \hat{H}}\right)}{\operatorname{Tr}\left(e^{-\beta \hat{H}}\right)}=\frac{\operatorname{Tr}\left(\hat{H} e^{-\beta \hat{H}}\right)}{Z} \tag{29.2}
\end{align*}
$$

These observations allow one to introduce the statistical operator (see [Fe71])

$$
\begin{equation*}
\hat{\rho}_{\mathrm{th}}=\frac{e^{-\beta \hat{H}}}{\operatorname{Tr}\left(e^{-\beta \hat{H}}\right)}=\frac{e^{-\beta \hat{H}}}{Z} \tag{29.3}
\end{equation*}
$$

The thermal average of a quantity is then given in terms of the statistical operator by

$$
\begin{equation*}
\langle\langle\hat{O}\rangle\rangle=\frac{\operatorname{Tr}\left(\hat{O} e^{-\beta \hat{H}}\right)}{Z}=\operatorname{Tr}\left(\hat{O} \hat{\rho}_{\mathrm{th}}\right) \tag{29.4}
\end{equation*}
$$

From the form of the partition function in Eq. (28.47), the statistical operator in relativistic quantum field theory can be identified as

$$
\begin{align*}
\rho_{\text {th }} & =\frac{\exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\}}{\int \overline{\mathcal{D}}(\phi) \exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\}}=\frac{\exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\}}{Z} \\
\langle\langle\hat{O}(\phi)\rangle\rangle & =\frac{\int \overline{\mathcal{D}}(\phi) O(\phi) \exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\}}{\int \overline{\mathcal{D}}(\phi) \exp \left\{-\frac{1}{\hbar} \bar{S}(\hbar \beta, 0)\right\}} \tag{29.5}
\end{align*}
$$

When the numerator and denominator are evaluated through path integrals in these thermal averages, the measure drops out in the ratio as advertised.

Now that the $\hbar$ has served its purpose, we shall henceforth return to the system of units where $\hbar=c=1$.

As an introduction to lattice gauge theory, we start with the example of QED in one space and one time dimension. This theory is locally gauge invariant; however, the group here is abelian - it is just that of local phase transformations. This simple example is worth studying, though, since it provides insight into the approach of putting the theory on a lattice while maintaining exact gauge invariance. We will then discuss the extension to the more complicated nonabelian case. It is worthwhile to separate these concepts.

### 29.2 QED in one space and one time dimension

Start with a system with no fermions-just the electromagnetic field

$$
\begin{align*}
\mathcal{L} & =-\frac{1}{4} F_{\mu \nu} F_{\mu \nu} \\
F_{\mu \nu} & =\frac{\partial A_{\nu}}{\partial x_{\mu}}-\frac{\partial A_{\mu}}{\partial x_{\nu}} \tag{29.6}
\end{align*}
$$

The lagrangian is gauge invariant under the transformation

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}+\frac{\partial \Lambda}{\partial x_{\mu}} \tag{29.7}
\end{equation*}
$$

Now construct the appropriate action and partition function

$$
\begin{align*}
\bar{S}(\beta, 0) & =-\int_{0}^{\beta} d \tau \int d x \mathcal{L}\left(A_{\mu}, \frac{\partial A_{\mu}}{\partial x_{\nu}}\right) \\
& =-\int d^{2} x \mathcal{L}\left(A_{\mu}, \frac{\partial A_{\mu}}{\partial x_{\nu}}\right) \tag{29.8}
\end{align*}
$$

Here $x_{\mu}=(x, \tau)$, and the cyclic boundary condition implies $A_{\mu}(x, \beta)=A_{\mu}(x, 0)$. The partition function is then given by

$$
\begin{equation*}
Z=\int \overline{\mathcal{D}}\left(A_{\mu}\right) \exp \{-\bar{S}(\beta, 0)\} \tag{29.9}
\end{equation*}
$$

The volume element $\int \overline{\mathcal{D}}\left(A_{\mu}\right)$ in the path integral must be defined so that it is also gauge invariant.

In the path integral we are required to integrate over all field configurations at a given point. After the analytic continuation to imaginary time (temperature) it is convenient to define $A_{\mu}=\left(A_{1}, A_{2}\right)$ with real components and integrate over these. Now everything is euclidian. This change of variables amounts to a rotation of the contour of integration on $A_{2}$ from the imaginary to the real axis. This contour rotation is evidently justified, and defines a unique partition function $Z(\beta)$, if the resulting integrals are convergent. In the present case, after the rotation the exponential in the partition function takes the form $\exp \left\{-\frac{1}{2} \int_{0}^{\beta} d \tau \int d x\left(\partial A_{1} / \partial \tau-\partial A_{2} / \partial x\right)^{2}\right\}$ and the exponentially decreasing weight function will indeed give convergent integrals. Although we do not prove this contour rotation in detail here, a simple example of the mathematical manipulations involved in the analytic continuation and contour rotation is given in Prob. 29.1. ${ }^{1}$

[^104]We proceed to discuss the evaluation of the partition function for QED in one space and one time dimension, in the euclidian metric, using the technique of lattice gauge theory.

### 29.3 Lattice gauge theory

Divide space-time into a set of discrete points, or lattice sites, as indicated in Fig. 29.1. The elementary square with neighboring points at the corners is called a plaquette; the length of its side is the point separation $a$. Each site may be associated with a plaquette in a one-to-one manner in this two-dimensional problem. ${ }^{2}$ Each side of the square is of length $a$.


Fig. 29.1. Division of space-time into a set of discrete points, or lattice sites, in one space and one time dimension. The elementary square with neighboring points at the corners is called a plaquette; the length of its side is the point separation $a$.


Fig. 29.2. Label the sites around a given plaquette by $(i, j, k, l)$. The sites are said to be connected by links.

The sites around a given plaquette will be labeled by ( $i, j, k, l$ ) as indicated in Fig. 29.2. The two-vector $\left(x_{i}\right)_{\mu}=\left(x_{i 1}, x_{i 2}\right)$ will now denote the location of the $i$ th site. The sites are said to be connected by links, and the links are vectors having two directions.
${ }^{2}$ For example, choose the point in the lower left-hand corner of each plaquette.

An electromagnetic field variable is now assigned to each link according to the following prescription

$$
\begin{equation*}
U_{j i}\left(A_{\mu}\right) \equiv \exp \left\{i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{j}+x_{i}\right)\right)\right\} \tag{29.10}
\end{equation*}
$$

The vector $\left(x_{j}-x_{i}\right)_{\mu}$ points from the point $i$ to the point $j$; it is dotted into the field $A_{\mu}$, which is evaluated at the center of the link $\frac{1}{2}\left(x_{j}+x_{i}\right)$. Note that

$$
\begin{equation*}
U_{j i}\left(A_{\mu}\right)^{*}=U_{i j}\left(A_{\mu}\right) \tag{29.11}
\end{equation*}
$$

Thus the $U_{i j}$ form an hermitian matrix. Each plaquette is assigned a direction running around it; there are evidently two possibilities, counterclockwise ( $\hookrightarrow$ ) and clockwise ( $\hookleftarrow$ ).

The action is now assumed to receive the following contribution from each plaquette ${ }^{3}$

$$
\begin{align*}
S_{\square} & \equiv \sigma\left\{\left[1-\left(U_{i l} U_{l k} U_{k j} U_{j i}\right)_{\hookrightarrow}\right]+\left[1-\left(U_{j k} U_{k l} U_{l i} U_{i j}\right)_{\hookleftarrow}\right]\right\} \\
S_{\square} & =2 \sigma\left[1-\operatorname{Re}\left(U_{i l} U_{l k} U_{k j} U_{j i}\right)_{\hookrightarrow}\right] \tag{29.12}
\end{align*}
$$

The second line follows with the aid of Eq. (29.11).
Let us now discuss the gauge invariance of this result. Under a change in gauge the field transforms according to

$$
\begin{equation*}
A_{\mu} \quad \rightarrow A_{\mu}+\frac{\partial \Lambda}{\partial x_{\mu}} \equiv A_{\mu}^{\prime} \tag{29.13}
\end{equation*}
$$

The exponent in Eq. (29.10) then changes to

$$
\begin{align*}
i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}^{\prime} & =i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}+i e_{0}\left(x_{j}-x_{i}\right)_{\mu} \frac{\partial \Lambda}{\partial x_{\mu}} \\
& \approx i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}+i e_{0}\left[\Lambda\left(x_{j}\right)-\Lambda\left(x_{i}\right)\right] \tag{29.14}
\end{align*}
$$

The second line follows from the definition of the gradient for small separation $a$; this is the whole trick, for now the quantity $U_{j i}$ in Eq. (29.10) transforms under a gauge transformation according to

$$
\begin{equation*}
U_{j i}\left(A_{\mu}^{\prime}\right)=e^{i e_{0} \Lambda\left(x_{j}\right)} U_{j i}\left(A_{\mu}\right) e^{-i e_{0} \Lambda\left(x_{i}\right)} \tag{29.15}
\end{equation*}
$$

The change is simply an initial phase factor depending only on the initial point $x_{i}$ and a final phase factor depending on the final point $x_{j}$. The contribution to the action from a plaquette in Eq. (29.12), since it depends on the product of the $U$ 's around the plaquette, is unchanged under this transformation and hence it is gauge invariant

$$
\begin{equation*}
\left(U_{i l} U_{l k} U_{k j} U_{j i}\right)_{\hookrightarrow}^{\prime}=\left(U_{i l} U_{l k} U_{k j} U_{j i}\right)_{\hookrightarrow} \quad ; \text { gauge invariant } \tag{29.16}
\end{equation*}
$$

[^105]The additional phase factors cancel in pairs in this expression. ${ }^{4}$
Consider next the continuum limit of these expressions. One wants to show that in the limit $a \rightarrow 0$ the correct continuum results are recovered. The phases appearing in the contribution of a single plaquette to the action for finite $a$ in Eq. (29.12) are additive; define their sum as follows

$$
\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{j}+x_{i}\right)\right)+\cdots+\left(x_{i}-x_{l}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{l}\right)\right) \equiv \oint_{\hookrightarrow} A_{\mu} d x_{\mu}(29.17)
$$

This expression has the important property that it reverses sign with a change in direction around the plaquette

$$
\begin{equation*}
\oint_{\hookrightarrow} A_{\mu} d x_{\mu}=-\oint_{\hookleftarrow} A_{\mu} d x_{\mu} \tag{29.18}
\end{equation*}
$$

With the definition in Eq. (29.17), the contribution of a given plaquette to the action in Eq. (29.12) can be written

$$
\begin{equation*}
S_{\square}=\sigma\left\{\left[1-\exp \left(i e_{0} \oint_{\hookrightarrow} A_{\mu} d x_{\mu}\right)\right]+\left[1-\exp \left(i e_{0} \oint_{\hookleftarrow} A_{\mu} d x_{\mu}\right)\right]\right\} \tag{29.19}
\end{equation*}
$$

The exponent is of order $a^{2}$, and for small $a$ it can now be expanded to give

$$
\begin{align*}
S_{\square}= & \sigma\left\{1-\left[1+i e_{0} \oint_{\hookrightarrow} A_{\mu} d x_{\mu}+\frac{1}{2!}\left(i e_{0} \oint_{\hookrightarrow} A_{\mu} d x_{\mu}\right)^{2}+\cdots\right]\right. \\
& \left.+1-\left[1+i e_{0} \oint_{\hookleftarrow} A_{\mu} d x_{\mu}+\frac{1}{2!}\left(i e_{0} \oint_{\hookleftarrow} A_{\mu} d x_{\mu}\right)^{2}+\cdots\right]\right\} \tag{29.20}
\end{align*}
$$

Use of Eq. (29.18) leads to

$$
\begin{equation*}
S_{\square}=\sigma e_{0}^{2}\left(\oint_{\hookrightarrow} A_{\mu} d x_{\mu}\right)^{2}+\cdots \tag{29.21}
\end{equation*}
$$

In the continuum limit $a \rightarrow 0$, the expression in Eq. (29.17) is the usual line integral, and this limiting result for the contribution to the action of an individual plaquette in Eq. (29.21) is exact.

Now use Stokes' theorem on the line integral

$$
\begin{equation*}
\oint_{\hookrightarrow} d x_{\mu} A_{\mu}=\int_{\text {enclosed surface }} d S_{\mu}(\nabla \times \mathbf{A})_{\mu} \tag{29.22}
\end{equation*}
$$

This relation is also exact as $a \rightarrow 0$. Evaluation in the present two-dimensional case gives

$$
\begin{equation*}
\oint_{\hookrightarrow} d x_{\mu} A_{\mu} \approx a^{2}(\nabla \times \mathbf{A})_{3}=a^{2}\left(\frac{\partial A_{2}}{\partial x_{1}}-\frac{\partial A_{1}}{\partial x_{2}}\right)+O\left(a^{3}\right) \tag{29.23}
\end{equation*}
$$

[^106]Thus from Eq. (29.21) one finds

$$
\begin{equation*}
S_{\square}=\sigma e_{0}^{2} a^{4}\left(\frac{\partial A_{2}}{\partial x_{1}}-\frac{\partial A_{1}}{\partial x_{2}}\right)^{2}+O\left(a^{5}\right) \tag{29.24}
\end{equation*}
$$

Now define the overall coefficient to be

$$
\begin{equation*}
\sigma \equiv \frac{1}{2 e_{0}^{2} a^{2}} \tag{29.25}
\end{equation*}
$$

Then

$$
\begin{equation*}
\operatorname{Lim}_{a \rightarrow 0} S_{\square}=a^{2} \frac{1}{4} F_{\mu \nu} F_{\mu \nu}=-a^{2} \mathcal{L} \tag{29.26}
\end{equation*}
$$

Here $\mathcal{L}$ is the lagrangian density.
The total action is defined to be the sum over all the plaquettes

$$
\begin{equation*}
\bar{S} \equiv \sum_{\square} S_{\square} \tag{29.27}
\end{equation*}
$$

Equation (29.26) then yields

$$
\begin{equation*}
\operatorname{Lim}_{a \rightarrow 0} \bar{S}=-\int d^{2} x \mathcal{L}\left(A_{\mu}, \frac{\partial A_{\mu}}{\partial x_{\nu}}\right) \tag{29.28}
\end{equation*}
$$

The right-hand side is just the classical action evaluated in the euclidian metric. Thus one has achieved the correct continuum limit of the theory.

We next discuss the boundary conditions to be employed in the evaluation of the partition function. For the partition function one must have periodic boundary conditions on fields in the direction of temperature (to produce the Trace)

$$
\begin{equation*}
A_{\mu}(x, \beta)=A_{\mu}(x, 0) \tag{29.29}
\end{equation*}
$$

This implies that the fields must have period $\beta=1 / k_{B} T$ in the (imaginary) time direction. For a finite system confined to a box of dimension $L$ (Fig. 29.3a), we take periodic boundary conditions with period $L$ in the space direction

$$
\begin{equation*}
A_{\mu}(x+L, \tau)=A_{\mu}(x, \tau) \tag{29.30}
\end{equation*}
$$

The physical realization of periodic boundary conditions in space is achieved by joining the two ends of the line. The construction of the square lattice of side $a$ in ( $x, \tau$ ) space then corresponds to a uniform division of the surface of a cylinder as illustrated in Fig. 29.3a.


Fig. 29.3a One-dimensional spatial configuration.


Fig. 29.3b Physical realization of periodic boundary conditions in one spatial dimension.

The size of the lattice is $(n, n)$ in units of $a$. Evidently ${ }^{5}$

$$
\begin{equation*}
\beta=n a \quad L=n a \tag{29.31}
\end{equation*}
$$

The physical realization of periodic boundary conditions in the $\tau$ direction in $(x, \tau)$ space is achieved by joining the two ends of the cylinder as in Fig. 29.3b to form a torus. The lattice then divides the surface of the torus into small squares of side $a$; integrals $\iint d x d \tau$ are obtained by summing over the squares. ${ }^{6}$

It is now necessary to discuss the measure for the path integral, that is, the volume element $\overline{\mathcal{D}}\left(A_{\mu}\right)$ for the integration over all field configurations. The action $\bar{S}$ has been constructed to be gauge invariant. We want the measure to be gauge invariant so that the partition function $Z$ will also have this property. The partition function should arise from summing only over physical field configurations. Recall that any overall factors in the measure are immaterial since they cancel in the ratio required in the thermal averages $\langle\langle O\rangle\rangle$ in Eq. (29.5). ${ }^{7}$

[^107]To construct a gauge-invariant measure, first examine the exponent of the matrices $U_{j i}$

$$
\begin{equation*}
\phi_{j i} \equiv e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{j}+x_{i}\right)\right) \tag{29.32}
\end{equation*}
$$

This quantity is now a pure phase. The field variables in this lattice gauge theory enter only through the phase in

$$
\begin{equation*}
U_{j i}=\exp \left\{i \phi_{j i}\right\} \quad \phi_{i j}=-\phi_{j i} \tag{29.33}
\end{equation*}
$$

As before, $\phi$ depends on the direction of the link, reversing sign when the direction is reversed. Let us simplify the notation for the purposes of the present discussion and let $\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}\right\}$ stand for the phases of the links surrounding a given plaquette. Since the phase depends on the direction of the link, we will adopt the convention that the phase in the positive $\tau$ or positive $x$ direction will be denoted by $\phi_{i}$. This is illustrated in Fig. 29.4. The phase in the opposite direction is then $-\phi_{i}$.


Fig. 29.4 Phases on links surrounding a given plaquette. The convention is that the phase in the positive $\tau$ or positive $x$ direction is denoted by $\phi_{i}$. The phase in the opposite direction is then $-\phi_{i}$.

The contribution to the action from this plaquette is

$$
\begin{align*}
S_{\square} & =\sigma\left\{\left[1-e^{i\left(\phi_{1}+\phi_{2}-\phi_{3}-\phi_{4}\right)}\right]_{\hookrightarrow}+\left[1-e^{-i\left(\phi_{1}+\phi_{2}-\phi_{3}-\phi_{4}\right)}\right]_{\hookleftarrow}\right\} \\
& =2 \sigma\left[1-\cos \left(\phi_{1}+\phi_{2}-\phi_{3}-\phi_{4}\right)\right] \tag{29.34}
\end{align*}
$$

What values can the phases $\phi_{i}$ take? Each component of $A_{\mu}$ along the link is an independent variable and $\phi$ can in principle take all values. Note, however, that the function $e^{i \phi}$ is periodic with period $2 \pi$ and thus any field configuration that corresponds to $\phi$ translated by $2 \pi$ in any direction does not make an independent contribution to the action. We will thus simply retain one complete period of $\phi_{i}$ all other values of the field give rise to a value of $U=e^{i \phi}$ already counted. Thus
the measure will be taken as an integration over phase $\phi$ such that $0 \leq \phi \leq 2 \pi$

$$
\begin{equation*}
I=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi}\right) \tag{29.35}
\end{equation*}
$$

This measure is now locally gauge invariant! To see this, note that a local gauge transformation changes the phase along the link by some constant $\lambda$, thus $\phi \rightarrow \phi+\lambda$. The contribution of this link to the partition function is modified to

$$
\begin{equation*}
I_{\lambda}=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i[\phi+\lambda]}\right) \tag{29.36}
\end{equation*}
$$

Now change the dummy integration variable $\phi \rightarrow \phi+\lambda \equiv \phi^{\prime}$ with $d \phi=d \phi^{\prime}$

$$
\begin{align*}
I_{\lambda} & =\frac{1}{2 \pi} \int_{\lambda}^{2 \pi+\lambda} d \phi^{\prime} f\left(e^{i \phi^{\prime}}\right) \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi}\right)=I \tag{29.37}
\end{align*}
$$

The last line follows since $f\left(e^{i \phi}\right)$ is periodic in $\phi$.
Thus the gauge-invariant measure in this lattice gauge theory will be taken to be

$$
\begin{equation*}
\int \overline{\mathcal{D}}\left(A_{\mu}\right) \equiv \prod_{\text {links }} \int_{0}^{2 \pi} \frac{d \phi_{l}}{2 \pi} \tag{29.38}
\end{equation*}
$$

Here $\phi_{l}$ is the phase associated with a given link in the positive $\tau$ or positive $x$ direction.

Note that in the continuum limit as the lattice spacing $a \rightarrow 0$, the field $A_{\mu}$ must cover an infinite range of values so that the phase $\phi$ defined in Eq. (29.32) covers the range $0 \rightarrow 2 \pi$.


Fig. 29.5 Cartesian coordinates in the field parameter space for a given link.

It is convenient for this and future discussions to write the measure in another way. Instead of integrating over the phase $\phi_{j i}$, one can integrate over the matrix $U_{j i}=e^{i \phi_{j i}}$ itself. To see this, go to cartesian coordinates in this field parameter space as illustrated in Fig. 29.5.

The integral in Eq. (29.35) can be written in the following fashion

$$
\begin{equation*}
I=\frac{1}{\pi} \iint d \alpha_{1} d \alpha_{2} \delta\left(\alpha_{1}^{2}+\alpha_{2}^{2}-1\right) f\left(\alpha_{1}+i \alpha_{2}\right) \tag{29.39}
\end{equation*}
$$

Evaluation in polar coordinates establishes the equality

$$
\begin{align*}
I & =\frac{1}{\pi} \iint d^{2} \alpha \delta\left(\alpha^{2}-1\right) f\left(\alpha_{1}+i \alpha_{2}\right) \\
& =\frac{1}{\pi} \iint \rho d \rho d \phi \delta\left(\rho^{2}-1\right) f\left(\rho e^{i \phi}\right) \\
& =\frac{1}{2 \pi} \iint d \rho^{2} \delta\left(\rho^{2}-1\right) d \phi f\left(\rho e^{i \phi}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi}\right) \tag{29.40}
\end{align*}
$$

Hence one can take either of the following expressions as the measure for the path integral over a given link

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi}\right)=\frac{1}{\pi} \iint d^{2} \alpha \delta\left(\alpha^{2}-1\right) f\left(\alpha_{1}+i \alpha_{2}\right) \tag{29.41}
\end{equation*}
$$

### 29.4 Summary

In summary, the partition function in lattice gauge theory for QED in $1+1$ dimensions is calculated as follows:
(1) Temperature corresponds to imaginary time $(t=-i \tau)$ and rotation of a contour in the path integrals over the fields converts the entire problem to the euclidian metric;
(2) Space-tau is divided into an ( $n, n$ ) lattice of dimension $a$. Squares with neighboring lattice sites at the four corners are plaquettes; connections between nearest neighbors (the edges of the plaquettes) are links (Figs. 29.1 and 29.2). Periodic boundary conditions are imposed in both the space and tau directions [recall Eqs. (29.31) and Fig. 29.3b];
(3) The field variables are associated with the links and enter through a phase $U_{j i}=e^{i \phi_{j i}}$ [Eqs. (29.10) and (29.32)]. The phase changes sign with direction (Fig. 29.4);
(4) The action receives a contribution from each plaquette; it is obtained from the product of the field contributions around the plaquette [Eq. (29.12)] $S_{\square}=\sigma\left\{\left[1-U_{\hookrightarrow}\right]+\left[1-U_{\hookleftarrow}\right]\right\} \equiv \sigma\left\{\left[1-U_{\square}\right]+\left[1-U_{\square}^{*}\right]\right\} ;$
(5) The partition function is obtained by integrating the exponential of the action with the measure of Eq. (29.38). Thus

$$
S_{\square}=2 \sigma\left(1-\operatorname{Re} U_{\square}\right)
$$

$$
\begin{align*}
U_{\square} & =\exp \left\{i\left(\phi_{1}+\phi_{2}-\phi_{3}-\phi_{4}\right)\right\} \\
Z & =\prod_{\text {links }} \int_{0}^{2 \pi} \frac{d \phi_{l}}{2 \pi} \exp \left\{-\sum_{\square} S_{\square}\right\} \tag{29.42}
\end{align*}
$$

The situation is illustrated in Fig. 29.4. The convention here is that the phase $\phi_{i}$ is associated with the positive $x$ or $\tau$ direction along the link;
(6) Equation (29.41) presents an alternate form of the measure;
(7) The problem is coupled since each link occurs in the contribution to the action of two neighboring plaquettes (see Fig. 29.6);


Fig. 29.6 Each link appears in the contribution to the action of two neighboring plaquettes.
(8) The action is gauge invariant [Eqs. (29.15) and (29.16)];
(9) The measure is also gauge invariant [Eqs. (29.36) and (29.37)];
(10) The theory has the correct continuum limit [Eq. (29.28)]; $\sigma$ is defined in Eq. (29.25). ${ }^{8}$

This model is now completely defined. One can at this stage, for example, put the calculation of the partition function on a computer. Before launching on large-scale numerical calculations, however, it is always useful to first obtain some physical insight into the theory. We shall solve this model, as well as its subsequent generalizations, analytically in some simple limiting cases. We proceed to discuss mean field theory.

[^108]
## Chapter 30

## Mean field theory

Equations (29.42) summarize the content of lattice gauge theory for QED in $1+1$ dimensions; they are a self-contained set of expressions. In this section we solve those equations analytically under certain simplifying assumptions to get some physical insight into their implications. We work in mean field theory (MFT) where the basic idea is to reduce the coupled many-body problem to a one-body problem in a mean field coming from the average interaction with all the other degrees of freedom.

Although the exact problem clearly becomes more complicated, it is possible to carry out the MFT in any number of dimensions. In fact, one expects MFT to become more valid as the number of nearest neighbors increases. We first need some elementary considerations in different numbers of dimensions $d$.

### 30.1 Counting

As an aid in the counting, divide the lattice into basic building blocks from which the entire lattice can be constructed by simple repetition. In two dimensions $(d=2)$, the elementary building block is the square, and in three dimensions $(d=3)$ it is the cube. This is easily seen (Fig. 30.1) and extended to dimensions. At each site draw the positive orthogonal coordinate axes and place the building block between the positive axes. The site can then be associated in a one-to-one fashion with the origin of this coordinate system, and the lattice constructed by repetition of the basic building block at each site. Some elementary results then follow immediately.

The volume per site is $a^{d}$. The volume of the lattice is then given by summing that volume over all the sites

$$
\begin{align*}
& \text { volume } / \text { site }=a^{d} \\
& \text { volume }=\sum_{\text {sites }} a^{d} \rightarrow \int d^{d} x \tag{30.1}
\end{align*}
$$

The number of links per site is given by counting the number of positive coordinate
axes, which is just the dimension of the problem

$$
\begin{equation*}
\text { number of links/site }=d \tag{30.2}
\end{equation*}
$$

The number of plaquettes per site is just the number of pairs of positive coordinate axes, for each pair determines an independent plane; the number of these pairs is $d(d-1) / 2$

$$
\begin{equation*}
\text { number of plaquettes/site }=\frac{1}{2} d(d-1) \tag{30.3}
\end{equation*}
$$

A complete nonoverlapping enumeration of the terms in various sums is thus as follows:

$$
\begin{array}{ll}
\sum_{\text {sites }} \\
\sum_{\text {links }}=\sum_{\text {sites }} \sum_{\text {links } / \text { site }} & \text {; e.g. } \sum_{\text {links }} 1=d \sum_{\text {sites }} 1 \\
\sum_{\square}=\sum_{\text {sites }} \sum_{\text {plaquettes/site }} & \text {; e.g. } \sum_{\square} 1=\frac{1}{2} d(d-1) \sum_{\text {sites }} 1 \tag{30.4}
\end{array}
$$

In the MFT the problem is reduced to a one-body problem in a mean field. This shall be done by concentrating on each of the above independent individual units, the basic building blocks, at a given site. We start the discussion of MFT by recalling a similar analysis of a more familiar physical system; the Ising model (see [Hu87, Sc89]).


Fig. 30.1. Elementary building blocks of the lattice in different number of dimensions: (a) $d=2$; (b) $d=3$.

### 30.2 Ising model - review

The Ising model consists of a set of spins on a lattice where the spins can take two values, up and down, and there is a constant interaction, either attractive or repulsive, between nearest neighbors. The physical situation is indicated in

Fig. 30.2. The hamiltonian is

$$
\begin{equation*}
H=-J \sum_{\langle i j\rangle} s_{i} s_{j} \quad ; s_{i}, s_{j}= \pm 1 \tag{30.5}
\end{equation*}
$$

Here $\langle i j\rangle$ indicates nearest neighbors on the lattice.
Evidently a sum over nearest neighbors is identical to a sum over links

$$
\begin{equation*}
\sum_{\langle i j\rangle}=\sum_{\text {links }} \tag{30.6}
\end{equation*}
$$

The constant $J$ can have either sign. If $J>0$ the interaction between nearest neighbors is attractive and the spins tend to align.


Fig. 30.2. Two-dimensional Ising model.
The partition function for this system is given by

$$
\begin{align*}
Z & =\sum_{s_{1}= \pm 1} \sum_{s_{2}= \pm 1} \cdots \exp \{-\beta H\} \equiv \sum_{\{s\}} \exp \{-\beta H\} \\
& =\sum_{\{s\}} \exp \left\{\beta J \sum_{\text {links }} s_{i} s_{j}\right\} \tag{30.7}
\end{align*}
$$

With an external field $H_{\text {ext }}$ with which the spins interact, the partition function is modified to

$$
\begin{equation*}
Z=\sum_{\{s\}} \exp \left\{\beta\left[J \sum_{\text {links }} s_{i} s_{j}+H_{\text {ext }} \sum_{\text {sites }} s_{i}\right]\right\} \tag{30.8}
\end{equation*}
$$

The spins in this problem are clearly coupled; each spin enters in the exponent through an additive term coupling it to its nearest neighbors.

### 30.3 Mean field theory (MFT)

The object is to replace the coupled problem by an effective one-body problem where a given spin can move dynamically in a mean field created by the average
interaction with its neighbors. ${ }^{1}$ With periodic boundary conditions all sites are equivalent. Consider then the $i$ th site and denote the expectation value of the spin at that site by $\langle s\rangle \equiv m$. Through the use of the partition function and the definition of thermal averages discussed in the previous section one has

$$
\begin{equation*}
\langle s\rangle \equiv m=\frac{\sum_{\{s\}} s_{i} \exp \left\{\beta J \sum_{\text {links }} s_{i} s_{j}\right\}}{\sum_{\{s\}} \exp \left\{\beta J \sum_{\text {links }} s_{i} s_{j}\right\}} \tag{30.9}
\end{equation*}
$$

The problem will now be decoupled by replacing the two-body interaction terms by the following average value for the interaction with the spin at the $i$ th site

$$
\begin{equation*}
\left\langle s_{i} s_{j}\right\rangle_{i}=s_{i}\left\langle s_{j}\right\rangle_{i} \equiv s_{i} m \tag{30.10}
\end{equation*}
$$

The spin $s_{i}$ is still dynamic, but it sees only the average value of the spin at the neighboring site. Since $s_{i}$ is decoupled from all the other spins, the dependence on $s_{i}$ now factors in the exponential. The remaining sums over all the other spins in the lattice are now identical in the numerator and denominator and cancel in the ratio. Hence one is left with

$$
\begin{equation*}
m=\frac{\sum_{\left\{s_{i}\right\}} s_{i} \exp \left\{\beta J \sum_{\text {links at } i \text { th site }} s_{i} m\right\}}{\sum_{\left\{s_{i}\right\}} \exp \left\{\beta J \sum_{\text {links at } i \text { th site }} s_{i} m\right\}} \tag{30.11}
\end{equation*}
$$

The goal of reduction to an effective one-body problem has been accomplished. It is still a nontrivial problem since the expectation value of the spin $m$ itself depends on the average field, which appears in the exponential.

It remains to evaluate

$$
\begin{align*}
\sum_{\text {links at } i \text { th site }}\left\langle s_{i} s_{j}\right\rangle_{i} & =\left(s_{i} m\right) \times(\text { number links } / \text { site }) \\
& \equiv s_{i} m \gamma_{l} \tag{30.12}
\end{align*}
$$

Here $\gamma_{l}$ is the effective coordination number, the average number of other spins with which the $i$ th spin interacts; this quantity is discussed in more detail below. With this definition the problem is reduced to

$$
\begin{array}{rlr}
m & =\frac{\sum_{s_{i}= \pm 1} s_{i} \exp \left\{\left(\beta J \gamma_{l} m\right) s_{i}\right\}}{\sum_{s_{i}= \pm 1} \exp \left\{\left(\beta J \gamma_{l} m\right) s_{i}\right\}} \\
& =\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}} & ; x \equiv \beta J \gamma_{l} m \\
m & =\tanh \left\{\left(\beta J \gamma_{l}\right) m\right\} & \tag{30.13}
\end{array}
$$

This is a self-consistency equation for the magnetization $m$ in the Ising model in MFT. With an external field, the same calculation yields

$$
\begin{equation*}
m=\tanh \left\{\beta\left(J \gamma_{l} m+H_{\mathrm{ext}}\right)\right\} \tag{30.14}
\end{equation*}
$$

${ }^{1}$ This is the author's own version of MFT; it is not Bragg-Williams (see e.g. [Hu87]).

Let us now concentrate on $\gamma_{l}$, which measures the average number of nearest neighbor spins with which the $i$ th spin interacts. One cannot determine this quantity unambiguously at this stage of the argument without a more powerful principle such as the minimization of the total free energy. ${ }^{2}$ To see this, note that the term $s_{i} s_{j}$ in the hamiltonian in the exponential could be replaced by $m s_{i}$ where it serves as a mean field for the $i$ th spin; or it could be replaced by $m s_{j}$ where it serves as a mean field for the $j$ th spin and is no longer seen by the $i$ th spin; or it could be replaced by any combination of these expressions. In a later section the MFT equations will be derived in a global and more rigorous manner. Here we simply use intuition to gain physical insight. It was shown in Eqs. (30.4) that the sum over links can be decomposed into a complete and nonoverlapping sum over sites if one first sums over the independent links at that site. It will be assumed that it is the independent links at the $i$ th site that are coupled in the mean field approximation to the spin at the $i$ th site. Equations (30.4) then provide a simple expression for the effective coordination number

$$
\begin{equation*}
\gamma_{l} \equiv \text { number links } / \text { site }=d \tag{30.15}
\end{equation*}
$$

Equation (30.13) can now be solved graphically as indicated in Fig. 30.3.


Fig. 30.3. Graphic solution to self-consistency equation for magnetization in Ising model in MFT. The dashed curve illustrates the slope of $\tanh \left(\beta J \gamma_{l}\right) m$ at the origin.

It is evident from the figure that if the slope $\left(\beta J \gamma_{l}\right)<1$ the only solution is $m=0$. On the other hand, if $\left(\beta J \gamma_{l}\right)>1$, there is an additional intersection point with $m>0 .{ }^{3}$ There is thus a critical value of the slope at the origin above which one

[^109]begins to obtain a macroscopic value of $m \neq 0$.
\[

$$
\begin{equation*}
\beta_{C} J \gamma_{l}=1 \quad T_{\mathrm{C}}=\frac{J \gamma_{l}}{k_{\mathrm{B}}} \tag{30.16}
\end{equation*}
$$

\]

Insertion of Eq. (30.15) determines the critical temperature to be

$$
\begin{equation*}
T_{\mathrm{C}}=\frac{J d}{k_{\mathrm{B}}} \tag{30.17}
\end{equation*}
$$

This is the critical temperature below which one finds a macroscopic magnetization $m \neq 0$ in the Ising model in $d$ dimensions in MFT.

The two-dimensional Ising model was solved analytically by Onsager in a tour de force calculation, and indeed for positive $J$ there is a phase transition to a ferromagnetic phase at a transition temperature very close to that given by this MFT (see [Hu87, Sc89])

$$
\begin{array}{cl}
T_{\mathrm{C}}=\frac{2 J}{k_{\mathrm{B}}} & ; \text { MFT } \\
T_{\mathrm{C}}=\frac{2.269 J}{k_{\mathrm{B}}} & ; \text { Exact } \tag{30.18}
\end{array}
$$

The behavior of the magnetization as a function of temperature is qualitatively correct when compared with the exact answer in this case as sketched in Fig. 30.4.


Fig. 30.4. Sketch of behavior of magnetization in two-dimensional Ising model as a function of temperature in MFT compared with exact result (see [Hu87, Sc89]).

### 30.4 Lattice gauge theory for QED in MFT

Lattice gauge theory for QED in $d$ dimensions will be treated in MFT using analogous arguments [Wi74].

We again focus the discussion on the basic building block, or cell, from which the entire system is constructed by repetition.

The cell contains one site, $d$ links in the direction of the positive coordinate axes, and $d(d-1) / 2$ plaquettes - planes formed by the positive coordinate axes (see Fig. 30.1).

Concentrate first on the dynamics of a single link variable connected to the $i$ th site. Pick a gauge. Now suppose all other link variables coupled to this one through plaquettes appearing in the sum over plaquettes in the action were to be replaced by a mean value

$$
\begin{equation*}
\left\langle e^{i \phi}\right\rangle \equiv m e^{i x} \quad\left\langle e^{-i \phi}\right\rangle=m e^{-i \chi} \tag{30.19}
\end{equation*}
$$

Here a simple parameterization has been introduced for this complex vector; $m$ is its modulus and $\chi$ is its phase. In order to have physics, one must deal with a gauge-invariant quantity; the contribution to the action from a given plaquette is a suitable candidate. ${ }^{4}$ Substitution of the MFT result for each link into $S_{\square}$ leads to

$$
\begin{align*}
\left\langle S_{\mathrm{\square}}\right\rangle & =2 \sigma\left\{1-\operatorname{Re}\left[\left(m e^{i \chi}\right)^{2}\left(m e^{-i \chi}\right)^{2}\right]\right\} \\
& =2 \sigma\left(1-m^{4}\right) \tag{30.20}
\end{align*}
$$

Thus the "magnetization" $m$ represents a gauge-invariant quantity.
With periodic boundary conditions all sites, links, and plaquettes are equivalent. Again work within a given gauge. Consider a link variable connected to the $i$ th site. Denote this generically as the ith link with $U_{i}=e^{i \phi_{i}}$. The MFT value of the contribution to the action in the exponential from each plaquette containing this link to the $i$ th site leaves this link as a dynamic variable and replaces all the other links in that plaquette by their mean value

$$
\begin{align*}
\left\langle S_{\square}\right\rangle_{i} & =2 \sigma\left\{1-\operatorname{Re}\left[m^{3} e^{i\left(\phi_{i}-\chi\right)}\right]\right\} \\
& =2 \sigma\left[1-m^{3} \cos \left(\phi_{i}-\chi\right)\right] \tag{30.21}
\end{align*}
$$

As before, introduce $\gamma_{\square}$ as the effective coordination number. Here
$\gamma_{\square}$ is the average number of plaquettes in the ith cell that contain a given link to the ith site.

One then has

$$
\begin{equation*}
\overline{\left\langle S_{\square}\right\rangle_{i}}=\frac{\int_{0}^{2 \pi} d \phi_{i}\left\langle S_{\square}\right\rangle_{i} \exp \left\{-\left\langle S_{\square}\right\rangle_{i} \gamma_{\square}\right\}}{\int_{0}^{2 \pi} d \phi_{i} \exp \left\{-\left\langle S_{\square}\right\rangle_{i} \gamma_{\square}\right\}} \tag{30.22}
\end{equation*}
$$

Substitution of Eqs. (30.21) and (30.20) then yields

$$
\begin{align*}
& 2 \sigma\left(1-m^{4}\right)= \\
& \frac{\int_{0}^{2 \pi} d \phi_{i} 2 \sigma\left[1-m^{3} \cos \left(\phi_{i}-\chi\right)\right] \exp \left\{-2 \sigma\left[1-m^{3} \cos \left(\phi_{i}-\chi\right)\right] \gamma_{\square}\right\}}{\int_{0}^{2 \pi} d \phi_{i} \exp \left\{-2 \sigma\left[1-m^{3} \cos \left(\phi_{i}-\chi\right)\right] \gamma_{\square}\right\}} \tag{30.23}
\end{align*}
$$

Now change the variable of integration in the integrals. Let $\phi \equiv \phi_{i}-\chi$ with $d \phi=d \phi_{i}$. The limits of integration can be restored to be $\int_{0}^{2 \pi}$ since the integrand

[^110]is periodic in $\phi$. (Recall this is the argument used originally to justify the choice of gauge-invariant measure.) The result is (cf. Fig. 30.5)
\[

$$
\begin{equation*}
2 \sigma\left(1-m^{4}\right)=\frac{\int_{0}^{2 \pi} d \phi 2 \sigma\left(1-m^{3} \cos \phi\right) \exp \left\{-2 \sigma\left(1-m^{3} \cos \phi\right) \gamma_{\square}\right\}}{\int_{0}^{2 \pi} d \phi \exp \left\{-2 \sigma\left(1-m^{3} \cos \phi\right) \gamma_{\square}\right\}} \tag{30.24}
\end{equation*}
$$

\]

A conceptual difficulty with this discussion is that although in the end it produces a relation between gauge-invariant quantities, it proceeds through the link variables, which are themselves gauge dependent. ${ }^{5}$ A more satisfying approach is to use this discussion as motivation and simply make the MFT ansatz for the dynamic form of the contribution to the action from a plaquette in the $i$ th cell attached to the $i$ th link; this is $\left\langle S_{\square}\right\rangle_{i}$ given in Eq. (30.21). Thus one assigns one common phase $\left(\phi_{i}-\chi\right)$ to each of these plaquettes and then evaluates the mean value of $\left\langle S_{\square}\right\rangle_{i}$. The development of a magnetization $m$ in this mean value $2 \sigma\left(1-m^{4}\right)$ can then be used to signal a phase transition in this MFT. ${ }^{6}$


Fig. 30.5. MFT ansatz for the contribution to the action from a plaquette in the $i$ th cell attached to the $i$ th link, a gauge-invariant quantity; it is parameterized in terms of a "magnetization" $m$ and a single overall phase as $S_{\square}=2 \sigma\left(1-m^{3} \cos \phi\right)$.

Let us proceed then with the analysis of the MFT self-consistency relation in Eq. (30.24). Additive constants in the exponentials in the integrands lead to constant factors that can be cancelled in the ratio of integrals in this expression. In analogy with the Ising model, the final result is a transcendental equation for the magnetization $m$

$$
\begin{equation*}
2 \sigma\left(1-m^{4}\right)=\frac{\int_{0}^{2 \pi} d \phi 2 \sigma\left(1-m^{3} \cos \phi\right) \exp \left\{2 \sigma \gamma_{\square} m^{3} \cos \phi\right\}}{\int_{0}^{2 \pi} d \phi \exp \left\{2 \sigma \gamma_{\square} m^{3} \cos \phi\right\}} \tag{30.25}
\end{equation*}
$$

Cancellation of common terms on both sides leads to

$$
\begin{equation*}
m=\frac{\int_{0}^{2 \pi} d \phi \cos \phi \exp \left\{2 \sigma \gamma_{\square} m^{3} \cos \phi\right\}}{\int_{0}^{2 \pi} d \phi \exp \left\{2 \sigma \gamma_{\square} m^{3} \cos \phi\right\}}=\frac{I_{1}\left(2 \sigma \gamma_{\square} m^{3}\right)}{I_{0}\left(2 \sigma \gamma_{\square} m^{3}\right)} \tag{30.26}
\end{equation*}
$$

[^111]The last equality identifies an integral representation of the modified Bessel function of imaginary argument [ Fe 80 ].

The effective coordination number $\gamma_{\square}$ remains to be discussed. We proceed exactly as in the Ising model. Equations (30.4) express the sum over links and plaquettes as a complete set of nonoverlapping contributions obtained from a sum over sites where one first sums over the independent links and plaquettes at that site.

It will be assumed here that all of the plaquettes in the ith cell connected to a given link in the ith cell are coupled through a common term in the action of the form in Eq. (30.21).

The number of plaquettes in the $i$ th cell passing through a link in the $i$ th cell is equal to the number of positive coordinate axes orthogonal to a given positive axis; in $d$ dimensions this number is just $(d-1)$. Thus we choose

$$
\begin{equation*}
\gamma_{\square}=\text { number plaquettes } / \text { link } \equiv d-1 \tag{30.27}
\end{equation*}
$$



Fig. 30.6. Sketch of the "magnetization" $m^{4}$ for QED in lattice gauge theory in $3+1$ dimensions ( $d=4$ ) in MFT compared with the essentially exact Monte Carlo calculation on a $5^{4}$ lattice. Here $S_{\square} \equiv 2 \sigma\left(1-m^{4}\right)$. (From [Du89, Kh89]). The author is grateful to J. Dubach for preparing this figure.

Numerical solution of Eq. (30.26) yields a universal result for the critical value $\sigma_{\mathrm{C}}$ above which there is a solution $m \neq 0$ (e.g. [Kh89])

$$
\begin{equation*}
2 \sigma_{\mathrm{C}} \gamma_{\square}=2(2.7878) \tag{30.28}
\end{equation*}
$$

Combination with Eq. (30.27) yields

$$
\begin{equation*}
\sigma_{\mathrm{C}}(d-1)=2.7878 \tag{30.29}
\end{equation*}
$$

In $1+1$ dimensions $(d=2)$ this MFT predicts a phase transition at $\sigma_{\mathrm{C}}=2.7878$. The problem with $d=2$ can be solved exactly and contains no phase transition. Thus

$$
\begin{align*}
\sigma_{\mathrm{C}}=2.7878 & ; \mathrm{MFT} \\
\text { no phase transition } & ; \text { Exact } \tag{30.30}
\end{align*}
$$

This should not be so surprising since the same thing happens with the onedimensional Ising model. Equation (30.17) predicts $T_{\mathrm{C}}=J / k_{\mathrm{B}}$ for $d=1$ while the exact theory has no phase transition in one dimension.

In $3+1$ dimensions $(d=4)$ the results of this MFT are more realistic. Comparison with the Monte Carlo results of [Cr79, La80a, Du89, Kh89] gives

$$
\begin{align*}
\sigma_{\mathrm{C}} & =0.9293 & & ; \text { MFT } \\
& =0.4975 & & ; \text { Monte Carlo on } 5^{4} \text { lattice } \tag{30.31}
\end{align*}
$$

The resulting magnetization $m$ is sketched in the two cases in Fig. 30.6. Although quantitatively incorrect, the MFT result is striking in its simple qualitative description of the observed exact numerical behavior of $S_{\square}$.

### 30.5 An extension

It is evident from Fig. 30.6 that while MFT shows a well-defined phase transition with vanishing "magnetization" $m^{4}$ for $\sigma_{C} / \sigma>1$ in four dimensions $(d=4)$, the numerical Monte Carlo calculations on the $5^{4}$ lattice show only a weak transition, whose order is not at all apparent, with a tail on $m^{4}$ extending to much higher $\sigma_{C} / \sigma$. It is of interest to ask if one can find a situation where there is a more well-defined transition and where one has a much closer correspondence between the analytical and numerical results.

It is evident that the validity of MFT will depend on the number of nearest neighbors, increasing as that number increases. A way of increasing the number of nearest neighbors is to go to higher dimension (larger d). Barmore has extended these $\mathrm{U}(1)$ lattice gauge theory considerations up to $d=7$ [ Ba 99$]$. In five or more dimensions, $U(1)$ lattice gauge theory shows a strong first-order phase transition and metastable states in the region of the transition. ${ }^{7}$ Barmore has carried out Monte Carlo calculations in dimensions up to seven that illustrate this behavior. In order to improve the MFT results, he uses axial gauge fixing, which eliminates many of the redundant configurations whose contributions factor and cancel in the

[^112]ratio in which the magnetization is expressed. In order to describe the region above the phase transition ( $\sigma<\sigma_{C}$ ), he uses the strong-coupling expansion developed subsequently in chapter 34; in fact, he uses Padé approximates built out of this strong-coupling expansion to improve the accuracy of the results.


Fig. 30.7. Analytic phase diagram in six dimensions. Dash-dot line is Padé series for the strong-coupling expansion up to the transition point, the solid vertical line marks the transition point, and the long-dashed line is axial MFT beyond the transition point. Also shown are the Monte Carlo data on a $5^{6}$ lattice [Ba99]. In this figure $\beta \equiv 2 \sigma$.

Barmore's results for both the analytic calculations and the Monte Carlo calculations for $d=6$ are shown in Fig. 30.7. In these figures $\beta$ plays the role of an inverse "effective temperature" and has been redefined in terms of $\sigma$ as follows

$$
\begin{array}{ll}
S_{\square} \equiv \beta \tilde{S}_{\square} & ; \beta \equiv 2 \sigma \\
E_{\square} \equiv\left\langle\tilde{S}_{\square}\right\rangle & \tag{30.32}
\end{array}
$$

The metastable states seen in the Monte Carlo calculations are well reproduced by gauge-fixed mean field theory for the "superheated state" ( $\beta<\beta_{C}$ ) and by Padé approximants to the strong-coupling expansion for the "supercooled state" $\left(\beta>\beta_{C}\right) .{ }^{8}$

The value of $\beta$ at the phase transition is located in the following manner: In analogy to Van der Waal's systems, a cubic equation of state is employed to connect the two metastable states in both the Monte Carlo and analytic calculations. A Maxwell construction is developed allowing for the identification of the transition point. The relative free energy is obtained by integrating the cubic fit to the

[^113]calculated $E_{\square}$ in the top of Fig. 30.8 along the curve ${ }^{9}$
\[

$$
\begin{equation*}
\Delta\left(\frac{\beta \mathcal{F}}{N_{s}}\right)=\int_{a} E_{\square} d \beta \tag{30.33}
\end{equation*}
$$

\]

Where this curve crosses itself, one has two phases in equilibrium. This is illustrated in the bottom of Fig. 30.8.


Fig. 30.8. The upper frame show the cubic fit in the metastable region for the $d=6$ phase diagram (Fig. 30.7). The lower frame shows the relative free energy obtained by integrating the plaquette energy along the upper curve. The system favors the phase with the lowest free energy and thus changes phase where the lower two lines cross [Ba99].

The conclusion of this work is that there is a well-defined first-order phase transition for $d \geq 5$ and one can obtain analytic expressions from MFT and strongcoupling theory that reproduce this phase diagram well through the region of phase transition.

[^114]$$
\left[\frac{\partial(F / T)}{\partial(1 / T)}\right]_{V}=E
$$

### 30.6 Some observations

The developments in this chapter are intended simply to provide some familiarity with lattice gauge theory. The physical implication of these results will be discussed in some detail after the nonabelian theory has been developed. The reader may well ask at this stage, however, how this theory of QED, which has as its continuum limit the free field theory where the coupling constant $e_{0}$ never appears, can ever give rise to a phase transition. The answer is that this lattice gauge theory is really a model field theory describing an entirely different physical situation. In this model, the coupling constant enters in the phase of the field variables $U_{j i}$ and, thus, for finite $a$, the action contains an infinite series in $e_{0}$ ! For finite $a$ it is a fully interacting field theory and may have many rich and interesting properties. In the continuum limit it is, indeed, constructed to reduce to the free field theory. It is thus essential to understand how one goes to the continuum limit in lattice gauge theory. With this in mind, we turn to a discussion of the nonabelian case.

## Chapter 31

## Nonabelian theory - $\mathbf{S U ( 2 )}$

We turn next to a development of lattice gauge theory for Yang-Mills nonabelian gauge groups. $S U(2)$ is considered as a specific example since in this case it is relatively simple to deal explicitly with all of the required matrices. The discussion is based on [Wi74, Cr83, Re83, Kh89].

### 31.1 Internal space

One now has an additional internal space for each field variable. The quantity $\mathbf{A}_{\mu}$ is a vector in this internal isospin space with three components $\mathbf{A}_{\mu}:\left(A_{\mu}^{1}, A_{\mu}^{2}, A_{\mu}^{3}\right)$. The situation for the basic plaquette is illustrated in Fig. 31.1. The phase angle $\boldsymbol{\theta}_{\boldsymbol{j} \boldsymbol{i}}$ is also defined to be a vector in this internal space

$$
\begin{equation*}
\theta_{j i} \equiv g_{0}\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right) \tag{31.1}
\end{equation*}
$$

As before the subscript ( $j i$ ) indicates the connected sites.
Recall that the modification of the covariant derivative required to go from the abelian QED theory to this Yang-Mills theory is

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}}-i e_{0} A_{\mu}(x) \rightarrow \frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}(x) \tag{31.2}
\end{equation*}
$$

In contrast to the simple phases of the abelian theory of QED, we are thus motivated to introduce the link variables as $2 \times 2 S U(2)$ matrices

$$
\begin{equation*}
\underline{U}_{j i}\left(\mathbf{A}_{\mu}\right) \equiv \exp \left\{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}_{\boldsymbol{j} \boldsymbol{i}}\right\} \tag{31.3}
\end{equation*}
$$

Here the internal matrix structure is again denoted by a bar under the symbol. Substitution of Eq. (31.1) leads to

$$
\begin{equation*}
\underline{U}_{j i}\left(\mathbf{A}_{\mu}\right)=\exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left[\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right)\right]\right\} \tag{31.4}
\end{equation*}
$$

The contribution to the action is defined to be the trace (tr) of the matrix product in this internal space taken around a plaquette (Fig. 31.1)

$$
\begin{equation*}
\left(U_{\square}\right)_{\hookrightarrow} \equiv \frac{1}{2} \operatorname{tr}\left(\underline{U}_{j i} \underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j}\right) \equiv \frac{1}{2} \operatorname{tr} \underline{U}_{\square} \tag{31.5}
\end{equation*}
$$

The ordering of the matrices is now important; the final result after the trace is taken is just a c-number. If one goes around the plaquette in the opposite direction, the expression becomes

$$
\begin{equation*}
\left(U_{\square}\right)_{\hookleftarrow} \equiv \frac{1}{2} \operatorname{tr}\left(\underline{U}_{j k} \underline{U}_{k l} \underline{U}_{l i} \underline{U}_{i j}\right) \tag{31.6}
\end{equation*}
$$

Since the $\tau$ matrices are hermitian, one evidently has ${ }^{1}$

$$
\begin{equation*}
\underline{U}_{j i}\left(\mathbf{A}_{\mu}\right)^{\dagger}=\underline{U}_{i j}\left(\mathbf{A}_{\mu}\right) \tag{31.7}
\end{equation*}
$$



Fig. 31.1. Basic plaquette and illustration of the field $\mathbf{A}_{\mu}$ as a vector in the internal isospin space in $S U(2)$ nonabelian lattice gauge theory.

Substitution of this relation into Eq. (31.6) yields

$$
\begin{align*}
\left(U_{\square}\right)_{\hookleftarrow} & =\frac{1}{2} \operatorname{tr}\left(\underline{U}_{k j}^{\dagger} \underline{U}_{l k}^{\dagger} \underline{U}_{i l}^{\dagger} \underline{U}_{j i}^{\dagger}\right)=\frac{1}{2} \operatorname{tr}\left(\underline{U}_{j i} \underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j}\right)^{\dagger} \\
& =\frac{1}{2} \operatorname{tr} \underline{U}_{\square}^{\dagger}=\left(U_{\square}\right)_{\hookrightarrow}^{*} \tag{31.8}
\end{align*}
$$

The contribution of a plaquette to the action will be taken to be

$$
\begin{align*}
S_{\square} & \equiv \sigma\left\{\left[1-\left(U_{\square}\right)_{\hookrightarrow}\right]+\left[1-\left(U_{\square}\right)_{\hookleftarrow}\right]\right\} \\
& =2 \sigma\left[1-\operatorname{Re}\left(U_{\square}\right)_{\hookrightarrow}\right]=2 \sigma\left(1-\frac{1}{2} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]\right) \tag{31.9}
\end{align*}
$$

The total action is obtained from a sum over plaquettes

$$
\begin{equation*}
\bar{S} \equiv \sum_{\square} S_{\square} \tag{31.10}
\end{equation*}
$$

[^115]So far these are just ad hoc definitions. They assume importance if one can show, as in the abelian case, that
(1) The action is locally gauge invariant;
(2) The action has the correct continuum limit.

This we shall proceed to do.

### 31.2 Gauge invariance

The goal is to show that the action as defined above is gauge invariant. We shall be content here to show invariance under an infinitesimal gauge transformation with $\boldsymbol{\theta} \rightarrow 0$ [Eq. (27.18)]; we work to first order in $\boldsymbol{\theta}$.

$$
\begin{equation*}
\mathbf{A}_{\mu} \rightarrow \mathbf{A}_{\mu}^{\prime}=\mathbf{A}_{\mu}-\frac{1}{g_{0}} \frac{\partial \boldsymbol{\theta}}{\partial x_{\mu}}+\boldsymbol{\theta} \times \mathbf{A}_{\mu} \tag{31.11}
\end{equation*}
$$

The link variables in Eq. (31.4) are then transformed into

$$
\begin{align*}
\underline{U}_{j i}\left(\mathbf{A}_{\mu}^{\prime}\right)= & \exp \left\{\frac { i } { 2 } g _ { 0 } \tau \cdot \left[\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\right.\right. \\
& \left.\left.-\frac{1}{g_{0}}\left(x_{j}-x_{i}\right)_{\mu} \frac{\partial \boldsymbol{\theta}}{\partial x_{\mu}}+\left(x_{j}-x_{i}\right)_{\mu} \boldsymbol{\theta} \times \mathbf{A}_{\mu}\right]\right\} \tag{31.12}
\end{align*}
$$

The first term gives the original result. The definition of the gradient allows one to rewrite the second as

$$
\begin{equation*}
\left(x_{j}-x_{i}\right)_{\mu} \frac{\partial \boldsymbol{\theta}}{\partial x_{\mu}}=\boldsymbol{\theta}\left(x_{j}\right)-\boldsymbol{\theta}\left(x_{i}\right) \tag{31.13}
\end{equation*}
$$

This expression is exact as $a \rightarrow 0$; we also work to first order in $a$. For the third term in Eq. (31.12) write

$$
\begin{align*}
\frac{i}{2} \boldsymbol{\tau} \cdot\left[\boldsymbol{\theta} \times \mathbf{A}_{\mu}\right] & =\frac{i}{2} \epsilon_{i j k} \tau_{k} \theta^{i} A_{\mu}^{j}=\frac{1}{4}\left[\tau_{i}, \tau_{j}\right] \theta^{i} A_{\mu}^{j} \\
& =\left[\frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}, \frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right] \tag{31.14}
\end{align*}
$$

Thus

$$
\begin{align*}
\underline{U}_{j i}\left(\mathbf{A}_{\mu}^{\prime}\right)= & \exp \left\{\frac{i}{2} g_{0} \tau \cdot\left[\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\right]\right.  \tag{31.15}\\
& \left.-\frac{i}{2} \boldsymbol{\tau} \cdot\left[\boldsymbol{\theta}\left(x_{j}\right)-\boldsymbol{\theta}\left(x_{i}\right)\right]+g_{0}\left(x_{j}-x_{i}\right)_{\mu}\left[\frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}, \frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right]\right\}
\end{align*}
$$

We now claim that with the neglect of terms of $O\left(a^{2} \boldsymbol{\theta}\right)$ and $O\left(a \boldsymbol{\theta}^{2}\right)$ in the exponent, the relation in Eq. (31.15) can be rewritten as

$$
\begin{align*}
\underline{U}_{j i}\left(\mathbf{A}_{\mu}^{\prime}\right) & =\left[\exp \left\{-\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{j}\right)\right\}\right]\left[\underline{U}_{j i}\left(\mathbf{A}_{\mu}\right)\right]\left[\exp \left\{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{i}\right)\right\}\right] \\
& \equiv \underline{g}^{-1}\left(x_{j}\right) \underline{U}_{j i}\left(\mathbf{A}_{\mu}\right) \underline{g}\left(x_{i}\right) \tag{31.16}
\end{align*}
$$

Here $\underline{g}(x)=\exp \left\{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}(x)\right\}$ is a local $S U(2)$ transformation. This result states that a gauge transformation in the nonabelian theory multiplies the link variables by a local gauge transformation, and its inverse, at the sites at the ends of the links. ${ }^{2}$ The action is again gauge invariant if this result holds, for the matrices $\underline{g}$ cancel when the trace is taken around a plaquette ${ }^{3}$

$$
\begin{align*}
\frac{1}{2} \operatorname{tr} \underline{U}_{\square}\left(\mathbf{A}_{\mu}^{\prime}\right)= & \frac{1}{2} \operatorname{tr}\left[\underline{g}^{-1}\left(x_{j}\right) \underline{U}_{j i} \underline{g}\left(x_{i}\right) \underline{g}^{-1}\left(x_{i}\right) \underline{U}_{i l} \underline{g}\left(x_{l}\right)\right. \\
& \left.\times \underline{g}^{-1}\left(x_{l}\right) \underline{U}_{l k} \underline{g}\left(x_{k}\right) \underline{g}^{-1}\left(x_{k}\right) \underline{U}_{k j} \underline{g}\left(x_{j}\right)\right] \\
= & \frac{1}{2} \operatorname{tr} \underline{U}_{\square}\left(\mathbf{A}_{\mu}\right) \tag{31.17}
\end{align*}
$$

It remains to demonstrate Eq. (31.16). To do this one can invoke the BakerHaussdorf formula

$$
\begin{align*}
e^{A} e^{B} & =e^{A+B+\frac{1}{2}[A, B]} \\
\text { if }[A,[A, B]] & =[B,[A, B]]=0 \tag{31.18}
\end{align*}
$$

This is an algebraic identity holding for both operators and matrices. The derivation of this relation is discussed in Probs. 31.1-2. A combination of the first two exponentials in Eq. (31.16) then gives

$$
\begin{align*}
\underline{g}^{-1} \underline{U}= & \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}-\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{j}\right)\right. \\
& \left.+\frac{1}{2} g_{0}\left(x_{j}-x_{i}\right)_{\mu}\left[\frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{j}\right), \frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right)\right]\right\} \tag{31.19}
\end{align*}
$$

The last term in the exponential commutes with the other two through the order to which we are working. Also, $\boldsymbol{\theta}$ can be evaluated at the midpoint of the link in the last term since it is already of $O(a \theta)$. Now combine with the last exponential

[^116]in Eq. (31.16)
\[

$$
\begin{align*}
\underline{g}^{-1} \underline{U g}= & \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}-\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{j}\right)+\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{i}\right)\right. \\
& +\frac{1}{2} g_{0}\left(x_{j}-x_{i}\right)_{\mu}\left[\frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}, \frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right] \\
& \left.-\frac{1}{2} g_{0}\left(x_{j}-x_{i}\right)_{\mu}\left[\frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right), \frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\left(x_{i}\right)\right]\right\} \tag{31.20}
\end{align*}
$$
\]

One can again verify that the conditions of Eq. (31.18) are satisfied through the order to which we are working, and, again, $\boldsymbol{\theta}$ can be evaluated at the midpoint of the link in the last term. This expression in Eq. (31.20) is immediately rewritten as

$$
\begin{align*}
& \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left[\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\right]-\frac{i}{2} \boldsymbol{\tau} \cdot\left[\boldsymbol{\theta}\left(x_{j}\right)-\boldsymbol{\theta}\left(x_{i}\right)\right]\right. \\
& \left.\quad+g_{0}\left(x_{j}-x_{i}\right)_{\mu}\left[\frac{1}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}, \frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right]\right\}=\underline{U}_{j i}\left(\mathbf{A}_{\mu}^{\prime}\right) \tag{31.21}
\end{align*}
$$

The last equality is just Eq. (31.15), the result we set out to prove. Thus the gauge invariance of the action has been established. ${ }^{4}$

### 31.3 Continuum limit

Consider next the continuum limit of the model as $a \rightarrow 0$. The goal is to show that the action takes the correct form in this limit. The link variables are defined in Eq. (31.4). The action is obtained from a product of the link variables around a plaquette, as illustrated in Fig. 31.2.


Fig. 31.2. Quantities in basic plaquette used in evaluation of continuum limit $a \rightarrow 0$.

The relation in Eq. (31.18) can first be used to evaluate the product of two link ${ }^{4}$ At least to this order.
variables

$$
\begin{align*}
& \underline{U}_{k j} \underline{U}_{j i}=  \tag{31.22}\\
& \quad \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left[\left(x_{k}-x_{j}\right)_{\mu} \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{k}+x_{j}\right)\right)+\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right)\right]\right. \\
& \left.\quad-\frac{g_{0}^{2}}{2}\left(x_{k}-x_{j}\right)_{\nu}\left(x_{j}-x_{i}\right)_{\mu}\left[\frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\nu}\left(\frac{1}{2}\left(x_{k}+x_{j}\right)\right), \frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right)\right]\right\}
\end{align*}
$$

We neglect terms of $O\left(a^{3}\right)$ in the exponent; to this order the conditions of Eq. (31.18) are satisfied. In addition, to this order, the $\mathbf{A}_{\mu}$ in the last term can be evaluated at the center of the plaquette $x \equiv\left(x_{i}+x_{j}+x_{k}+x_{l}\right) / 4$. Now write the small displacement vectors along the links as (Fig. 31.2)

$$
\begin{equation*}
\left(x_{k}-x_{j}\right)_{\nu}=a\left(n_{2}\right)_{\nu} \quad\left(x_{j}-x_{i}\right)_{\mu}=a\left(n_{1}\right)_{\mu} \tag{31.23}
\end{equation*}
$$

The result in Eq. (31.22) then takes the form

$$
\begin{align*}
& \underline{U}_{k j} \underline{U}_{j i}=  \tag{31.24}\\
& \quad \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left(\int_{i}^{k}\right)_{\hookrightarrow} d x_{\mu} \mathbf{A}_{\mu}-\frac{g_{0}^{2} a^{2}}{2}\left(n_{1}\right)_{\mu}\left(n_{2}\right)_{\nu}\left[\frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\nu}, \frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\mu}\right]\right\}
\end{align*}
$$

As in Eq. (29.17), the integral is defined by the first two terms in Eq. (31.22). Now repeat, noting that

$$
\begin{align*}
& \left(n_{1}\right)_{\mu}\left(n_{1}\right)_{\nu}\left[\frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\nu}, \frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\mu}\right]=0 \\
& \left(n_{2}\right)_{\mu}\left(n_{2}\right)_{\nu}\left[\frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\nu}, \frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\mu}\right]=0 \tag{31.25}
\end{align*}
$$

This gives

$$
\begin{align*}
\underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i}= & \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left(\int_{i}^{l}\right)_{\hookrightarrow} d x_{\mu} \mathbf{A}_{\mu}\right.  \tag{31.26}\\
& \left.-\frac{g_{0}^{2} a^{2}}{2}\left[\left(n_{1}\right)_{\mu}\left(n_{2}\right)_{\nu}+\left(-n_{1}\right)_{\nu}\left(n_{2}\right)_{\mu}\right]\left[\frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\nu}, \frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\mu}\right]\right\}
\end{align*}
$$

Once more yields ${ }^{5}$

$$
\begin{align*}
& \underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i}=  \tag{31.27}\\
& \quad \exp \left\{\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot \oint_{\hookrightarrow} d x_{\mu} \mathbf{A}_{\mu}+g_{0}^{2} a^{2}\left[\frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\mu}, \frac{\boldsymbol{\tau}}{2} \cdot \mathbf{A}_{\nu}\right] \frac{1}{2} \alpha_{\mu \nu}\right\}
\end{align*}
$$

${ }^{5} \operatorname{Note}\left(-n_{2}\right)_{\nu}\left[\left(n_{1}\right)_{\mu}+\left(-n_{1}\right)_{\mu}\right] \equiv 0$.

Here $\alpha_{\mu \nu}$ is the antisymmetric tensor characterizing the plane of the plaquette (see [Wa92])

$$
\begin{equation*}
\alpha_{\mu \nu} \equiv\left(n_{1}\right)_{\mu}\left(n_{2}\right)_{\nu}-\left(n_{1}\right)_{\nu}\left(n_{2}\right)_{\mu} \tag{31.28}
\end{equation*}
$$

Define the surface area associated with the plaquette to be

$$
\begin{equation*}
d S_{\mu \nu} \equiv a^{2} \alpha_{\mu \nu} \tag{31.29}
\end{equation*}
$$

The result in Eq. (31.27) can be rewritten as

$$
\begin{equation*}
\underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i}=\exp \left\{\frac{i}{2} g_{0} \tau \cdot\left[\oint_{\hookrightarrow} d x_{\mu} \mathbf{A}_{\mu}+g_{0} \mathbf{A}_{\mu} \times \mathbf{A}_{\nu} \frac{1}{2} d S_{\mu \nu}\right]\right\} \tag{31.30}
\end{equation*}
$$

Stokes' theorem can now be used on the first term ${ }^{6}$

$$
\begin{equation*}
\oint_{\hookrightarrow} d x_{\mu} \mathbf{A}_{\mu}=\int_{\text {enclosed surface }} \frac{1}{2} d S_{\mu \nu}\left(\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}\right) \tag{31.31}
\end{equation*}
$$

Hence Eq. (31.30) becomes

$$
\begin{align*}
\underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i} & =\exp \left\{\frac{i}{2} g_{0} \tau \cdot\left(\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}+g_{0} \mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right) \frac{1}{2} d S_{\mu \nu}\right\} \\
& =\left(\underline{U}_{\square}\right)_{\hookrightarrow} \tag{31.32}
\end{align*}
$$

If one goes around the plaquette in the opposite direction the result is

$$
\begin{equation*}
\left(\underline{U}_{\square}\right)_{\hookleftarrow}=\exp \left\{-\frac{i}{2} g_{0} \boldsymbol{\tau} \cdot\left(\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}+g_{0} \mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right) \frac{1}{2} d S_{\mu \nu}\right\} \tag{31.33}
\end{equation*}
$$

The action is obtained from the sum of these two contributions

$$
\begin{equation*}
S_{\square}=\sigma\left\{\left[1-\frac{1}{2} \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookrightarrow}\right]+\left[1-\frac{1}{2} \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookleftarrow}\right]\right\} \tag{31.34}
\end{equation*}
$$

Now let $a \rightarrow 0$. As before, the odd terms in the exponentials cancel, and in this limit the action becomes ${ }^{7}$

$$
\begin{equation*}
S_{\square}=\frac{\sigma g_{0}^{2}}{8} \operatorname{tr}\left[\boldsymbol{\tau} \cdot\left(\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}+g_{0} \mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right) \frac{1}{2} d S_{\mu \nu}\right]^{2} \tag{31.35}
\end{equation*}
$$

Use $[\boldsymbol{\tau} \cdot \mathbf{v}]^{2}=\mathbf{v}^{2}$ and $\operatorname{tr} 1=2$.
${ }^{6}$ This relation is readily verified for a given isospin component in three dimensions. With reference to Fig. 31.2 one has

$$
\begin{aligned}
\oint_{\hookrightarrow} \vec{A} \cdot d \vec{x} & =\int_{\text {enclosed surface }}(\vec{\nabla} \times \vec{A}) \cdot d \vec{S} \approx a^{2}(\vec{\nabla} \times \vec{A})_{3} \\
& =a^{2}\left(\frac{\partial A_{2}}{\partial x_{1}}-\frac{\partial A_{1}}{\partial x_{2}}\right)=\frac{1}{2} d S_{\mu \nu}\left(\frac{\partial A_{\nu}}{\partial x_{\mu}}-\frac{\partial A_{\mu}}{\partial x_{\nu}}\right)
\end{aligned}
$$

Here Eq. (31.28) has been used. This is the stated result.
${ }^{7}$ See also Prob. 31.3.

For illustration, we now specialize to the case of $1+1$ dimensions. Define ${ }^{8}$

$$
\begin{equation*}
\sigma \equiv \frac{2}{g_{0}^{2} a^{2}} \tag{31.36}
\end{equation*}
$$

The result is

$$
\begin{equation*}
S_{\square}=\frac{1}{2 a^{2}}\left[\frac{1}{2} d S_{\mu \nu}\left(\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}+g_{0} \mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right)\right]^{2} \tag{31.37}
\end{equation*}
$$

For the case of $1+1$ dimensions one can simply refer to Fig. 31.2. The contribution of a plaquette to the action becomes

$$
\begin{align*}
S_{\square} & =\frac{1}{2 a^{2}} a^{4}\left(\frac{\partial \mathbf{A}_{2}}{\partial x_{1}}-\frac{\partial \mathbf{A}_{1}}{\partial x_{2}}+g_{0} \mathbf{A}_{1} \times \mathbf{A}_{2}\right)^{2} \\
& =\frac{1}{4} a^{2} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}_{\mu \nu} \tag{31.38}
\end{align*}
$$

This is the continuum action with the full field tensor $\mathbf{F}_{\mu \nu}$ of the nonabelian theory [see Eq. (27.21)]. Thus, in the continuum limit

$$
\begin{align*}
& S_{\square} \xrightarrow{a \rightarrow 0} \frac{1}{4} \mathbf{F}_{\mu \nu} \cdot \mathbf{F}_{\mu \nu} a^{2}=-\mathcal{L}\left(\mathbf{A}_{\mu}, \frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}\right) a^{2} \\
& \sum_{\square} S_{\square} \xrightarrow{a \rightarrow 0}-\int d^{2} x \mathcal{L}\left(\mathbf{A}_{\mu}, \frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}\right) \tag{31.39}
\end{align*}
$$

This is the correct continuum limit for the gauge theory $S U(2)$ [cf. Eq. (29.28)].

### 31.4 Gauge-invariant measure

The remaining issue is to develop a gauge invariant measure for the path integrals in the partition function in the nonabelian theory. For each link $U=e^{i \phi}$ in the abelian $U(1)$ theory we took [Eq. (29.41)]

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi}\right)=\frac{1}{\pi} \int d^{2} \alpha \delta\left(\boldsymbol{\alpha}^{2}-1\right) f\left(\alpha_{1}+i \alpha_{2}\right) \tag{31.40}
\end{equation*}
$$

This is illustrated in Fig. 29.5. There is one such term for each link [Eq. (29.42)]. Now note that in this $U(1)$ case one can write

$$
\begin{align*}
e^{i \phi}=\cos \phi+i \sin \phi & =\alpha_{1}+i \alpha_{2} \\
\alpha_{1}^{2}+\alpha_{2}^{2} & =1 \tag{31.41}
\end{align*}
$$

A gauge transformation $A_{\mu} \rightarrow A_{\mu}-\left(1 / e_{0}\right) \partial \Lambda / \partial x_{\mu}$ changes the link variable to

$$
\begin{equation*}
U_{j i} \rightarrow e^{-i \Lambda\left(x_{j}\right)} e^{i \phi_{j i}} e^{+i \Lambda\left(x_{i}\right)} \tag{31.42}
\end{equation*}
$$

${ }^{8}$ The definition in $d$ dimensions is $\sigma \equiv 2 / g_{0}^{2} a^{4-d}$ (see Prob. 31.4).

Or, equivalently

$$
\begin{align*}
e^{i \phi} \rightarrow e^{i \phi^{\prime}} & =e^{i(\phi+\lambda)}=\alpha_{1}^{\prime}+i \alpha_{2}^{\prime} \\
\left(\alpha_{1}^{\prime}\right)^{2}+\left(\alpha_{2}^{\prime}\right)^{2} & =1 \tag{31.43}
\end{align*}
$$

This is just a rotation on the unit circle in the two-dimensional internal space illustrated in Fig. 29.5. Under a rotation $d^{2} \alpha=d^{2} \alpha^{\prime}$. With periodic boundary conditions, the integral around the unit circle is unchanged

$$
\begin{equation*}
\frac{1}{\pi} \int d^{2} \alpha \delta\left(\boldsymbol{\alpha}^{2}-1\right) f\left(\alpha_{1}^{\prime}+i \alpha_{2}^{\prime}\right)=\frac{1}{\pi} \int d^{2} \alpha \delta\left(\boldsymbol{\alpha}^{2}-1\right) f\left(\alpha_{1}+i \alpha_{2}\right) \tag{31.44}
\end{equation*}
$$

Or, equivalently

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi^{\prime}}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi f\left(e^{i \phi}\right) \tag{31.45}
\end{equation*}
$$

We argue by analogy in the nonabelian case of $S U(2)$. Recall that the $2 \times 2 S U(2)$ matrices can always be represented as

$$
\begin{equation*}
\exp \left\{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}\right\}=\cos \frac{\theta}{2}+i n \cdot \boldsymbol{\tau} \sin \frac{\theta}{2} \equiv \alpha_{0}+i \boldsymbol{\tau} \cdot \boldsymbol{\alpha} \tag{31.46}
\end{equation*}
$$

Here

$$
\begin{align*}
\alpha_{0} & =\cos \frac{\theta}{2} \quad \boldsymbol{\alpha}=\mathbf{n} \sin \frac{\theta}{2} \\
\alpha_{0}^{2}+\boldsymbol{\alpha}^{2} & =1 \tag{31.47}
\end{align*}
$$

This suggests that we now
(1) Work in the four-dimensional internal parameter space $\alpha_{\mu} \equiv\left(\alpha_{0}, \boldsymbol{\alpha}\right)$ for each link. The condition $\alpha_{\mu}^{2}=\alpha_{0}^{2}+\alpha^{2}=1$ defines the unit sphere in this four-dimensional internal space. This is illustrated schematically in Fig. 31.3;


Fig. 31.3. Schematic illustration of unit sphere in four-dimensional internal parameter space for each link in $S U(2)$.
(2) Impose periodic boundary conditions on this unit sphere;
(3) Take the measure for each link to be

$$
\begin{align*}
I & =\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{\mu}^{2}-1\right) f\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right) \\
& =\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\boldsymbol{\alpha}^{2}-1\right) f\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right) \tag{31.48}
\end{align*}
$$

The normalization constant can be verified by performing the integration. In the four-dimensional euclidian internal space the volume element can be written in spherical coordinates as ([Wa92])

$$
\begin{align*}
\alpha_{0} & =\rho \cos \psi \\
\alpha_{1} & =\rho \sin \psi \sin \theta \cos \phi \\
\alpha_{2} & =\rho \sin \psi \sin \theta \sin \phi \\
\alpha_{3} & =\rho \sin \psi \cos \theta \\
d^{4} \alpha & =\rho^{3} \sin ^{2} \psi \sin \theta d \psi d \theta d \phi d \rho \tag{31.49}
\end{align*}
$$

Here $(\theta, \phi)$ are the usual three-dimensional polar and azimuthal angles and the additional polar angle satisfies $0 \leq \psi \leq \pi$. The required normalization integral is then

$$
\begin{align*}
& \frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\alpha^{2}-1\right)=\frac{1}{2 \pi^{2}} \int(2 \rho d \rho) \rho^{2} \delta\left(\rho^{2}-1\right) \sin ^{2} \psi \sin \theta d \psi d \theta d \phi \\
& =\frac{1}{2 \pi^{2}} \int_{0}^{\pi} \sin ^{2} \psi d \psi \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{2 \pi} d \phi=1 \tag{31.50}
\end{align*}
$$

Consider now the gauge invariance of the measure. We have shown that under a (infinitesimal) gauge transformation the link variables transform according to Eq. (31.16)

$$
\begin{align*}
\underline{U}_{j i} & \rightarrow \underline{U}_{j i}^{\prime} \\
\underline{U}_{j i}^{\prime} & =e^{-\frac{i}{2} \tau \cdot \boldsymbol{\theta}_{\left(x_{j}\right)}} \underline{U}_{j i} i^{\frac{i}{2} \tau \cdot \boldsymbol{\theta}_{\left(x_{i}\right)}} \tag{31.51}
\end{align*}
$$

Since this is simply another $2 \times 2 S U(2)$ matrix, it can again be expressed in the form

$$
\begin{align*}
\underline{U}_{j i}^{\prime} & =\alpha_{0}^{\prime}+i \boldsymbol{\alpha}^{\prime} \cdot \boldsymbol{\tau} \\
\left(\alpha_{0}^{\prime}\right)^{2}+\left(\boldsymbol{\alpha}^{\prime}\right)^{2} & =1 \tag{31.52}
\end{align*}
$$

This transformation is just a rotation on the surface of the unit sphere in the fourdimensional internal space ( $\alpha_{0}, \boldsymbol{\alpha}$ ) (Fig. 31.3). Under a rotation $d^{4} \alpha=d^{4} \alpha^{\prime}$. With periodic boundary conditions [Eqs. (31.49)] the integral on the surface of the unit
sphere in the four-dimensional internal space is unchanged under this rotation. Thus

$$
\begin{equation*}
\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{\mu}^{2}-1\right) f\left(\alpha_{0}^{\prime}+i \boldsymbol{\alpha}^{\prime} \cdot \boldsymbol{\tau}\right)=\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{\mu}^{2}-1\right) f\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right) \tag{31.53}
\end{equation*}
$$

Hence this integral over the parameter set $\left(\alpha_{0}, \boldsymbol{\alpha}\right)$ is unchanged under a change in gauge and the measure is gauge invariant.

### 31.5 Summary

In summary, the lattice gauge model for the Yang-Mills nonabelian gauge theory based on an internal $S U(2)$ symmetry is constructed as follows:
(1) Assign to each link a phase angle and link variable (see Fig. 31.4)


Fig. 31.4. Basic link, link variable, and plaquette for the lattice gauge model of the nonabelian Yang-Mills theory with internal $S U(2)$ symmetry.

$$
\begin{align*}
\boldsymbol{\theta}_{j i} & =g_{0}\left(x_{j}-x_{i}\right)_{\mu} \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right) \\
\underline{U}_{j i}\left(\mathbf{A}_{\mu}\right) & =\exp \left\{\frac{i}{2} \boldsymbol{\tau} \cdot \boldsymbol{\theta}_{j i}\right\} \\
\underline{U}_{j i}\left(\mathbf{A}_{\mu}\right) & =\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{j i} \tag{31.54}
\end{align*}
$$

(2) Impose periodic boundary conditions on ( $\alpha_{0}, \boldsymbol{\alpha}$ ) that lie on the unit sphere in the four-dimensional internal parameter space for each link;
(3) Take the contribution to the action from each plaquette to be (Fig. 31.4) ${ }^{9}$

$$
\begin{align*}
\underline{U}_{\square} & =\underline{U}_{j i} \underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \\
S_{\square} & =2 \sigma\left(1-\operatorname{Re} \frac{1}{2} \operatorname{tr} \underline{U}_{\square}\right) \tag{31.55}
\end{align*}
$$

[^117]The total action is the sum over all plaquettes $\bar{S}=\sum_{\square} S_{\square}$;
(4) The partition function is obtained from an integration over all links with the measure of Eq. (31.53)

$$
\begin{equation*}
Z=\prod_{\text {links }} \int \frac{d^{4} \alpha_{l}}{\pi^{2}} \delta\left(\alpha_{0 l}^{2}+\alpha_{l}^{2}-1\right) \exp \left\{-\sum_{\square} S_{\square}\right\} \tag{31.56}
\end{equation*}
$$

(5) It has been demonstrated that the action is invariant under (infinitesimal) local gauge transformations, that the measure is also gauge invariant, and that this model has the proper continuum limit;
(6) Equations (31.55), (31.56), and the last of Eqs. (31.54) are self-contained; they constitute $S U(2)$ lattice gauge theory.

## Chapter 32

## Mean field theory - $\operatorname{SU}(\mathrm{n})$

To obtain some insight into nonabelian lattice gauge theory, and to gain some familiarity with it, consider again mean field theory (MFT). This time we take a more systematic approach than in chapter 30 and start from the partition function for the entire many-body system, from which an analysis of its free energy will follow. The discussion is based on [Ba74, Ba75, Ba75a, Ma89a]. This chapter is taken from [Ma89a].

We first briefly repeat a summary of the results of the previous chapter. The basic plaquette is illustrated in Fig. 32.1. The partition function is obtained from a path integral over all link variables of the exponential of the action, which is obtained from the sum over all plaquettes of a term formed from the product of the link variables around the plaquette ${ }^{1}$

$$
\begin{align*}
Z & =\int(d U) e^{-S(U)} \\
S(U) & =\sum_{\square} 2 \sigma\left(1-\frac{1}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]\right) \\
\underline{U}_{\square} & =\underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i} \tag{32.1}
\end{align*}
$$

Stated in this form, the equations constitute lattice gauge theory for any internal symmetry group $S U(n)$.

For $S U(2)$, as we have seen, the link variables are expressed $a^{2}$

$$
\begin{align*}
\underline{U}_{j i} & =\exp \left\{i g_{0}\left(x_{j}-x_{i}\right)_{\mu} \frac{1}{2} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right)\right\} \\
& =\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{j i} \tag{32.2}
\end{align*}
$$

[^118]For $S U(3)$ the link variables are expressed as

$$
\begin{equation*}
\underline{U}_{j i}=\exp \left\{i g_{0}\left(x_{j}-x_{i}\right)_{\mu} \frac{1}{2} \underline{\lambda}^{a} A_{\mu}^{a}\left(\frac{1}{2}\left(x_{i}+x_{j}\right)\right)\right\} \tag{32.3}
\end{equation*}
$$

An explicit representation for the $S U(3)$ (and higher $n$ ) matrices will not be needed for the developments in this section.

The measure for $S U(2)$ is

$$
\begin{align*}
\int(d U) & =\prod_{\text {links }} \frac{1}{\pi^{2}} \int d^{4} \alpha_{l} \delta\left(\alpha_{0 l}^{2}+\boldsymbol{\alpha}_{l}^{2}-1\right) \\
f(\underline{U}) & =f\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \tau\right) \tag{32.4}
\end{align*}
$$

This can also be generalized to $S U(n)$; the specific form will again not be required for the present developments.


Fig. 32.1. Basic plaquette in lattice gauge theory for $S U(n)$.

### 32.1 Mean-field approach

Concentrate again on the link variables. Pick a gauge. Now add and subtract a mean field contribution to the action

$$
\begin{equation*}
\sum_{<i j>} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{j i}\right]=\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right] \tag{32.5}
\end{equation*}
$$

Here $H$ is a constant to be determined. ${ }^{3}$ Since this expression is a sum over link variables, the exponential of this MFT contribution to the action factors. The product of the integrations of this contribution over the link variables then also factors. The path integrals over the link variables of this MFT contribution to the action are thus decoupled

$$
\begin{equation*}
\prod_{\text {links }} \int\left(d U_{l}\right) \exp \left\{\sum_{\text {links }} U_{l}\right\}=\prod_{\text {links }} \int\left(d U_{l}\right) e^{U_{l}} \tag{32.6}
\end{equation*}
$$

[^119]After the addition and subtraction of this MFT term in the action, the partition function can be written identically as

$$
\begin{align*}
Z= & \exp \left\{-2 \sigma \sum_{\square} 1\right\} \int(d U) \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\} \\
& \times \exp \left\{\sum_{\square} \frac{2 \sigma}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]-\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\} \\
\equiv & \exp \left\{-2 \sigma \sum_{\square} 1\right\} \tilde{Z} \tag{32.7}
\end{align*}
$$

The first factor in the last expression contributes only a constant to the entropy of the vacuum and drops out of thermal averages.

Now define the MFT statistical operator

$$
\begin{equation*}
\rho_{\mathrm{MFT}} \equiv \frac{\exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}{\int(d U) \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}} \tag{32.8}
\end{equation*}
$$

With this one can calculate MFT thermal averages

$$
\begin{equation*}
\langle O\rangle_{\mathrm{MFT}} \equiv \int(d U) O \rho_{\mathrm{MFT}} \tag{32.9}
\end{equation*}
$$

With this definition, Eq. (32.7) becomes

$$
\begin{align*}
& \frac{\tilde{Z}}{\int(d U) \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}= \\
& \quad\left\langle\exp \left\{\sum_{\square} \frac{2 \sigma}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]-\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}\right\rangle_{\mathrm{MFT}} \tag{32.10}
\end{align*}
$$

To proceed with the analysis one invokes the very useful and powerful Peierls' inequality

$$
\begin{equation*}
\langle\exp f(x)\rangle \geq \exp \langle f(x)\rangle \tag{32.11}
\end{equation*}
$$

This inequality holds whenever the average value is computed with any positive measure (or weighting function); ${ }^{4}$ it is proven in appendix C.1. The great utility of this inequality is that it gets the mean value up into the exponent, and the MFT value of the action itself is readily computed. The inequality will be used to establish a variational principle for the free energy.
${ }^{4}$ As is the case when one uses Eqs. (32.8) and (32.9).

The use of Eq. (32.11) on Eq. (32.10) leads to

$$
\begin{align*}
& \frac{\tilde{Z}}{\int(d U)} \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\} \\
& \quad \geq \exp \left\{\left\langle\left[\sum_{\square} \frac{2 \sigma}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]-\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right]\right\rangle_{\mathrm{MFT}}\right\} \\
& \quad \equiv \exp \left\{\int(d U) \rho_{\mathrm{MFT}}\left[\sum_{\square} \frac{2 \sigma}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]-\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right]\right\} \tag{32.12}
\end{align*}
$$

The integrations on the right can now be performed because they factor. The integral in the second term is

$$
\begin{equation*}
I_{2}=\frac{\int(d U)\left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\} \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}{\int(d U) \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}} \tag{32.13}
\end{equation*}
$$

The volume element factors $\int(d U)=\prod_{\text {links }} \int\left(d U_{l}\right)$ and each term being averaged in $\sum_{\text {links }}$ gives an identical result. We again choose to work in $d$ dimensions and use the counting procedure of chapter $30 .{ }^{5}$ Thus

$$
\begin{align*}
I_{2} & =N_{\text {sites }} d_{\text {links } / \mathrm{site}} H \frac{\int\left(d U_{l}\right) \frac{1}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right] \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}{\int\left(d U_{l}\right) \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}} \\
& =N_{\text {sites }} d H\left\langle\frac{1}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\rangle_{\mathrm{MFT}} \tag{32.14}
\end{align*}
$$

The expression being averaged in the final term is a one-body operator.
Consider next the first integral on the right-hand-side of Eq. (32.12). This is the heart of the matter. The problem at this stage has been reduced to calculating the mean value of $\operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]$; now one is again dealing with a physical, gauge-invariant quantity (see the discussion in chapter 30 ). But this integral can now be carried out since $\underline{U}_{\square}$ also factors! Thus

$$
\begin{align*}
I_{1} & =\frac{\int(d U)\left\{\sum_{\square} \frac{2 \sigma}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]\right\} \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}{\int(d U) \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}} \\
\underline{U}_{\square} & =\underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i} \tag{32.15}
\end{align*}
$$

Now assume [as will be verified explicitly for $S U(2)$ below] that upon doing the path integral of a link variable over a link $\left\langle\underline{U}_{l}\right\rangle_{\mathrm{MFT}}$, only $(1 / n) \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]$ remains; thus

$$
\begin{equation*}
\frac{\int\left(d U_{l}\right) \underline{U}_{l} \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}{\int\left(d U_{l}\right) \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}=\frac{\int\left(d U_{l}\right) \frac{1}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right] \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}}{\int\left(d U_{l}\right) \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}} \tag{32.16}
\end{equation*}
$$

[^120]Then all the contributions in Eqs. (32.15) are identical and ${ }^{6}$

$$
\begin{equation*}
I_{1}=N_{\text {sites }} \frac{1}{2} d(d-1)_{\text {plaquettes } / \mathrm{site}} 2 \sigma\left\langle\frac{1}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\rangle_{\mathrm{MFT}}^{4} \tag{32.17}
\end{equation*}
$$

The remaining mean value is identical to that appearing in Eq. (32.14).
Define

$$
\begin{align*}
c(H) & \equiv \int(d U) \exp \left\{\frac{H}{n} \operatorname{Re}[\operatorname{tr} \underline{U}]\right\} \\
c(H) t(H) & \equiv \int(d U) \frac{1}{n} \operatorname{Re}[\operatorname{tr} \underline{U}] \exp \left\{\frac{H}{n} \operatorname{Re}[\operatorname{tr} \underline{U}]\right\} \tag{32.18}
\end{align*}
$$

The previous results can then be summarized simply as

$$
\begin{align*}
& I_{2}=N_{\text {sites }} d H t(H) \\
& I_{1}=N_{\text {sites }} \frac{1}{2} d(d-1) 2 \sigma t^{4}(H) \tag{32.19}
\end{align*}
$$

For the denominator of the l.h.s of Eq. (32.12) one also needs the relation

$$
\begin{align*}
\int(d U) \exp \left\{\sum_{\text {links }} \frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\} & =\left[\int\left(d U_{l}\right) \exp \left\{\frac{H}{n} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{l}\right]\right\}\right]^{N_{\text {sites }} d} \\
& =[c(H)]^{N_{\text {sitea }} d} \tag{32.20}
\end{align*}
$$

A combination of these relations allows us to rewrite the basic inequality for the partition function in Eq. (32.12) as

$$
\begin{equation*}
\frac{\tilde{Z}}{[c(H)]^{N_{\text {sites }} d}} \geq \exp \left\{N_{\text {sites }}\left[\sigma d(d-1) t^{4}(H)-d H t(H)\right]\right\} \tag{32.21}
\end{equation*}
$$

Now take the logarithm of both sides

$$
\begin{equation*}
\ln \tilde{Z} \geq N_{\text {sites }}\left\{\sigma d(d-1) t^{4}(H)-d H t(H)+d[\ln c(H)]\right\} \tag{32.22}
\end{equation*}
$$

Recall the relation between the partition function and the free energy (to within an additive constant $\langle S\rangle_{\mathrm{vac}}$ )

$$
\begin{equation*}
\tilde{Z}=e^{-\beta F} \tag{32.23}
\end{equation*}
$$

Both are gauge-invariant quantities. Upon taking logarithms, and reversing the sense of the inequality in Eq. (32.22), one finds a variational principle for the free energy

$$
\begin{align*}
F & \leq F_{\mathrm{MFT}} \\
\frac{\beta F_{\mathrm{MFT}}}{N_{\mathrm{sites}}} & =-\sigma d(d-1) t^{4}(H)+d H t(H)-d[\ln c(H)] \tag{32.24}
\end{align*}
$$

${ }^{6}$ Note $(1 / n) \operatorname{Re}[\operatorname{tr} 1]=1$.

The last expression is just the free-energy/site. The MFT expression for the free energy can now be minimized with respect to the parameter $H$ to obtain the best bound on the actual free energy $F$. One has

$$
\begin{align*}
& \left(\frac{\partial F}{\partial H}\right)_{\mathrm{MFT}}=0 \\
& -4 \sigma d(d-1) t^{3}(H) t^{\prime}(H)+d t(H)+d H t^{\prime}(H)-d\left[c^{\prime}(H) / c(H)\right]=0 \tag{32.25}
\end{align*}
$$

Note from Eqs. (32.18) that

$$
\begin{equation*}
\frac{c^{\prime}(H)}{c(H)} \equiv t(H) \tag{32.26}
\end{equation*}
$$

Hence Eq. (32.25) for the optimal choice of $H$ becomes

$$
\begin{equation*}
H=4 \sigma(d-1) t^{3}(H) \tag{32.27}
\end{equation*}
$$

Define a "magnetization" $M$ by

$$
\begin{equation*}
M^{3} \equiv \frac{H}{4 \sigma(d-1)} \tag{32.28}
\end{equation*}
$$

Then the self-consistency equation for the magnetization is given by

$$
\begin{equation*}
M=t\left(4 \sigma(d-1) M^{3}\right) \tag{32.29}
\end{equation*}
$$

Here $t(H)=\left\langle\frac{1}{n} \operatorname{Re}[\operatorname{tr} \underline{U}]\right\rangle_{\mathrm{MFT}}$ is the one-body MFT average in Eq. (32.18). This is a very powerful result; it describes the nonabelian theory $S U(n)$ in $d$ dimensions for arbitrary $n$ and $d$ !

### 32.2 Evaluation of required integrals for $S U(2)$

Let us specialize to the case of $S U(2)$. In this case the link variable takes the form

$$
\begin{equation*}
\underline{U}=\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau} \tag{32.30}
\end{equation*}
$$

The integral over link variables is performed according to

$$
\begin{equation*}
\int(d U) f(\underline{U})=\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\boldsymbol{\alpha}^{2}-1\right) f\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \tau\right) \tag{32.31}
\end{equation*}
$$

First note that

$$
\begin{equation*}
\frac{1}{2} \operatorname{Re}[\operatorname{tr} \underline{U}]=\alpha_{0} \tag{32.32}
\end{equation*}
$$

Thus

$$
\begin{align*}
\int(d U) \underline{U} \exp \left\{\frac{H}{2} \operatorname{Re}[\operatorname{tr} \underline{U}]\right\} & =\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\boldsymbol{\alpha}^{2}-1\right) e^{H \alpha_{0}}\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right) \\
& =\int(d U) \frac{1}{2} \operatorname{Re}[\operatorname{tr} \underline{U}] \exp \left\{\frac{H}{2} \operatorname{Re}[\operatorname{tr} \underline{U}]\right\} \tag{32.33}
\end{align*}
$$

The second equality follows since the angular average of the final term in the first line vanishes by symmetry. Equation (32.33) is the result that was to be verified in the discussion of Eq. (32.16).

The quantity $c(H)$ can be evaluated as follows for $S U(2)$

$$
\begin{align*}
c(H) & =\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\alpha^{2}-1\right) e^{H \alpha_{0}} \\
& =\frac{1}{\pi^{2}} \int_{-1}^{1} d \alpha_{0} \int_{0}^{\infty} \alpha^{2} d \alpha \delta\left(\alpha^{2}-\left(1-\alpha_{0}^{2}\right)\right) e^{H \alpha_{0}} d \Omega_{\alpha} \\
& =\frac{4 \pi}{\pi^{2}} \int_{-1}^{1} d \alpha_{0} \int_{0}^{\infty} \alpha^{2} d \alpha \frac{1}{2 \alpha}\left[\delta\left(\alpha-\sqrt{1-\alpha_{0}^{2}}\right)+\delta\left(\alpha+\sqrt{1-\alpha_{0}^{2}}\right)\right] e^{H \alpha_{0}} \\
c(H) & =\frac{2}{\pi} \int_{-1}^{1} d \alpha_{0} \sqrt{1-\alpha_{0}^{2}} e^{H \alpha_{0}} \tag{32.34}
\end{align*}
$$

It follows from Eq. (32.18) that

$$
\begin{equation*}
t(H)=\frac{c^{\prime}(H)}{c(H)}=\frac{(2 / \pi) \int_{-1}^{1} \alpha_{0} d \alpha_{0} \sqrt{1-\alpha_{0}^{2}} e^{H \alpha_{0}}}{(2 / \pi) \int_{-1}^{1} d \alpha_{0} \sqrt{1-\alpha_{0}^{2}} e^{H \alpha_{0}}} \tag{32.35}
\end{equation*}
$$

This is the basic relation needed for the self-consistency Eq. (32.29).


Fig. 32.2. Values of $\beta F_{\mathrm{MFT}}(H) / N_{\text {sites }}$ versus $H$ for various values of $2 \sigma$ for $S U(2)$ and $d=4$. From [Ma89a].

Numerical results for $\beta F_{\mathrm{MFT}}(H) / N_{\text {sites }}$ versus $H$ for $d=4$ are shown in Fig. 32.2
(from [89a]). ${ }^{7}$ It is evident from this figure that there is a critical value of $\sigma$

$$
\begin{equation*}
\sigma_{\mathrm{C}}=1.4131 \tag{32.36}
\end{equation*}
$$

For values of $\sigma<\sigma_{\mathrm{C}}$ the phase with $H=0$ has the lowest free energy; however, for values of $\sigma>\sigma_{\mathrm{C}}$ a second phase exists with lower free energy and finite $H$ [and hence finite $M$ by Eq. (32.28)]. The calculation of $M^{4}$ as a function of $\sigma_{\mathrm{C}} / \sigma$ for $S U(2)$ lattice gauge theory in $d=4$ dimensions in MFT, obtained from the solution to Eq. (32.29), is assigned as Prob. 32.1.

Results in other dimensions, and comparison with some Monte Carlo calculations, are discussed in Probs. 32.2-3.
${ }^{7}$ Some integrals are useful in this analysis (see [Ma89a]). A change of variable $\alpha_{0} \equiv \cos \psi$ and a subsequent integration by parts yields

$$
\begin{aligned}
c(H) & =\frac{2}{\pi} \int_{0}^{\pi} \sin ^{2} \psi e^{H \cos \psi} d \psi \\
H c(H) & =\frac{2}{\pi} \int_{0}^{\pi} \cos \psi e^{H \cos \psi} d \psi=2 I_{1}(H) \\
\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right) I_{\nu}(z) & \equiv\left(\frac{z}{2}\right)^{\nu} \int_{-1}^{1}\left(1-t^{2}\right)^{\nu-\frac{1}{2}} e^{ \pm z t} d t
\end{aligned}
$$

The last equation identifies a modified Bessel function. It follows that $I_{1}^{\prime}(H)=I_{0}(H)-I_{1}(H) / H$; this is of use in Eq. (32.26). The first of these equations is the result one obtains starting from the four-dimensional euclidian volume element in spherical coordinates in chapter 31.

## Chapter 33

## Observables in LGT

In this chapter we consider the calculation of observables in lattice gauge theory (LGT). These will include such quantities as: (1) the interaction potential between a static quark-antiquark pair, where a linear rise in the potential with separation distance will provide strong evidence for the complete screening of the strong color charge and the confinement of color; (2) the corresponding "string tension," or force required to separate the two static color charges; and (3) the mass of a "glueball," a particle without quarks arising entirely from the nonlinear gluon interactions. References [Wi74, Cr82, Cr83, Cr83a, Re83, Ko83, Be83, Be83a, Ot84, Ca89, La02] provide the relevant background; this section is based on [Ca89].

### 33.1 The ( $l \bar{l}$ ) interaction in QED

For clarity we start the discussion with the abelian $U(1)$ theory and then generalize to the nonabelian case. Put a (heavy) charged lepton pair with charges $\pm e_{0}$ at two fixed points in space with world lines as shown in Fig. 33.1. The charges interact through the electromagnetic field. The interaction with the background electromagnetic field can be included exactly in LGT. Consider the partition function and the generating functional for the gauge fields (chapters 28 and 29)

$$
\begin{align*}
Z & =\int(d U) \exp \{-S(U)\} \\
\tilde{W}_{E}(J) & =\frac{\int(d U) \exp \left\{-S(U)-S_{J}\right\}}{\int(d U) \exp \{-S(U)\}} \equiv\left\langle e^{-S_{J}}\right\rangle \tag{33.1}
\end{align*}
$$

Everything is now in the euclidian metric, and the correct boundary conditions are implied: for $Z$ one takes $\int_{0}^{\beta} d \tau$ with periodic boundary conditions in $\tau$; and for $\tilde{W}_{E}(J)$ one computes $\int_{-\infty}^{\infty} d \tau$ - the Green's functions derived from $\tilde{W}_{E}(J)$ can be analytically continued back to Minkowski space at the end of the calculation.

Now compute the additional source term in the action $S_{J}$

$$
\begin{equation*}
-S_{J}=\left[i \int d^{4} x \mathcal{L}_{J}\right]_{E} \tag{33.2}
\end{equation*}
$$

Start in Minkowski space

$$
\begin{equation*}
\mathcal{L}=J_{\mu} A_{\mu} \tag{33.3}
\end{equation*}
$$

Here, for a pair of static charges, the source of the electromagnetic field takes the form $J_{\mu}=(0, i \rho)$ and $J_{\mu} A_{\mu}=-\rho \Phi$ with

$$
\begin{equation*}
\rho=e_{0}\left[\delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{2}\right)-\delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{1}\right)\right] \tag{33.4}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\int d^{4} x \mathcal{L}_{J}=-e_{0} \int d t\left[\Phi\left(\mathbf{x}_{2}\right)-\Phi\left(\mathbf{x}_{1}\right)\right] \tag{33.5}
\end{equation*}
$$

Now go to the euclidian metric (chapter 29)

$$
\begin{array}{rcl}
t \rightarrow-i \tau & x_{\mu} \rightarrow(\mathbf{x}, \tau) & x_{\mu}^{2}=\mathbf{x}^{2}+\tau^{2} \\
\Phi \rightarrow-i A_{0} & A_{\mu} \rightarrow\left(\mathbf{A}, A_{0}\right) & A_{\mu}^{2}=\mathbf{A}^{2}+A_{0}^{2}
\end{array}
$$

Then

$$
\begin{align*}
-S_{J} \equiv\left[i \int d^{4} x \mathcal{L}_{J}\right]_{E} & =i e_{0} \int d \tau\left[A_{0}\left(\mathbf{x}_{2}\right)-A_{0}\left(\mathbf{x}_{1}\right)\right] \\
& =i e_{0}\left[\int_{L_{2}} d x_{\mu} A_{\mu}-\int_{L_{1}} d x_{\mu} A_{\mu}\right] \tag{33.7}
\end{align*}
$$

Here the integrals go along the world lines in Fig. 33.1.


Fig. 33.1. World lines for a (heavy) charged lepton pair with charges $\pm e_{0}$ at two fixed points in space - basis for calculating their interaction potential.

Now for a static problem, the contribution to the line integral from a segment in the x direction at fixed $t$ must be independent of $t$. Thus after the substitution
in Eq. (33.6) the contribution to the line integral from the two segments shown in Fig. 33.2a must be equal. ${ }^{1}$

$$
\begin{equation*}
\int_{L_{1}^{\prime}} d x_{\mu} A_{\mu}=\int_{L_{2}^{\prime}} d x_{\mu} A_{\mu} \tag{33.8}
\end{equation*}
$$

These segments can be combined with the expression in Eq. (33.7) to give a line integral around a closed curve $C$ in space-time as shown in Fig. 33.2b.

$$
\begin{equation*}
S_{J}=-i e_{0}\left[\left(\int_{L_{2}}+\int_{L_{2}^{\prime}}-\int_{L_{1}}-\int_{L_{1}^{\prime}}\right) d x_{\mu} A_{\mu}\right]=-i e_{0} \oint_{C} d x_{\mu} A_{\mu} \tag{33.9}
\end{equation*}
$$




Fig. 33.2. (a) Equal contributing end segments in the line integral of the vector potential in the static case. (b) Resulting completion of the line integral of the vector potential around the closed curve $C$ in space-time.

The resulting integral is gauge invariant. To see this, make a gauge transformation $A_{\mu} \rightarrow A_{\mu}+\partial \Lambda / \partial x_{\mu}$. Then, by the definition of the gradient, and since $\Lambda$ is single-valued

$$
\begin{equation*}
\oint_{C}\left(\frac{\partial \Lambda}{\partial x_{\mu}}\right) d x_{\mu}=0 \tag{33.10}
\end{equation*}
$$

Hence the line integral of the vector potential around the closed curve in space-time is unchanged by the gauge transformation.

The integral over the euclidian action in Eq. (33.1) can thus be written

$$
\begin{equation*}
\tilde{W}_{E}(J)=\left\langle\exp \left\{i e_{0} \oint_{C} A_{\mu} d x_{\mu}\right\}\right\rangle \tag{33.11}
\end{equation*}
$$

Here the expectation value is evaluated with the statistical operator in Eq. (33.1)

$$
\begin{equation*}
\rho=\frac{e^{-S(U)}}{\int(d U) e^{-S(U)}} \tag{33.12}
\end{equation*}
$$

[^121]
### 33.2 Interpretation as a $V_{l i}(R)$ potential

The goal is to now make a connection with physics through the concept of an interaction potential between the two fixed charges. In order to make this connection introduce the concept of effective degrees of freedom for this system, and concentrate entirely on the space-time coordinates of the charges themselves. Return to the original discussion of the path integral in chapter 28 in terms of particle coordinates. For a single particle the probability amplitude for finding the particle at $\left(q_{2}, t_{2}\right)$ if it started at $\left(q_{1}, t_{1}\right)$ is

$$
\begin{equation*}
\left\langle q_{2} t_{2} \mid q_{1} t_{1}\right\rangle=\int \mathcal{D}(q) \exp \left\{i \int_{t_{1}}^{t_{2}} L(q, \dot{q}) d t\right\} \tag{33.13}
\end{equation*}
$$

This probability amplitude, according to the general principles of quantum mechanics, can be written in the Schrödinger and Heisenberg pictures as

$$
\begin{align*}
\left\langle q_{2} t_{2} \mid q_{1} t_{1}\right\rangle & =\left\langle q_{2} \mid \Psi_{q_{1}}\left(t_{2}\right)\right\rangle & & ; \text { S-Rep } \\
& =\left\langle q_{2}\right| \exp \left\{-i H\left(t_{2}-t_{1}\right)\right\}\left|q_{1}\right\rangle & & ; \text { H-Rep } \tag{33.14}
\end{align*}
$$

This analysis is readily extended to two (or more) particles. Consider two charged particles, and take as the initial and final states the above charges at their fixed positions in space

$$
\begin{equation*}
\left|q_{1}\right\rangle \rightarrow|l \bar{l}\rangle \quad \quad\left|q_{2}\right\rangle \rightarrow|l \bar{l}\rangle \tag{33.15}
\end{equation*}
$$

Now go to the euclidian metric and define the tau-interval

$$
\begin{equation*}
\left(t_{2}-t_{1}\right) \equiv-i \mathcal{T} \tag{33.16}
\end{equation*}
$$

Equation (33.14) then implies that the l.h.s. of Eq. (33.13) can be written as

$$
\begin{equation*}
\text { l.h.s. } \left.=\langle l \bar{l}| e^{-H \mathcal{T}}| | \bar{l}\right\rangle \tag{33.17}
\end{equation*}
$$

Define an effective hamiltonian for the two charged particles by $H=T+V$; for heavy (static) charges, one can neglect the kinetic energy $T$. Since the particles are heavy and fixed there is no dynamics and the states do not change; Eq. (33.17) then reduces to

$$
\begin{equation*}
\text { l.h.s. }=e^{-V(\mathcal{R}) \mathcal{T}} \tag{33.18}
\end{equation*}
$$

Here $V(\mathcal{R})$ is just the interaction potential of the two heavy (fixed) charges separated in coordinate space by a distance $\mathcal{R}$. We have now calculated the same amplitude in two different ways. A combination of Eqs. (33.18) and (33.13) and (33.11) then provides a definition of the interaction potential of the two charges
entirely in terms of the field variables. ${ }^{2}$

$$
\begin{equation*}
\exp \{-V(\mathcal{R}) \mathcal{T}\}=\left\langle\exp \left\{i e_{0} \oint_{C} A_{\mu} d x_{\mu}\right\}\right\rangle=\tilde{W}_{E}(J) \tag{33.19}
\end{equation*}
$$

The logarithm of this relation provides an explicit expression for the potential

$$
\begin{align*}
V(\mathcal{R}) & =-\frac{1}{\mathcal{T}} \ln \tilde{W}_{E}(J) \\
\tilde{W}_{E}(J) & =\frac{\int(d U) e^{-S(U)} \exp \left\{i e_{0} \oint_{C} d x_{\mu} A_{\mu}\right\}}{\int(d U) e^{-S(U)}} \tag{33.20}
\end{align*}
$$

The required integrals in Eq. (33.20) can be immediately evaluated in lattice gauge theory in terms of Wilson loops. These are defined by utilizing the specific contour $C$ indicated in Fig. 33.3; the quantity $\tilde{W}_{E}(J)$ evaluated for this contour $C$ will be denoted by $W_{J}(m, n)$. Here

$$
\begin{equation*}
\mathcal{T}=m a \quad \mathcal{R}=n a \tag{33.21}
\end{equation*}
$$

Hence

$$
\begin{equation*}
V(\mathcal{R})=-\frac{1}{m a} \ln W_{J}(m, n) \tag{33.22}
\end{equation*}
$$

This expression is readily evaluated using the LGT techniques that have been developed, since the paths in the Wilson loops now just involve the link variables along the path - we shall do so analytically in the next section.


Fig. 33.3. Contour $C$ for the evaluation of Wilson loops in LGT.

### 33.3 Nonabelian theory

Analogous arguments indicate that these results may be taken over to the nonabelian LGT if one makes the replacements ${ }^{3}$

[^122]- For $S U(2)$

$$
\begin{equation*}
\oint_{C} d x_{\mu} A_{\mu} \rightarrow \oint_{C} d x_{\mu} \frac{1}{2} \underline{\tau} \cdot \mathbf{A}_{\mu} \equiv \oint_{C} d x_{\mu} \tilde{A}_{\mu} \tag{33.23}
\end{equation*}
$$

- For $S U(3)$

$$
\begin{equation*}
\oint_{C} d x_{\mu} A_{\mu} \rightarrow \oint_{C} d x_{\mu} \frac{1}{2}^{a} A_{\mu}^{a} \equiv \oint_{C} d x_{\mu} \tilde{A}_{\mu} \tag{33.24}
\end{equation*}
$$

The generalization of Eq. (33.20) for $S U(\mathcal{N})$ is

$$
\begin{align*}
\tilde{W}_{E}(J) & =\frac{\int(d U) e^{-S(U)} \operatorname{Re}(1 / \mathcal{N}) \operatorname{tr}\left[\exp \left\{i g_{0} \oint_{C} d x_{\mu} \tilde{A}_{\mu}\right\}\right]}{\int(d U) e^{-S(U)}} \\
\exp \left\{i g_{0} \oint_{C} d x_{\mu} \tilde{A}_{\mu}\right\} & \equiv \prod_{\text {links around C }} \underline{U}_{l} \tag{33.25}
\end{align*}
$$

One simply includes the appropriate link variables around the Wilson loop. The arguments in chapter 31 indicate that this functional is again gauge invariant.

### 33.4 Confinement

It is of great interest to see if the nonabelian gauge theories based on an internal color symmetry can provide forces sufficiently strong so that an isolated color charge is completely shielded by strong vacuum polarization (a possibility first envisioned by Schwinger in another context [Sc62, Sc62a]). We seek a situation where one cannot pull the static charges apart in the absence of additional pairs, where they behave as if they were tied together with a "string" (Fig. 33.4).


Fig. 33.4. Confinement modeled by two heavy charges connected with a string.
We look for

$$
\begin{equation*}
V(\mathcal{R})=\bar{\sigma} \mathcal{R} \quad \bar{\sigma} \equiv \text { string tension } \tag{33.26}
\end{equation*}
$$

The goal is to see if this indeed happens in the above calculation, and, if it does, to calculate $\bar{\sigma} .{ }^{4}$ The anticipated form of the confining potential is sketched in Fig. 33.5.

[^123]If Eq. (33.26) holds, then $e^{-V(\mathcal{R}) \mathcal{T}}=e^{-\bar{\sigma} \mathcal{R} T}$ and one can rewrite Eq. (33.22) as

$$
\begin{equation*}
\bar{\sigma}=-\frac{1}{\mathcal{R} \mathcal{T}} \ln \tilde{W}_{E}(J)=-\frac{1}{a^{2}}\left[\frac{1}{m n} \ln W_{J}(m, n)\right] \tag{33.27}
\end{equation*}
$$

Here Eq. (33.21) has been used and the result written in terms of the Wilson loop. ${ }^{5}$ The first of these equations states that $\ln \tilde{W}_{E}(J)$ must be proportional to the area $\mathcal{R} \mathcal{T}$ of the Wilson loop in order to find a constant $\bar{\sigma}$; this proportionality to the area can be taken as a signal for confinement.


Fig. 33.5. Anticipated form of the confining static ( $q \bar{q}$ ) potential. At short distances one has the asymptotic freedom result $V(\mathcal{R})=-\alpha_{s} / \mathcal{R}$; at large distances one has the anticipated string value $V(\mathcal{R})=\bar{\sigma} \mathcal{R}$.

### 33.5 Continuum limit

Consider the continuum limit of this calculation where $a \rightarrow 0$ for a fixed lattice size $N^{d} .{ }^{6}$ The situation is illustrated in Fig. 33.6. For a given lattice size, one needs to keep a large enough so the fixed static charges are far enough apart in space that the asymptotic expression (large $\mathcal{R}$ ) in Eq. (33.26) holds. Conversely, a must be small enough so that the result approximates the true continuum limit.

One test that can be used on the lattice dimension $a$ is to see if one reproduces the scaling of the coupling constant predicted by perturbation theory. How does this work? Asymptotic freedom is the key ingredient here. It says that the size of
${ }^{5}$ Suppose $W_{J}(m, n)=\exp \left\{-\bar{\sigma} \mathcal{R} \mathcal{T}-\rho_{1} \mathcal{T}-\rho_{2} \mathcal{R}-b\right\}$ where the last three terms represent possible "transients" in the LGT calculation. Recall $\mathcal{R}=n a, T=m a$. Then

$$
R(m, n) \equiv \frac{W_{J}(m, n) W_{J}(m-1, n-1)}{W_{J}(m, n-1) W_{J}(m-1, n)}=e^{-\bar{\sigma} a^{2}}
$$

In this case the transients can be eliminated by taking $\bar{\sigma}=-\left(1 / a^{2}\right) \ln R(m, n)$.
${ }^{6}$ Limited, for example, by computing power.


Fig. 33.6. Continuum limit $a \rightarrow 0$ of calculation of the $(q \bar{q})$ potential for fixed lattice size $N^{d}$.
the renormalized coupling constant decreases as one goes to smaller and smaller distance scales. Let $g$ be the (renormalized) coupling constant one uses to describe physics on the distance scale of $a$ as illustrated in Fig. 33.7a.


Fig. 33.7. Schematic illustration of variation of strength of the renormalized coupling constant $g$ on the lattice with the distance scale of the lattice $a$. (a) For spacing $a$; (b) for spacing $a / 2$.

For illustration, imagine the coupling constant to be associated with each site and let the size of the dot illustrate the strength of the coupling. Now suppose one halves the physical dimension of the lattice by letting $a \rightarrow a / 2$ as illustrated in Fig. 33.7b. To maintain the same total strength of the coupling in a given physical region in space, the coupling on each site must be decreased in strength as illustrated.

In the asymptotic domain the analytical relation between these scaled renormalized coupling constants is given in $S U(3)$ (that is, QCD) by the relation [Gr73, Po73] (see chapter 27)

$$
\begin{align*}
g_{2}^{2}\left(\lambda^{2}\right) & \approx \frac{g_{1}^{2}}{1+\left(g_{1}^{2} / 16 \pi^{2}\right) \beta_{0} \ln \left\{\lambda^{2} / \lambda_{1}^{2}\right\}} \\
\beta_{0} & =\frac{33}{3}-\frac{2 N_{f}}{3} \quad\left(=\frac{33}{3} \text { here }\right) \tag{33.28}
\end{align*}
$$

In this expression $g_{2}^{2}\left(\lambda^{2}\right)$ is the renormalized coupling constant as measured at a momentum transfer $\lambda^{2}$ (Fig. 33.8a). ${ }^{7}$ The initial coupling constant $g_{1}^{2}$ is fixed by

[^124]experiment; it defines the starting point for the analysis. To visualize the situation, imagine this coupling constant $g_{1}^{2}$ has a certain physical distribution in space. The lattice then looks at this coupling on a certain physical distance scale characterized by the lattice spacing $a$ as illustrated in Fig. 33.8b.


Fig. 33.8. (a) Physical determination of the renormalized coupling constant $g_{2}^{2}\left(\lambda^{2}\right)$; (b) lattice view of the starting renormalized coupling constant $g_{1}^{2}$ with lattice spacing $a$; it has some overall strength and spatial extent.

Equation (33.28) is based on the renormalization group; it sums the leading terms in $\ln q^{2}$. In LGT there is a natural distance scale $a$ at which one wants to determine the new renormalized coupling constant, or correspondingly, a natural momentum scale $q^{2} \equiv \lambda^{2}=1 / a^{2}$. Asymptotically in this quantity one can write Eq. (33.28) as

$$
\begin{equation*}
g_{2}^{2}\left(\frac{1}{a^{2}}\right) \approx \frac{16 \pi^{2}}{\beta_{0} \ln \left\{1 / a^{2} \lambda_{1}^{2}\right\}} \equiv g^{2} \tag{33.29}
\end{equation*}
$$

Here it has been assumed that $\left(g_{1}^{2} \beta_{0} / 16 \pi^{2}\right) \ln \left\{1 / a^{2} \lambda_{1}^{2}\right\} \gg 1$; we are interested in the limit $a \rightarrow 0$. The quantity in Eq. (33.29) will be defined as $g^{2}$, the renormalized coupling constant to be used at the distance scale $a^{2} .^{8}$ Equation (33.29) can be inverted to solve for $a^{2}$

$$
\begin{equation*}
a^{2}=\frac{1}{\lambda_{1}^{2}} \exp \left\{-\frac{16 \pi^{2}}{\beta_{0} g^{2}}\right\} \equiv \frac{1}{\lambda_{1}^{2}} f_{0}^{2}\left(g^{2}\right) \tag{33.30}
\end{equation*}
$$

Now substitute this relation in Eq. (33.27)

$$
\begin{equation*}
\bar{\sigma}=-\lambda_{1}^{2}\left[\frac{1}{f_{0}^{2}\left(g^{2}\right)} \frac{1}{m n} \ln W_{J}(m, n)\right] \tag{33.31}
\end{equation*}
$$

The scaling test implies that the physical quantity expressed by the term in brackets on the r.h.s. of this equation should be independent of $a$ [and hence of $g^{2}$ by
the fundamental representation of $S U(\mathcal{N})$.
${ }^{8}$ Note that one cannot take the same limit in a nonasymptotically free theory, such as QED where (chapter 27) $e_{2}^{2} \approx e_{1}^{2} /\left[1-\left(e_{1}^{2} / 12 \pi^{2}\right) \ln \left(\lambda^{2} / M^{2}\right)\right]$ because here $e_{2}^{2}$ would change sign!

Eq. (33.29)] for small enough $a$. If one has a proper description, then physical quantities such as that illustrated schematically in Fig. 33.8b should be unchanged if the underlying lattice with which one chooses to describe them decreases in size and the coupling constant used on that lattice is scaled appropriately. If the physical distance scale of the underlying lattice is small enough, one can use the asymptotic relation for the dependence of coupling constant on distance scale - and the coupling constant is becoming vanishingly small in this asymptotically free theory.

For $S U(\mathcal{N})$ and dimension $d=4$ define $^{9}$

$$
\begin{equation*}
2 \sigma \equiv \bar{\beta} \equiv \frac{2 \mathcal{N}}{g^{2}} \tag{33.32}
\end{equation*}
$$

This is now the only parameter left in the calculation [except for $1 / \lambda_{1}$, which simply defines the unit of length through Eq. (33.30)]. Then from Eq. (33.30)

$$
\begin{equation*}
f_{0}^{2}\left(g^{2}\right)=\exp \left\{-\left(\frac{16 \pi^{2}}{2 \mathcal{N}}\right)\left(\frac{\bar{\beta}}{\beta_{0}}\right)\right\} \tag{33.33}
\end{equation*}
$$

Thus the result in brackets in Eq. (33.31) should be independent of $\bar{\beta}$ for large enough $\bar{\beta}$ - this is the scaling test. ${ }^{10}$

### 33.6 Results for $V_{\bar{q} q}$

We show some results of numerical calculations carried out by Otto and Stack for QCD in Fig. 33.9 [Ot84]. ${ }^{11}$

These authors:
(1) Work on a lattice of size $16^{4}$;
(2) Assume

$$
\begin{equation*}
-\ln W(\mathcal{R}, \mathcal{T})=\bar{\sigma} \mathcal{R} \mathcal{T}+\text { corrections } \tag{33.34}
\end{equation*}
$$

(3) Check the linearity in $\mathcal{T} / a$ for fixed $\mathcal{R} / a$ (Fig. 33.9a);
(4) Check the scaling with $\bar{\beta}$ and find it works for $\bar{\beta} \geq 6$;
(5) Fit their results for $V(\mathcal{R})$ in Fig. 33.9b to

$$
\begin{equation*}
V(\mathcal{R})=\bar{\sigma} \mathcal{R}+B-\frac{\alpha}{\mathcal{R}} \tag{33.35}
\end{equation*}
$$

[^125]They find

$$
\begin{equation*}
\sqrt{\bar{\sigma}} \approx(106 \pm 3) \lambda_{1} \tag{33.36}
\end{equation*}
$$

From fits to the spectra of heavy quarkonium [( $\bar{c} c),(\bar{b} b)$, etc.], the string tension appearing in the potential $V(\mathcal{R})$ is empirically determined to be

$$
\begin{equation*}
\bar{\sigma} \approx 1 \mathrm{GeV} / \mathrm{fm} \tag{33.37}
\end{equation*}
$$

Thus these authors determine

$$
\begin{equation*}
\lambda_{1} \approx 4 \mathrm{MeV} \quad \sqrt{\tilde{\sigma}} \approx 400 \mathrm{MeV} \tag{33.38}
\end{equation*}
$$

The key result from this work is that the quark potential $V_{\bar{q} q}(\mathcal{R})$ does indeed appear to rise linearly with $\mathcal{R}$ for large $\mathcal{R}$ as seen in Fig. 33.9b - QCD does appear to lead to confinement.


Fig. 33.9. (a) $-\ln W(\mathcal{R}, \mathcal{T})$ vs. $\mathcal{T} / a$ for $\bar{\beta}=6$ and various $\mathrm{R}=\mathcal{R} / a$; (b) the quark potential $V / \sqrt{\kappa}$ vs. $\sqrt{\kappa} R$ for all data with $\bar{\beta} \geq 6$; here $\kappa \equiv \bar{\sigma}$. From [Ot84, Ca89].

### 33.7 Determination of the glueball mass

Start back in Minkowski space. Let $\hat{Q}(t)$ be any hermitian operator in the Heisenberg representation

$$
\begin{equation*}
\hat{Q}(t)=e^{i \hat{H} t} \hat{Q}(0) e^{-i \hat{H} t} \quad ; \text { H-Rep } \tag{33.39}
\end{equation*}
$$

Consider the vacuum matrix element of this operator expressed as

$$
\begin{equation*}
G(t) \equiv\langle 0| \hat{Q}(t) \hat{Q}(0)|0\rangle-\langle 0| \hat{Q}(t)|0\rangle\langle 0| \hat{Q}(0)|0\rangle \tag{33.40}
\end{equation*}
$$

This is a correlation function. Insert a complete set of eigenstates of $\hat{H}$

$$
\begin{equation*}
\left.G(t)=\sum_{n \neq 0}\langle 0| \hat{Q}(t)|n\rangle\langle n| \hat{Q}(0)|0\rangle=\sum_{n \neq 0}|\langle n| \hat{Q}(0)| 0\right\rangle\left.\right|^{2} e^{-i E_{n} t} \tag{33.41}
\end{equation*}
$$

Now go to euclidian space with $t \rightarrow-i \mathcal{T}$ [Eq. (33.6)]

$$
\begin{equation*}
\left.G(\mathcal{T})=\sum_{n \neq 0}|\langle n| \hat{Q}(0)| 0\right\rangle\left.\right|^{2} e^{-E_{n} \mathcal{T}} \tag{33.42}
\end{equation*}
$$

Take the limit $\mathcal{T} \rightarrow \infty$. Let $m_{0}$ be the mass of the lightest "glueball." ${ }^{12}$ Suppose the operator $\hat{Q}$ has any overlap with this state. Then

$$
\begin{equation*}
\left.G(\mathcal{T}) \xrightarrow{\mathcal{T} \rightarrow \infty}\left|\left\langle g_{0}\right| \hat{Q}(0)\right| 0\right\rangle\left.\right|^{2} e^{-m_{0} \mathcal{T}} \tag{33.43}
\end{equation*}
$$

Hence

$$
\begin{equation*}
m_{0}=-\frac{1}{\mathcal{T}} \ln G(\mathcal{T}) \tag{33.44}
\end{equation*}
$$

Here the limit $\mathcal{T} \rightarrow \infty$ is implied. With $\mathcal{T}=m a$ one can write instead

$$
\begin{equation*}
m_{0}=-\frac{1}{a} \ln \frac{G(m)}{G(m-1)} \tag{33.45}
\end{equation*}
$$

The use of Eq. (33.30) allows one to again check scaling to see if the lattice result is believable

$$
\begin{equation*}
m_{0}=-\lambda_{1}\left[\frac{1}{f_{0}(g)} \ln \frac{G(m)}{G(m-1)}\right] \tag{33.46}
\end{equation*}
$$

The scaling test implies that the physical quantity in brackets should be independent of $\bar{\beta}$ [Eqs. (33.32) and (33.33)] as $\bar{\beta} \rightarrow \infty$.

Clearly the operator $\hat{Q}$ must have the same quantum numbers as the state $\left|g_{0}\right\rangle$ to produce some overlap in Eq. (33.43). One picks $\hat{Q}$ to have as definite rotation properties as possible on the lattice in order to select states of definite angular momentum (see [Be83, Be83a]). The latest result quoted in [Ca89] is

$$
\begin{equation*}
m_{g_{0}}\left(0^{++}\right) \approx 375 \lambda_{1} \approx 1.5 \mathrm{GeV} \tag{33.47}
\end{equation*}
$$

Here the value of $\lambda_{1}$ from Eq. (33.38) has been used. Thus the mass of the lightest glueball appears to be about $1.5 \mathrm{GeV} .{ }^{13}$

[^126]The calculation of a correlation function on the lattice amounts to an evaluation of the following expression (see Prob. 33.1).

$$
\begin{equation*}
\langle Q(\mathcal{T}) Q(0)\rangle=\frac{\int(d U) e^{-S(U)} Q(\mathcal{T}) Q(0)}{\int(d U) e^{-S(U)}} \tag{33.48}
\end{equation*}
$$

## Chapter 34

## Strong-coupling limit

It is always useful to have limiting analytical solutions to any theory. In this chapter LGT is solved analytically in the strong-coupling limit where the constant $\sigma$ in the action becomes very small. Thus we are here interested in the following limit of the theory

$$
\begin{equation*}
\text { Fix a } \quad ; \sigma \rightarrow 0 \text { or } \frac{1}{\sigma} \rightarrow \infty \tag{34.1}
\end{equation*}
$$

From Eq. (33.32), for example, for $S U(\mathcal{N})$ in $d=4$ dimensions, $2 \sigma=2 \mathcal{N} / g^{2}$. Small $\sigma$ corresponds to large $g^{2}$; hence the name strong-coupling limit. References [Wi74, Cr83, Ko83] provide basic background here; this section is based on [It89].


Fig. 34.1. Contour $C$ of Wilson loop (see Fig. 33.3) and tiling plaquettes.
Since the action appears in the exponent of the statistical operator, small $\sigma$ is equivalent to high temperature in the usual partition function in statistical mechanics. One can think of $1 / \sigma \equiv T_{\text {eff }}$ as an effective temperature here. If we recall the plot of the magnetization $m^{4}$ vs $\sigma_{C} / \sigma$ in Fig. 30.6 and Prob. 32.2, then the strong-coupling limit corresponds to the far right hand side of the figure.

Basic Observation: In the limit $\sigma \rightarrow 0$, one can expand the exponential of the action in the statistical operator and keep the first nonvanishing term in a power series in $\sigma$.

Let us start with $U(1)$ and then generalize. This calculation is readily carried out because the path integral over the individual link variables takes a very simple form

$$
\begin{align*}
\int\left(d U_{l}\right) 1 & =\int_{0}^{2 \pi} \frac{d \phi_{l}}{2 \pi}=1 \\
\int\left(d U_{l}\right) U_{l} & =\int_{0}^{2 \pi} \frac{d \phi_{l}}{2 \pi} e^{i \phi_{l}}=0 \\
\int\left(d U_{l}\right) U_{l}^{2} & =\int_{0}^{2 \pi} \frac{d \phi_{l}}{2 \pi} e^{2 i \phi_{l}}=0 \quad ; \text { etc. } \\
\int\left(d U_{l}\right) U_{l} U_{l}^{*} & =\int_{0}^{2 \pi} \frac{d \phi_{l}}{2 \pi}=1 \tag{34.2}
\end{align*}
$$

As $a \rightarrow 0$ one can write

$$
\begin{equation*}
\exp \left\{i e_{0} \oint_{C} d x_{\mu} A_{\mu}\right\}=\prod_{\text {links on } C} U_{l} \tag{34.3}
\end{equation*}
$$

Here $C$ indicates the contour of the Wilson loop (Fig. 34.1). This follows from the definition of the link variables

$$
\begin{equation*}
U_{j i}=\exp \left\{i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{j}+x_{i}\right)\right)\right\} \tag{34.4}
\end{equation*}
$$

The statistical average of Eq. (34.3) then forms the Wilson loop (chapter 33)

$$
\begin{equation*}
W_{J}(m, n)=\frac{\int(d U) e^{-S(U)} \prod_{\text {links on } \mathrm{C}} U_{l}}{\int(d U) e^{-S(U)}} \tag{34.5}
\end{equation*}
$$

In this expression (chapter 29)

$$
\begin{align*}
S & =\sum_{\square} S_{\square} \\
S_{\square} & =\sigma\left\{\left[1-\left(U_{\square}\right)_{\hookrightarrow}\right]+\left[1-\left(U_{\square}\right)_{\hookleftarrow}\right]\right\} \\
\left(U_{\square}\right)_{\hookrightarrow} & =U_{i l} U_{l k} U_{k j} U_{j i}=e^{-i \phi_{4}} e^{-i \phi_{3}} e^{i \phi_{2}} e^{i \phi_{1}} \tag{34.6}
\end{align*}
$$

The situation for the basic plaquette is illustrated in Fig. 34.2.


Fig. 34.2. Link variables around the basic plaquette in $U(1)$. Recall the convention that the phase in the direction of the positive coordinate axes is taken as $+\phi$ (the phase in the opposite direction is $-\phi$ ).

Now expand $e^{-S(U)}$, and employing Eqs. (34.2), keep the minimum number of terms necessary to get a nonzero result. One must pair all links in opposite directions as illustrated in Fig. 34.3 (producing $U_{l} U_{l}^{*}$ ); the path integral over unpaired links vanishes.


Fig. 34.3. Pairing of link variables required to get first nonvanishing result in strongcoupling theory.

The minimum number of plaquettes necessary to pair all links starting from a given contour $C$ in the Wilson loop must just tile the area as illustrated in Fig. 34.1. The number of such plaquettes $p$ is clearly

$$
\begin{array}{ll}
p=m n \quad \text {; minimum number of plaquettes } \\
& \text { to tile Wilson loop } \tag{34.7}
\end{array}
$$

Expand

$$
\begin{equation*}
e^{-S}=1-S+\frac{1}{2!}(-S)^{2}+\frac{1}{3!}(-S)^{3}+\cdots \tag{34.8}
\end{equation*}
$$

We must go to $p$ th order

$$
\begin{equation*}
\frac{(-1)^{p}}{p!}\left(\sum_{\square} S_{\square}\right)^{p}=\frac{(-1)^{p}}{p!}\left(\cdots+S_{\square 1}+S_{\square 2}+\cdots+S_{\square p}+\cdots\right)^{p} \tag{34.9}
\end{equation*}
$$

Here the tiling plaquettes have been explicitly indicated. How many ways can the required product of the $p$ tiling plaquettes be obtained from this expression? The first term can be chosen from $p$ factors; the second from $p-1$ factors, etc. - the answer is $p$ ! ways. Hence the first contributing term in the statistical average arises from

$$
\begin{equation*}
e^{-S} \doteq \frac{(-1)^{p}}{p!} p!S_{\square 1} S_{\square 2} \cdots S_{\square p} \tag{34.10}
\end{equation*}
$$

Evidently $e^{-S} \doteq 1$ in the denominator of Eq. (34.5) for the same reasons. Hence this expression becomes

$$
\begin{align*}
W_{J}(m, n)= & \sigma^{p}(-1)^{p} \int(d U)\left\{\left[1-\left(U_{\square}\right)_{\hookrightarrow}\right]+\left[1-\left(U_{\square}\right)_{\hookleftarrow}\right]\right\}_{1} \times \cdots \\
& \times\left\{\left[1-\left(U_{\square}\right)_{\hookrightarrow}\right]+\left[1-\left(U_{\square}\right)_{\hookleftarrow}\right]\right\}_{p} \prod_{\text {links on } C} U_{l} \tag{34.11}
\end{align*}
$$

Now note that the only nonvanishing contribution from this product of $S_{\square}$ arises from the product of factors $-\left(U_{\square}\right)_{\hookleftarrow}$, which produces the pairing illustrated in Fig. 34.1.

$$
\begin{equation*}
W_{J}(m, n)=\sigma^{p} \int(d U)\left(U_{\square 1}\right)_{\hookleftarrow}\left(U_{\square 2}\right)_{\hookleftarrow} \cdots\left(U_{\square}\right)_{\hookleftarrow} \prod_{\text {links on } C} U_{l} \tag{34.12}
\end{equation*}
$$

Equations (34.2) state that all the remaining integrals are unity. Hence one derives the lovely, simple, analytical result that in the strong-coupling limit $\sigma \rightarrow 0$ the Wilson loop is given by

$$
\begin{equation*}
W_{J}(m, n)=\sigma^{p}=\sigma^{m n} \tag{34.13}
\end{equation*}
$$

We return later to a discussion of this result.

### 34.1 Nonabelian theory

Let us now extend these arguments to the nonabelian case and take $S U(2)$ as a specific example. The same basic arguments will be employed, only now the link variables $\underline{U}_{j i}$ are $2 \times 2$ matrices, and the contribution of a plaquette to the action involves the matrix product around the plaquette

$$
\begin{equation*}
\left(\underline{U}_{\square}\right)_{\hookrightarrow}=\underline{U}_{i l} \underline{U}_{l k} \underline{U}_{k j} \underline{U}_{j i} \tag{34.14}
\end{equation*}
$$

For the present discussion, matrix indices will be denoted with Greek superscripts; repeated indices are summed from 1 to 2 . One needs

$$
\begin{equation*}
\frac{1}{2} \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookrightarrow}=\frac{1}{2}\left(U_{i l}\right)^{\alpha \delta}\left(U_{l k}\right)^{\delta \gamma}\left(U_{k j}\right)^{\gamma \beta}\left(U_{j i}\right)^{\beta \alpha} \tag{34.15}
\end{equation*}
$$

Note that the initial and final matrix indices are tied together by the trace (tr). The sites and matrix indices for the basic plaquette are illustrated in Fig. 34.4.


Fig. 34.4. Sites and matrix indices for the basic plaquette in $S U(2)$.
In the opposite direction one has

$$
\begin{equation*}
\left(\underline{U}_{\square}\right)_{\hookleftarrow}=\underline{U}_{k l} \underline{U}_{l i} \underline{U}_{i j} \underline{U}_{j k} \tag{34.16}
\end{equation*}
$$

Since $\underline{U}_{i j}=\underline{U}_{-j i}^{\dagger}$ Eqs. (34.14) and (34.16) can be rewritten

$$
\begin{align*}
& \left(\underline{U}_{\square}\right)_{\hookrightarrow}=\underline{U}_{l i}^{\dagger} \underline{U}_{k l}^{\dagger} \underline{U}_{k j} \underline{U}_{j i} \\
& \left(\underline{U}_{\square}\right)_{\hookleftarrow}=\underline{U}_{k l} \underline{U}_{l i} \underline{U}_{j i}^{\dagger} \underline{U}_{k j}^{\dagger} \tag{34.17}
\end{align*}
$$

Now all the link indices refer to the direction of the positive coordinate axes.
We claim that $\operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookleftarrow}$, by itself, is real. The same result holds for the other direction. The proof follows from the general representation of the $S U(2)$ link variables ${ }^{1}$

$$
\begin{equation*}
\underline{U}_{l}=\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{l} \tag{34.18}
\end{equation*}
$$

Here the parameters $\left(\boldsymbol{\alpha}, \alpha_{0}\right)_{l}$ with $\boldsymbol{\alpha}_{l}^{2}+\alpha_{0 l}^{2}=1$ depend on the link and are real. Then

$$
\begin{align*}
& \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookleftarrow}=  \tag{34.19}\\
& \quad \operatorname{tr}\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{1}\left(\alpha_{0}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{2}\left(\alpha_{0}-i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{3}\left(\alpha_{0}-i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}\right)_{4}
\end{align*}
$$

The result follows since all the required traces $\operatorname{tr}\left(i \tau_{k}\right), \operatorname{tr}\left(i^{2} \tau_{k} \tau_{l}\right)$, etc. are real.
Thus for $S U(2)$

$$
\begin{align*}
S_{\square} & =2 \sigma\left[1-\frac{1}{2} \operatorname{Re} \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookrightarrow}\right]=2 \sigma\left[1-\frac{1}{2} \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookrightarrow}\right] \\
& =2 \sigma\left[1-\frac{1}{2} \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookleftarrow}\right] \tag{34.20}
\end{align*}
$$

### 34.2 Basic observation

The analysis again depends on the path integrals over the individual link variables

$$
\begin{align*}
\int\left(d \underline{U}_{l}\right) & =1 & \int\left(d \underline{U}_{l}\right) \underline{U}_{l}=0 \\
\int\left(d \underline{U}_{l}\right)\left(U_{l}\right)^{\beta \alpha}\left(U_{l}^{\dagger}\right)^{\gamma \delta} & =\frac{1}{2} \delta_{\alpha \gamma} \delta_{\beta \delta} & \tag{34.21}
\end{align*}
$$

The proof of these relations starts from the measure previously introduced for $S U(2)$

$$
\begin{equation*}
\int\left(d \underline{U}_{l}\right) \equiv \frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\alpha^{2}-1\right)=1 \tag{34.22}
\end{equation*}
$$

The terms linear in $\alpha$ give zero by symmetry.

$$
\begin{equation*}
\int\left(d \underline{U}_{l}\right)\left(U_{l}\right)^{\beta \alpha}=\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\boldsymbol{\alpha}^{2}-1\right)\left(\alpha_{0} \delta^{\beta \alpha}+i \boldsymbol{\alpha} \cdot \boldsymbol{\tau}^{\beta \alpha}\right)=0 \tag{34.23}
\end{equation*}
$$

[^127]Define

$$
\begin{equation*}
\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\alpha^{2}-1\right) f(\alpha) \equiv\langle f(\alpha)\rangle \tag{34.24}
\end{equation*}
$$

Equation (34.23) then states $\left\langle\alpha_{0}\right\rangle=\langle\boldsymbol{\alpha}\rangle=0$. Symmetry arguments immediately imply the following additional relations

$$
\begin{align*}
\left\langle\alpha_{0}^{2}\right\rangle & =\frac{1}{3}\left\langle\boldsymbol{\alpha}^{2}\right\rangle=\frac{1}{4}\left\langle\alpha_{\mu}^{2}\right\rangle \\
\left\langle\alpha_{0} \boldsymbol{\alpha}\right\rangle & =0 \\
\left\langle\alpha_{i} \alpha_{j}\right\rangle & =\frac{1}{3}\left\langle\boldsymbol{\alpha}^{2} \delta_{i j}\right\rangle \tag{34.25}
\end{align*}
$$

The actual value of the expression $\left\langle\alpha_{\mu}^{2}\right\rangle$ is immediately evaluated

$$
\begin{equation*}
\left\langle\alpha_{\mu}^{2}\right\rangle=\frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{\mu}^{2}-1\right) \alpha_{\mu}^{2}=1 \tag{34.26}
\end{equation*}
$$

The last of Eqs. (34.21), which provides the minimum requisite pairing of the link variables in the strong-coupling theory, is derived by explicitly evaluating the integral using these relations

$$
\begin{align*}
\int & \left(d U_{l}\right)\left(U_{l}\right)^{\beta \alpha}\left(U_{l}^{\dagger}\right)^{\gamma \delta}  \tag{34.27}\\
= & \frac{1}{\pi^{2}} \int d^{4} \alpha \delta\left(\alpha_{0}^{2}+\alpha^{2}-1\right)\left(\alpha_{0} \delta^{\beta \alpha}+i \alpha \cdot \tau^{\beta \alpha}\right)\left(\alpha_{0} \delta^{\gamma \delta}-i \alpha \cdot \tau^{\gamma \delta}\right) \\
= & \frac{1}{4}\left[\delta^{\beta \alpha} \delta^{\gamma \delta}+\tau^{\beta \alpha} \cdot \tau^{\gamma \delta}\right] \\
= & \frac{1}{4}\left[\delta^{\beta \alpha} \delta^{\gamma \delta}+\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)^{\beta \alpha}\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)^{\gamma \delta}\right. \\
& \left.\quad+\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)^{\beta \alpha}\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)^{\gamma \delta}+\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)^{\beta \alpha}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)^{\gamma \delta}\right]
\end{align*}
$$

Indicate the possible sets of matrix indices by $(\beta \alpha, \gamma \delta)$; then the only nonvanishing values of the above are

$$
\begin{align*}
& (11,11)=(22,22)=\frac{1}{2} \\
& (12,21)=(21,12)=\frac{1}{2} \tag{34.28}
\end{align*}
$$

This establishes the last of Eqs. (34.21).

### 34.3 Strong-coupling limit ( $\sigma \rightarrow 0$ )

Again expand the exponential of the action and keep the first nonvanishing terms. All of the link variables along the contour $C$ in the Wilson loop (see below) must
be paired, for any unpaired link variable integrates to zero. The links in all the plaquettes used for this pairing must themselves be paired for the same reason. Just as before, the minimum number of plaquettes required to achieve these pairings is the set of tiling plaquettes (Fig. 34.1).

The use of Eqs. (34.20) and (34.17) leads to a pairing of link variables as indicated in Fig. 34.5.


Fig. 34.5. Pairing of link variables in $S U(2)$ strong-coupling theory.
The Wilson loop is given by Eq. (33.25), and the integrals appearing in this expression must now be evaluated. As before, as $a \rightarrow 0$ the integral around the contour $C$ can be broken up into the product of link variables around $C$ (see Fig. 33.3). ${ }^{2}$ Thus

$$
\begin{equation*}
\frac{1}{2} \operatorname{tr} \exp \left\{i g_{0} \frac{1}{2} \tau \cdot \oint_{C} d x_{\mu} \mathbf{A}_{\mu}\right\} \rightarrow \frac{1}{2} \operatorname{tr} \prod_{\text {links around } C} \underline{U}_{l} \tag{34.29}
\end{equation*}
$$

The Wilson loop is then (it will turn out to be real)

$$
\begin{align*}
& W_{J}(m, n)=  \tag{34.30}\\
& \qquad \frac{\prod_{\text {links }} \int\left(d \underline{U}_{l}\right) \exp \left\{-2 \sigma \sum_{\square}\left[1-(1 / 2) \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookleftarrow}\right]\right\}(1 / 2) \operatorname{tr} \prod_{\text {links on } C} \underline{U}_{l}}{\prod_{\text {links }} \int\left(d \underline{U}_{l}\right) \exp \left\{-2 \sigma \sum_{\square}\left[1-(1 / 2) \operatorname{tr}\left(\underline{U}_{\square}\right)_{\hookleftarrow}\right]\right\}}
\end{align*}
$$

Now expand the exponential and keep the first nonvanishing term. As before, the result is

$$
\begin{align*}
W_{J}(m, n)= & \frac{\sigma^{p}}{2} \prod_{\text {all links }} \int\left(d \underline{U}_{l}\right) \operatorname{tr}\left(\underline{U}_{\square 1}\right) \hookleftarrow \operatorname{tr}\left(\underline{U}_{\square 2}\right)_{\hookleftarrow} \cdots \operatorname{tr}\left(\underline{U}_{\square p}\right) \hookleftarrow \\
& \times \operatorname{tr}\left(\underline{U}_{1} \underline{U}_{2} \cdots \underline{U}_{2(m+n)}\right) \tag{34.31}
\end{align*}
$$

All links are now paired. Use Eq. (34.21). It remains only to deal with the matrix indices. Again, repeated indices are summed. Since one is dealing with the trace in the plaquette contribution to the action and in the Wilson contour $C$, matrix indices close around the plaquettes and around C. Equation (34.21) and Fig. 34.5 indicate that the path integral over the link variables ties the matrix indices at the ends of

[^128]each set of paired links together. Thus one has the three situations illustrated in Fig. 34.6.


Fig. 34.6. Matrix indices tied together in the three types of vertices required in the evaluation of the Wilson loop.

For the three cases one must evaluate, respectively

$$
\begin{align*}
\delta_{\alpha \beta} \delta_{\beta \alpha} & =\delta_{\alpha \alpha}=2 \\
\delta_{\beta \gamma} \delta_{\gamma \alpha} \delta_{\beta \alpha} & =\delta_{\alpha \alpha}=2 \\
\delta_{\beta \gamma} \delta_{\gamma \delta} \delta_{\alpha \delta} \delta_{\beta \alpha} & =\delta_{\alpha \alpha}=2 \tag{34.32}
\end{align*}
$$

The result is 2 in all three cases.
One can now simply read off the answer: there is a factor of $\sigma$ from each tiling plaquette, a factor of $1 / 2$ from each set of paired link variables, and a factor of 2 from each vertex. Thus

$$
\begin{equation*}
W_{J}(m, n)=\frac{1}{2}(\sigma)^{\text {number plaquettes }}\left(\frac{1}{2}\right)^{\text {number links }}(2)^{\text {number sites }} \tag{34.33}
\end{equation*}
$$

The counting follows immediately from Fig. 33.3

$$
\begin{align*}
\text { number plaquettes } & =m n \\
\text { number sites } & =(m+1)(n+1) \\
\text { number links } & =(m+1) n+(n+1) m \tag{34.34}
\end{align*}
$$

Hence one again arrives at a lovely, simple, analytical result for the Wilson loop in nonabelian lattice gauge theory based on $S U(2)$ in the strong-coupling limit

$$
\begin{equation*}
W_{J}(m, n)=\left(\frac{\sigma}{2}\right)^{m n} \tag{34.35}
\end{equation*}
$$

In this discussion we use the following notation

$$
\begin{array}{ll}
\bar{\sigma} \equiv \text { string tension } \equiv \kappa & \\
g_{0} \equiv g & e_{0} \equiv e \tag{34.36}
\end{array}
$$

### 34.4 Strong-coupling $\mathbf{S U}(2)$

The string tension that follows from the Wilson loop according to Eq. (33.27) is given in the strong-coupling limit by

$$
\begin{equation*}
a^{2} \kappa=-\frac{1}{m n} \ln W_{J}(m, n)=\ln \frac{2}{\sigma} \tag{34.37}
\end{equation*}
$$

In four dimensions ( $d=4$ ) Eq. (33.32) implies

$$
\begin{equation*}
a^{2} \kappa=\ln \frac{2}{\sigma}=\ln g^{2} \tag{34.38}
\end{equation*}
$$

The strong-coupling limit corresponds to $\sigma \rightarrow 0$ or equivalently $g^{2} \rightarrow \infty$. There are three important features of this result:

- It demonstrates confinement in the strong-coupling limit;
- It provides an analytical check on numerical calculations;
- It is not analytic in $g^{2}$, and hence is intrinsically nonperturbative.


### 34.5 Strong-coupling $\mathrm{SU}(3)$

The discussion here is based on [Ca89, It89]. The corresponding result for $\operatorname{SU}(3)$ and $d=4$ is given by

$$
\begin{equation*}
a^{2} \kappa=\ln \left(3 g^{2}\right) \tag{34.39}
\end{equation*}
$$

In chapter 33 , in the weak-coupling limit where $g^{2} \rightarrow 0$ it was shown that

$$
\begin{align*}
a^{2} \kappa & =-\frac{1}{m n} \ln W_{J}(m, n)=\text { constant } \times f_{0}^{2}\left(g^{2}\right) \\
& =\text { constant } \times \exp \left\{\frac{-16 \pi^{2}}{11 g^{2}}\right\} \tag{34.40}
\end{align*}
$$

The numerical calculations discussed in chapter 33 interpolate between these two limiting cases as indicated in the log plot in Fig. 34.7.

The fit to the numerical calculations yields the constant in Eq. (34.40). Now use

$$
\begin{equation*}
a^{2}=\frac{1}{\lambda_{1}^{2}} f_{0}^{2}\left(g^{2}\right) \tag{34.41}
\end{equation*}
$$

The string tension is then determined as $\kappa=$ constant $\times \lambda_{1}^{2}$, leading to the result quoted in chapter 33.


Fig. 34.7. Sketch of strong and weak coupling limits for the string tension $a^{2} \kappa$ in $S U(3)$ in four dimensions $(d=4)$. Here $\kappa \equiv \bar{\sigma}$.

### 34.6 Strong-coupling $\mathbf{U ( 1 )}$

We have also evaluated the strong-coupling limit for the abelian $U(1)$ theory of lattice QED. Equation (34.13) and Prob. 29.3 give for $d=4$

$$
\begin{equation*}
a^{2} \kappa=\ln \frac{1}{\sigma}=\ln \left(2 e^{2}\right) \tag{34.42}
\end{equation*}
$$

Several features of this result are also of interest:

- It provides an analytical check on numerical calculations;
- It is nonanalytic in the coupling constant;
- It implies that the abelian theory of QED on the lattice is also confining in the strong-coupling limit!

Here the reader is referred to the discussion at the end of chapter 30. Clearly, one cannot simply pass to the continuum limit in this nonasymptotically free theory.

## Chapter 35

## Monte Carlo calculations

The partition function or generating functional in field theory in the path integral approach involves the evaluation of multiple integrals over the local field variables where the dimension of the multiple integrals approaches infinity. In lattice gauge theory the dimension of the multiple integral over the link variables is finite, but very large. In many problems in statistical mechanics, for example the Ising model, one is faced with the evaluation of multidimensional sums over dynamic variables where the dimension of the sum is again typically very large. ${ }^{1}$

The goal of this section is to describe the numerical methods commonly used to accurately evaluate many-dimensional multiple integrals (or sums). This section is based on [Me53, Ne88, Du89]. Much of this material is taken from [Du89]. We start with a few preliminaries - some statistics.

### 35.1 Mean values

Flip a coin $N$ times. Assign +1 for heads and 0 for tails. Record the sequence of coin flips as indicated in Fig. 35.1. The set of all possible sequences of coin flips is said to form the ensemble of sequences. How many ways can one form a sequence that contains a total of $m$ heads and $N-m$ tails in $N$ tosses? The answer is a basic counting problem

$$
\begin{equation*}
\text { number with } m \text { heads and } N-m \text { tails }=\frac{N!}{m!(N-m)!} \tag{35.1}
\end{equation*}
$$

[^129]The total number of sequences is obtained by summing this result over all $m$

$$
\begin{equation*}
\text { Total number sequences }=\sum_{m=0}^{N} \frac{N!}{m!(N-m)!}=(1+1)^{N}=2^{N} \tag{35.2}
\end{equation*}
$$

The second result follows immediately from the binomial theorem. This is clearly the correct total number of sequences since at each of the $N$ steps in the sequence there are two possibilities - heads or tails.


Fig. 35.1. Record of $N$ coin flips where the value +1 is assigned to heads and 0 to tails.

What is the probability $\mathcal{P}(m, N-m)$ that a sequence with $m$ heads and $N-m$ tails will occur? This is just the probability that one would choose such a sequence at random from the ensemble of sequences; this, in turn, is just the number of such sequences divided by the total number of members of the ensemble of possible sequences

$$
\begin{equation*}
\mathcal{P}(m, N-m)=\frac{1}{2^{N}} \frac{N!}{m!(N-m)!} \tag{35.3}
\end{equation*}
$$

Now let us use these probabilities to calculate the average value $x$ that will occur if one repeats many sequences and for each flip in a sequence assigns an $x$ as illustrated in Fig. 35.1. Denote the average value by $\bar{x}$. Since in a sequence with $m$ heads and $N-m$ tails each head contributes $x=1$ and each tail contributes $x=0$ one has $x(m)=m \times 1+(N-m) \times 0=m$

$$
\begin{equation*}
\bar{x}=\sum_{m} \mathcal{P}(m, N-m) x(m)=\frac{1}{2^{N}} \sum_{m} \frac{N!}{m!(N-m)!} m \tag{35.4}
\end{equation*}
$$

What is the mean value of $x^{2}$ ? Evidently

$$
\begin{equation*}
\overline{x^{2}}=\frac{1}{2^{N}} \sum_{m} \frac{N!}{m!(N-m)!} m^{2} \tag{35.5}
\end{equation*}
$$

The mean-square deviation is defined by

$$
\begin{align*}
(\Delta x)^{2} & \equiv \overline{(x-\bar{x})^{2}}=\overline{x^{2}}-2 \bar{x} \bar{x}+\bar{x}^{2} \\
& =\overline{x^{2}}-\bar{x}^{2} \tag{35.6}
\end{align*}
$$

The sums in Eqs. (35.4) and (35.5) can be explicitly evaluated with the aid of a generating function [Wa89]

$$
\begin{equation*}
\left(x_{1}+x_{2}\right)^{N}=\sum_{m=0}^{N} \frac{N!}{m!(N-m)!} x_{1}^{m} x_{2}^{N-m} \tag{35.7}
\end{equation*}
$$

Thus

$$
\begin{align*}
2^{N} \bar{x} & =\left.\frac{\partial}{\partial x_{1}}\left(x_{1}+x_{2}\right)^{N}\right|_{x_{1}=x_{2}=1}=N 2^{N-1} \\
\bar{x} & =\frac{N}{2} \tag{35.8}
\end{align*}
$$

On the average, each coin toss contributes $1 / 2$, which is exactly what we would have guessed; however, any given sequence may yield a somewhat different value. How can one characterize the spread in values of $x$ observed if this process is repeated many times, calculating $x$ for each sequence? To this end, evaluate first

$$
\begin{align*}
2^{N} \overline{x^{2}} & =\left.\frac{\partial}{\partial x_{1}} x_{1} \frac{\partial}{\partial x_{1}}\left(x_{1}+x_{2}\right)^{N}\right|_{x_{1}=x_{2}=1}=N 2^{N-1}+N(N-1) 2^{N-2} \\
\overline{x^{2}} & =\frac{N}{2}+\frac{N(N-1)}{4} \tag{35.9}
\end{align*}
$$

Then determine the mean-square-deviation that follows as

$$
\begin{equation*}
(\Delta x)^{2}=\frac{N}{4} \tag{35.10}
\end{equation*}
$$

Now take the expression $\sqrt{(\Delta x)^{2}} / \bar{x}$ as a measure of the deviation from the mean value. Then

$$
\begin{equation*}
\frac{\sqrt{(\Delta x)^{2}}}{\bar{x}}=\frac{1}{\sqrt{N}} \tag{35.11}
\end{equation*}
$$

The relative mean-square-deviation decreases as $1 / \sqrt{N}$. As a consequence, as the length of the sequence $N$ grows, it becomes more and more probable that a given sequence will yield a value of $x$ very close to the mean value $\bar{x}$. For very large $N$, this becomes overwhelmingly probable ([Wa89]).

It will be convenient in the following to define normalized values of these quantities by

$$
\begin{align*}
\frac{\bar{x}}{N} & =\frac{1}{2} \\
\frac{\sqrt{(\Delta x)^{2}}}{N} & =\frac{1}{2 \sqrt{N}} \tag{35.12}
\end{align*}
$$

Let us now speak of $\mathcal{P}(x)$, the probability of observing a given $x$ in any one sequence. ${ }^{2}$ The above arguments indicate that this function has the shape sketched in Fig. 35.2. This probability is peaked at the value $\bar{x} / N=1 / 2$ and its width goes as $1 / \sqrt{N}$; the distribution grows sharper and sharper as the number of coin tosses in the sequence $N \rightarrow \infty$.


Fig. 35.2. Sketch of probability that the value $x$ is observed in any given sequence.

### 35.2 Monte Carlo evaluation of an integral

Let us use these observations to find an alternate way to evaluate a one-dimensional integral. Consider

$$
\begin{equation*}
\frac{\int_{0}^{1} d x f(x)}{\int_{0}^{1} d x} \equiv \bar{f} \tag{35.13}
\end{equation*}
$$

One can interpret this expression as the mean value of $f(x)$ on the interval $[0,1]$ as illustrated in Fig. 35.3.

Now generate a random set of points along the $x$-axis between 0 and 1 (see Fig. 35.3 - note the $x$-axis is vertical in this figure). With very many points chosen at random, one will approach a uniform distribution along the axis. One can compute the (normalized) mean value $\bar{f}$ by summing $f\left(x_{p}\right)$ at each of these points

$$
\begin{equation*}
\bar{f}=\frac{1}{N} \sum_{p=1}^{N} f\left(x_{p}\right) \tag{35.14}
\end{equation*}
$$

What does one expect the error to be in this Monte Carlo calculation? Denote any one such determination of the mean value by $f$ and define $(\Delta f)^{2} \equiv \bar{f}^{2}-\bar{f}^{2}$.


Fig. 35.3. Mean value $\bar{f}$ of $f(x)$ on the interval $[0,1]$ and random set of points along the $x$-axis used to evaluate this quantity. Note the $x$-axis is vertical here.

Then from the previous discussion, in calculating this mean value one expects a statistical error of

$$
\begin{equation*}
\frac{\sqrt{(\Delta f)^{2}}}{\bar{f}} \approx \frac{1}{\sqrt{N}} \tag{35.15}
\end{equation*}
$$

This is illustrated schematically in Fig. 35.4 (compare Fig. 35.2).


Fig. 35.4. Probability of obtaining a given $f$ in calculation of mean value $\bar{f}$ through the Monte Carlo procedure illustrated in Fig. 35.3.

Let us compare the above with the standard method for evaluating a onedimensional integral. Break the $x$-axis up into $N$ intervals of length $h=1 / N$. Then add up the areas of each rectangle using, for example, the height at the right edge of each as illustrated in Fig. 35.5a. This estimate can be improved by using the trapezoid rule where the slope at the midpoint of each vertical element is fit with a straight line (Fig. 35.5b) or with Simpson's rule where one fits the slope and curvature at the midpoint (Fig. 35.5c), computing the area of the segment in each case, and then summing. What is the anticipated error when using these procedures? The error is expected to be $O(h=1 / N), O\left(h^{2}=1 / N^{2}\right)$, and $O\left(h^{3}=1 / N^{3}\right)$, respectively, for these three methods. Now clearly this standard method is far superior to the Monte Carlo method for a one-dimensional integral since the anticipated error is $1 / N \ll 1 / \sqrt{N}$.


Fig. 35.5. Standard method for evaluating a one-dimensional integral: (a) brute force; (b) trapezoid method; (c) Simpson's rule.


Fig. 35.6. Evaluation of a multidimensional integral in $d$ dimensions using $N$ points. There are one-dimensional rows of $N^{1 / d}$ points.

What about a multidimensional integral in dimensions? The situation is sketched in Fig. 35.6. Suppose one is limited by computer power to a calculation of a total of $N$ points. There are rows of $N^{1 / d}$ points (Fig. 35.6). If one makes a series of brute force linear integrals, as above, one gets an accuracy $O\left(h=1 / N^{1 / d}\right)$. Refinements can reduce this to its square, or cube, but now very quickly

$$
\begin{equation*}
\frac{1}{\sqrt{N}} \ll \frac{1}{N^{1 / d}} \tag{35.16}
\end{equation*}
$$

Hence it is much more accurate to use the Monte Carlo statistical method on multidimensional integrals.

### 35.3 Importance sampling

Suppose there is a particular region of $f(x)$ that is very important, as illustrated, for example, in Fig. 35.7.


Fig. 35.7. Importance sampling - region of $f(x)$ that is very important for the integral, here $x \rightarrow 0$. We define $F(x) \equiv f(x) / m(x)$.

With just random sampling of the $x$-axis, one might miss this important region, or handle it only very crudely. Consider instead the expression

$$
\begin{equation*}
\frac{\int_{0}^{1} m(x) d x[f(x) / m(x)]}{\int_{0}^{1} m(x) d x} \equiv \bar{F} \tag{35.17}
\end{equation*}
$$

Here $m(x)$ is a specified, positive, integrable function that emphasizes the important region in such a fashion that the new function $F(x) \equiv f(x) / m(x)$ is flat. One now faces exactly the same task as before, and the Monte Carlo method can be expected to work well. The only difference is that there is now a measure $p(x)$ in the integrals

$$
\begin{equation*}
p(x) d x \equiv \frac{m(x) d x}{\int_{0}^{1} m(x) d x} \tag{35.18}
\end{equation*}
$$



Fig. 35.8. Points distributed along the $x$-axis with a probability density $d N / N=$ $p(x) d x$.

Suppose that one could generate and store a set of points $\left\{x_{1}, x_{2}, \cdots, x_{N}\right\}$ distributed along the $x$-axis with a probability density $p(x)$, that is, which satisfy (Fig. 35.8)

$$
\begin{equation*}
\text { fraction in } d x \equiv \frac{d N}{N}=p(x) d x \tag{35.19}
\end{equation*}
$$

Then one could just evaluate $\bar{F}$ by summing $F\left(x_{p}\right)$ over these points

$$
\begin{equation*}
\bar{F}=\frac{1}{N} \sum_{p=1}^{N} F\left(x_{p}\right) \tag{35.20}
\end{equation*}
$$

Now $F \approx \bar{F}$ everywhere, and the error in the Monte Carlo evaluation of the integral is expected to be small. At the end of the calculation, the desired integral is

$$
\begin{equation*}
\int_{0}^{1} f(x) d x=\bar{F} \int_{0}^{1} m(x) d x \tag{35.21}
\end{equation*}
$$

Motivated by this discussion, we turn our attention to the problem of generating a set of points distributed along the $x$-axis with a probability density $p(x)$.

### 35.4 Markov chains

A Markov chain is a sequence of distributions of points where the rule for getting the $(n+1)$ distribution depends only on the previous ( $n$ ) distribution. Imagine a set of points on an interval, say $[0,1]$. Pick a point. Let $p(x) d x$ be the probability that you will pick a point at the position $x$. Evidently

$$
\begin{equation*}
\int p(x) d x=1 \tag{35.22}
\end{equation*}
$$

Let $P(x \rightarrow y) d y$ be the probability that the point $x$ is assigned to the new point $y$ at the next step in the Markov chain (Fig. 35.9a). Since each point goes somewhere in the interval

$$
\begin{equation*}
\int d y P(x \rightarrow y)=1 \tag{35.23}
\end{equation*}
$$

What is the new distribution of points? Since one multiplies probabilities, the answer is

$$
\begin{equation*}
\tilde{p}(y)=\int d x P(x \rightarrow y) p(x) \tag{35.24}
\end{equation*}
$$

In words, the new probability distribution at the point $y$ is the initial probability distribution at the point $x$ multiplied by the probability of a point at $x$ being taken into a point at $y$, summed over all $x$. One can verify that this rule maintains the normalization

$$
\begin{equation*}
\int d y \tilde{p}(y)=\int d x p(x)=1 \tag{35.25}
\end{equation*}
$$

What conditions must the rule $P(x \rightarrow y)$ satisfy so that the probability distribution is stable, that is, eventually after each step one obtains the same probability distribution as the one before

$$
\begin{equation*}
\tilde{p}(y)=p(y) \quad ; \text { stable distribution } \tag{35.26}
\end{equation*}
$$

We claim that sufficient conditions for stability are the following:

- One must be able to reach all $y$ with $P(x \rightarrow y)$;
- The rule must satisfy the condition of microreversibility

$$
\begin{equation*}
p(x) P(x \rightarrow y)=p(y) P(y \rightarrow x) \tag{35.27}
\end{equation*}
$$

The second condition is illustrated in Fig. 35.9a.


Fig. 35.9. (a) Generation of new probability distribution of points $\tilde{p}(y)$ from probability distribution $p(x)$ according to probability rule $P(x \rightarrow y)$ in Markov chain; (b) Follow a given point through the steps of the Metropolis algorithm to generate a set of points $\left\{x_{p}\right\}$ distributed according to the probability $p(x)$.

The proof of these statements will follow in two steps. First show that microreversibility implies stability

$$
\begin{align*}
\tilde{p}(y) & =\int d x P(x \rightarrow y) p(x)=\int d x P(y \rightarrow x) p(y) \\
& =p(y) \int d x P(y \rightarrow x)=p(y) \tag{35.28}
\end{align*}
$$

Here the microreversibility condition has been used in the first line; this allows one to take the $p(y)$ out of the integral and the last equality follows from the normalization condition.

The second step in the proof is to show that the deviation from the equilibrium distribution is nonincreasing in the sequence of distributions in the Markov chain. Start with a distribution, say $s(x)$ (Fig. 35.9a). Define a measure of the deviation
of this distribution from the equilibrium distribution by

$$
\begin{equation*}
D_{\mathrm{old}} \equiv \int d x|s(x)-p(x)| \tag{35.29}
\end{equation*}
$$

What is the new distribution generated from $s(x)$ and the new deviation from equilibrium?

$$
\begin{align*}
\tilde{s}(y) & =\int d x P(x \rightarrow y) s(x) \\
D_{\text {new }} & =\int d y|\tilde{s}(y)-p(y)| \tag{35.30}
\end{align*}
$$

The proof consists in demonstrating

$$
\begin{equation*}
D_{\text {new }} \leq D_{\text {old }} \tag{35.31}
\end{equation*}
$$

Here the equality holds only for the equilibrium distribution. The proof follows in a straightforward manner

$$
\begin{align*}
D_{\text {new }} & =\int d y\left|\int s(x) P(x \rightarrow y) d x-p(y)\right| \\
& =\int d y\left|\int[s(x)-p(x)] P(x \rightarrow y) d x\right| \\
& \leq \int d y \int d x P(x \rightarrow y)|s(x)-p(x)| \\
& =\int d x|s(x)-p(x)|=D_{\text {old }} \tag{35.32}
\end{align*}
$$

The first and second line substitute definitions, the third follows from the positivity of the probability $P(x \rightarrow y)$, and the final equality comes from the normalization condition.

Can one find a probability rule $P(x \rightarrow y)$ that fulfills the two requirements and is readily adopted to computer calculations? The most widely used rule is the Metropolis algorithm given in [Me53].

### 35.5 The Metropolis algorithm

Given the desired probability distribution $p(x)$, carry out the following sequence of steps:
(1) Start with a point at position $x$;
(2) Generate a new position $y$ on the interval in a random manner;
(3) Calculate

$$
\begin{equation*}
r=\frac{p(y)}{p(x)} \tag{35.33}
\end{equation*}
$$

(4) If $r>1$, then take the trial move, that is, move the point to the region of higher probability density;
(5) If $r<1$, accept the trial move with probability $r$, that is, go to a region of lower probability sometimes. How does one do this? Generate a random number $\mathcal{R}$ on the interval $[0,1]$ (Fig. 35.10);


Fig. 35.10. Criterion for accepting a move in $P(x \rightarrow y)$ if $r=p(y) / p(x)<1$. Here $\mathcal{R}$ is a random number on the interval $[0,1]$. If $\mathcal{R} \leq r$ accept the move. If not, stay where you are.

If $\mathcal{R} \leq r$ accept the move. If not, stay where your are;
(6) Repeat;
(7) After equilibrium is achieved, store the points reached by following a given point through repeated steps of this process $\left\{x_{n}, x_{n+1}, \cdots, x_{n+N}\right\} \equiv\left\{x_{p}\right\}$ (Fig. 35.9b). These points are now distributed according to $p(x) ;^{3}$
(8) Then

$$
\begin{equation*}
\int_{0}^{1} F(x) p(x) d x=\frac{1}{N} \sum_{p=1}^{N} F\left(x_{p}\right) \tag{35.34}
\end{equation*}
$$

If one starts with a set of points with some arbitrary distribution $s(x)$ (Fig. 35.9a), then repeating the steps in the Markov chain many times will take one to the equilibrium distribution $p(x)$. This process is known as thermalization.

The Metropolis algorithm is an efficient and powerful computational tool for doing multiple integrations or sums. We conclude this section with a proof of that algorithm. To prove the Metropolis algorithm, one must show that the two conditions for stability stated below Eq. (35.26) are satisfied. Clearly the choice of $y$ can reach all points on the interval. It remains to demonstrate microreversibility (see Fig. 35.9a).

[^130]If $r=p(y) / p(x)>1$, then $P(x \rightarrow y)=1$, and going the other way $y \rightarrow x$ would be accepted with probability $p(x) / p(y)=1 / r$. Thus in this case

$$
\begin{equation*}
P(y \rightarrow x)=\frac{p(x)}{p(y)}=\frac{1}{r} \quad ; r>1 \tag{35.35}
\end{equation*}
$$

Hence in this case

$$
\begin{equation*}
p(y) P(y \rightarrow x)=p(x)=p(x) P(x \rightarrow y) \tag{35.36}
\end{equation*}
$$

If, on the other hand, $r=p(y) / p(x)<1$, then $P(y \rightarrow x)=1$ and going the other way $x \rightarrow y$ would be accepted with probability $p(y) / p(x)=r$. Therefore

$$
\begin{equation*}
P(x \rightarrow y)=\frac{p(y)}{p(x)}=r \quad ; r<1 \tag{35.37}
\end{equation*}
$$

Hence again

$$
\begin{equation*}
p(x) P(x \rightarrow y)=p(y)=p(y) P(y \rightarrow x) \tag{35.38}
\end{equation*}
$$

Microreversibility thus holds for both cases and the Metropolis algorithm is established.

For clarity, the arguments in this section have all been formulated in terms of one-dimensional integrals. They are readily extended to multidimensional integrals (or sums). Suppose there are $\nu$ degrees of freedom. Replace $x$ by the vector $\mathbf{q} \equiv$ $\left\{q_{1}, q_{2}, \cdots, q_{\nu}\right\}$ and $p(x) d x$ by $p(\mathbf{q}) d \mathbf{q}=p\left(q_{1}, q_{2}, \cdots, q_{\nu}\right) d q_{1} d q_{2} \cdots d q_{\nu}$. One step in the Markov chain then takes $p(\mathbf{q}) \rightarrow \tilde{p}\left(\mathbf{q}^{\prime}\right)$.

An appropriate choice of the probability density for importance sampling in the multidimensional integrals in LGT is $p=N e^{-S(U)}$ (and in statistical mechanics $\left.p=N e^{-\beta H}\right)$.

## Chapter 36

## Include fermions

So far the discussion of lattice gauge theory has been based on a gauge-invariant treatment of the nonlinear boson (gluon) couplings in a Yang-Mills nonabelian local gauge theory. In this chapter we discuss the extension of LGT to include fermions (quarks). This chapter is based on [Wi74, Ko75, Ba76a, Su77, Wi77, Dr76, Dr76a, Ko83, Dm89, La03]-much of it is taken from [Dm89].

The free Dirac lagrangian density is given by

$$
\begin{align*}
\mathcal{L}_{\mathbf{F}} & =-\bar{\psi}\left(\gamma_{\mu} \frac{\partial}{\partial x_{\mu}}+m\right) \psi \\
& \doteq-\frac{1}{2}\left[\bar{\psi}\left(\gamma_{\mu} \frac{\partial}{\partial x_{\mu}}+m\right) \psi+\bar{\psi}\left(-\gamma_{\mu} \frac{\overleftarrow{\partial}}{\partial x_{\mu}}+m\right) \psi\right] \tag{36.1}
\end{align*}
$$

The second line is an equivalent form to be used in the action where a partial integration can be carried out.

In QED, a theory with $U(1)$ local gauge invariance, the lagrangian density takes the form

$$
\begin{align*}
\mathcal{L}_{\mathrm{F}}= & -\frac{1}{2}\left\{\bar{\psi}\left[\gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-i e A_{\mu}\right)+m\right] \psi\right. \\
& \left.+\bar{\psi}\left[-\gamma_{\mu}\left(\frac{\overleftarrow{\partial}}{\partial x_{\mu}}+i e A_{\mu}\right)+m\right] \psi\right\} \tag{36.2}
\end{align*}
$$

In the euclidian metric of LGT one calculates the action

$$
\begin{equation*}
S=-\int_{\tau_{1}}^{\tau_{2}} d^{3} x d \tau \mathcal{L}_{E} \tag{36.3}
\end{equation*}
$$

Here the four-vectors $\left(x_{\mu}, A_{\mu}\right)$ are taken as

$$
\begin{align*}
x_{\mu} & =(\mathbf{x}, i t) \rightarrow(\mathbf{x}, \tau) \\
A_{\mu} & =(\mathbf{A}, i \Phi) \rightarrow\left(\mathbf{A}, A_{0}\right) \tag{36.4}
\end{align*}
$$

In analogy, for the Dirac gamma matrices in the euclidian metric we will make the replacement

$$
\begin{equation*}
\gamma_{\mu}=\left(\gamma, i \gamma_{0}\right) \rightarrow\left(\gamma, \gamma_{0}\right) \tag{36.5}
\end{equation*}
$$

Thus in the following we shall use

$$
\begin{equation*}
\gamma_{4} \equiv i \gamma_{0} \quad \gamma_{0}=-i \gamma_{4} \tag{36.6}
\end{equation*}
$$

### 36.1 Fermions in $\mathrm{U}(1)$ lattice gauge theory

Associate fermion fields with each site as indicated in Fig. 36.1.


Fig. 36.1. Associate fermion fields with each site.
These fermion fields are taken to be Grassmann variables, that is, they are anticommuting c-numbers (see [Se86, Wa92] and Probs. 36.1-4).

Recall from chapter 30 that

$$
\begin{equation*}
\sum_{\text {links }}=\sum_{\text {sites }} \sum_{\text {links/site }} \tag{36.7}
\end{equation*}
$$

Here the second $\sum_{\text {links/site }}$ goes over the positive coordinate directions at each site (Fig. 36.2).


Fig. 36.2. Positive coordinate directions at each site.
This expression gives a complete enumeration of the terms in $\sum_{\text {links. }}$. At the site $i$, as in Fig. 36.2, one can write the scalar product of two four vectors in terms of the components along the positive coordinate directions as

$$
\begin{equation*}
a_{\mu} b_{\mu}=a_{1} b_{1}+a_{2} b_{2}+\cdots \tag{36.8}
\end{equation*}
$$

Hence the following expression characterizes a four-vector product at the site $i$

$$
\begin{equation*}
\sum_{\text {links } / \text { site }}\left(a_{j i} b_{j i}\right)=a_{j i} b_{j i}+a_{k i} b_{k i}+\cdots \tag{36.9}
\end{equation*}
$$

Associate a gamma matrix with the link according to

$$
\begin{equation*}
\gamma_{j i} \equiv \frac{\left(x_{j}-x_{i}\right)_{\mu}}{a} \gamma_{\mu}=\left(\hat{n}_{j i}\right)_{\mu} \gamma_{\mu} \tag{36.10}
\end{equation*}
$$

Here $\hat{n}_{j i}$ is a unit vector in the direction of the link. Associate an electromagnetic field variable with each link exactly as before

$$
\begin{align*}
U_{j i} & \equiv \exp \left\{i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{j}+x_{i}\right)\right)\right\} \\
& =\exp \left\{i e_{0} a\left(\hat{n}_{j i}\right)_{\mu} A_{\mu}\left(\frac{1}{2}\left(x_{j}+x_{i}\right)\right)\right\} \tag{36.11}
\end{align*}
$$

We now state a model result for the fermion contribution to the action in $L G T$ and then proceed to show that it has all the required properties

$$
\begin{equation*}
S_{\mathrm{F}}=-\sigma_{\mathrm{F}} \sum_{\text {links }}\left(\bar{\psi}_{j} \gamma_{j i} U_{j i} \psi_{i}+\bar{\psi}_{i} \gamma_{i j} U_{i j} \psi_{j}\right) \tag{36.12}
\end{equation*}
$$

For simplicity the fermions are here assumed to be massless. The first and second terms run in the two directions along the link as illustrated in Fig. 36.3.


Fig. 36.3. Two terms in fermion contribution to the action for a given link between two sites.

Note the following

$$
\begin{equation*}
U_{i j}=U_{j i}^{\dagger} \quad \gamma_{j i}^{\dagger} \gamma_{4}=\gamma_{\mathbf{4}} \gamma_{i j} \tag{36.13}
\end{equation*}
$$

Thus the second term in Eq. (36.12) is the adjoint of the first term

$$
\begin{equation*}
S_{\mathrm{F}}=-\sigma_{\mathrm{F}} \sum_{\text {links }}\left(\bar{\psi}_{j} \gamma_{j i} U_{j i} \psi_{i}+\text { h.c. }\right) \tag{36.14}
\end{equation*}
$$

Hence $S_{\mathrm{F}}$ is real.

### 36.2 Gauge invariance

Recall that a gauge transformation in this $U(1)$ theory takes the form

$$
\begin{align*}
U_{j i} & \rightarrow e^{-i \Lambda\left(x_{j}\right)} U_{j i} e^{i \Lambda\left(x_{i}\right)} \\
\psi_{i} & \rightarrow e^{-i \Lambda\left(x_{i}\right)} \psi_{i} \\
\bar{\psi}_{j} & \rightarrow e^{i \Lambda\left(x_{j}\right)} \bar{\psi}_{j} \tag{36.15}
\end{align*}
$$

The phases all cancel at the sites; this is one reason for putting the fermions at the sites. Hence $S_{\mathrm{F}}$ is gauge invariant.

### 36.3 Continuum limit

Let $a \rightarrow 0$. Then

$$
\begin{align*}
& U_{j i} \rightarrow 1+i e_{0}\left(x_{j}-x_{i}\right)_{\mu} A_{\mu}=1+i e_{0} a\left(\hat{n}_{j i}\right)_{\mu} A_{\mu} \\
& U_{j i} \rightarrow 1+i e_{0} a A_{j i} \tag{36.16}
\end{align*}
$$

The quantity in parenthesis, $P$, in Eq. (36.12) then takes the form

$$
\begin{gather*}
P=\bar{\psi}_{j} \gamma_{j i}\left(1+i e_{0} a A_{j i}+\cdots\right) \psi_{i}-\bar{\psi}_{i} \gamma_{j i}\left(1-i e_{0} a A_{j i}+\cdots\right) \psi_{j} \\
=\underbrace{\bar{\psi}_{j i} \psi_{i}-\bar{\psi}_{i} \gamma_{j i} \psi_{j}}_{=\left(\bar{\psi}_{j}-\bar{\psi}_{i}\right) \gamma_{j i} \psi_{i}-\bar{\psi}_{i} \gamma_{j i}\left(\psi_{j}-\psi_{i}\right)}+i e_{0} a\left(\bar{\psi}_{j} \gamma_{j i} A_{j i} \psi_{i}+\bar{\psi}_{i} \gamma_{j i} A_{j i} \psi_{j}\right) \\
\approx a\left[\frac{\partial \bar{\psi}}{\partial x_{j i}} \gamma_{j i} \psi_{i}-\bar{\psi}_{i} \gamma_{j i} \frac{\partial \psi}{\partial x_{j i}}\right]
\end{gather*}
$$

Equations (36.9), (36.8), and (36.2) imply that when summed over links, this will yield the action of QED.

In two-dimensional ( $d=2$ ) space-tau define ${ }^{1}$

$$
\begin{equation*}
\sigma_{\mathrm{F}} \equiv \frac{a^{2}}{2 a} \tag{36.18}
\end{equation*}
$$

Hence

$$
\begin{align*}
S_{\mathrm{F}} & =-\sigma_{\mathrm{F}} \sum_{\text {sites }} \sum_{\text {links } / \text { site }}\left(\bar{\psi}_{j} \gamma_{j i} U_{j i} \psi_{i}+\bar{\psi}_{i} \gamma_{i j} U_{i j} \psi_{j}\right) \\
& \xrightarrow{a \rightarrow 0}-\int d^{2} x \mathcal{L}_{\mathrm{F}} \tag{36.19}
\end{align*}
$$

Where the lagrangian density is given by Eq. (36.2). Thus this model for including the fermions in $U(1)$ LGT has the correct continuum limit.
${ }^{1}$ The generalization to $d$ dimensions is $\sigma_{F}=1 / 2 a^{1-d}$ (Prob. 36.7).

### 36.4 Path integrals

With the addition of the fermions the partition function becomes

$$
\begin{align*}
Z & =\int(d \bar{\psi})(d \psi)(d U) e^{-S(U, \bar{\psi}, \psi)} \\
S & =S_{\mathrm{G}}(U)+S_{\mathrm{F}}(U, \bar{\psi}, \psi) \tag{36.20}
\end{align*}
$$

Here $S_{\mathrm{G}}(U)$ is the action arising purely from the gauge fields; it is the contribution we have been studying. $S_{\mathrm{F}}(U, \bar{\psi}, \psi)$ is the fermion contribution to the action given by Eq. (36.12). The generating functional in the euclidian metric is obtained exactly as before. The problem is now well posed.

One can go further, however, since the integral over the fermion fields can be explicitly evaluated. This permits a reduction of the problem to path integrals over the gauge fields of the type we have been studying, only with a more complicated effective action.

To explicitly carry out the integration over the fermion fields, use the basic result for integration over Grassmann variables. If $\sum_{i} \sum_{j}$ go over all sites, then (see e.g. [Se86, Wa92] and Prob. 36.1) ${ }^{2}$

$$
\begin{equation*}
\int(d \bar{\psi})(d \psi) \exp \left\{-\sum_{i} \sum_{j} \bar{\psi}_{i} \Delta_{i j}(U) \psi_{j}\right\}=\operatorname{det} \underline{\Delta}(U) \tag{36.21}
\end{equation*}
$$

One can then also use the general relation for (positive) matrices ([Se86, Wa92] and Prob. 36.5)

$$
\begin{equation*}
\ln \operatorname{det} \underline{\Delta}=\operatorname{Tr} \ln \underline{\Delta} \tag{36.22}
\end{equation*}
$$

Here $\operatorname{Tr}$ indicates the trace of the ( $N_{\text {sites }}$-dimensional) matrix. These two steps reduce Eq. (36.20) to the form

$$
\begin{align*}
Z & =\int(d U) e^{-S_{\text {eff }}(U)} \\
S_{\text {eff }}(U) & =S_{\mathrm{G}}(U)-\operatorname{Tr} \ln \underline{\Delta}(U) \tag{36.23}
\end{align*}
$$

The problem has been reduced to integrals over the gauge fields with an effective action. One can bring down fermion fields for mean values in Eq. (36.21) by taking derivatives with respect $\Delta_{i j}{ }^{3}$

The additional term in $S_{\text {eff }}$ adds significant complication to numerical evaluation of the path integrals. As we have seen, the confinement aspects of Yang-Mills nonabelian gauge theories in LGT arise from the nonlinear couplings of the gauge fields. Since virtual fermion pairs are not expected to qualitatively alter the results,

[^131]one often employs the quenched approximation where in the action in the final calculation
\[

$$
\begin{equation*}
S_{\mathrm{eff}}(U) \approx S_{\mathrm{G}}(U) \quad ; \text { quenched approximation } \tag{36.24}
\end{equation*}
$$

\]

This approximation neglects fermion loops in the partition function $Z$.
The calculation of observables in LGT is discussed in chapter 33. One can obtain fermion observables by calculating the statistical average of appropriate fermion operators and, for example, by again looking at the exponential decay with $\tau$ for large $\tau$ in euclidian space.

### 36.5 Problem - fermion doubling

There is a problem with this development, and it is referred to as fermion doubling [Wi74, Ko75, Ba76a, Su77, Wi77, Dr76, Dr76a, Ko83, Dm89]. Consider free fermions on a lattice in $1+1$ dimensions in Minkowski space. The Dirac equation for the stationary states is

$$
\begin{equation*}
\left(\frac{1}{i} \alpha \frac{d}{d x}+\beta m\right) \psi=E \psi \tag{36.25}
\end{equation*}
$$

Take ${ }^{4}$

$$
\begin{array}{cl}
\alpha=\sigma_{x}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) & \beta=\sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \\
\left\{\sigma_{x}, \sigma_{z}\right\}=0 & \sigma_{x}^{2}=\sigma_{z}^{2}=1 \tag{36.26}
\end{array}
$$

Look for solutions to this equation on a lattice where (Fig. 36.4)


Fig. 36.4. Dirac fermions on a lattice in one space and one time dimension.

$$
\begin{equation*}
\psi(x)=e^{i k x} u(k) \quad ; x=n a \tag{36.27}
\end{equation*}
$$

Equivalently

$$
\begin{equation*}
\psi(n)=e^{i k n a} u(k) \tag{36.28}
\end{equation*}
$$

${ }^{4}$ One needs only two anticommuting matrices now; this can be satisfied with a two-dimensional representation.

The straightforward definition of the derivative on the lattice is

$$
\begin{equation*}
\frac{d}{d x} \equiv \frac{1}{a}[\psi(n+1)-\psi(n)] \tag{36.29}
\end{equation*}
$$

Substitution of these relations into the Dirac equation leads to the eigenvalue equation

$$
\begin{equation*}
\left[\frac{1}{i a} \sigma_{x}\left(e^{i k a}-1\right)+\sigma_{z} m-E\right] u(k)=0 \tag{36.30}
\end{equation*}
$$

This is a set of two linear homogeneous algebraic equations; for a solution, the determinant of the coefficients must vanish

$$
\operatorname{det}\left|\begin{array}{cc}
m-E & (2 / a) e^{i k a / 2} \sin k a / 2  \tag{36.31}\\
(2 / a) e^{i k a / 2} \sin k a / 2 & -m-E
\end{array}\right|=0
$$

It is evident that the solution to this equation yields a complex $E$. It thus appears that the definition of the derivative in Eq. (36.29) is too naive. Let us redefine the derivative to make it more symmetric ${ }^{5}$

$$
\begin{equation*}
\frac{d}{d x} \equiv \frac{1}{2 a}[\psi(n+1)-\psi(n-1)] \tag{36.32}
\end{equation*}
$$

In this case the eigenvalue equation is changed to

$$
\operatorname{det}\left|\begin{array}{cc}
m-E & (1 / a) \sin k a  \tag{36.33}\\
(1 / a) \sin k a & -m-E
\end{array}\right|=0
$$

This gives

$$
\begin{equation*}
E^{2}=m^{2}+\left(\frac{1}{a} \sin k a\right)^{2} \tag{36.34}
\end{equation*}
$$

Translation by $k a \rightarrow k a+2 \pi$ does not give a new solution in Eqs. (36.28) and (36.34). We can therefore limit ourselves to the basic interval

$$
\begin{equation*}
-\pi \leq k a<\pi \tag{36.35}
\end{equation*}
$$

The eigenvalue equation can then be solved graphically as shown in Fig. 36.5.
There are two interesting regions of solution indicated in the figure:
(1) In the continuum limit as $a \rightarrow 0$, two solutions are obtained with $E^{2}=$ $m^{2}+( \pm k)^{2}$. These correspond to a free particle going in the two different directions. This is the desired limit (there are two values of $k$ for given $E^{2}$ );
(2) In contrast, on the lattice with finite $a$, there are instead four solutions to the eigenvalue equation (there are now four values of $k$ for given $E^{2}$ ). This situation arises because the function $(\sin k a / a)^{2}$ turns over and returns to zero at the endpoints of the interval in Eq. (36.35). This is the problem of fermion doubling.

[^132]

Fig. 36.5. Solution to the eigenvalue equation for the stationary state solution to the Dirac equation in a one-dimensional lattice. (1) Two solutions corresponding to the two directions of motion in continuum limit $a \rightarrow 0$. (2) Four solutions on a lattice with finite $a$ - problem of fermion doubling.

### 36.6 Possible solution to the problem of fermion doubling

Consider massless fermions with $m=0$. One possible solution to the problem of fermion doubling is to use-Wilson fermions [Wi74, Ko75, Wi77]. Here one modifies the Dirac equation with an additional term that raises the wings of the curve in Fig. 36.5, and vanishes sufficiently fast as $a \rightarrow 0$ so that one recovers the proper continuum limit. Take

$$
\begin{equation*}
\left[\frac{1}{i} \sigma_{x} \frac{d}{d x}+\sigma_{z}\left(-\frac{B}{2} \frac{d^{2}}{d x^{2}}\right)\right] \psi=E \psi \tag{36.36}
\end{equation*}
$$

Here the second derivative is defined as

$$
\begin{equation*}
\frac{d^{2}}{d x^{2}} \equiv \frac{1}{a}\left\{\frac{1}{a}[\psi(n+1)-\psi(n)]-\frac{1}{a}[\psi(n)-\psi(n-1)]\right\} \tag{36.37}
\end{equation*}
$$

The eigenvalue equation then reads ${ }^{6}$

$$
\operatorname{det}\left|\begin{array}{cc}
\left(2 B / a^{2}\right) \sin ^{2} k a / 2-E & (1 / a) \sin k a  \tag{36.38}\\
(1 / a) \sin k a & -\left(2 B / a^{2}\right) \sin ^{2} k a / 2-E
\end{array}\right|=0
$$

This leads to

$$
\begin{equation*}
E^{2}=\left(\frac{1}{a} \sin k a\right)^{2}+4 B^{2}\left(\frac{1}{a^{2}} \sin ^{2} \frac{k a}{2}\right)^{2} \tag{36.39}
\end{equation*}
$$

The graphic solution to this eigenvalue equation in indicated in Fig. 36.6.
${ }^{6}$ Note $\left(-B / 2 a^{2}\right)\left[\left(e^{i k a}-1\right)-\left(1-e^{-i k a}\right)\right]=\left(2 B / a^{2}\right) \sin ^{2} k a / 2$.


Fig. 36.6. Eigenvalue equation with massless Wilson fermions. Here $B$ is chosen large enough so that there are always only two solutions for $k$ for given $E^{2}$.

The situation is now modified from the above:
(3) For large enough $B$ there are only two solutions for $k$ for given $E^{2}$ and the problem of fermion doubling has been eliminated. One recovers the correct continuum limit provided $B \rightarrow 0$ sufficiently fast as $a \rightarrow 0 .{ }^{7}$

Wilson fermions are often used in numerical calculations [La02, La03].

### 36.7 Chiral symmetry on the lattice

It is important to maintain the symmetry properties of the continuum limit of the theory as far as possible when the theory is formulated on a discrete space-time lattice. We have already touched on rotational symmetry in chapter 33. Particularly important is the retention of chiral symmetry. We have seen that chiral symmetry plays an important role in low-energy hadron physics. In the nuclear domain with massless ( $u, d$ ) quarks the QCD lagrangian is invariant under the chiral transformation (Prob. 22.1). The pion, a Goldstone boson corresponding to spontaneously broken chiral symmetry, is correspondingly massless (chapter 24). It is crucial to be able to carry our LGT calculations in this regime. Wilson fermions, while solving the "doubling" problem, add an effective mass term [see Eqs. $(36.36,36.38)$ ] and thus destroy this underlying chiral symmetry. It then becomes a challenge to recover the massless chiral limit in numerical simulations. One proposed solution is the use of staggered fermions on the lattice [Ba76a, Su77, Ko83]. We refer the reader to [Ko83] for further pursuit of this topic.

The general problem of imposing chiral symmetry in LGT calculations, while retaining other appropriate symmetries and eliminating the doubling, has been examined by Ginsparg and Wilson [Gi82]. Let $D$ be the Dirac operator on the lattice;

[^133]in $\mathrm{U}(1)$, for example, the continuum limit of $D$ (see Eq. 36.2) is $\gamma_{\mu}\left[\partial / \partial x_{\mu}-i e A_{\mu}(x)\right]$. Furthermore, let $\Gamma_{5}$ be a generalization, with appropriate properties, that reduces to $\gamma_{5}$ in the continuum limit. Then, according to Creutz [Cr03], the Ginsparg-Wilson relation can be written succinctly as
\[

$$
\begin{equation*}
\Gamma_{5} D=-D \gamma_{5} \tag{36.40}
\end{equation*}
$$

\]

It is evident from the argument in Eqs. (21.25) that the lattice lagrangian will now be invariant under the effective chiral transformation

$$
\begin{equation*}
\bar{\psi} \rightarrow \bar{\psi} e^{i \theta \Gamma_{5}} \quad \psi \rightarrow e^{i \theta \gamma_{5}} \psi \tag{36.41}
\end{equation*}
$$

It then becomes possible to track the continuum chiral limit numerically while retaining chiral (and other) symmetries along the way. Several methods have been developed to implement Ginsparg-Wilson fermions on the lattice. These include overlap fermions [ $\mathrm{Na} 95, \mathrm{Ne} 98]$ and domain wall fermions [Ka92a, Fu95b] where, in the latter case, chiral symmetry is recovered on the boundary of an appended fifth dimension. Detailed discussion of these approaches goes beyond the scope of the present text; however, dealing with chiral fermions on the lattice while maintaining the full action of Eq. (36.23) forms a central thrust in present day LGT efforts, and this is a rapidly evolving subject. The current status, and most recent results, can always be obtained from the proceedings of the international conference series on LGT (e.g. [La02, La03]). ${ }^{8}$

[^134]
## Chapter 37

## QCD-inspired models

Solution to QCD presents formidable problems. It is often useful to make models that emphasize one or another aspect of QCD and that provide physical insight and guidance for further work. In this section we discuss QCD-inspired models of the internal structure of hadrons. Reference [Bh88] provides good background reading and a more extended development on many of these topics. We start with the M.I.T. bag model, instead of the widely used non-relativistic constituent quark model, for two reasons:
(1) The M.I.T. bag model represents a nice application of Dirac particles moving in a self-consistent scalar field soliton; as we have seen in Part 2 of this book, this picture successfully describes the structure of finite nuclei, and we now have the necessary formalism well in hand;
(2) Most of the non-relativistic quark model results can be obtained as a simple limiting case of the more complicated situation of massless Dirac particles in the soliton, where the spin and orbital motion are intrinsically coupled.

### 37.1 Bag model

Bag models build on three features of QCD:
(1) Baryons have the quantum numbers of ( $q q q$ ) systems and mesons of ( $\bar{q} q$ ) where the flavor quantum numbers of the quarks $q$ are given in Table 37.1;
(2) Color and the strong color forces are confined to the interior of the hadrons. Quarks come in three colors ( $R, G, B$ ). Lattice gauge theory calculations indicate that confinement arises from the strong nonlinear couplings of the gauge fields at large distances;
(3) QCD is asymptotically free; at short distances the renormalized coupling constant goes to zero. One can do perturbation theory at short distances.

Table 37.1 Flavor quantum numbers of the lightest quarks: isospin, third component of isospin, baryon number, strangeness, charm, and electric charge, respectively.

| Quark/field | $T$ | $T_{3}$ | $B$ | $S$ | $C$ | $Q=T_{3}+(B+S+C) / 2$ |
| :---: | :---: | :---: | :---: | ---: | :---: | :---: |
| $u$ | $1 / 2$ | $1 / 2$ | $1 / 3$ | 0 | 0 | $2 / 3$ |
| $d$ | $1 / 2$ | $-1 / 2$ | $1 / 3$ | 0 | 0 | $-1 / 3$ |
| $s$ | 0 | 0 | $1 / 3$ | -1 | 0 | $-1 / 3$ |
| $c$ | 0 | 0 | $1 / 3$ | 0 | 1 | $2 / 3$ |

The M.I.T. bag model provides an extreme picture of each of the three items listed above [Ch74, Ch74a, De75, Ja76]. For baryons, consider three noninteracting quarks (correct quantum numbers) and treat the one-gluon-exchange interaction as a perturbation (asymptotic freedom). Put the quarks inside a vacuum bubble of radius $R$ as illustrated in Fig. 37.1 (confinement).


Fig. 37.1. M.I.T. bag model-three quarks inside a bubble in the vacuum.
Assume it takes a positive amount of internal energy density to create this bubble in the vacuum

$$
\begin{equation*}
\left(\frac{E}{V}\right)_{\mathrm{vac}}=+b \tag{37.1}
\end{equation*}
$$

Consider some simple phenomenology based on this picture. Take the ( $u, d$ ) quarks to be essentially massless in QCD. For simplicity, suppose to start with that they were scalar particles. Then for massless scalar particles in a cavity the Klein-Gordon equation for stationary states is

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) \phi=0 \quad ; r \leq R \tag{37.2}
\end{equation*}
$$

The s-wave solution to this equation, which is nonsingular at the origin and vanishes at the wall, is given by

$$
\begin{align*}
\phi & =j_{0}(k r) & & ; \text { nonsingular at } \mathrm{r}=0 \\
j_{0}(k R) & =0 & & ; \text { vanishes at wall } \tag{37.3}
\end{align*}
$$

The last is an eigenvalue equation. The roots are the zeros of $j_{0}$. The first zero of $j_{0}$, corresponding to the lowest lying state, is given by

$$
\begin{align*}
k_{10} R & \equiv X_{10}=\pi \\
k_{10} & =E_{10}=\frac{\pi}{R} \tag{37.4}
\end{align*}
$$



Fig. 37.2. Energy of a hadron in the M.I.T. bag model.
These results can now be used to estimate the internal energy of a hadron. Write

$$
\begin{equation*}
E=n_{q} \frac{\mathcal{K}}{R}+\left(\frac{4}{3} \pi R^{3}\right) b \tag{37.5}
\end{equation*}
$$

The first term, where $n_{q}$ is the number of quarks and $\mathcal{K}$ is a constant, is the kinetic energy of the quarks (in the above discussion, which motivates this form of the kinetic energy, $\mathcal{K}=\pi$ ); the second is the energy of the vacuum bubble. This expression gets large for $R \rightarrow 0$ because of the kinetic energy and also for $R \rightarrow \infty$ because of the bubble energy (Fig. 37.2). Minimization with respect to $R$ requires $\partial E / \partial R=0$ which yields

$$
\begin{align*}
-\frac{n_{q} \mathcal{K}}{R^{2}}+4 \pi b R^{2} & =0 \\
R_{\min } & =\left(\frac{n_{q} \mathcal{K}}{4 \pi b}\right)^{1 / 4} \tag{37.6}
\end{align*}
$$

Substitution of this value leads to the energy at the minimum

$$
\begin{equation*}
E_{\min }=\frac{4}{3} n_{q} \mathcal{K}\left(\frac{4 \pi b}{n_{q} \mathcal{K}}\right)^{1 / 4}=\left(\frac{4}{3} n_{q} \mathcal{K}\right) \frac{1}{R_{\min }} \tag{37.7}
\end{equation*}
$$

Put in some numbers: for baryons $n_{q}=3$; for massless Dirac particles $\mathcal{K}=2.04$ (see below); $E_{\min }=M=938.3 \mathrm{MeV}$ is the nucleon mass; $\hbar c=197.3 \mathrm{MeV} \mathrm{fm}$ restores the units. This gives

$$
\begin{equation*}
R_{\min }=1.72 \mathrm{fm} \tag{37.8}
\end{equation*}
$$

This is not bad; it is certainly in the right ballpark, although it is too large.

Table 37.2 Low-lying states for massless Dirac particle in a scalar cavity. From [Bh88].

| $\kappa$ | $j$ | $l_{\text {upper }}$ | $l_{\text {lower }}$ | state | $\mathcal{K}$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| -1 | $1 / 2$ | 0 | 1 | $1 s_{1 / 2}, 2 s_{1 / 2}$ | $2.04,5.40$ |
| 1 | $1 / 2$ | 1 | 0 | $1 p_{1 / 2}$ | 3.81 |
| -2 | $3 / 2$ | 1 | 2 | $1 p_{3 / 2}$ | 3.20 |
| 2 | $3 / 2$ | 2 | 1 | $1 d_{3 / 2}$ | 5.12 |
| -3 | $5 / 2$ | 2 | 3 | $1 d_{5 / 2}$ | 4.33 |

Recall that the experimental value of the root-mean-square charge radius of the proton is (chapter 2)

$$
\begin{equation*}
\left\langle r^{2}\right\rangle_{p}^{1 / 2} \approx 0.8 \mathrm{fm} \tag{37.9}
\end{equation*}
$$

For comparison, for a uniform charge distribution ${ }^{1}$ the mean square radius is $\left\langle r^{2}\right\rangle=$ $3 R^{2} / 5$ (chapter 2); hence the experimental value of the equivalent uniform radius is approximately $1 / 2$ as big as the bag value

$$
\begin{equation*}
R_{\text {uniform }}=1.03 \mathrm{fm} \tag{37.10}
\end{equation*}
$$

Consider now the Dirac equation for a particle of mass $M$ in a spherical cavity. Start with the Dirac equation in spherically symmetric scalar and vector potentials $\left[U_{0}(r), V_{0}(r)\right]$, respectively. From Prob. 15.1 the solution to the Dirac equation in this case can be written

$$
\begin{equation*}
\psi_{n \kappa m}(\mathbf{r})=\frac{1}{r}\binom{i G_{n \kappa}(r) \phi_{\kappa m}}{-F_{n \kappa}(r) \phi_{-\kappa m}} \tag{37.11}
\end{equation*}
$$

Here

$$
\begin{equation*}
\phi_{\kappa m} \equiv \sum_{m_{l} m_{s}}\left\langle\left. l m_{l} \frac{1}{2} m_{s} \right\rvert\, l \frac{1}{2} j m\right\rangle Y_{l m_{l}}(\theta, \phi) \chi_{m_{s}} \equiv \mathcal{Y}_{l \frac{1}{2} j}^{m} \tag{37.12}
\end{equation*}
$$

In this expression $j=|\kappa|-1 / 2$ and $l=\kappa$ if $\kappa>0$ while $l=-(\kappa+1)$ if $\kappa<0$. The first few states are given in Table 37.2.

The coupled radial differential equations take the form (Prob. 15.2)

$$
\begin{align*}
\frac{d}{d r} G_{\alpha}(r)+\frac{\kappa}{r} G_{\alpha}(r)-\left[E_{\alpha}-V_{0}(r)+M+U_{0}(r)\right] F_{\alpha} & =0 \\
\frac{d}{d r} F_{\alpha}(r)-\frac{\kappa}{r} F_{\alpha}(r)+\left[E_{\alpha}-V_{0}(r)-M-U_{0}(r)\right] G_{\alpha} & =0 \tag{37.13}
\end{align*}
$$

Note the signs in front of the potentials: the vector potential has the opposite sign from the energy; the scalar potential has the sign of the mass.

[^135]Let us find the lowest positive energy state $(E>0)$ for massless particles in a pure scalar potential ( $M=V_{0}=0$ ). In this case the coupled radial equations reduce to

$$
\begin{align*}
G^{\prime}-\frac{G}{r} & =\left(E+U_{0}\right) F \\
F^{\prime}+\frac{F}{r} & =-\left(E-U_{0}\right) G \tag{37.14}
\end{align*}
$$

Apply $(d / d r+1 / r)$ to the first equation and substitute the second; the result is

$$
\begin{equation*}
G^{\prime \prime}=-\left(E^{2}-U_{0}^{2}\right) G \tag{37.15}
\end{equation*}
$$

Define $E \equiv k$, and assume a square-well potential as shown in Fig. 37.3.


Fig. 37.3. Ground state (lowest positive energy) of a massless Dirac particle in a spherically symmetric scalar potential.

The differential Eq. (37.15) is readily solved in the two indicated regions:
Region I: Here $G^{\prime \prime}=-k^{2} G$ with solution

$$
\begin{equation*}
G_{\mathrm{I}}=A \sin k r+B \cos k r \quad ; E \equiv k \tag{37.16}
\end{equation*}
$$

For a solution that is nonsingular at the origin one must have $G(r) \rightarrow 0$ as $r \rightarrow 0$. This implies that the coefficient $B=0$.

Region II: Assume here that $U_{0}>k$ as indicated in the figure. Then

$$
\begin{equation*}
G^{\prime \prime}=\left(U_{0}^{2}-k^{2}\right) G \equiv \gamma^{2} G \tag{37.17}
\end{equation*}
$$

The solution is

$$
\begin{equation*}
G_{\mathrm{II}}=C e^{-\gamma(r-R)}+D e^{\gamma(r-R)} \tag{37.18}
\end{equation*}
$$

For a solution that is normalizable one must have $G(r) \rightarrow 0$ as $r \rightarrow \infty$. This implies that the coefficient $D=0$.

Now from the first of Eqs. (37.14)

$$
\begin{equation*}
F=\frac{G^{\prime}-G / r}{E+U_{0}} \tag{37.19}
\end{equation*}
$$

Thus

$$
\begin{align*}
F_{\mathrm{I}} & =A\left(\cos k r-\frac{\sin k r}{k r}\right)  \tag{37.20}\\
F_{\mathrm{II}} & =\frac{C}{U_{0}+k}\left(-\gamma-\frac{1}{r}\right) e^{-(\gamma-R)}=-C\left(\sqrt{\frac{U_{0}-k}{U_{0}+k}}+\frac{1}{U_{0}+k} \frac{1}{r}\right) e^{-\gamma(r-R)}
\end{align*}
$$

Now consider the case of a scalar wall where $U_{0} \rightarrow \infty$. In this limit Eqs. (37.18) and (37.20) imply that for the outside solution in Region II

$$
\begin{equation*}
F_{\mathrm{II}}(r)=-G_{\mathrm{II}}(r) \tag{37.21}
\end{equation*}
$$

If one demands that both $(G, F)$ are continuous at the wall, then (see Fig. 37.4)

$$
\begin{equation*}
F_{\mathrm{I}}(R)=-G_{\mathrm{I}}(R) \tag{37.22}
\end{equation*}
$$



Fig. 37.4. Match boundary conditions at a scalar wall.
Equations (37.16) and (37.20) then yield the eigenvalue equation ${ }^{2}$

$$
\begin{equation*}
j_{0}(k R)=j_{1}(k R) \tag{37.23}
\end{equation*}
$$

The first few eigenvalues are shown in Table 37.2 (from [Bh88]). They are displayed in Fig. 37.5. A combination of these results provides the Dirac wave function for the ground state (lowest positive energy)

$$
\begin{equation*}
\psi_{1 s_{1 / 2} m}=N\binom{i j_{0}(k r) \mathcal{Y}_{0 \frac{1}{2} \frac{1}{2}}^{m}}{j_{1}(k r) \mathcal{Y}_{1 \frac{1}{2} \frac{1}{2}}^{m}} \tag{37.24}
\end{equation*}
$$

Here the eigenvalue is $k_{10} R \equiv x=2.04$, which satisfies the boundary condition at the wall $j_{0}(x)=j_{1}(x)$.
${ }^{2}$ Note $j_{0}(\rho)=\sin \rho / \rho$ and $j_{1}(\rho)=\sin \rho / \rho^{2}-\cos \rho / \rho$.


Fig. 37.5. Low-lying spectrum of a massless Dirac particle in a spherical scalar cavity. From [Bh88].

Let us determine the normalization constant $N$. First write the above solution in more detail

$$
\begin{equation*}
\psi_{1 s_{1 / 2} m}=N\binom{i j_{0}(k r) \chi_{m} / \sqrt{4 \pi}}{j_{1}(k r) \sum_{m_{l} m_{s}}\left(1 m_{l} \frac{1}{2} m_{s}\left|1 \frac{1}{2} \frac{1}{2} m\right\rangle Y_{1 m_{l}} \chi_{m_{s}}\right.} \tag{37.25}
\end{equation*}
$$

It then follows that ${ }^{3}$

$$
\begin{align*}
\psi^{\dagger} \psi & =\frac{N^{2}}{4 \pi}\left[j_{0}^{2}(k r)+j_{1}^{2}(k r)\right] \\
\bar{\psi} \psi & =\frac{N^{2}}{4 \pi}\left[j_{0}^{2}(k r)-j_{1}^{2}(k r)\right] \tag{37.26}
\end{align*}
$$

Note that these equations imply that at the scalar wall

$$
\begin{array}{r}
\left.\psi^{\dagger} \psi\right|_{r=R} \neq 0 \\
\left.\bar{\psi} \psi\right|_{r=R}=0 \tag{37.27}
\end{array}
$$

Thus by explicitly solving the Dirac equation in a finite scalar well, demanding continuity of the Dirac wave function, and then letting the height of the scalar potential go to infinity, we have derived the boundary condition that the scalar density vanishes at a scalar wall. In contrast, the baryon density is nonzero at a scalar wall.
${ }^{3}$ For $m=1 / 2$ one has (the result is the same for $m=-1 / 2$ )

$$
\begin{aligned}
& \left(\sum_{m_{l} m_{s}}\left\langle\left. 1 m_{l} \frac{1}{2} m_{s} \right\rvert\, 1 \frac{1}{2} \frac{1}{2} m\right\rangle Y_{1 m_{l}} \chi_{m_{s}}\right)^{\dagger}\left(\sum_{m_{l}^{\prime} m_{s}^{\prime}}\left\langle\left. 1 m_{l}^{\prime} \frac{1}{2} m_{s}^{\prime} \right\rvert\, 1 \frac{1}{2} \frac{1}{2} m\right\rangle Y_{1 m_{l}^{\prime}} \chi_{m_{s}^{\prime}}^{\prime}\right) \\
& =\sum_{m_{l} m_{s}}\left\langle\left. 1 m_{l} \frac{1}{2} m_{s} \right\rvert\, 1 \frac{1}{2} \frac{1}{2} m\right\rangle^{2} Y_{1 m_{l}}^{*} Y_{1 m_{l}}=\left\langle 10 \frac{1}{2} \frac{1}{2} \left\lvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right.\right\rangle^{2}\left|Y_{10}\right|^{2}+\left\langle 11 \frac{1}{2}-\frac{1}{2} \left\lvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right.\right\rangle^{2}\left|Y_{11}\right|^{2} \\
& =(1 / 3)(3 / 4 \pi) \cos ^{2} \theta+(2 / 3)(3 / 8 \pi) \sin ^{2} \theta=1 / 4 \pi
\end{aligned}
$$

Now evaluate the remaining radial integrals using (see Prob. 37.1)

$$
\begin{equation*}
\int_{0}^{x}\left[j_{0}^{2}(\rho)+j_{1}^{2}(\rho)\right] \rho^{2} d \rho=2(x-1) \sin ^{2} x \tag{37.28}
\end{equation*}
$$

Hence the normalization constant is determined to be

$$
\begin{equation*}
N^{2}=\frac{k^{3}}{2(x-1) \sin ^{2} x}=\frac{x^{3}}{2 R^{3}(x-1) \sin ^{2} x} \tag{37.29}
\end{equation*}
$$

Here the eigenvalue is $x=2.04$.
Assume this massless Dirac particle in the $1 s_{1 / 2}$ state carries a charge $e_{q}$. Let us compute the magnetic moment

$$
\begin{align*}
\boldsymbol{\mu} & =\frac{1}{2} \int \mathbf{r} \times \mathbf{j} d^{3} r \\
\mathbf{j} & =e_{q} \psi^{\dagger} \boldsymbol{\alpha} \psi
\end{align*} \quad ; \boldsymbol{\alpha}=\left(\begin{array}{cc}
0 & \boldsymbol{\sigma}  \tag{37.30}\\
\boldsymbol{\sigma} & 0
\end{array}\right), ~ l
$$

Substitute the Dirac wave function in Eq. (37.24)

$$
\begin{align*}
\mu \equiv & \mu_{z}=\frac{e_{q}}{2} N^{2} \int d^{3} r\left\{-i j_{0}(k r) j_{1}(k r) \mathcal{Y}_{0 \frac{1}{2} \frac{1}{2}}^{\frac{1}{2} \dagger}[\mathbf{r} \times \sigma]_{z} \mathcal{Y}_{1 \frac{1}{2} \frac{1}{2}}^{\frac{1}{2}}\right. \\
& \left.+i j_{0}(k r) j_{1}(k r) \mathcal{Y}_{1 \frac{1}{2} \frac{1}{2}}^{\frac{1}{t} \dagger}[\mathbf{r} \times \sigma]_{z} \mathcal{Y}_{0 \frac{1}{2} \frac{1}{2}}^{\frac{1}{2}}\right\} \tag{37.31}
\end{align*}
$$

Now express the required operator in spherical components ${ }^{4}$

$$
\begin{align*}
{[\mathbf{r} \times \sigma]_{z} } & =-i \sqrt{\frac{4 \pi}{3}} r\left[Y_{11} \sigma_{-1}-Y_{1-1} \sigma_{1}\right] \\
\sigma_{ \pm 1} & =\mp \frac{1}{\sqrt{2}}\left(\sigma_{x} \pm i \sigma_{y}\right)=\mp \sqrt{2} \sigma_{ \pm} \tag{37.32}
\end{align*}
$$

The quantities $\sigma_{ \pm}$are the raising and lowering matrices for spin $1 / 2$; their matrix elements follow directly. Thus

$$
\begin{align*}
\mu & =\frac{e_{q}}{2} N^{2} \int d^{3} r \sqrt{\frac{2}{3}} r j_{0}(k r) j_{1}(k r)\left[-Y_{11} Y_{1-1}+Y_{11}^{*} Y_{11}\right]\left\langle 11 \frac{1}{2}-\frac{1}{2} \left\lvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right.\right\rangle \\
& =\frac{2 e_{q}}{3} N^{2} \int r^{3} d r j_{0}(k r) j_{1}(k r) \\
& =\frac{2 e_{q}}{3} N^{2} \frac{1}{k^{4}} \int_{0}^{x} \rho^{3} j_{0}(\rho) j_{1}(\rho) d \rho \tag{37.33}
\end{align*}
$$

[^136]The second equality follows from the relation $Y_{1-1}=-Y_{11}^{*}$ and the normalization of the spherical harmonics; the C-G coefficient is $\sqrt{2 / 3}$. The final radial integral is evaluated in Prob. 37.1

$$
\begin{equation*}
\int_{0}^{x} \rho^{3} j_{0}(\rho) j_{1}(\rho) d \rho=\left(x-\frac{3}{4}\right) \sin ^{2} x \tag{37.34}
\end{equation*}
$$

Substitution of the normalization constant in Eq. (37.29) then leads to the final expression for the magnetic moment

$$
\begin{align*}
\mu & =\frac{e_{q} R}{12} \frac{4 x-3}{x(x-1)} \quad ; x \equiv k_{10} R=2.04 \\
& =0.203 e_{q} R \tag{37.35}
\end{align*}
$$

The Dirac particle is massless - there is no quark magneton in this model. The dimension for the magnetic moment arises here from the radius $R$ of the cavity. ${ }^{5}$ Multiplication and division by the nucleon mass $M$ and by $e_{p}$ yields

$$
\begin{equation*}
\mu=0.203\left(\frac{e_{q}}{e_{p}}\right)\left(\frac{e_{p}}{2 M}\right) 2 M R \tag{37.36}
\end{equation*}
$$

For a cavity of radius $R=1 \mathrm{fm}$, one obtains in nuclear magnetons (n.m.)

$$
\begin{equation*}
\mu=1.93\left(\frac{e_{q}}{e_{p}}\right) \text { n.m. } \quad ; R=1 \mathrm{fm} \tag{37.37}
\end{equation*}
$$

This is certainly in the ballpark of the observed magnetic moment of the nucleon; however, to apply the result in that case, one must have the wave function for three quarks in the nucleon.

### 37.2 Quark model state vectors

We have evaluated a few single-quark matrix elements in this bag model. To do a real calculation one needs the ( $q q q$ ) [and ( $\bar{q} q)$ ] wave functions, including all the quantum numbers. We make an independent-quark shell model of hadrons and work in the nuclear domain where only the lightest ( $u, d$ ) quarks and their antiquarks are retained; thus the quark field is approximated by

$$
\begin{equation*}
\psi \doteq\binom{u}{d} \quad ; \text { nuclear domain } \tag{37.38}
\end{equation*}
$$

Let us start with the simpler case of nonrelativistic quarks in a potential (where the spin and spatial wave functions decouple). ${ }^{6}$ In this case one can write the one-quark
${ }^{5}$ In the same way one can calculate $\sqrt{\left\langle r^{2}\right\rangle}=0.73 R$ (Reference [Bh88] and Prob. 37.3).
${ }^{6}$ This is, in fact, the case for the very successful constituent quark model of nucleons and mesons (see [Is80, Is85]). Here one starts from an independent quark basis with nonrelativistic quarks of mass $m_{q} \approx m / 3$. With the quark wave functions developed here, and the analysis of electroweak interactions with nuclei in Parts 1 and 4, one can understand many of the results of this model.
wave function as

$$
\psi=\underbrace{\psi_{n l m_{l}}(\mathbf{r})}_{\text {space }} \underbrace{\chi_{m_{s}}}_{\text {spin }} \underbrace{\eta_{m_{t}}}_{\text {isospin }} \underbrace{\rho_{\alpha}}_{\text {color }} \quad \begin{align*}
& m_{s}= \pm \frac{1}{2}  \tag{37.39}\\
& m_{t}=\$ \pm \frac{1}{2} \\
& \alpha=(R, G, B)
\end{align*}
$$

Consider the color wave function for the ( $q q q$ ) system. The observed hadrons are color singlets. Hence the color wave function in this case is just the completely antisymmetric combination (a Slater determinant with respect to color)

$$
\Psi_{\text {color }}(1,2,3)=\frac{1}{\sqrt{6}}\left|\begin{array}{ccc}
\rho_{R}(1) & \rho_{G}(1) & \rho_{B}(1)  \tag{37.40}\\
\rho_{R}(2) & \rho_{G}(2) & \rho_{B}(2) \\
\rho_{R}(3) & \rho_{G}(3) & \rho_{B}(3)
\end{array}\right| \quad ; \text { antisymmetric }
$$

If $G_{\alpha}^{\text {color }} ; \alpha=1, \cdots, 8$ are the generators of the color transformation among the quarks, then all of the generators annihilate this wave function ${ }^{7}$

$$
\begin{equation*}
G_{\alpha}^{\text {color }} \Psi_{\text {color }}=0 \quad ; \alpha=1, \cdots, 8 \tag{37.41}
\end{equation*}
$$

Since the total wave function must be antisymmetric in the interchange of any two fermions, the remaining space-spin-isospin wave function must be symmetric.

For the ground state in this shell model, the spatial wave functions $\psi_{n 00}(\mathbf{r})$ will all be the same, all $1 s$, and hence the spatial part of the wave function is totally symmetric

$$
\begin{equation*}
\Psi_{\text {space }}(1,2,3)=\psi_{1 s}\left(\mathbf{r}_{1}\right) \psi_{1 s}\left(\mathbf{r}_{2}\right) \psi_{1 s}\left(\mathbf{r}_{3}\right) \quad ; \text { symmetric } \tag{37.42}
\end{equation*}
$$

The spin-isospin wave function must thus be totally symmetric.
Start with isospin. One is faced with the problem of coupling three angular momenta; however, the procedure follows immediately from the discussion of $6-j$ symbols in quantum mechanics [Ed74]. An eigenstate of total angular momentum can be formed as follows

$$
\begin{align*}
\left|\left(j_{1} j_{2}\right) j_{12} j_{3} j m\right\rangle= & \sum_{\substack{m_{1} m_{2} m_{3} m_{12}}}\left\langle j_{1} m_{1} j_{2} m_{2} \mid j_{1} j_{2} j_{12} m_{12}\right\rangle  \tag{37.43}\\
& \times\left\langle j_{12} m_{12} j_{3} m_{3} \mid j_{12} j_{3} j m\right\rangle\left|j_{1} m_{1}\right\rangle\left|j_{2} m_{2}\right\rangle\left|j_{3} m_{3}\right\rangle
\end{align*}
$$

These states form a complete orthonormal basis for given $\left(j_{1}, j_{2}, j_{3}\right)$. The states formed by coupling in the other order $\left|j_{1}\left(j_{2} j_{3}\right) j_{23} j m\right\rangle$ are linear combinations of these with 6-j symbols as coefficients.

For isospin in the nuclear domain all the $t_{i}=1 / 2$, thus there are a total of $2 \times 2 \times 2=8$ basis states. Consider first the states with total $T=3 / 2$. Here the only possible intermediate value is $t_{12}=1$. The state with $T_{3}=3 / 2$ is readily constructed from the above as $\alpha(1) \alpha(2) \alpha(3)$. Now apply the total lowering operator
${ }^{7}$ Just as the fully occupied Slater determinant of spins has $S=0$, or of $j$-shells has $J=0$.
$T_{-}=t(1)_{-}+t(2)_{-}+t(3)_{-}$and use $t_{-} \alpha=\beta, t_{-} \beta=0$. The set of states with $T=3 / 2$ follows immediately

$$
\begin{align*}
\Phi\left[\left(\frac{1}{2} \frac{1}{2}\right) 1 \frac{1}{2} \frac{3}{2} \frac{3}{2}\right] & =\alpha(1) \alpha(2) \alpha(3) \\
\Phi\left[\left(\frac{1}{2} \frac{1}{2}\right) 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right] & =\frac{1}{\sqrt{3}}[\beta(1) \alpha(2) \alpha(3)+\alpha(1) \beta(2) \alpha(3)+\alpha(1) \alpha(2) \beta(3)] \\
\Phi\left[\left(\frac{1}{2} \frac{1}{2}\right) 1 \frac{1}{2} \frac{3}{2}-\frac{1}{2}\right] & =\frac{1}{\sqrt{3}}[\beta(1) \beta(2) \alpha(3)+\beta(1) \alpha(2) \beta(3)+\alpha(1) \beta(2) \beta(3)] \\
\Phi\left[\left(\frac{1}{2} \frac{1}{2}\right) 1 \frac{1}{2} \frac{3}{2}-\frac{3}{2}\right] & =\beta(1) \beta(2) \beta(3) \quad ; 4 \text { symmetric states } \tag{37.44}
\end{align*}
$$

There are four symmetric states with $T=3 / 2$.
Consider next the states with total $T=1 / 2$. Here there are two possible intermediate values in the above, $t_{12}=0,1$. For the first of these values one finds

$$
\begin{align*}
\Phi^{\rho}\left[\left(\frac{1}{2} \frac{1}{2}\right) 0 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right] & =\frac{1}{\sqrt{2}}[\alpha(1) \beta(2)-\alpha(2) \beta(1)] \alpha(3)  \tag{37.45}\\
\Phi^{\rho}\left[\left(\frac{1}{2} \frac{1}{2}\right) 0 \frac{1}{2} \frac{1}{2}-\frac{1}{2}\right] & =\frac{1}{\sqrt{2}}[\alpha(1) \beta(2)-\alpha(2) \beta(1)] \beta(3) \quad ; 2 \text { states }
\end{align*}
$$

These two states have mixed symmetry; they are antisymmetric in the interchange of particles ( $1 \leftrightarrow 2$ ).

The second value $t_{12}=1$ yields

$$
\begin{gather*}
\Phi^{\lambda}\left[\left(\frac{1}{2} \frac{1}{2}\right) 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right]=\frac{1}{\sqrt{6}}[2 \alpha(1) \alpha(2) \beta(3)-\alpha(1) \beta(2) \alpha(3)-\beta(1) \alpha(2) \alpha(3)] \\
\Phi^{\lambda}\left[\left(\frac{1}{2} \frac{1}{2}\right) 1 \frac{1}{2} \frac{1}{2}-\frac{1}{2}\right]=-\frac{1}{\sqrt{6}}[2 \beta(1) \beta(2) \alpha(3)-\beta(1) \alpha(2) \beta(3)-\alpha(1) \beta(2) \beta(3)] \\
; 2 \text { states } \tag{37.46}
\end{gather*}
$$

These two states also have mixed symmetry; they are symmetric in the interchange of particles $(1 \leftrightarrow 2)$.

Now look at the spin wave functions. The analysis is exactly the same! We have a set of spin states $\Xi$ identical to those above.

For the overall spin-isospin wave function, we must take a product of these wave functions and make the result totally symmetric. Recall first from quantum mechanics how one makes a wave function totally antisymmetric. Introduce the antisymmetrizing operator

$$
\begin{equation*}
\mathcal{A}=N \sum_{(P)}(-1)^{p} P \tag{37.47}
\end{equation*}
$$

Here the sum goes over all permutations, produced by the operator $P$, of a complete set of coordinates for each particle. The signature of the permutation is $(-1)^{p}$, and $N=1 / \sqrt{N_{P}}$ where $N_{P}$ is the total number of permutations.

Similarly, to make a wave function totally symmetric introduce the (unnormalized) symmetrizing operator

$$
\begin{equation*}
\mathcal{S}=N \sum_{(P)} P \tag{37.48}
\end{equation*}
$$

Note that if a wave function is antisymmetric under the interchange of any two particles, the application of $\mathcal{S}$ will give zero. This result is established as follows. Use

$$
\begin{equation*}
P_{12} \mathcal{S}=S P_{12} \tag{37.49}
\end{equation*}
$$

This follows since as $P$ goes over all permutations, so does $P_{12} P$ or $P P_{12}$

$$
\begin{equation*}
\sum_{(P)} P_{12} P=\sum_{(P)} P=\sum_{(P)} P P_{12} \tag{37.50}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
P_{12} \mathcal{S} \psi=\mathcal{S} \psi=\mathcal{S} P_{12} \psi=-\mathcal{S} \psi=0 \tag{37.51}
\end{equation*}
$$

This is the stated result.

- Note further that if the operator $\mathcal{S}$ is applied to the product of the totally symmetric $3 / 2$ state and either of the $1 / 2$ states with mixed symmetry, the result will vanish. The proof is as follows. Since $\mathcal{S} \Phi_{3 / 2}=\Phi_{3 / 2} \mathcal{S}$, one just needs to show that

$$
\begin{equation*}
\mathcal{S}\left[A \Phi^{\rho}+B \Phi^{\lambda}\right]=0 \tag{37.52}
\end{equation*}
$$

The first term gives zero since $\Phi^{\rho}$ is antisymmetric in the interchange of the first pair of particles. The second vanishes because of the nature of the sums in Eq. (37.46) and the fact that $\mathcal{S}$ produces an identical result when applied to each term in the sum

$$
\begin{equation*}
\mathcal{S}(\alpha \alpha \beta)=\mathcal{S}(\alpha \beta \alpha)=\mathcal{S}(\beta \alpha \alpha) \tag{37.53}
\end{equation*}
$$

It is a consequence of these two observations that the only nonzero totally symmetric wave function will be obtained by combining the spin and isospin wave functions of the same symmetry. Thus one must combine the two totally symmetric spin and isospin states and the other two pair of states with the same mixed symmetry; in the latter case there is only one totally symmetric linear combination (this is proven in appendix C.2). This leads to the set of totally symmetric spin-isospin states shown in Table 37.3 and given by

$$
\begin{align*}
& \Phi_{\frac{3}{2} m_{t}} \Xi_{\frac{3}{2} m_{s}} \\
& \frac{1}{\sqrt{2}}\left(\Phi_{\frac{1}{2} m_{t}}^{\lambda} \Xi_{\frac{1}{2} m_{s}}^{\lambda}+\Phi_{\frac{1}{2} m_{t}}^{\rho} \Xi_{\frac{1}{2} m_{s}}^{\rho}\right) \tag{37.54}
\end{align*}
$$

Table 37.3 Totally symmetric spin-isospin states for three nonrelativistic quarks.

| T | S | Number of states |
| :---: | :---: | :---: |
| $3 / 2$ | $3 / 2$ | 16 |
| $1 / 2$ | $1 / 2$ | 4 |
|  |  | 20 |

These are all the baryons one can make in this model. Since all these states are degenerate in the model as presently formulated, one has a supermultiplet of baryons. The present calculation predicts the spins and isospins of the members of this supermultiplet. ${ }^{8}$

Let us extend the arguments to the situation in the M.I.T. bag model where, in contrast to massive, nonrelativistic constituents, one has massless relativistic quarks. The problem is more complicated since the space-spin parts of the wave functions are now coupled; however, if the quarks occupy a common lowest positive energy $\psi_{1 s_{1 / 2} m_{j}}(\mathbf{r})$ ground state, the problem is greatly simplified. Make the following replacement in the space-spin wave functions discussed above

$$
\begin{equation*}
\psi_{1 s}(\mathbf{r}) \chi_{m_{s}} \rightarrow \psi_{1 s_{1 / 2} m_{j}}(\mathbf{r}) \tag{37.55}
\end{equation*}
$$

Instead of the spin $\mathbf{S}$, now talk about the total angular momentum $\mathbf{J}$; the angular momentum and symmetry arguments are then exactly the same as before.

### 37.3 Matrix elements

Consider the nucleon ( $N$ ) ground-state expectation value of the following operator

$$
\begin{equation*}
O=\sum_{i=1}^{3} O_{i}\left(\mathbf{r}_{i}, \sigma_{i}\right) I_{i}\left(\boldsymbol{\tau}_{i}\right) \tag{37.56}
\end{equation*}
$$

Assume that the isospin factor is diagonal $I_{i}=\left(1, \tau_{3}\right)_{i}$. Since the wave function is totally symmetric, it follows that one need evaluate the matrix element only for the third particle. ${ }^{9}$

$$
\begin{equation*}
\left\langle\Psi_{N}\right| \sum_{i=1}^{3} O_{i} I_{i}\left|\Psi_{N}\right\rangle=3\left\langle\Psi_{N}\right| O_{3} I_{3}\left|\Psi_{N}\right\rangle \tag{37.57}
\end{equation*}
$$

[^137]Substitution of Eq. (37.54) then yields ${ }^{10}$ for the state of total $m_{j}=1 / 2$

$$
\begin{align*}
& 3\left\langle\Psi_{N}\right| O_{3} I_{3}\left|\Psi_{N}\right\rangle=\frac{3}{2}\left\langle\Phi^{\rho}\right| I_{3}\left|\Phi^{\rho}\right\rangle\left\langle\frac{1}{2}(3)\right| O_{3}\left|\frac{1}{2}(3)\right\rangle \\
& \quad+\frac{3}{2}\left\langle\Phi^{\lambda}\right| I_{3}\left|\Phi^{\lambda}\right\rangle \frac{1}{6}\left\{4\left\langle-\frac{1}{2}(3)\right| O_{3}\left|-\frac{1}{2}(3)\right\rangle+2\left\langle\frac{1}{2}(3)\right| O_{3}\left|\frac{1}{2}(3)\right\rangle\right\} \tag{37.58}
\end{align*}
$$

Here the remaining labels on the single-particle matrix elements of $O_{3}$ are $\mid m_{j}$, (particle number) $)$. The result is

$$
\begin{align*}
\left\langle\Psi_{m_{t} \frac{1}{2}}^{N}\right| \sum_{i=1}^{3} O_{i} I_{i}\left|\Psi_{m_{t} \frac{1}{2}}^{N}\right\rangle= & \left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle\left[\frac{3}{2}\left\langle\Phi^{\rho}\right| I_{3}\left|\Phi^{\rho}\right\rangle+\frac{1}{2}\left\langle\Phi^{\lambda}\right| I_{3}\left|\Phi^{\lambda}\right\rangle\right] \\
& +\left\langle-\frac{1}{2}\right| O\left|-\frac{1}{2}\right\rangle\left[\left\langle\Phi^{\lambda}\right| I_{3}\left|\Phi^{\lambda}\right\rangle\right] \tag{37.59}
\end{align*}
$$

This result is for total $m_{j}=1 / 2$; the remaining isospin operator $I_{3}$ acts only on the third particle. For an isoscalar operator with $I_{3}=1$ this expression reduces to

$$
\begin{equation*}
\left\langle\Psi_{m_{t} \frac{1}{2}}^{N}\right| \sum_{i=1}^{3} O_{i}\left|\Psi_{m_{t} \frac{1}{2}}^{N}\right\rangle=2\left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle+\left\langle-\frac{1}{2}\right| O\left|-\frac{1}{2}\right\rangle \tag{37.60}
\end{equation*}
$$

This is now just a sum of single-particle matrix elements. For an isovector operator with $I_{3}=\tau_{3}$, the required isospin matrix elements for the proton with $m_{t}=1 / 2$ follow from Eqs. (37.45) and (37.46)

$$
\begin{aligned}
\left\langle\Phi^{\rho}\right| \tau_{3}(3)\left|\Phi^{\rho}\right\rangle & =1 \\
\left\langle\Phi^{\lambda}\right| \tau_{3}(3)\left|\Phi^{\lambda}\right\rangle & =\frac{1}{6}(-4+1+1)=-\frac{1}{3} \quad ; \text { proton } m_{t}=\frac{1}{2}(37.61)
\end{aligned}
$$

For a neutron with $m_{t}=-1 / 2$, these isovector matrix elements simply change sign. It follows that

$$
\begin{align*}
\left\langle\Psi_{\frac{1}{2} \frac{1}{2}}^{N}\right| \sum_{i=1}^{3} O_{i} \tau_{3}(i)\left|\Psi_{\frac{1}{2} \frac{1}{2}}^{N}\right\rangle & =\frac{4}{3}\left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle-\frac{1}{3}\left\langle-\frac{1}{2}\right| O\left|-\frac{1}{2}\right\rangle \\
\left\langle\Psi_{-\frac{1}{2} \frac{1}{2}}^{N}\right| \sum_{i=1}^{3} O_{i} \tau_{3}(i)\left|\Psi_{-\frac{1}{2} \frac{1}{2}}^{N}\right\rangle & =-\frac{4}{3}\left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle+\frac{1}{3}\left\langle-\frac{1}{2}\right| O\left|-\frac{1}{2}\right\rangle \tag{37.62}
\end{align*}
$$

The notation here is $\Psi_{m_{t}, m_{j}}^{N}$.
In the nuclear domain with only $(u, d)$ quarks the electric charge is given by

$$
\begin{equation*}
e_{i}=\left[\frac{1}{6}+\frac{1}{2} \tau_{3}(i)\right] e_{p} \tag{37.63}
\end{equation*}
$$

[^138]Hence the expectation value of an operator proportional to the charge in the composite three-quark proton and neutron ground state is given by

$$
\begin{align*}
\langle p| \sum_{i=1}^{3} O_{i} e_{i}|p\rangle & =e_{p}\left[\frac{1}{6}\left(2 O_{1 / 2}+O_{-1 / 2}\right)+\frac{1}{2}\left(\frac{4}{3} O_{1 / 2}-\frac{1}{3} O_{-1 / 2}\right)\right] \\
& =e_{p}\left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle \\
\langle n| \sum_{i=1}^{3} O_{i} e_{i}|n\rangle & =e_{p}\left[\frac{1}{6}\left(2 O_{1 / 2}+O_{-1 / 2}\right)+\frac{1}{2}\left(-\frac{4}{3} O_{1 / 2}+\frac{1}{3} O_{-1 / 2}\right)\right] \\
& =-\frac{e_{p}}{3}\left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle+\frac{e_{p}}{3}\left\langle-\frac{1}{2}\right| O\left|-\frac{1}{2}\right\rangle \tag{37.64}
\end{align*}
$$

Let us apply this result to compute the magnetic moment of the ground state of the nucleon in the bag model using Eq. (37.35) for the expectation value of the single (massless) quark matrix element $\left\langle\frac{1}{2}\right| O\left|\frac{1}{2}\right\rangle=0.203 R$; since the magnetic moment is a vector operator, its expectation value in the state $m_{j}=-1 / 2$ must simply change $\operatorname{sign}\left\langle-\frac{1}{2}\right| O\left|-\frac{1}{2}\right\rangle=-0.203 R$. This yields

$$
\begin{equation*}
\mu_{p}=0.203 e_{p} R \quad \mu_{n}=-\frac{2 \mu_{p}}{3} \tag{37.65}
\end{equation*}
$$

The experimental results are

$$
\begin{equation*}
\mu_{p}=+2.79 \mathrm{n} . \mathrm{m} . \quad \mu_{n}=-1.91 \mathrm{n} . \mathrm{m} . \tag{37.66}
\end{equation*}
$$

The calculated ratio is quite impressive, and the absolute value is fit in the first relation with a radius $R=1.44 \mathrm{fm}$, which, although too large, is certainly in the right ballpark.

### 37.4 Transition magnetic moment

Consider the transition magnetic dipole moment between the ground state ( $N$ ) and the excited state $(\Delta)$ formed from the product of the totally symmetric isospin state and totally symmetric space-spin state. Since only different $m_{j}$ states are involved in the latter, we are in a position to calculate this matrix element. The situation is illustrated in Fig. 37.6.

The wave functions are given by

$$
\begin{align*}
\Psi_{\frac{1}{2} \frac{1}{2}}^{N} & =\frac{1}{\sqrt{2}}\left[\Phi_{\frac{1}{2} \frac{1}{2}}^{\lambda} \Xi_{\frac{1}{2} \frac{1}{2}}^{\lambda}+\Phi_{\frac{11}{2} \frac{1}{2}}^{\rho} \Xi_{\frac{1}{2} \frac{1}{2}}^{\rho}\right]  \tag{37.67}\\
\Psi_{\frac{1}{2} \frac{1}{2}} & =\Phi_{\frac{3}{2} \frac{1}{2}} \Xi_{\frac{3}{2} \frac{1}{2}}
\end{align*}
$$



Fig. 37.6. Transition magnetic dipole moment in the M.I.T. bag model.
The subscripts on the left are $\left(m_{t}, m_{j}\right)$ and those of the right $\left(T m_{t}, J m_{j}\right)$; in detail, these wave functions are

$$
\begin{equation*}
\Phi_{\frac{3}{2} \frac{1}{2}}=\frac{1}{\sqrt{3}}\left[\phi_{-\frac{1}{2}}(1) \phi_{\frac{1}{2}}(2) \phi_{\frac{1}{2}}(3)+\phi_{\frac{1}{2}}(1) \phi_{-\frac{1}{2}}(2) \phi_{\frac{1}{2}}(3)+\phi_{\frac{1}{2}}(1) \phi_{\frac{1}{2}}(2) \phi_{-\frac{1}{2}}(3)\right] \tag{37.68}
\end{equation*}
$$

A similar expression holds for $\Xi_{\frac{3}{2} \frac{1}{2}}$. The transition magnetic dipole moment is now given by

$$
\begin{equation*}
\mu^{*}=\left\langle\Psi_{\frac{1}{2} \frac{1}{2}}^{\Delta}\right| \sum_{i=1}^{3} \mu(i) \frac{1}{2} \tau_{3}(i) e_{p}\left|\Psi_{\frac{1}{2} \frac{1}{2}}^{N}\right\rangle=\frac{3}{2} e_{p}\left\langle\Psi_{\frac{1}{2} \frac{1}{2}}^{\Delta}\right| \mu(3) \tau_{3}(3)\left|\Psi_{\frac{1}{2} \frac{1}{2}}^{N}\right\rangle \tag{37.69}
\end{equation*}
$$

Here it has been observed that only the isovector part of the magnetic dipole operator can contribute to the transition and the total symmetry of the states has been used. It now follows from Eqs. (37.68), (37.45), and (37.46) that

$$
\begin{align*}
\left\langle\Phi_{\frac{3}{2} \frac{1}{2}}\right| \tau_{3}(3)\left|\Phi_{\frac{1}{2} \frac{1}{2}}^{\rho}\right\rangle & =0  \tag{37.70}\\
\left\langle\Phi_{\frac{3}{2} \frac{1}{2}}\right| \tau_{3}(3)\left|\Phi_{\frac{1}{2} \frac{1}{2}}^{\lambda}\right\rangle & =\frac{1}{\sqrt{18}}\left[2\left\langle-\frac{1}{2}\right| \tau_{3}\left|-\frac{1}{2}\right\rangle-2\left\langle\frac{1}{2}\right| \tau_{3}\left|\frac{1}{2}\right\rangle\right]=-\frac{4}{\sqrt{18}} \\
\left\langle\Xi_{\frac{3}{2} \frac{1}{2}}\right| \mu(3)\left|\Xi_{\frac{1}{2} \frac{1}{2}}^{\lambda}\right\rangle & =\frac{1}{\sqrt{18}}\left[2\left\langle-\frac{1}{2}\right| \mu\left|-\frac{1}{2}\right\rangle-2\left\langle\frac{1}{2}\right| \mu\left|\frac{1}{2}\right\rangle\right]=-\frac{4}{\sqrt{18}}\left\langle\frac{1}{2}\right| \mu\left|\frac{1}{2}\right\rangle
\end{align*}
$$

Use of Eqs. (37.64) and (37.65) allows the final result for $\mu^{*}$ to be expressed in terms of the ground-state magnetic moment of the proton

$$
\begin{equation*}
\mu^{*}=\frac{3}{2} \frac{1}{\sqrt{2}} \frac{16}{18} \mu_{p}=\frac{4}{3 \sqrt{2}} \mu_{p} \tag{37.71}
\end{equation*}
$$

This is the matrix element for $\left(m_{j}, m_{t}\right)=\left(\frac{1}{2} \frac{1}{2}\right) \rightarrow\left(\frac{1}{2} \frac{1}{2}\right)$; other components follow from the Wigner-Eckart theorem. This result agrees to about $30 \%$ with experimental observations of the transition magnetic dipole matrix element obtained from electroproduction of the first nucleon resonance [Ka83].

### 37.5 Axial-vector current

The matrix $i \gamma \gamma_{5}$ governs the spatial part of the axial-vector current in the weak interactions (Part 4); it is given by

$$
i \gamma \gamma_{5}=\left(\begin{array}{cc}
0 & \sigma  \tag{37.72}\\
-\sigma & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{cc}
-\boldsymbol{\sigma} & 0 \\
0 & \sigma
\end{array}\right)
$$

Taken between fields this matrix gives

$$
\begin{align*}
\bar{\psi} i \gamma \gamma_{5} \psi & =\psi^{\dagger}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\left(\begin{array}{cc}
-\boldsymbol{\sigma} & 0 \\
0 & \boldsymbol{\sigma}
\end{array}\right) \psi=-\psi^{\dagger}\left(\begin{array}{cc}
\boldsymbol{\sigma} & 0 \\
0 & \boldsymbol{\sigma}
\end{array}\right) \psi \\
& =-\psi^{\dagger} \boldsymbol{\sigma} \psi \tag{37.73}
\end{align*}
$$

This is just the spin operator, whose nonrelativistic limit is

$$
\begin{equation*}
-\chi_{m_{s}}^{\dagger} \sigma \chi_{m_{s}} \equiv-\langle\sigma\rangle \tag{37.74}
\end{equation*}
$$

Substitution of the ground-state (lowest positive energy) wave function $\psi_{1 s_{1 / 2} m_{j}}$ for a massless Dirac particle in a spherical cavity in Eqs. (37.25) and (37.29) gives the following expression for this matrix element

$$
\begin{align*}
& \bar{\psi}_{\frac{1}{2}} i \gamma_{z} \gamma_{5} \psi_{\frac{1}{2}}= \\
& -\frac{1}{2(x-1) \sin ^{2} x} \int_{0}^{x} \rho^{2} d \rho\left[j_{0}^{2}(\rho) \chi_{\frac{1}{2}}^{\dagger} \sigma_{z} \chi_{\frac{1}{2}}+j_{1}^{2}(\rho)\right. \\
& \quad \times \underbrace{\int d \Omega \sum_{m_{l} m_{s}}\left\langle 1 m_{l} \frac{1}{2} m_{s} \left\lvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right.\right\rangle Y_{1 m_{l}}^{*} \chi_{m_{s}}^{\dagger} \sigma_{z} \sum_{m_{l}^{\prime} m_{s}^{\prime}}\left\langle\left. 1 m_{l}^{\prime} \frac{1}{2} m_{s}^{\prime} \right\rvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right\rangle Y_{1 m_{l}^{\prime}} \chi_{m_{s}^{\prime}}}] \\
& \quad=\left\langle 10 \frac{1}{2} \frac{1}{2} \left\lvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right.\right\rangle^{2}-\left\langle 11 \frac{1}{2}-\frac{1}{2} \left\lvert\, 1 \frac{1}{2} \frac{1}{2} \frac{1}{2}\right.\right\rangle^{2}=\frac{1}{3}-\frac{2}{3}=-\frac{1}{3} \tag{37.75}
\end{align*}
$$

Hence the matrix element is

$$
\begin{equation*}
\bar{\psi}_{\frac{1}{2}} i \gamma_{z} \gamma_{5} \psi_{\frac{1}{2}}=-\frac{1}{2(x-1) \sin ^{2} x} \int_{0}^{x} \rho^{2}\left[j_{0}^{2}(\rho)-\frac{1}{3} j_{1}^{2}(\rho)\right] d \rho \tag{37.76}
\end{equation*}
$$

The remaining integral is $\tilde{I}=(2 x / 3) \sin ^{2} x$ (Prob. 37.1). Hence

$$
\begin{align*}
\bar{\psi}_{\frac{1}{2}} i \gamma_{z} \gamma_{5} \psi_{\frac{1}{2}} & =-\frac{x}{3(x-1)}=-0.65 \\
\left\langle\sigma_{z}\right\rangle & =0.65 \tag{37.77}
\end{align*}
$$

This result exhibits the reduction of the expectation value of the spin of a single massless Dirac particle in the ground state in a scalar bubble. Of course for a composite nucleon, one must still take the expectation value using the three quark wave functions developed above. These results play an important role in the theory of the weak interactions, to which we will return in Part 4 of this book.

### 37.6 Large $N_{C}$ limit of QCD

Let us again summarize some of the general properties of QCD: Color is confined to the interior of hadrons. Lattice gauge theory calculations indicate that this is a dynamic property of QCD arising from the strong, nonlinear gluon interactions. The theory is asymptotically free; one can do perturbation theory at high momenta or short distances. In addition, the theory exhibits spontaneously broken chiral symmetry; we recall what this means.

Consider the nuclear domain where the quark field reduces to

$$
\begin{equation*}
\psi \doteq\binom{u}{d} \quad ; \text { nuclear domain } \tag{37.78}
\end{equation*}
$$

Assume these quarks are massless. ${ }^{11}$ The QCD lagrangian $\mathcal{L}_{\mathrm{QCD}}$ is then invariant under the global chiral transformation

$$
\begin{equation*}
\psi \rightarrow \exp \left\{\frac{i}{2} \gamma_{5} \tau \cdot \omega\right\} \psi \tag{37.79}
\end{equation*}
$$

As we have seen, this chiral invariance shows up in nature through

- The partially conserved axial vector current (PCAC);
- The decoupling of pions as $q_{\lambda} \rightarrow 0$ (soft-pion theorems).

Chiral symmetry appears to be exact in the limit as the pion mass goes to zero ( $\mu=m_{\pi} \rightarrow 0$ ). This symmetry is the underlying basis for the $\sigma$-model discussed in chapter 22 . The generation of the mass of the physical hadrons appears to arise from the spontaneous breaking of this chiral symmetry, as illustrated in the $\sigma$-model and discussed in detail in chapter 24.

Another interesting property of QCD is its behavior in the limit of very many colors. Although the physical world is evidently described by the Yang-Mills nonabelian gauge theory QCD with three colors ( $N_{\mathrm{C}}=3$ ), the properties of QCD simplify in the limit $N_{\mathrm{C}} \rightarrow \infty$. We proceed to discuss some features of this model limit of the theory. The arguments are due to 't Hooft ['t74, 't75]; see also Witten [Wi79]. ${ }^{12}$ The basic Yukawa coupling of quarks to gluons (chapters 19 and 27) is illustrated in Fig. 37.7. Gluons have the color properties of the ( $q \bar{q}$ ) system (excluding the singlet). Color is then conserved along the connected lines in Fig. 37.7;

[^139]${ }^{12}$ There is a nice discussion of this topic in [Bh88].
it flows from the quark lines through the gluon lines, which effectively carry two colors. ${ }^{13}$


Fig. 37.7. Basic Yukawa coupling of quarks to gluons in QCD.

The following assumed dependence of the coupling constant on the number of colors $N_{\mathrm{C}}$ leads to a theory which is finite in the limit $N_{\mathrm{C}} \rightarrow \infty$

$$
\begin{equation*}
g \propto \frac{1}{\sqrt{N_{\mathrm{C}}}} \tag{37.80}
\end{equation*}
$$


no Free color indices


glvon loops
one free color index


$$
g^{2} N_{c}=O(1)
$$

planar gluon loops
two free color indices


$$
s^{4} N_{c}^{2}=O(1)
$$

Fig. 37.8. A few elementary processes, the free color indices, and the inferred dependence on $N_{\mathrm{C}}$.

Loops in QCD can now be analyzed according to the number of free color indices which they contain, that is, over which one independently sums in the loop. Each free sum gives rise to one power of $N_{\mathrm{C}}$. A few elementary processes, the free color indices, and the inferred dependence on $N_{\mathrm{C}}$ are illustrated in Fig. 37.8. The results from this figure are

- The quark loop is proportional to $g^{2}=O\left(1 / N_{\mathrm{C}}\right)$.
- The gluon loop is proportional to $g^{2} N_{\mathrm{C}}=O(1)$.
- The planar gluon loop is proportional to $g^{4} N_{\mathrm{C}}^{2}=O(1)$.

[^140]We leave it to the dedicated reader to extend the analysis. It is claimed in ['t74, 't75, Bh88], for example, that the nonplanar gluon loops are of $O\left(1 / N_{\mathrm{C}}^{2}\right)$.


Fig. 37.9. (a) Baryon-baryon interaction through quark and gluon exchange; (b) baryon-meson interaction; (c) meson-meson interaction.

One can quite readily see the following:
(1) The baryon mass is of $O\left(N_{\mathrm{C}}\right)$. This follows since one requires $N_{\mathrm{C}}$ quarks to make a color-singlet state, ${ }^{14}$
(2) Mesons are formed from ( $q \bar{q}$ ) singlets; the meson mass is thus of $O(1)$;
(3) Baryon-baryon interactions can take place, for example, through quark and gluon exchange as illustrated in Fig. 37.9a. Since one has $N_{\mathrm{C}}$ quarks to choose from in each baryon, the baryon-baryon interaction illustrated here is of $O\left(g^{2} N_{\mathrm{C}}^{2}\right)$, which is $O\left(N_{\mathrm{C}}\right)$;
(4) In classifying meson interactions we first note that the normalized colorsinglet state vector for mesons is of the form

$$
\begin{equation*}
|q \bar{q}\rangle_{\mathrm{C}}=\frac{1}{\sqrt{N_{\mathrm{C}}}}[|\bar{R} R\rangle+|\bar{G} G\rangle+|\bar{B} B\rangle+\cdots] \tag{37.81}
\end{equation*}
$$

There are $N_{\mathrm{C}}$ terms in the sum. The process of meson creation is illustrated in Fig. 37.9b. Since there are $N_{\mathrm{C}}$ quarks to choose from in the baryon, and since one picks up a factor $N_{\mathrm{C}} / \sqrt{N_{\mathrm{C}}}$ from the color part of the meson wave function, the meson-baryon interaction is of $O\left(g^{2} N_{\mathrm{C}} \sqrt{N_{\mathrm{C}}}\right)$, which is of $O\left(\sqrt{N_{\mathrm{C}}}\right)$;
(5) Meson-meson interactions can take place through formation of an intermediate gluon as illustrated in Fig. 37.9c. The amplitude involves the initial and final wave function for each meson; there are then $N_{\mathrm{C}}$ colors to choose from for each meson. Hence the amplitude for the meson-meson interaction is of $O\left(g^{2}\left(1 / N_{\mathrm{C}}^{2}\right) N_{\mathrm{C}}^{2}\right)$, which is of $O\left(1 / N_{\mathrm{C}}\right)$.
${ }^{14}$ Since all the $N_{\mathrm{C}}$ quarks have the same spatial wave function in the color-singlet ground state, the mean square radius of the baryon will be $\left\langle r^{2}\right\rangle=\left(1 / N_{\mathrm{C}}\right) \sum_{i=1}^{N_{\mathrm{C}}}\left\langle r^{2}\right\rangle_{i}=\left\langle r^{2}\right\rangle_{i}$. Thus the baryon size is of $O(1)$.

Summary. In summary the classification of various quantities in the limit $N_{\mathrm{C}} \rightarrow$ $\infty$ from 't Hooft is as follows ['t74, 't75, Bh88]:

- Only planar gluon loops remain;
- Mesons are stable and noninteracting;
- Baryons are infinitely heavy and interact strongly with mesons and with each other.

And as extended by Witten [Wi79, Bh88], in this limit:

- QCD becomes the theory of weakly coupled mesons in the meson sector;
- Baryons are soliton solutions to the nonlinear meson field equations ${ }^{15}$ with the mass of the baryon $M_{\mathrm{B}} \propto 1 / g^{2}$. ${ }^{16}$

These results of the large color limit provide a theoretical basis for saying that hadrons are the effective low-energy degrees of freedom for QCD, and hence for the analysis in Part 2 of this book.

QCD-inspired models of hadrons underly a substantial amount of research in nuclear and hadronic physics, and it is impossible to review all of that material here. Fortunately, [Bh88] provides an excellent background summary (see also [Wa95]), and the latest results can always be found in the proceedings of ongoing conference series such as [Ba03].

We proceed instead to a discussion of the experimental probe that provided the first dynamical evidence for a point-like substructure of the nucleon - deep inelastic electron scattering.

[^141]
## Chapter 38

## Deep-inelastic scattering

In the next two chapters we discuss deep-inelastic electron scattering, where both the four-momentum transfer $q^{2}$ and energy transfer $\nu=q \cdot p / m$ become very large. It is through these experiments, initially carried out at the Stanford Linear Accelerator Center (SLAC), that the first dynamic evidence for a point-like substructure of hadrons was obtained [Bj69, Fr72a]. The structure functions exhibit this point-like substructure through Bjorken scaling, which implies $F_{i}\left(q^{2}, \nu\right) \rightarrow F_{i}\left(q^{2} / \nu\right)$ as $q^{2} \rightarrow$ $\infty$ and $\nu \rightarrow \infty$ at fixed $q^{2} / \nu$. In this section we present some general considerations on electron scattering [Qu83, Wa01], summarize the deep-inelastic results [Bj69, Fr72a, Qu83, Wa01], and introduce the quark-parton model through which the deep inelastic scaling can be understood [Fe69, Bj69a, Ha84, Ai89, Ma90]. QCD then allows a calculation of the corrections to scaling and the evolution equations for doing this are developed in the next chapter. Finally, the change of the structure functions in nuclei gives direct evidence for the modification of quark properties in the nuclear medium (EMC effect) [Au83].

### 38.1 General analysis

The kinematics for electron scattering employed in these two chapters are shown in Fig. 38.1. Here the four-momentum transfer is defined by ${ }^{1}$

$$
\begin{align*}
q & =k_{2}-k_{1}=p-p^{\prime} \\
q^{2} & =4 \varepsilon_{1} \varepsilon_{2} \sin ^{2} \frac{\theta}{2} \tag{38.1}
\end{align*}
$$

We further define

$$
\begin{align*}
\nu & \equiv \frac{q \cdot p}{m}=\varepsilon_{1}-\varepsilon_{2} \\
x & \equiv \frac{q^{2}}{2 m \nu} \tag{38.2}
\end{align*}
$$

${ }^{1}$ Massless electrons are assumed throughout this discussion.

These are the energy loss in the lab frame and Bjorken scaling variable, respectively.


Fig. 38.1. Kinematics in electron scattering; momenta are four-vectors.

The S-matrix for the process in Fig. 38.1 is given by

$$
\begin{equation*}
S_{\mathrm{fi}}=-\frac{(2 \pi)^{4}}{\Omega} \delta^{(4)}\left(k_{1}+p-k_{2}-p^{\prime}\right) e e_{p} \bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right) \frac{1}{q^{2}}\left\langle p^{\prime}\right| J_{\mu}(0)|p\rangle \tag{38.3}
\end{equation*}
$$

Here $J_{\mu}(x)$ is the local electromagnetic current operator for the target system. With box normalization, ${ }^{2}$ momentum conservation is actually expressed through the relation

$$
\begin{equation*}
\frac{(2 \pi)^{3}}{\Omega} \delta^{(3)}\left(\mathbf{k}_{1}+\mathbf{p}-\mathbf{k}_{2}-\mathbf{p}^{\prime}\right) \doteq \delta_{\mathbf{k}_{1}+\mathbf{p}, \mathbf{k}_{2}+\mathbf{p}^{\prime}} \tag{38.4}
\end{equation*}
$$

The incident flux in any frame where $\mathbf{k}_{1} \| \mathbf{p}$ is given by

$$
\begin{equation*}
I_{0}=\frac{1}{\Omega} \frac{\sqrt{\left(k_{1} \cdot p\right)^{2}}}{\varepsilon_{1} E_{p}} \tag{38.5}
\end{equation*}
$$

Then for a one-body nuclear final state

$$
\begin{align*}
S_{\mathrm{fi}} & \equiv-2 \pi i \delta\left(\varepsilon_{1}+E_{p}-\varepsilon_{2}-E_{p^{\prime}}\right) \delta_{\mathbf{k}_{1}+\mathbf{p}, \mathbf{k}_{2}+\mathrm{p}^{\prime}} \bar{T}_{\mathrm{fi}} \\
d \sigma_{\mathrm{fi}} & =2 \pi\left|\bar{T}_{\mathrm{fi}}\right|^{2} \delta\left(W_{f}-W_{i}\right) \frac{\Omega d^{3} k_{2}}{(2 \pi)^{3}}\left[\frac{1}{\Omega} \frac{\sqrt{\left(k_{1} \cdot p\right)^{2}}}{\varepsilon_{1} E_{p}}\right]^{-1} \tag{38.6}
\end{align*}
$$

Here $W_{f}=\varepsilon_{2}+E_{p^{\prime}}$ and $W_{i}=\varepsilon_{1}+E_{p}$ are the total initial and final energies, respectively. It follows that the differential cross section in any frame where $\mathbf{k}_{1} \| \mathbf{p}$ is given in Lorentz invariant form by (Prob. 38.1)

$$
\begin{equation*}
d \sigma=\frac{4 \alpha^{2}}{q^{4}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \frac{1}{\sqrt{\left(k_{1} \cdot p\right)^{2}}} \eta_{\mu \nu} W_{\mu \nu} \tag{38.7}
\end{equation*}
$$

[^142]In this expression the lepton and hadron tensors for unpolarized electrons and targets, generalized to include arbitrary nuclear final states, are defined by

$$
\begin{align*}
\eta_{\mu \nu} & =-2 \varepsilon_{1} \varepsilon_{2} \frac{1}{2} \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \gamma_{\nu} u\left(k_{2}\right) \bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right) \\
W_{\mu \nu} & =(2 \pi)^{3} \Omega \overline{\sum_{i}} \sum_{f} \delta^{(4)}\left(q+p^{\prime}-p\right)\langle p| J_{\nu}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\mu}(0)|p\rangle E_{p} \tag{38.8}
\end{align*}
$$

The lepton tensor can be evaluated directly (recall the mass of the electron is neglected)

$$
\begin{align*}
\eta_{\mu \nu} & =-2 \varepsilon_{1} \varepsilon_{2} \frac{1}{2} \operatorname{tr} \frac{\left(-i k_{1 \lambda} \gamma_{\lambda}\right)}{2 \varepsilon_{1}} \gamma_{\nu} \frac{\left(-i k_{2 \rho} \gamma_{\rho}\right)}{2 \varepsilon_{2}} \gamma_{\mu} \\
& =k_{1 \mu} k_{2 \nu}+k_{1 \nu} k_{2 \mu}-\left(k_{1} \cdot k_{2}\right) \delta_{\mu \nu} \tag{38.9}
\end{align*}
$$

It follows from the definition in Eq. (38.8) that the lepton current is conserved

$$
\begin{equation*}
q_{\mu} \eta_{\mu \nu}=\eta_{\mu \nu} q_{\nu}=0 \tag{38.10}
\end{equation*}
$$

The hadron tensor depends on just the two four-vectors ( $q, p$ ) and is also conserved; its general form is (Prob. 38.2)

$$
\begin{align*}
W_{\mu \nu}= & W_{1}\left(q^{2}, q \cdot p\right)\left(\delta_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \\
& +W_{2}\left(q^{2}, q \cdot p\right) \frac{1}{m^{2}}\left(p_{\mu}-\frac{q \cdot p}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{q \cdot p}{q^{2}} q_{\nu}\right) \tag{38.11}
\end{align*}
$$

The Heisenberg equations of motion are as follows:

$$
\begin{equation*}
\hat{O}(x)=e^{-i \hat{P} \cdot x} \hat{O}(0) e^{i \hat{P} \cdot x} \tag{38.12}
\end{equation*}
$$

They can be used to exhibit the space-time dependence of a matrix element taken between eigenstates of four-momentum

$$
\begin{align*}
W_{\mu \nu} & =\frac{1}{2 \pi}(\Omega E) \overline{\sum_{i}} \sum_{f} \int e^{i q \cdot z} d^{4} z\langle p| J_{\nu}(z)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\mu}(0)|p\rangle \\
& =\frac{1}{2 \pi}(\Omega E) \overline{\sum_{i}} \int e^{i q \cdot z} d^{4} z\langle p| J_{\nu}(z) J_{\mu}(0)|p\rangle \tag{38.13}
\end{align*}
$$

Completeness of the final set of hadronic states has been used to obtain the second line. Consider the matrix elements of the operators in the opposite order

$$
\begin{equation*}
\int e^{i q \cdot z} d^{4} z\langle p| J_{\mu}(0) J_{\nu}(z)|p\rangle \propto \sum_{f}(2 \pi)^{4} \delta^{(4)}\left(p+q-p^{\prime}\right)\langle p| J_{\mu}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\nu}(0)|p\rangle \tag{38.14}
\end{equation*}
$$

Here the kinematics are illustrated in Fig. 38.2

$$
\begin{align*}
p+q & =p^{\prime} \\
q_{0} & =\varepsilon_{2}-\varepsilon_{1}<0 \tag{38.15}
\end{align*}
$$

One cannot reach a physical state under these kinematic conditions since the nucleon is stable; thus the expression in Eq. (38.14) vanishes.


Fig. 38.2. Kinematics for crossed term.
One can subtract this vanishing term in Eq. (38.13) and write $W_{\mu \nu}$ as the Fourier transform of the commutator of the current density at two displaced space-time points

$$
\begin{equation*}
W_{\mu \nu}=\frac{1}{2 \pi}(\Omega E) \overline{\sum_{i}} \int e^{i q \cdot z} d^{4} z\langle p|\left[J_{\nu}(z), J_{\mu}(0)\right]|p\rangle \tag{38.16}
\end{equation*}
$$

Introduce states with covariant norm ${ }^{3}$

$$
\begin{equation*}
\mid p) \equiv \sqrt{2 E \Omega}|p\rangle \tag{38.17}
\end{equation*}
$$

Equation (38.13) can then be rewritten

$$
\begin{equation*}
-\pi W_{\mu \nu} \equiv t_{\mu \nu}=-\frac{1}{4} \sum_{i} \int e^{i q \cdot z} d^{4} z\left(p\left|\left[J_{\nu}(z), J_{\mu}(0)\right]\right| p\right) \tag{38.18}
\end{equation*}
$$

This expression is evidently covariant; it forms the absorptive part of the amplitude for forward, virtual Compton scattering.

A combination of Eqs. (38.7), (38.9), and (38.11) yields the general form of the laboratory cross section for the scattering of unpolarized (massless) electrons from an arbitrary, unpolarized hadronic target (Prob. 38.3)

$$
\begin{align*}
\frac{d^{2} \sigma}{d \Omega_{2} d \varepsilon_{2}} & =\sigma_{M} \frac{1}{m}\left[W_{2}\left(\nu, q^{2}\right)+2 W_{1}\left(\nu, q^{2}\right) \tan ^{2} \frac{\theta}{2}\right] \\
\sigma_{\mathrm{M}} & =\frac{\alpha^{2} \cos ^{2} \theta / 2}{4 \varepsilon_{1}^{2} \sin ^{4} \theta / 2} \tag{38.19}
\end{align*}
$$

Here $\sigma_{\mathrm{M}}$ is the Mott cross section.
${ }^{3}$ The norm of these states is $\left(\vec{p} \mid \vec{p}^{\prime}\right)=2 E(2 \pi)^{3} \delta^{(3)}\left(\vec{p}-\vec{p}^{\prime}\right)$; this is Lorentz invariant.


Fig. 38.3. Visual fits to spectra showing the scattering of electrons from hydrogen at $\theta=10^{\circ}$ for primary energies 4.88 to 17.65 GeV . The elastic peaks have been subtracted and radiative corrections applied. The cross sections are expressed in nanobarns/GeV/steradian. From [Fr72a].

### 38.2 Bjorken scaling

A qualitative overview of the SLAC data on deep-inelastic electron scattering from the proton is shown in Fig. 38.3 from [Fr72a].

On the basis of his analysis of various sum rules, Bjorken predicted, before the experiments, the following behavior of the structure functions in the deep inelastic regime $[\mathrm{Bj} 69]$

$$
\begin{align*}
\frac{\nu}{m} W_{2}\left(\nu, q^{2}\right) & \rightarrow F_{2}(x) \\
2 W_{1}\left(\nu, q^{2}\right) & \rightarrow F_{1}(x) \tag{38.20}
\end{align*} \quad ; q^{2} \rightarrow \infty, \quad \nu \rightarrow \infty
$$

Here the scaling variable is defined by

$$
\begin{equation*}
x \equiv \frac{q^{2}}{2 m \nu} \equiv \frac{1}{\omega} \tag{38.21}
\end{equation*}
$$

These relations imply that the structure functions do not depend individually on ( $\nu, q^{2}$ ) but only on their ratio. The scaling behavior of the SLAC data is shown in Figs. 38.4 and 38.5 . The first of these figures illustrates the independence from $q^{2}$ at fixed $\omega=1 / x$; the second shows the extracted structure functions $F_{1,2}(x) .{ }^{45}$


Fig. 38.4. $\nu W_{2}$ for the proton as a function of $q^{2}$ and total C-M energy of the proton and virtual photon $W=\left[-(p-q)^{2}\right]^{1 / 2}>2 \mathrm{GeV}$ at $\omega=1 / x=4$. From [Fr72a].
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Fig. 38.5. Structure functions $2 m W_{1}$ and $\nu W_{2}$ for the proton vs $\omega$ for C-M energy $W>2.6 \mathrm{GeV}$ and $q^{2}>1(\mathrm{GeV} / \mathrm{c})^{2}$, and using $\mathrm{R}=0.18$. From [Fr72a].

### 38.3 Quark-parton model

The quark-parton model was developed by Feynman and Bjorken and Paschos to provide a framework for understanding the deep-inelastic scattering results [Fe69, $\mathrm{Bj} 69 \mathrm{a}]$. The basic idea is as follows:
(1) The calculation of the structure functions is Lorentz invariant. Go to the C-M frame of the proton and incident electron with $\mathbf{p}=-\mathbf{k}_{1}$. Now let the proton move very fast with $|\mathbf{p}| \rightarrow \infty$. This forms the infinite-momentum frame; it is illustrated in Fig. 38.6;



Fig. 38.6. Situation in frame where the proton is moving very rapidly with momentum $\mathbf{p}=-\mathbf{k}_{1}$ (the infinite-momentum frame).
(2) The proper motion of the parton constituents of the hadron (proton) is slowed down by time dilation in this frame;
(3) The partons are effectively frozen during the scattering process;
(4) The interaction between the partons is then not important;
(5) The electrons scatter incoherently from the constituents;
(6) The electrons scatter from the constituents as if they are point-like;
(7) The parton constituents are quarks (charged) and gluons (neutral);
(8) In the limit $q^{2} \rightarrow \infty, \nu \rightarrow \infty$, the masses of the constituents can be neglected. ${ }^{6}$

The remainder of this section is based on [Ma90] (see also [Ha84, Ai89]). The calculation of the cross section is Lorentz invariant, and can be performed in any Lorentz frame, in particular in any frame where $\mathbf{p} \| \mathbf{k}_{1}$. Go to the infinite-momentum frame. The scattering situation is then illustrated in Fig. 38.7. In this frame the $i$ th parton carries the incident four-momentum

$$
\begin{equation*}
p_{\mathrm{inc}}=\eta_{i} p \tag{38.22}
\end{equation*}
$$

Here $\eta_{i}$ is the fraction of the four-momentum $p$ of the proton carried by the $i$ th parton. Evidently

$$
\begin{equation*}
0 \leq \eta_{i} \leq 1 \tag{38.23}
\end{equation*}
$$

The incident hadron is now just a collection of independent partons. The electron proceeds to scatter from one of the point-like charged partons. We do not worry
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Fig. 38.7. Scattering in impulse approximation in the quark-parton model in the infinite-momentum frame.
here about how the parton eventually gets converted into hadrons in the final state (hadronization). Only the quarks are charged with charges

$$
\begin{equation*}
q_{i} \equiv Q_{i} e_{p} \tag{38.24}
\end{equation*}
$$

Now
Let $f_{i}\left(\eta_{i}\right) d \eta_{i}$ be the number of quarks of type $i$ with four-momentum between $\eta_{i} p$ and $\left(\eta_{i}+d \eta_{i}\right) p$.

The total four-momentum of the proton is then evidently given by

$$
\begin{align*}
p & =p_{\text {gluons }}+p_{\text {quarks }} \\
p & =\zeta_{g} p+\sum_{i=1}^{N} \int_{0}^{1}\left(\eta_{i} p\right) f_{i}\left(\eta_{i}\right) d \eta_{i} \tag{38.25}
\end{align*}
$$

Here $\zeta_{g}$ is the fraction of the total four-momentum of the proton carried by all the gluons, and $\sum_{i=1}^{N}$ is a sum over all types of quarks.

Cancellation of an overall factor of the four-momentum $p$ from the last of Eqs. (38.25) gives

$$
\begin{equation*}
1=\zeta_{g}+\sum_{i=1}^{N} \int_{0}^{1} \eta_{i} f_{i}\left(\eta_{i}\right) d \eta_{i} \tag{38.26}
\end{equation*}
$$

Introduce a dummy variable $x$; this momentum sum rule can then be written

$$
\begin{align*}
1 & =\zeta_{g}+\sum_{i=1}^{N} \zeta_{i} \\
\zeta_{i} & \equiv \int_{0}^{1} x f_{i}(x) d x \tag{38.27}
\end{align*}
$$

Now calculate the process in Fig. 38.7 using the analysis of inelastic electron scattering presented at the beginning of this section. With the assumption of scat-
tering from point-like Dirac quarks, the S-matrix is given by

$$
\begin{align*}
S_{\mathrm{fi}}^{(i)} & =\frac{-i(2 \pi)^{4} e e_{p} Q_{i}}{\Omega^{2} q^{2}} \delta^{(4)}\left(p^{\prime}+q-\eta_{i} p\right) \bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right) \bar{u}\left(p^{\prime}\right) \gamma_{\mu} u\left(\eta_{i} p\right) \\
& \equiv-\frac{(2 \pi)^{4} i}{\Omega} \delta^{(4)}\left(p^{\prime}+q-\eta_{i} p\right) \bar{T}_{\mathrm{fi}}^{(i)} \tag{38.28}
\end{align*}
$$

The incident flux is given by

$$
\begin{equation*}
I_{0}=\frac{1}{\Omega} \frac{\sqrt{\left[k_{1} \cdot\left(\eta_{i} p\right)\right]^{2}}}{\varepsilon_{1}\left(\eta_{i} E_{p}\right)}=\frac{1}{\Omega} \frac{\sqrt{\left(k_{1} \cdot p\right)^{2}}}{\varepsilon_{1} E_{p}} \tag{38.29}
\end{equation*}
$$

The cross section for inelastic electron scattering from the $i$ th point-like quark, in the $|\mathbf{p}| \rightarrow \infty$ frame, in the impulse approximation follows as

$$
\begin{align*}
d \sigma^{(i)} & =2 \pi\left|\bar{T}_{\mathrm{fi}}^{(i)}\right|^{2} \delta\left(W_{f}-W_{i}\right) \frac{\Omega d^{3} k_{2}}{(2 \pi)^{3}} \frac{1}{I_{0}} \\
& =\frac{4 \alpha^{2}}{q^{4}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \frac{1}{\sqrt{\left(k_{1} \cdot p\right)^{2}}} \eta_{\mu \nu} W_{\mu \nu}^{(i)} \tag{38.30}
\end{align*}
$$

Here the response tensor for scattering from the $i$ th quark is defined by

$$
\begin{align*}
W_{\mu \nu}^{(i)}= & -Q_{i}^{2} E_{p} \sum_{\mathbf{p}^{\prime}} \frac{1}{2} \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(p^{\prime}\right) \gamma_{\mu} u\left(\eta_{i} p\right) \bar{u}\left(\eta_{i} p\right) \gamma_{\nu} u\left(p^{\prime}\right) \\
& \times \delta_{\mathbf{p}^{\prime}, \eta_{i} \mathbf{P}-\mathbf{q}} \delta\left(p_{0}^{\prime}-\eta_{i} p_{0}+q_{0}\right) \tag{38.31}
\end{align*}
$$

With the use of momentum conservation and the neglect of the masses of the participants, the energy-conserving delta function can be manipulated in the following manner

$$
\begin{align*}
\delta\left(p_{0}^{\prime}-\eta_{i} p_{0}+q_{0}\right) & =2 p_{0}^{\prime} \delta\left[p_{0}^{\prime 2}-\left(\eta_{i} p_{0}-q_{0}\right)^{2}\right] \\
& =2 p_{0}^{\prime} \delta\left[p^{\prime 2}-\left(\eta_{i} p-q\right)^{2}\right] \\
& \approx 2 p_{0}^{\prime} \delta\left(2 \eta_{i} p \cdot q-q^{2}\right) \\
& =\frac{2 p_{0}^{\prime}}{2 p \cdot q} \delta\left(\eta_{i}-x\right) \tag{38.32}
\end{align*}
$$

Here $x \equiv q^{2} / 2 m \nu$ is the scaling variable introduced in Eq. (38.21). Hence

$$
\begin{equation*}
\delta\left(p_{0}^{\prime}-\eta_{i} p_{0}+q_{0}\right)=\frac{2 E_{p^{\prime}}}{2 m \nu} \delta\left(\eta_{i}-x\right) \tag{38.33}
\end{equation*}
$$

The required traces are the same as those evaluated in $\eta_{\mu \nu}$ at the beginning of this section, except that the initial momentum is $\eta_{i} p$. Thus

$$
\begin{align*}
W_{\mu \nu}^{(i)}= & Q_{i}^{2} E_{p} \frac{2 E_{p^{\prime}}}{2 m \nu} \delta\left(\eta_{i}-x\right) \frac{4}{2 E_{p^{\prime}} 2\left(\eta_{i} E_{p}\right)} \frac{1}{2} \times \\
& \left\{p_{\mu}^{\prime}\left(\eta_{i} p_{\nu}\right)+\left(\eta_{i} p_{\mu}\right) p_{\nu}^{\prime}-\left(\eta_{i} p \cdot p^{\prime}\right) \delta_{\mu \nu}\right\} \\
= & \frac{Q_{i}^{2}}{2 m \nu} \delta\left(\eta_{i}-x\right)\left\{p_{\mu}^{\prime} p_{\nu}+p_{\nu}^{\prime} p_{\mu}-\left(p \cdot p^{\prime}\right) \delta_{\mu \nu}\right\} \tag{38.34}
\end{align*}
$$

Now use

$$
\begin{align*}
p^{\prime} & =\eta_{i} p-q \\
q_{\mu} \eta_{\mu \nu} & =\eta_{\mu \nu} q_{\nu}=0 \tag{38.35}
\end{align*}
$$

Hence, again with the neglect of masses,

$$
\begin{equation*}
W_{\mu \nu}^{(i)} \doteq \frac{Q_{i}^{2}}{2} \delta\left(\eta_{i}-x\right)\left[\delta_{\mu \nu}+\frac{2 \eta_{i}}{m \nu} p_{\mu} p_{\nu}\right] \tag{38.36}
\end{equation*}
$$

The symbol $\doteq$ here indicates that the terms in $q_{\mu}$ and $q_{\nu}$ have been dropped because of Eq. (38.35).

An incoherent sum over all types of quarks now gives the response tensor for the composite nucleon

$$
\begin{equation*}
W_{\mu \nu}=\sum_{i=1}^{N} \int_{0}^{1} d \eta_{i} f_{i}\left(\eta_{i}\right) W_{\mu \nu}^{(i)} \tag{38.37}
\end{equation*}
$$

Substitution of Eq. (38.36) into Eq. (38.37) demonstrates that the response functions now explicitly exhibit Bjorken scaling and allows one to identify [see Eqs. (38.11), (38.20), and (38.21)]

$$
\begin{equation*}
F_{1}(x)=\sum_{i=1}^{N} Q_{i}^{2} f_{i}(x) \quad F_{2}(x)=\sum_{i=1}^{N} Q_{i}^{2} x f_{i}(x) \tag{38.38}
\end{equation*}
$$

Not only do these expressions explicitly exhibit scaling, but they also allow one to calculate the structure functions in terms of the charges of the various types of quarks and their momentum distributions and as defined just below Eq. (38.24).

Consider the nucleon to be made up of ( $u, d, s$ ) quarks, with charges listed in Table 38.1, and their antiparticles.

Table 38.1 Quark sector used in discussion of deep-inelastic electron scattering from the nucleon.

|  | u | d | s |
| :---: | :---: | :---: | :---: |
| $Q_{i}$ | $2 / 3$ | $-1 / 3$ | $-1 / 3$ |

It then follows from Eq. (38.38) that

$$
\begin{align*}
\frac{F_{2}^{p}(x)}{x}= & \left(\frac{2}{3}\right)^{2}\left[u^{p}(x)+\bar{u}^{p}(x)\right]+\left(\frac{1}{3}\right)^{2}\left[d^{p}(x)+\bar{d}^{p}(x)\right] \\
& +\left(\frac{1}{3}\right)^{2}\left[s^{p}(x)+\bar{s}^{p}(x)\right] \\
\frac{F_{2}^{n}(x)}{x}= & \left(\frac{2}{3}\right)^{2}\left[u^{n}(x)+\bar{u}^{n}(x)\right]+\left(\frac{1}{3}\right)^{2}\left[d^{n}(x)+\bar{d}^{n}(x)\right] \\
& +\left(\frac{1}{3}\right)^{2}\left[s^{n}(x)+\bar{s}^{n}(x)\right] \tag{38.39}
\end{align*}
$$

Here an obvious notation has been introduced for the momentum distributions $f_{i}(x)$ of the various quark types in the proton and neutron.

Strong isospin symmetry implies that the quark distributions should be invariant under the interchange ( $d \rightleftharpoons u$ ) and hence ( $p \rightleftharpoons n$ ). Thus one defines

$$
\begin{align*}
u^{p}(x) & =d^{n}(x) \equiv u(x) \\
d^{p}(x) & =u^{n}(x) \equiv d(x) \\
s^{p}(x) & =s^{n}(x) \equiv s(x) \tag{38.40}
\end{align*}
$$

The quark contributions can be divided into two types: those from valence quarks, from whom the quantum numbers of the nucleon are constructed; and those from sea quarks, present, for example, from ( $q \bar{q}$ ) pairs arising from strong vacuum polarization or mesons in the nucleon.

$$
\begin{align*}
u(x) & =u_{\mathrm{V}}(x)+u_{\mathrm{S}}(x) \\
d(x) & =d_{\mathrm{V}}(x)+d_{\mathrm{S}}(x) \\
s(x) & =s_{\mathrm{V}}(x)+s_{\mathrm{S}}(x) \tag{38.41}
\end{align*}
$$

Strong vacuum polarization should not distinguish greatly between the types of sea quarks; hence it shall be assumed for the purposes of the present arguments that the sea quark distributions are identical

$$
\begin{equation*}
S(x) \equiv u_{\mathrm{S}}=\bar{u}_{\mathrm{S}}=d_{\mathrm{S}}=\bar{d}_{\mathrm{S}}=s_{\mathrm{S}}=\bar{s}_{\mathrm{S}} \tag{38.42}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\frac{F_{2}^{p}}{x} & =\frac{4}{9} u_{\mathrm{V}}(x)+\frac{1}{9} d_{\mathrm{V}}(x)+\frac{4}{3} S(x) \\
\frac{F_{2}^{n}}{x} & =\frac{1}{9} u_{\mathrm{V}}(x)+\frac{4}{9} d_{\mathrm{V}}(x)+\frac{4}{3} S(x) \tag{38.43}
\end{align*}
$$

The SLAC data comparing the distributions functions $F_{2}^{p, n}$ is shown in Figs. 38.8 and 38.9 (taken from [Ha84, Ma90]). Evidently at small $x$ the ratio $F_{2}^{p} / F_{2}^{n} \approx 1$
and the sea quark distribution $S(x)$ dominates the structure function; at large $x$ the ratio $F_{2}^{p} / F_{2}^{n} \approx 4$ and it is the valence $u$ quark distribution $u_{\mathrm{V}}(x)$ which dominates. ${ }^{7}$


Fig. 38.8. The difference $F_{2}^{\mathrm{ep}}-F_{2}^{\mathrm{en}}$ as a function of $x$, as measured in deep-inelastic scattering at the Stanford Linear Accelerator Center. From [Ha84].


Fig. 38.9. The ratio $F_{2}^{\text {en }} / F_{2}^{\text {ep }}$ as a function of $x$, as measured in deep-inelastic scattering. Data are from the Stanford Linear Accelerator Center. From [Ha84].
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### 38.4 Momentum sum rule

For simplicity, work in the nuclear domain where the nucleon is composed of $(u, d)$ quarks and their antiquarks. The contribution of these quarks to the momentum sum rule in Eq. (38.27) takes the form

$$
\begin{align*}
\zeta_{u} & \equiv \int_{0}^{1} x d x(u+\bar{u}) \\
\zeta_{d} & \equiv \int_{0}^{1} x d x(d+\bar{d}) \tag{38.44}
\end{align*}
$$

From the SLAC results [Ha84, Ma90] one finds the sum rules

$$
\begin{align*}
\int_{0}^{1} d x F_{2}^{p}(x) & =\frac{4}{9} \zeta_{u}+\frac{1}{9} \zeta_{d}=0.18 \\
\int_{0}^{1} d x F_{2}^{n}(x) & =\frac{1}{9} \zeta_{u}+\frac{4}{9} \zeta_{d}=0.12 \tag{38.45}
\end{align*}
$$

These results, together with Eq. (38.27), then imply

$$
\begin{array}{lll}
\zeta_{u}=0.36 & \zeta_{d}=0.18 \\
\zeta_{g}=0.46 & \tag{38.46}
\end{array}
$$

Hence one observes that the gluons carry approximately one-half of the momentum of the proton.

### 38.5 EMC effect

This material is from [Au83, Mo86, Bi89, Dm90]. The most naive picture of the nucleus is that of a collection of free, noninteracting nucleons. In this picture the structure function one would observe from deep-inelastic electron scattering from a nucleus would be just $N$ times the neutron structure function plus $Z$ times that of the proton. It is an experimental fact, first established by the European Muon Collaboration (EMC), that the quark structure functions are modified inside the nucleus [Au83].

It is known that nucleons in the nucleus have a momentum distribution. The most elementary nuclear effect on the structure functions for the nucleus $A$ involves a simple average over the single-nucleon momentum distribution

$$
\begin{equation*}
W_{\mu \nu}^{(A)}(P, q)=\sum_{i=1}^{A} \int d^{3} p\left|\phi_{i}(\mathbf{p})\right|^{2} W_{\mu \nu}^{(1)}(p, q) \tag{38.47}
\end{equation*}
$$

We note an immediate difficulty in the extension of the theoretical analysis to an $A$-body nucleus; this expression is clearly model dependent in the sense that the integration is not covariant. It is only with a covariant description of the nuclear
many-body system that one can freely transform between Lorentz frames, and, in particular, go to the $|\mathbf{p}| \rightarrow \infty$ frame where the parton model is developed.

It shall be assumed that Eq. (38.47) holds in the laboratory frame. Define the following ratio

$$
\begin{equation*}
\mathcal{R} \equiv \frac{F_{2}^{\mathrm{Fe}}(x) / A}{F_{2}^{\mathrm{D}}(x) / 2} \tag{38.48}
\end{equation*}
$$



Fig. 38.10. A comparison of calculations of the effect of Fermi smearing on the ratio $\mathcal{R}$ in Eq. (38.48). From [Bi89].


Fig. 38.11. The ratio $\mathcal{R}$ in a relativistic version of this single-particle model compared with some early experimental data. From [Mo86].

This is the ratio of the structure function for iron (per nucleon) to that of the structure function for deuterium (per nucleon). Calculations of $\mathcal{R}$ based on Eq. (38.47) are shown in Fig. 38.10. $\mathcal{R}$ is calculated assuming the response function $W_{\mu \nu}^{(1)}(p, q)$ for a free nucleon is unmodified in the nuclear interior (from [Bi89]). Note that this Fermi smearing effect is sizable for large $x$.

The result of a relativistic version of this single-particle model is shown in Fig. 38.11, along with some of the representative early experimental data (from [Mo86]).

## Chapter 39

## Evolution equations

The quark-parton model gives the structure functions in the scaling region in terms of the quark distribution functions ${ }^{1}$

$$
\begin{equation*}
F_{1}(x)=\frac{F_{2}(x)}{x}=\sum_{i} Q_{i}^{2} q_{i}(x) \tag{39.1}
\end{equation*}
$$

One cannot yet calculate the quark distribution functions from first principles. They result from the strong color interactions in the hadrons and are a consequence of strong-coupling QCD. Lattice gauge theories can, in principle, get at these distribution functions. ${ }^{2}$

One can, however, calculate the evolution of the structure functions with $q^{2}$ at high $q^{2}$ from perturbative QCD. The momentum transfer and spatial distance scale $\lambda$ with which one examines the system bear an inverse relation to each other. From consideration of the Fourier transform, the relation is $|\mathbf{q}|=2 \pi / \lambda$. Suppose one examines the nucleon with higher and higher resolution, where the resolution will now be defined mathematically by (here $q_{0}^{2}$ is some initial value)

$$
\begin{equation*}
\tau \equiv \ln \left(\frac{q^{2}}{q_{0}^{2}}\right) \tag{39.2}
\end{equation*}
$$

Then one expects to see finer and finer details of the substructure of the nucleon.
Consider first some kinematics in the quark-parton model. The situation in deepinelastic electron scattering in the impulse approximation is shown in Figs. 38.6 and 38.7. The kinematics for the electron are shown again in Fig. 39.1.

In the $|\mathbf{p}| \rightarrow \infty$ frame, and in the deep-inelastic region where $q^{2} \rightarrow \infty$ and $\nu \rightarrow \infty$ at fixed $q^{2} / \nu$, the magnitude of the three-momentum transfer is $|\mathbf{q}| \approx \sqrt{q^{2}}$, and as a vector it is perpendicular to $\mathbf{p}$ at small scattering angle $\theta$ (Prob. 39.1).
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Fig. 39.1. Electron variables in the impulse approximation in the quark-parton model for deep-inelastic scattering in the $|\mathbf{p}| \rightarrow \infty$ frame.


Fig. 39.2. Examination of the nucleon at higher and higher resolution in the quarkparton model for deep-inelastic scattering in the $|\mathbf{p}| \rightarrow \infty$ frame.

Thus the situation at higher and higher resolution in this model is as illustrated in Fig. 39.2.

Now the evolution of the structure functions in perturbative QCD can be calculated with the renormalization group equations that sum the leading logarithms at large values of the space-like momentum transfer (here large $\tau$ ). ${ }^{3}$ This calculation is complicated, and involves a detailed examination of operator product expansions.

We here present, instead, a discussion of the Altarelli-Parisi evolution equations [Al77, Qu83]. They reproduce the renormalization group results and provide a simple, physical way of looking at renormalization group improved perturbation theory. ${ }^{4}$

### 39.1 Evolution equations in QED

To illustrate the basic ideas, we formulate the evolution equations within the abelian theory of QED; we then refer to the literature for the corresponding equations and

[^147]results for QCD. This material is based on [Al77, Qu83]; much of it is taken from [Ca90].

Consider electron scattering as shown in Fig. 39.3. The first diagram is just electron scattering from a target, and the second is electron scattering with the emission of a photon, or bremsstrahlung. Now part of the time the incident electron is actually an electron plus a photon, and the photon will share some of the momentum of the incident electron. How can this be described? One can examine the effects of this compositeness by studying the top part of the diagrams in Fig. 39.3.


Fig. 39.3. Electron scattering, and electron scattering with emission of a photon; we now study the top part of the diagrams. (Later an analogous study allows one to determine the behavior of a quark in a hadron.)

First introduce some definitions:
(1) Let

$$
\begin{align*}
z & \equiv \frac{\text { measured momentum of electron beam }}{\text { prepared momentum of electron beam }} \\
& =\text { momentum fraction carried by electron } \tag{39.3}
\end{align*}
$$

(2) Suppose one starts with a monochromatic electron beam. Then

$$
\begin{equation*}
\frac{d N}{d z}=N \delta(z-1) \tag{39.4}
\end{equation*}
$$

This is the prepared electron momentum distribution with a monochromatic beam; ${ }^{5}$
(3) Let $\tau$ be the resolving power of the probe as defined in Eq. (39.2);
(4) Let $e(z, \tau) d z$ be the number of electrons [(total number) $\times$ (probability)] with momentum fraction between $z$ and $z+d z$ at this resolving power;
(5) Let $(\alpha / 2 \pi) P_{e \leftarrow e}(z) d \tau d z$ be the differential probability of observing an electron carrying a fraction of momentum between $z$ and $z+d z$ of the parent electron with a change in resolution $d \tau$.

[^148]We now write the evolution equation. equation Consider Fig. 39.4. With the above definitions, one can write ${ }^{6}$

$$
\begin{equation*}
d e(x, \tau)=\int_{0}^{1}[e(y, \tau) d y] \int_{0}^{1}\left[\frac{\alpha(\tau)}{2 \pi} P_{e \leftarrow e}(z) d \tau d z\right][\delta(z y-x)] \tag{39.5}
\end{equation*}
$$

The l.h.s. represents the change in probability density for electrons with momentum fraction $x$ at a given resolution $\tau$. The first factor on the r.h.s. represents the probability for electrons with momentum fraction $y$. The second factor on the r.h.s. is the differential probability that the process in Fig. 39.4 will actually yield an electron carrying momentum fraction $z$; recall that one multiplies probabilities (chapter 35). The final factor guarantees that for the process in Fig. 39.4 feeding electrons from the interval at $y$ into the interval at $x$ on the l.h.s., one has $($ fraction $x)=($ fraction $y) \times($ fraction $z)$.


Fig. 39.4. Primary electron, and electron with emitted photon. Here ( $x, y, z$ ) denote the momentum fractions with $y z=x$.

This result can be verified when one simply starts with an initial monochromatic beam; then from Eq. (39.4)

$$
\begin{equation*}
e(y, \tau)=\frac{d N}{d y}=N \delta(y-1) \tag{39.6}
\end{equation*}
$$

The integrals over ( $y, z$ ) can then be performed in Eq. (39.5) with the result

$$
\begin{equation*}
\frac{d e(x, \tau)}{d \tau}=N\left[\frac{\alpha(\tau)}{2 \pi} P_{e \leftarrow e}(x)\right] \tag{39.7}
\end{equation*}
$$

In words, this equation says that the rate of change (with respect to resolution) of the number of electrons carrying momentum fraction $x$ is the initial number ( $N$ ) times the "rate" [ $d$ (probability for fraction $x) / d \tau$ ] for producing electrons carrying that momentum fraction.

The presence of the $\delta$-function on the r.h.s. of Eq. (39.5) allows one to perform the integral over $\int_{0}^{1} d z \delta(z y-x)$ under arbitrary conditions; hence ${ }^{7}$

$$
\begin{equation*}
\frac{d e(x, \tau)}{d \tau}=\int_{x}^{1} \frac{d y}{y} \frac{\alpha(\tau)}{2 \pi} P_{e \curvearrowleft e}\left(\frac{x}{y}\right) e(y, \tau) \tag{39.8}
\end{equation*}
$$

${ }^{6}$ Note $d e(x, \tau+d \tau) \approx d e(x, \tau)$.
${ }^{7}$ The lower limit on $y$ follows from the condition $z \leq 1$.


Fig. 39.5. (a) Photon distribution; (b) another process feeding the electron distribution.

This analysis is now extended in a similar fashion (Fig. 39.5). Introduce the following additional definitions:
(1) Let $(\alpha / 2 \pi) P_{\gamma \leftarrow e}(z) d \tau d z$ be the differential probability of finding a photon carrying a fraction $z$ of the parent electron's momentum with an increase in resolution $d \tau$;
(2) Let $\gamma(z, \tau) d z$ be the number of photons with momentum fraction between $z$ and $z+d z$ at resolving power $\tau$ (Fig. 39.5a);
(3) Let $(\alpha / 2 \pi) P_{e \leftarrow \gamma} d \tau d z$ be the differential probability of finding an $e^{-}$(or $e^{+}$) with momentum fraction $z$ of the parent photon's momentum (Fig. 39.5b);
(4) Let $\bar{e}(z, \tau) d z$ be the number of antiparticles $\left(e^{+}\right)$with momentum fraction between $z$ and $z+d z$ at resolving power $\tau$.

On the basis of the above example and the extended definitions, we are in a position to write the set of master equations for QED

$$
\begin{align*}
& \frac{d e(x, \tau)}{d \tau}=\frac{\alpha(\tau)}{2 \pi} \int_{x}^{1} \frac{d y}{y}\left\{e(y, \tau) P_{e \leftarrow e}\left(\frac{x}{y}\right)+\gamma(y, \tau) P_{e \leftarrow \gamma}\left(\frac{x}{y}\right)\right\}  \tag{39.9}\\
& \frac{d \bar{e}(x, \tau)}{d \tau}=\frac{\alpha(\tau)}{2 \pi} \int_{x}^{1} \frac{d y}{y}\left\{\bar{e}(y, \tau) P_{e \leftarrow e}\left(\frac{x}{y}\right)+\gamma(y, \tau) P_{e \leftarrow \gamma}\left(\frac{x}{y}\right)\right\} \\
& \frac{d \gamma(x, \tau)}{d \tau}=\frac{\alpha(\tau)}{2 \pi} \int_{x}^{1} \frac{d y}{y}\left\{[e(y, \tau)+\bar{e}(y, \tau)] P_{\gamma \leftarrow e}\left(\frac{x}{y}\right)+\gamma(y, \tau) P_{\gamma \leftarrow \gamma}\left(\frac{x}{y}\right)\right\}
\end{align*}
$$

Here the equality of particle and antiparticle processes feeding the various channels has been incorporated. There is no dynamic $P_{\gamma \leftarrow \gamma}$ to this order in QED (see appendix C.3); there is a $P_{g \curvearrowleft g}$ in QCD.

These are the Altarelli-Parisi evolution equations for QED [Al77, Qu83]. The splitting functions $P_{b \leftarrow a}$ are assumed known; they are calculated from the structure of the theory, in this case QED - we demonstrate how one calculates these quantities below. The evolution equations for the distribution functions then form a set of coupled, linear, integrodifferential equations in the variables $(x, \tau) ;^{8}$ their solution may be obtained by taking moments of the distribution functions (Prob. 39.6 and [A177, Qu83, Ca90]).

The splitting functions obey various sum rules derivable from the master equations; we give examples in appendix C.3.
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### 39.2 Splitting functions

The goal is now to calculate the splitting functions, which form the kernels in the master equations. For illustration we here concentrate on $(\alpha / 2 \pi) P_{\gamma \leftarrow e}(z) d \tau d z$. To do this, we relate the electron scattering process from a test target as shown in Fig. 39.6 to the corresponding real photon process. This will allow us to identify the probability of finding a photon in the field of the electron. The relationship between the processes illustrated in Fig. 39.6 is well known; it is just the WeizsäckerWilliams approximation, which becomes exact in the limit $\kappa^{2} \rightarrow 0$. The classical basis for this approximation is described, for example, in [Ja62]. The Coulomb field of a relativistic electron Lorentz contracts and becomes predominantly transverse; the electron current produces a transverse magnetic field of comparable magnitude (Fig. 39.7). This transverse field configuration is equivalent to a collection of real photons with a certain, specified momentum distribution.


Fig. 39.6. Relation of electron scattering process to real photon process.


Fig. 39.7. Lorentz contracted electric field of a relativistic electron; basis for the Weizsäcker-Williams approximation.

The QED analysis here will follow [Dr64, Wa01]. Recall the structure of the hadronic response tensor (Fig. 39.6)

$$
\begin{align*}
W_{\mu \nu}= & (2 \pi)^{3}(\Omega E) \overline{\sum_{i}} \sum_{f} \delta^{(4)}\left(\kappa+p^{\prime}-p\right)\langle p| J_{\nu}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\mu}(0)|p\rangle \\
= & W_{1}\left(\kappa^{2}, \kappa \cdot p\right)\left(\delta_{\mu \nu}-\frac{\kappa_{\mu} \kappa_{\nu}}{\kappa^{2}}\right) \\
& +W_{2}\left(\kappa^{2}, \kappa \cdot p\right) \frac{1}{m^{2}}\left(p_{\mu}-\frac{p \cdot \kappa}{\kappa^{2}} \kappa_{\mu}\right)\left(p_{\nu}-\frac{p \cdot \kappa}{\kappa^{2}} \kappa_{\nu}\right) \tag{39.10}
\end{align*}
$$

The (unpolarized) cross section for real photon processes follows directly from this response tensor. The relationship is derived in [Dr64, Wa01]; it is here left as an exercise for the reader (Prob. 39.2). The photoabsorption cross section (Fig. 39.6) is given by

$$
\begin{align*}
\sigma_{\gamma} & =\frac{(2 \pi)^{2} \alpha}{\sqrt{(k \cdot p)^{2}}} \frac{1}{2} W_{\mu \mu} \\
& =\frac{(2 \pi)^{2} \alpha}{\sqrt{(k \cdot p)^{2}}} W_{1}(0,-k \cdot p) \tag{39.11}
\end{align*}
$$

The first line follows from the covariant polarization sum, and the second from a change to incoming photon momentum (Fig. 39.6). Note that the real photon limit ( $\kappa^{2} \rightarrow 0$ ) of Eq. (39.10) is perfectly finite; there are no singularities of the r.h.s. in this limit. Hence one establishes the following relations as $\kappa^{2} \rightarrow 0$ [Dr64, Wa01]

$$
\begin{array}{ll}
W_{2}\left(\kappa^{2}, \kappa \cdot p\right)=O\left(\kappa^{2}\right) & ; \kappa^{2} \rightarrow 0 \\
W_{1}\left(\kappa^{2}, \kappa \cdot p\right)=\frac{(p \cdot \kappa)^{2}}{m^{2} \kappa^{2}} W_{2}\left(\kappa^{2}, \kappa \cdot p\right) & \tag{39.12}
\end{array}
$$

These equations can be inverted to give for $\kappa^{2} \rightarrow 0$

$$
\begin{align*}
W_{1} & \doteq \frac{\sqrt{(\kappa \cdot p)^{2}}}{(2 \pi)^{2} \alpha} \sigma_{\gamma}\left(\frac{\kappa \cdot p}{m}\right) \\
W_{2} & \doteq \frac{m^{2} \kappa^{2}}{(p \cdot \kappa)^{2}} W_{1} \tag{39.13}
\end{align*}
$$

### 39.3 Weizsäcker-Williams approximation

The electron scattering cross section of Eqs. (38.7), (38.9), and (38.11) can be written in terms of the variables in Fig. 39.6 as

$$
\begin{equation*}
d \sigma_{e}=\frac{4 \alpha^{2}}{\kappa^{4}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \frac{1}{\sqrt{\left(k_{1} \cdot p\right)^{2}}}\left\{\kappa^{2} W_{1}+\left[\frac{2\left(k_{1} \cdot p\right)\left(k_{2} \cdot p\right)}{m^{2}}-\frac{1}{2} \kappa^{2}\right] W_{2}\right\} \tag{39.14}
\end{equation*}
$$

The overall dependence of $1 / \kappa^{4}$ coming from the square of the virtual photon propagator implies that in the integrated cross section, most of the contribution arises from the region where $\kappa^{2} \rightarrow 0$. In this case, one can replace the structure functions
by their limiting forms in Eqs. $(39.13)^{9}$

$$
\begin{align*}
d \sigma_{e} \doteq & \frac{4 \alpha^{2}}{\kappa^{4}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \frac{\sqrt{(\kappa \cdot p)^{2}}}{\sqrt{\left(k_{1} \cdot p\right)^{2}}} \frac{1}{(2 \pi)^{2} \alpha} \sigma_{\gamma}\left(\frac{\kappa \cdot p}{m}\right) \\
& \times\left\{\kappa^{2}+\frac{m^{2} \kappa^{2}}{(p \cdot \kappa)^{2}}\left[\frac{2\left(k_{1} \cdot p\right)\left(k_{2} \cdot p\right)}{m^{2}}-\frac{1}{2} \kappa^{2}\right]\right\} \tag{39.15}
\end{align*}
$$

This expression is Lorentz invariant. It is exact in the limit $\kappa^{2} \rightarrow 0$ [Dr64]; at finite, but small $\kappa^{2}$, it forms the Weizsäcker-Williams approximation.

Now use some kinematics. From Fig. 39.6 one has in the lab frame

$$
\begin{align*}
\kappa \cdot p & =m\left(\varepsilon_{1}-\varepsilon_{2}\right) \equiv m \omega \\
k_{1} \cdot p & =-m \varepsilon_{1} \tag{39.16}
\end{align*}
$$

Also, the expression in brackets in Eq. (39.15) can be rewritten as

$$
\begin{align*}
\{\cdots\} & =\kappa^{2}+\frac{4 \varepsilon_{1} \varepsilon_{2} \sin ^{2} \theta / 2}{\omega^{2}}\left[2 \varepsilon_{1} \varepsilon_{2}-2 \varepsilon_{1} \varepsilon_{2} \sin ^{2} \frac{\theta}{2}\right] \\
& =\kappa^{2}+\frac{8 \varepsilon_{1}^{2} \varepsilon_{2}^{2} \sin ^{2} \theta / 2 \cos ^{2} \theta / 2}{\omega^{2}}=\kappa^{2}+\frac{2 \varepsilon_{1}^{2} \varepsilon_{2}^{2} \sin ^{2} \theta}{\omega^{2}} \tag{39.17}
\end{align*}
$$

Hence the result in Eq. (39.15) becomes

$$
\begin{equation*}
d \sigma_{e} \doteq \frac{8 \alpha^{2}}{\kappa^{4}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \frac{\omega}{\varepsilon_{1}} \frac{1}{(2 \pi)^{2} \alpha} \sigma_{\gamma}(\omega)\left[\frac{\varepsilon_{1}^{2} \varepsilon_{2}^{2} \sin ^{2} \theta}{\omega^{2}}+\frac{1}{2} \kappa^{2}\right] \tag{39.18}
\end{equation*}
$$

Now change variables using

$$
\begin{align*}
\omega & =\varepsilon_{1}-\varepsilon_{2} \\
\kappa^{2} & =2 \varepsilon_{1} \varepsilon_{2}(1-\cos \theta) \tag{39.19}
\end{align*}
$$

Hence (after an immediate integration over $d \phi$ )

$$
\begin{equation*}
\frac{d^{3} k_{2}}{2 \varepsilon_{2}}=\frac{\varepsilon_{2} \varepsilon_{2} d \omega}{2 \varepsilon_{2}} 2 \pi \frac{d \kappa^{2}}{2 \varepsilon_{1} \varepsilon_{2}}=\frac{\pi}{2 \varepsilon_{1}} d \omega d \kappa^{2} \tag{39.20}
\end{equation*}
$$

The limit $\kappa^{2} \rightarrow 0$ is achieved at finite $\varepsilon_{2}$ by going to small angles where $\theta \rightarrow 0$. In this case one has

$$
\begin{equation*}
\varepsilon_{1}^{2} \varepsilon_{2}^{2} \sin ^{2} \theta \doteq \varepsilon_{1}^{2} \varepsilon_{2}^{2} \theta^{2} \doteq \kappa^{2} \varepsilon_{1} \varepsilon_{2} \tag{39.21}
\end{equation*}
$$

${ }^{9}$ Here the symbol $\doteq$ implies an approximate relation that is exact in the limit $\kappa^{2} \rightarrow 0$. We will identify the splitting function from the coefficient of $d \kappa^{2} / \kappa^{2}$ as $\kappa^{2} \rightarrow 0$. It is then used to generate the asymptotic $\ln q^{2}$ behavior as $q^{2} \rightarrow \infty$. One can do this since $\int_{q_{0}^{2}}^{q^{2}} d \kappa^{2} / \kappa^{2}=\ln \left(q^{2} / q_{0}^{2}\right)$ gives both the $q_{0}^{2} \rightarrow 0$ and the $q^{2} \rightarrow \infty$ behavior! In the $|\vec{p}| \rightarrow \infty$ frame with $\theta \rightarrow 0, \kappa^{2} / \vec{p}^{2}$ indeed provides a small parameter and one can first take $|\vec{p}|$ much larger than any other momentum of interest in the problem [Qu83].

Hence

$$
\begin{equation*}
d \sigma_{e} \doteq \frac{4 \pi \alpha}{\kappa^{2}} \frac{d \omega}{\varepsilon_{1}} \frac{\omega}{\varepsilon_{1}} \frac{1}{(2 \pi)^{2}}\left[\frac{\varepsilon_{1} \varepsilon_{2}}{\omega^{2}}+\frac{1}{2}\right] d \kappa^{2} \sigma_{\gamma}(\omega) \tag{39.22}
\end{equation*}
$$

Now introduce the photon momentum fraction

$$
\begin{equation*}
\frac{\omega}{\varepsilon_{1}} \equiv z \quad \frac{\varepsilon_{2}}{\varepsilon_{1}}=1-z \tag{39.23}
\end{equation*}
$$

Also introduce the differential of the resolution

$$
\begin{equation*}
d \tau=d \ln \left(\frac{\kappa^{2}}{\kappa_{0}^{2}}\right)=\frac{d \kappa^{2}}{\kappa^{2}} \tag{39.24}
\end{equation*}
$$

The electron scattering cross section in Eq. (39.22) can then be rewritten as

$$
\begin{equation*}
d \sigma_{e} \doteq \frac{\alpha}{2 \pi} d \tau z d z\left[\frac{2(1-z)}{z^{2}}+1\right] \sigma_{\gamma}(z) \tag{39.25}
\end{equation*}
$$

We are now in a position to interpret this result in terms of previously introduced quantities. The contribution to the electron scattering cross section for a beam of $N$ electrons from the accompanying photon field can be written as the following product: [number of photons $d \gamma(z, \tau) d z$ viewed with resolution between $\tau$ and $\tau+d \tau$ carrying a momentum fraction between $z$ and $z+d z$ of the beam] $\times$ (photoabsorption cross section at that $z$ ). The first factor can in turn be related to the probability that at that $\tau$, a photon carrying momentum fraction $z$ will be produced by an electron through the analog of Eq. (39.7). Hence

$$
\begin{align*}
N d \sigma_{e} & \equiv[d \gamma(z, \tau)] \sigma_{\gamma}(z) d z \\
& \equiv\left[N \frac{\alpha}{2 \pi} P_{\gamma \leftarrow e}(z) d \tau\right] \sigma_{\gamma}(z) d z \tag{39.26}
\end{align*}
$$

One is now in a position to identify the splitting function through a comparison of Eqs. (39.25) and (39.26)

$$
\begin{equation*}
P_{\gamma \leftarrow e}(z)=z\left[\frac{2(1-z)}{z^{2}}+1\right]=\frac{1}{z}\left[(z-1)^{2}+1\right] \tag{39.27}
\end{equation*}
$$

Note that the splitting function as calculated here is independent of $\tau$. For the other splitting functions in QED, see Probs. 39.3-5.

### 39.4 QCD - Altarelli-Parisi equations

The application to QCD follows the same basic ideas discussed here. In QCD, to lowest order in the coupling constant, one must also include an additional dynamic
splitting function $P_{g \leftarrow g}(z)$ for a gluon going into two gluons as illustrated in Fig. 39.8 (Prob. 39.7).


Fig. 39.8. Additional splitting function for a gluon going into two gluons also present to first order in the coupling constant in QCD.

The master equations for QCD , and the required splitting functions are written down, for example, in [Qu83], pp. 229-242, and their solution is discussed there. For solution, one takes moments of the evolution equations (Prob. 39.6). This procedure sums leading logarithms and leads to results of renormalization group improved perturbation theory in the QCD description of the approach to scaling in deep-inelastic electron scattering.

To give the reader a feeling for some of the applications, we are here content to simply quote two results:
(1) From the asymptotic solution for the $n=2$ moments one can compute the momentum fraction of the gluons

$$
\begin{equation*}
\zeta_{g}=\frac{16}{16+3 N_{f}} \tag{39.28}
\end{equation*}
$$

Here $N_{f}$ is the number of flavors of quarks. for $N_{f}=6$ this gives

$$
\begin{array}{ll}
\zeta_{g}=0.47 & ; \text { theory } \\
\zeta_{g}=0.46 & ; \text { experiment } \tag{39.29}
\end{array}
$$

The experimental result is from Eq. (38.46). ${ }^{10}$
(2) One can analyze the evolution with increasing resolution $\tau$ of differences of quark distributions $q_{i}(x)$. In particular, the "nonsinglet distribution" receives no contribution from the gluons (here nonsinglet refers to flavor). The $n$th moment of the nonsinglet (NS) quark distribution is predicted to evolve as

$$
\begin{align*}
q_{\mathrm{NS}}^{n}(\tau) & =q_{\mathrm{NS}}^{n}\left(\tau_{0}\right)\left[\ln \left(\frac{q^{2}}{\Lambda^{2}}\right)\right]^{2 A_{n} / \beta_{0}} \\
\beta_{0} & \equiv 11-\frac{2 N_{f}}{3} \tag{39.30}
\end{align*}
$$

[^150]The numerical coefficients $A_{n}$ for $n=(1,2,3, \cdots)$ are predicted to be $A_{n}=$ $(0,-16 / 9,-25 / 9, \cdots)$.

There are very clear presentations of this subject in [Al77, Qu83, Ca90]; the reader is referred to the literature for further detailed developments.

## Chapter 40

## Heavy-ion reactions and the quark-gluon plasma

### 40.1 The quark gluon plasma

An enormous amount of effort has gone into lattice gauge theory calculations and will continue to do so [La02, La03]. In chapter 19 a simple calculation indicated a phase transition from a hadronic phase to a quark-gluon phase at both low temperature and high baryon density and at high $T$ and zero (or low) $\rho_{B}$. Although calculations at significant baryon density are still prohibitively difficult in LGT, the high temperature transition is fully confirmed by LGT calculations.

Recall from Eq. (19.19) that at high temperature and vanishing baryon density a gas of (asymptotically) free, massless colored gluons with two flavors of massless colored quarks and anti-quarks has an energy density and pressure of

$$
\begin{align*}
\varepsilon & =\frac{37}{30} \pi^{2}\left(k_{\mathrm{B}} T\right)^{4} \\
p & =\frac{\varepsilon}{3} \tag{40.1}
\end{align*}
$$

The coefficient of $37=8 \times 2+(7 / 8)(3 \times 2 \times 2 \times 2)$ counts the number of degrees of freedom of the bosons and fermions. ${ }^{1}$ A thermal hadronic gas of free, massless, spinzero pions, for example, would have only a coefficient of 3 (for the 3 charge states). Figure 40.1 is taken from a talk by H . Satz, who is responsible for much of the lovely numerical work on this topic [Sa02]. It shows the energy density and pressure as studied in detail in finite temperature LGT with two and three light dynamical quarks, as well as the more realistic case of two light and one heavier species. It is seen that there is a sudden increase from a state of low to one of high values of $\varepsilon$, as expected at the confinement-deconfinement transition. The exact nature of the phase transition, and the deviation from the asymptotic values, are subjects of continuing interest and study. Standing series of international conferences are now devoted to the Lattice and Quark Matter, and the reader is referred to the proceedings of these conferences to keep abreast of developments (e.g. [La03, Qu02]).

[^151]

Fig. 40.1. Energy density and pressure divided by $T^{4}$ in full lattice QCD with light dynamical quarks [Sa02].

The quark-gluon plasma presumably existed very early in the universe after the big bang. With cooling and expansion, the plasma eventually converted into hadrons (and photons and leptons). In an attempt to simulate the temperature and density conditions of the early universe, albeit over an infinitesimal volume in space and a brief instant in time, heavy, stripped nuclei are being accelerated and allowed to collide with a wide variety of powerful detectors examining the collision remnants [RH03, LH03].

It is generally agreed that it is only by looking at a combination of signals emanating from a relativistic heavy-ion collision that one will be able to unambiguously deduce the fleeting creation of the quark-gluon plasma, its evolution, and its properties. Some of the signals under investigation include [Ma86, Be90, Le02, Qu02, RH03]:

- The average transverse momentum of produced particles which reflects the pressure history of the expansion;
- produced strangeness which reflects statistical equilibrium of $(s, \bar{s})$ in the plasma;
- antibaryon production which likewise reflects the equilibrium of $\bar{q}$ in the plasma;
- $J / \psi$ suppression reflects shielding in the plasma of the strong color force in the ( $c \bar{c}$ ) meson;
- charged lepton pair emission $\left(l^{+}, l^{-}\right)$allows one to probe the plasma interior;
- direct photon emission probes plasma formation and evolution;
- pion interferometry teaches us about the space-time size and properties of the interaction region.

These are just some of the experimental probes.

We cannot go into detail here on all the aspects of this subject. Fortunately, there is an excellent new and very readable book on Hadrons and quark-gluon plasma by Letessier and Rafelski to which the reader is referred for a through treatment [Le02]. A recent overview is also contained in [B102]. We shall be content to examine a few aspects of relativistic heavy-ion reactions.

### 40.2 Relativistic heavy ions

The rapidity variable plays a central role in the analysis of relativistic heavy-ion collisions. It is the angle of rotation in Minkowski space that is simply additive for collinear Lorentz transformations along the incident direction, and it is particularly useful in transforming to the C-M system for fixed target experiments. We recall that for Lorentz transformations in the $z$-direction, a particle's four-momentum transforms as ${ }^{2}$

$$
\begin{align*}
\mathbf{p}_{\perp}^{\prime} & =\mathbf{p}_{\perp} \\
p_{L}^{\prime} & =p_{L} \cosh y_{0}-E \sinh y_{0} \\
E^{\prime} & =-p_{L} \sinh y_{0}+E \cosh y_{0} \tag{40.2}
\end{align*}
$$

Here $p_{L}$ is the component along the $z$-direction, $\mathbf{p}_{\perp}$ is the transverse component, and the hyperbolic angle is related to the velocity of the new Lorentz frame by

$$
\begin{equation*}
\tanh y_{0}=v_{0} \tag{40.3}
\end{equation*}
$$

Now define

$$
\begin{align*}
\tanh y & \equiv \frac{p_{L}}{E} \\
E^{2} & =m^{2}+\mathbf{p}_{\perp}^{2}+p_{L}^{2} \\
& \equiv m_{\perp}^{2}+p_{L}^{2} \tag{40.4}
\end{align*}
$$

It is then a simple exercise to show that Eqs. (40.2) can be rewritten

$$
\begin{align*}
p_{L}^{\prime} & =m_{\perp} \sinh \left(y-y_{0}\right) \\
E^{\prime} & =m_{\perp} \cosh \left(y-y_{0}\right) \tag{40.5}
\end{align*}
$$

It follows that

$$
\begin{align*}
\frac{p_{L}^{\prime}}{E^{\prime}} & =\tanh y^{\prime} \\
y^{\prime} & =y-y_{0} \tag{40.6}
\end{align*}
$$

[^152]The trigonometric identity

$$
\begin{equation*}
\tanh ^{-1} u=\frac{1}{2} \ln \frac{1+u}{1-u} \tag{40.7}
\end{equation*}
$$

and a little algebra allow the above relations to be inverted as

$$
\begin{align*}
y & =\ln \frac{E+p_{L}}{m_{\perp}} \\
y^{\prime} & =\ln \frac{E^{\prime}+p_{L}^{\prime}}{m_{\perp}} \\
y_{0} & =\tanh ^{-1} v_{0} \tag{40.8}
\end{align*}
$$

A plot of particle distributions against the laboratory $y$ in A+A collisions allows one to easily identify $y_{0}$ for the C-M system, about which the distributions must be symmetric.

As just one example, Fig. 40.2 taken from [Le02] shows the baryon distribution in the $\mathrm{C}-\mathrm{M}$ system for $\mathrm{Pb}+\mathrm{Pb}$ collisions at a total $\mathrm{C}-\mathrm{M}$ energy normalized per nucleon of $\sqrt{s_{\mathrm{NN}}}=17.2 \mathrm{GeV}$ as measured at CERN. Note how the baryon distributions appear to penetrate each other, having maxima at large and small rapidity.


Fig. 40.2. Rapidity distribution of baryons $(b-\bar{b})$ observed by experiment NA49 at CERN in central $(5 \%) \mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=17.2 \mathrm{GeV}$ (solid circles, direct measurement, open circles, reflections at $y_{\mathrm{CM}}$ ). Stars are rapidity spectra of baryons for S-S interactions obtained by NA35 at $\sqrt{s_{\mathrm{NN}}}=18.4 \mathrm{GeV}$, for the $3 \%$ most central events, scaled with participant number 352/52; from [Le02].

There are evidently several stages in the collision of two relativistic heavy ions leading to the observed distribution of final hadrons, photons, and leptons (regardless of the intermediary steps, these are indeed the particles that are observed). One can invoke various theoretical descriptions of these stages:
(1) In the initial stage of the collision the internal parton (quark and gluon) distributions are violently modified. Here one can use, for example, a parton or parton/string cascade approach;
(2) A deconfined quark-gluon plasma is formed over some region of space-time. There will be a baryon-poor regime between the leading baryon trajectories that have passed through each other and a baryon-rich regime at the head of these trajectories. ${ }^{3}$ The extent to which thermal equilibrium is reached in these regions is a challenging issue;
(3) As it evolves, the quark-gluon plasma will eventually hadronize into (confined) hadrons; photons and leptons are emitted at all stages;
(4) The hadron phase will then evolve into the observed laboratory distributions.

The goal is to draw conclusions about the quark-gluon plasma from the initial conditions and final particle distributions - a daunting task. The theoretical analysis should, in principle, follow the initial conditions through to the final distributions in a unified and consistent manner. This is not yet practical, although one can anticipate that it will be possible at some time in the future. With so many degrees of freedom, the problem is essentially one in non-equilibrium quantum statistical mechanics. The subject of transport within QCD is discussed, for example, in [Gy86, El87, Va87] and reviewed in [Bl02]. Hybrid macroscopic/microscopic models combining hydrodynamics for the initial stage and microscopic non-equilibrium dynamics for the later stages are developed, for example, in [ $\mathrm{Ba} 99 \mathrm{a}, \mathrm{Ba} 00, \mathrm{Ba} 01]$. It is inappropriate here to go into detail on all the work that has been done on this subject; fortunately the book by Letesssier and Rafelski gives a good overview and leads one to the various available codes [Le02].

We will be content, instead, to provide some insight by following the evolution of the final hadronic stage, an analysis that also plays a central role in lower energy heavy-ion reactions. We present a brief discussion of relativistic transport theory, for which the material in Part 2 of this book provides a particularly useful framework.

### 40.3 Transport theory

One of the principal thrusts of nuclear physics has been, and will continue to be, the use of relativistic heavy-ion reactions to study the properties of hadronic nuclear matter under extreme conditions of density, temperature, and flow. A great deal of work has been done within the framework of QHD using relativistic transport theory to describe relativistic heavy-ion collisions. For example, the foundations of hadronic relativistic transport theory are discussed in [St86, Ko87, B188, Ko88, Li89a, La90, Ma92, Ma93, Mo94, Sc94] and further developed in [de91, de92, Me93a,

[^153]Ni93, Mo95, Mr94, Fu95a, Po95]. In this section, we start the discussion with a simple introduction to classical transport theory, relying heavily on [St86].

Consider the microcanonical ensemble which consists of a collection of identical, randomly prepared, microscopic systems (particles). The ensemble can be characterized by the distribution in 6-dimensional phase space

$$
\begin{align*}
d N & =\text { Number of members of the ensemble in } \frac{d^{3} p d^{3} q}{(2 \pi)^{3}} \\
& \equiv f(\mathbf{p}, \mathbf{q}, t) \frac{d^{3} p d^{3} q}{(2 \pi)^{3}} \tag{40.9}
\end{align*}
$$

The probability of finding a particle in this region in the ensemble is the probability of picking such a member of the ensemble at random and this is equal to $d N / N$ where $N$ is the total number of members of the ensemble, obtained by integrating Eq. (40.9) over all of phase space. This probability can now be used to compute expectation values over the ensemble.


Fig. 40.3. Schematic representation of the time evolution of the representative points in phase space of the members of the ensemble.

Consider now the canonical ensemble consisting of a collection of identical, randomly prepared assemblies of systems with interactions governed by a hamiltonian $H$. There will be some many-body distribution function $f\left(p_{1}, \cdots p_{n}, q_{1}, \cdots, q_{n} ; t\right)$ in the $6-N$ dimensional phase space, and the goal is to follow the time evolution of that distribution function. As a function of time, a classical assembly moves from $\left(p_{0}, q_{0}\right) \rightarrow(p, q)$ in phase space, as illustrated in Fig. 40.3. Liouville's theorem (see e.g. [Wa89]) states that with hamiltonian dynamics, the volume in phase space is unchanged with time. Since the number of members of the ensemble $d N$ in this volume is also conserved, one concludes that the distribution function is unchanged along a phase trajectory

$$
\begin{equation*}
f[p(t), q(t), t]=f\left[p_{0}, q_{0}, t_{0}\right]=\text { constant } \tag{40.10}
\end{equation*}
$$

Differentiation with respect to time then yields ${ }^{4}$

$$
\begin{equation*}
\frac{d f}{d t}=\frac{\partial f}{\partial t}+\frac{\partial f}{\partial p_{i}} \frac{d p_{i}}{d t}+\frac{\partial f}{\partial q_{i}} \frac{d q_{i}}{d t}=0 \tag{40.11}
\end{equation*}
$$

Now Hamilton's equations state

$$
\begin{equation*}
\frac{d q_{i}}{d t}=v_{i}=\frac{\partial H}{\partial p_{i}} \quad \frac{d p_{i}}{d t}=F_{i}=-\frac{\partial H}{\partial q_{i}} \tag{40.12}
\end{equation*}
$$

Insertion into Eq. (40.11) then gives

$$
\begin{equation*}
\frac{\partial f}{\partial t}=\frac{\partial H}{\partial q_{i}} \frac{\partial f}{\partial p_{i}}-\frac{\partial H}{\partial p_{i}} \frac{\partial f}{\partial q_{i}} \equiv\{H, f\}_{\text {Р. в. }} \tag{40.13}
\end{equation*}
$$

The last equality identifies the Poisson Bracket. At equilibrium there is no time dependence to the distribution function and this expression must vanish. The solution to this condition is that $f=f(H)$, and $f$ is a constant of the motion.

The next task is to project the (exact) dynamics of the many-body distribution function $f\left(p_{1}, \cdots p_{n}, q_{1}, \cdots, q_{n} ; t\right)$ down to an approximate equation for the one-body distribution function $f(\mathbf{p}, \mathbf{q} ; t)$ and reduce the problem back to the microcanonical ensemble. In addition to the one-body dynamics governed by some hamiltonian $h(\mathbf{p}, \mathbf{q})$, a short-range two-body Boltzmann collision term can now be included. In the canonical ensemble, particles are scattered into and out of the region in phase space in Eq. (40.9) as illustrated schematically in Fig. 40.4.


Fig. 40.4. Schematic representation of scattering of particles into and out of a region in one-body phase space due to short-range two-particle collisions.

Collisions serve as an effective source and sink of particles for the one-body distribution, and we assume that it satisfies

$$
\begin{equation*}
\frac{d f}{d t}=\left(\frac{\partial f}{\partial t}\right)_{\text {collisions }} \tag{40.14}
\end{equation*}
$$

We proceed to calculate this quantity, relating it back to the one-body distribution itself. Momentum is conserved in the collisions so that $\mathbf{p}_{1}+\mathbf{p}_{2}=\mathbf{p}_{1}^{\prime}+\mathbf{p}_{2}^{\prime}$. Detailed
${ }^{4}$ Repeated Latin indices are summed over the spatial coordinates, and also over particles.
balance then states that

$$
\begin{align*}
\text { Rate }_{\mathrm{i} \rightarrow \mathrm{f}} & =\text { Rate }_{\mathrm{f} \rightarrow \mathrm{i}} \\
v_{12} \sigma & =v_{1^{\prime} 2^{\prime}} \sigma^{\prime} \tag{40.15}
\end{align*}
$$

where $v$ is the relative velocity, and the second relation follows from the first. The number of transitions per unit time in the direction $i \rightarrow f$ in the assembly is now given by

$$
\begin{equation*}
\left[\frac{\text { number transitions }}{\text { time }}\right]_{i \rightarrow f}=\left(\rho v_{12}\right) \sigma\left(\rho d^{3} q\right) \tag{40.16}
\end{equation*}
$$

The first factor is the incident flux and the final factor is the number of target particles in the volume $d^{3} q$. Here the particle density is ${ }^{5}$

$$
\begin{equation*}
\rho \equiv \frac{d N}{d^{3} q} \tag{40.17}
\end{equation*}
$$

The rate of change of the number of particles in the phase space volume $d^{3} p d^{3} q /(2 \pi \hbar)^{3}$ due to the collision term is then given by

$$
\begin{align*}
& \left(\frac{\partial f}{\partial t}\right)_{\text {collision }} \frac{d^{3} p d^{3} q}{(2 \pi \hbar)^{3}}=\int \ldots \int\left(\sigma v_{12}\right) \\
& \times\left\{\left[f\left(\mathbf{p}_{1}^{\prime}, \mathbf{q} ; t\right) \frac{d^{3} p_{1}^{\prime}}{(2 \pi \hbar)^{3}}\right]\left[f\left(\mathbf{p}_{2}^{\prime}, \mathbf{q} ; t\right) \frac{d^{3} p_{2}^{\prime} d^{3} q}{(2 \pi \hbar)^{3}}\right]\left[\delta^{(3)}\left(\mathbf{p}+\mathbf{p}_{2}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right) d^{3} p_{2}\right] \frac{d^{3} p}{(2 \pi \hbar)^{3}}\right. \\
& \left.-\left[f(\mathbf{p}, \mathbf{q} ; t) \frac{d^{3} p}{(2 \pi \hbar)^{3}}\right]\left[f\left(\mathbf{p}_{2}, \mathbf{q} ; t\right) \frac{d^{3} p_{2} d^{3} q}{(2 \pi \hbar)^{3}}\right]\left[\delta^{(3)}\left(\mathbf{p}+\mathbf{p}_{2}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right) d^{3} p_{2}^{\prime}\right] \frac{d^{3} p_{1}^{\prime}}{(2 \pi \hbar)^{3}}\right\} \tag{40.18}
\end{align*}
$$

Here we assume that $\sigma$ is just a constant cross section independent of the dynamics, and detailed balance has then been used to extract a common factor of $\sigma v_{12}$. It is further assumed that the interactions are zero-range and all the collisions take place at a given point $\mathbf{q}$ in configuration space. The last line then represents the number of particles scattered out of the volume in phase space, and the factors are respectively: the incident flux, the number of target particles, a factor of unity
${ }^{5}$ To understand these results, it is useful to recall that the quantum mechanical expression for the transition rate and cross section are given by the Golden Rule

$$
\begin{aligned}
R_{\mathrm{fi}} & \left.=\frac{2 \pi}{\hbar} \delta\left(E_{f}-E_{i}\right)\left|\langle f| H^{\prime}\right| i\right\rangle\left.\right|^{2} \\
\sigma_{\mathrm{fi}} & =R_{\mathrm{f}} / \text { incident flux }
\end{aligned}
$$

Note that this is the cross section to a single final state $|f\rangle$, and to get the transition rate into a group of states about $\mathbf{p}^{\prime}$ one still needs to multiply by the number of states $d^{3} p^{\prime} /(2 \pi \hbar)^{3}$ where all factors of the canceling quantization volume $\Omega$ have now been removed. Note also that energy conservation is built into this expression. Detailed balance then follows from the hermiticity of $H^{\prime}$ (although it is more general). We restore $\hbar$ for the remainder of this discussion for reasons that will become clear; however, it cancels from all ratios through which expectation values are expressed, and the calculation in the text is classical until the later indicated point.
introduced for convenience, and the number of final states. The second line then represents the number of particles scattered into this region in phase space.

A cancellation of common factors now leads to the following expression for the collision term in the Boltzmann equation

$$
\begin{align*}
\left(\frac{\partial f}{\partial t}\right)_{\text {collision }}= & \int d^{3} p_{2} \frac{d^{3} p_{1}^{\prime} d^{3} p_{2}^{\prime}}{(2 \pi \hbar)^{6}} \delta^{(3)}\left(\mathbf{p}+\mathbf{p}_{2}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right) \sigma v_{12} \\
& \times\left[f\left(\mathbf{p}_{1}^{\prime}, \mathbf{q}, t\right) f\left(\mathbf{p}_{2}^{\prime}, \mathbf{q}, t\right)-f(\mathbf{p}, \mathbf{q}, t) f\left(\mathbf{p}_{2}, \mathbf{q}, t\right)\right] \tag{40.19}
\end{align*}
$$

The last term again counts particles scattered out of this region in phase space and the first term counts those particles scattered in. This relation will be abbreviated

$$
\left(\frac{\partial f}{\partial t}\right)_{\text {collision }}=\int d^{3} p_{2} \frac{d^{3} p_{1}^{\prime} d^{3} p_{2}^{\prime}}{(2 \pi \hbar)^{6}}\left[f_{1}^{\prime} f_{2}^{\prime}-f f_{2}\right] \sigma v_{12} \delta^{(3)}\left(\mathbf{p}+\mathbf{p}_{2}-\mathbf{p}_{1}^{\prime}-\mathbf{p}_{2}^{\prime}\right)(40.20)
$$

This result is that of classical transport theory; with truly zero-range collisions, the angular distributions will be isotropic. We emphasize that this expression yields the change in the one-body distribution function due to two-body collisions.

If the one-body hamiltonian has the form

$$
\begin{equation*}
h(\mathbf{p}, \mathbf{q})=\frac{\mathbf{p}^{2}}{2 m}+U(\mathbf{q}) \tag{40.21}
\end{equation*}
$$

where $U$ is a mean field, then the transport Eq. (40.13) for the one-body distribution function takes the form

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\mathbf{v} \cdot \nabla_{q} f-\nabla_{q} U \cdot \nabla_{p} f=\left(\frac{\partial f}{\partial t}\right)_{\text {collision }} \tag{40.22}
\end{equation*}
$$

This is the Vlasov equation and includes the effect of a mean field on the transport. The transport equations are now non-linear, integro-differential equations for the one-body distribution function.

At equilibrium, with no time dependence, the collision term must vanish implying $f_{1}^{\prime} f_{2}^{\prime}=f f_{2}$, or

$$
\begin{equation*}
f\left(E_{1}^{\prime}\right) f\left(E_{2}^{\prime}\right)=f(E) f\left(E_{2}\right) \tag{40.23}
\end{equation*}
$$

This relation must hold for all ( $E, E_{2}$ ), and for given ( $E_{1}^{\prime}, E_{2}^{\prime}$ ), the left side is just some constant. This constant will have some dependence on the quantity $E_{1}^{\prime}+E_{2}^{\prime}$; denote this functional dependence by $g\left(E_{1}^{\prime}+E_{2}^{\prime}\right)$. Now energy is conserved in the collision, and hence $E_{1}^{\prime}+E_{2}^{\prime}=E+E_{2}$. It follows that

$$
\begin{equation*}
f(E) f\left(E_{2}\right)=g\left(E_{1}^{\prime}+E_{2}^{\prime}\right)=g\left(E+E_{2}\right) \tag{40.24}
\end{equation*}
$$

Differentiation with respect to $E$ and $E_{2}$ in turn then leads to

$$
\begin{equation*}
\frac{f^{\prime}(E)}{f(E)}=\text { constant } \equiv-\frac{1}{k_{B} T} \tag{40.25}
\end{equation*}
$$

This yields the Boltzmann distribution

$$
\begin{equation*}
f(h)=\exp \left(-h / k_{B} T\right) \tag{40.26}
\end{equation*}
$$

as the equilibrium solution to these kinetic equations. ${ }^{6}$ This expression evidently satisfies the Boltzmann Eq. (40.13).

In molecular dynamics calculations one simply numerically follows the classical equations of motion for the distribution function $f\left(p_{1}, \cdots p_{n}, q_{1}, \cdots, q_{n} ; t\right)$ for some finite number of members of an assembly and then performs a suitable average to produce the ensemble. ${ }^{7}$

In the Nordheim-Uehling-Uhlenbeck extension of the Boltzmann equation one includes a Pauli-blocking term for identical fermions, not allowing the scattering process to lead to states already filled with one fermion per unit cell; the unit cell consists of the region $d^{3} p d^{3} q /(2 \pi \hbar)^{3}$ in phase space. (It is here that quantum mechanics first makes its appearance in this discussion.) One makes the replacement

$$
\begin{equation*}
\left[f_{1}^{\prime} f_{2}^{\prime}-f f_{2}\right] \rightarrow\left[f_{1}^{\prime} f_{2}^{\prime}(1-f)\left(1-f_{2}\right)-f f_{2}\left(1-f_{1}^{\prime}\right)\left(1-f_{2}^{\prime}\right)\right] \tag{40.27}
\end{equation*}
$$

As one justification for this approach, an argument similar to the above shows that the condition for static equilibrium is satisfied by the Fermi distribution function (see Prob. 40.2)

$$
\begin{equation*}
f(E)=\frac{1}{e^{(E-\mu) / k_{B} T}+1} \tag{40.28}
\end{equation*}
$$

The Vlasov-Uehling-Uhlenbeck (VUU) model is a one-body transport equation that includes the effects of a long-range mean field on the one-body dynamics and a short-range two-body collision term. The one-body hamiltonian is

$$
\begin{equation*}
h(\mathbf{p}, \mathbf{q})=\frac{\mathbf{p}^{2}}{2 m}+U(\rho) \tag{40.29}
\end{equation*}
$$

The density $\rho(t)$ is calculated from the distribution function, and when parameterized as a function of density, $U(\rho)$ probes the equation of state of the medium.

The basic ideas behind various transport models are well described in the review article by Stöcker and Greiner [St86], and a program to actually carry out such calculations for relativistic heavy-ion collisions up to a few $\mathrm{GeV} /$ nucleon is available to all [Ha93a]. Although more sophisticated calculations exist, there is insight to be gained from briefly summarizing what the program in [Ha93a] actually does:

- Random positions and momenta are selected from two Fermi gases inside the initial colliding nuclei;
- Particles are then followed with classical dynamics and zero (short)-range collisions leading to random final states; the collisions conserve ( $\mathbf{p}, E$ );

[^154]- A statistical average is taken over many "events" run in parallel;

$$
\begin{equation*}
f \equiv \frac{1}{N_{\text {events }}} \sum_{\text {events }} f^{\text {event }} \tag{40.30}
\end{equation*}
$$

- The density $\rho(t)$ is computed from $f$ and inserted in $U(\rho)$;
- An average of "runs" is used to determine the best $f$;
- This $f$ is then used to compute particle distribution and mean values;
- Inelastic $N-N$ processes producing $(\pi, \Delta)$ are also included.

What are the advantages of QHD, as discussed in Part 2 of this book, for providing a relativistic extention of this analysis?

- It provides a covariant description of the nuclear many-body system;
- It provides a basis for a relativistic treatment of the transport equations;
- It allows a consistent treatment of all hadronic channels;
- In RMFT, it provides an excellent first approximation to the nuclear mean field, including the energy dependence of the optical potential [Se86].

There exists a great deal of work on relativistic transport theory within this framework. The theoretical underpinnings are developed in [Ma93, Sc94]. A covariant Boltzmann-Uehling-Uhlenbeck (BUU) approach, the basic ideas of which have been presented above, is developed in [Bl88, La90, Ma92, Ma94a] and applied in [Bl89, B191, Ko90, Ko91]. Relativistic transport coefficients are discussed in [Ha93b, Ay94, Mo94]. The connection of the scalar and vector mean fields to the underlying relativistic two-body theory in this context is explored in [El92, Fu92, We92]. Effective cross sections in the medium are studied in [Li93, Ma94b]. Additional momentum dependent scalar and vector potentials, which provide a more accurate description of the optical potential, are introduced in [We92, We93]. Shocks are discussed in [Mo95]. The role of the Dirac sea in such collisions is discussed in [Ju92]. The production of kaons is examined in [Fa93a, Fa93b, Fa94], and of antinucleons in [Te93, Te94, Li94]. Other interesting extensions include studies of a classical version of QHD [Bu93a, Bu93b, Bu95] and of a transport theory for quarks and mesons [Zh92].

### 40.4 Summary

We have simply touched on a few aspects of heavy-ion reactions and the quarkgluon plasma, hopefully whetting the reader's appetite to pursue these subjects in more detail. An excellent, readable book exists on this topic [Le02], which contains extensive references to the literature. A recent overview is also given in [B102]. Transport in QCD is discussed in more detail, for example, in [Gy86, Va87, Se93, Se94] and hadronic transport in [El87]. Unified transport theory is approached in [ $\mathrm{Ba} 99 \mathrm{a}, \mathrm{Ba} 00, \mathrm{Ba} 01]$. The reader can keep abreast of the latest developments
in this field by looking at the most recent proceedings of the Quark Matter and Lattice Conferences (e.g. [Qu02, La02, La03]), and background material and the latest results are always available on the laboratory websites [RH03, LH03].

## Chapter 41

## Problems: Part 3

27.1. Start from the definition of the field tensor $\vec{F}_{\mu \nu}$ in Eq. (27.21) and introduce the infinitesimal local gauge transformation in Eq. (27.18). Prove $\delta \vec{F}_{\mu \nu}=\vec{\theta} \times \vec{F}_{\mu \nu}$.
27.2. (a) Derive the Euler-Lagrange Eqs. (27.47) for QCD.
(b) Derive Eqs. (27.48) from Noether's theorem. What are the appropriate symmetries?
27.3. (a) Show the canonical momentum conjugate to the gluon field in QCD is $\Pi_{j}^{a} \equiv$ $\Pi_{A_{j}^{a}}=i \mathcal{F}_{4 j}^{a}$.
(b) Derive Gauss' law for the color fields

$$
\vec{\nabla} \cdot \vec{\Pi}^{a}=-\frac{g}{2} \underline{\psi}^{\dagger} \underline{a}^{a} \underline{\psi}+g f^{a b c} \vec{\Pi}^{b} \cdot \vec{A}^{c} \equiv-g\left(\rho_{\text {quark }}^{a}+\rho_{\text {gluon }}^{a}\right)
$$

27.4. (a) Show (with the aid of partial integration) that the hamiltonian density in QCD can be written $\mathcal{H}_{\mathrm{QCD}} \doteq \frac{1}{2} \vec{\Pi}^{a} \cdot \vec{\Pi}^{a}+\frac{1}{4} \mathcal{F}_{i j}^{a} \mathcal{F}_{i j}^{a}+\underline{\psi}^{\dagger}\left\{\vec{\alpha} \cdot\left[\frac{1}{i} \vec{\nabla}-\frac{g}{2} \underline{\lambda}^{a} \vec{A}^{a}(x)\right]+\beta \underline{M}\right\} \underline{\psi}$.
(b) Prove that any vector field can be separated into $\vec{\Pi}=\vec{\Pi}_{T}+\vec{\Pi}_{L}$ where $\vec{\nabla} \cdot \vec{\Pi}_{T}=0$ and $\vec{\nabla} \times \vec{\Pi}_{L}=0$ with $\int_{\text {box }} \vec{\Pi}_{L} \cdot \vec{\Pi}_{T} d^{3} x=0[\mathrm{Fe} 80]$.
(c) Hence show the hamiltonian density can be written

$$
\begin{aligned}
\mathcal{H}_{\mathrm{QCD}} \doteq & \psi^{\dagger}\left\{\vec{\alpha} \cdot\left[\frac{1}{i} \vec{\nabla}-\frac{g}{2} \underline{\lambda}^{a} \vec{A}^{a}(x)\right]+\beta \underline{M}\right\} \underline{\psi}+\frac{1}{2} \vec{\Pi}_{T}^{a} \cdot \vec{\Pi}_{T}^{a}+\frac{1}{4} \mathcal{F}_{i j}^{a} \mathcal{F}_{i j}^{a} \\
& +\frac{g^{2}}{8 \pi} \iint \rho^{a}(\vec{x}) \frac{1}{\left|\vec{x}-\vec{x}^{\prime}\right|} \rho^{a}\left(\vec{x}^{\prime}\right) d^{3} x d^{3} x^{\prime}
\end{aligned}
$$

Here $\vec{\nabla} \cdot \vec{\Pi}^{a}=\vec{\nabla} \cdot \vec{\Pi}_{L}^{a}$ satisfies the constraint equation in Prob. 27.3(b) whose solution in terms of the color charge $\rho^{a}=\rho_{\text {quark }}^{a}+\rho_{\text {gluon }}^{a}$ is

$$
\vec{\Pi}_{L}^{a}=\frac{g}{4 \pi} \vec{\nabla} \int \frac{1}{\left|\vec{x}-\vec{x}^{\prime}\right|} \rho^{a}\left(\vec{x}^{\prime}\right) d^{3} x^{\prime}
$$

Since $\rho_{\text {gluon }}^{a}$ depends on $\vec{\Pi}_{L}$ this is an integral equation (or power series) for $\vec{\Pi}_{L}^{a}$.
27.5. Use the results of Prob. 27.4 and the analogy to QED to discuss the quantization of QCD in the Coulomb gauge where $\vec{\nabla} \cdot \vec{A}^{a}=0$ [Wa92].
27.6. In QED charge renormalization comes entirely from vacuum polarization (Ward's identity). Consider the Møller scattering of two electrons through one photon exchange at a momentum transfer $k^{2}$.
(a) Show that if $k^{2} \gg M^{2}$ then to $O(\alpha)$ the modification of the photon propagator due to the vacuum polarization process in Fig. 27.4 b is $e^{2} / k^{2} \rightarrow e^{2}\left[1+(\alpha / 3 \pi)\left(\ln k^{2} / M^{2}-5 / 3\right)\right] / k^{2}$ [Bj64, Bj65, Wa92].
(b) Use this result to define a new renormalized charge $e_{2}^{2}\left(k^{2}, e^{2}\right) / k^{2}$. Hence derive the first term in the power series expansion of Eq. (27.52). Note the sign.
27.7. In QCD color charge renormalization comes from vertex and self-energy parts as well as vacuum polarization. The following perturbation theory results in the Landau gauge are given for $k^{2} \gg \lambda^{2}$ in [Re81]:
(a) From the graphs in Prob. 19.3, the quark propagator is $-\delta_{i j} \delta_{l m} /\left(i \gamma_{\mu} p_{\mu}+m\right)+O\left(g^{4}\right)$.
(b) From the graphs in Prob. 19.4, the gluon propagator is $\left(\delta^{a b} / k^{2}\right)\left(\delta_{\mu \nu}-k_{\mu} k_{\nu} / k^{2}\right)[1-$
$\left.\left(13 / 2-2 N_{f} / 3\right)\left(g^{2} / 16 \pi^{2}\right) \ln k^{2} / \lambda^{2}\right]$. Here $N_{f}$ is the number of quark flavors.
(c) From the graphs in Prob. 19.5, the quark vertex is $\left(\underline{\lambda}^{a} / 2\right) \gamma_{\mu}\left[1-(9 / 4)\left(g^{2} / 16 \pi^{2}\right)\right.$ $\left.\ln k^{2} / \lambda^{2}\right]$.

Consider the scattering of two quarks through one gluon exchange to $O\left(g^{4}\right)$. As in Prob. 27.6, use the above results to define a new renormalized color charge $g_{2}\left(k^{2}\right) / k^{2}$. Hence derive the first term in the power series expansion of Eq. (27.53). Note the sign.
27.8. Derive the result in Prob. 27.7(a). Define the finite renormalized functions by subtracting at the (euclidian) mass $\lambda^{2}$.
27.9. Repeat Prob. 27.8 for the result in Prob. 27.7(b).
27.10. Repeat Prob. 27.8 for the result in Prob. 27.7(c).
27.11. Represent gluons with double lines with a color assigned to each line. Then, as indicated in the text, color can be viewed as running continuously through Feynman diagrams built from the Yukawa quark-gluon coupling in Eq. (27.44). Can you extend this concept to the cubic gluon self-couplings? To the quartic couplings?
28.1. Use the analog of the derivation of the partition function in the text to derive the path integral expression for the quantum mechanical transition amplitude $\left\langle q_{f} t_{f} \mid q_{i} t_{i}\right\rangle=$ $\left\langle q_{f}\right| \exp \left\{-\frac{i}{\hbar} \hat{h}\left(t_{f}-t_{i}\right)\right\}\left|q_{i}\right\rangle$ given in Eqs. (28.1) to (28.5).
28.2. A useful result for path integrals is provided by gaussian integration from ordinary analysis. Suppose $\underline{q}^{T} \underline{N} \underline{q}=\sum_{i=1}^{n-1} \sum_{j=1}^{n-1} q_{i} N_{i j} q_{j}$ is a quadratic form and $N_{i j}=N_{j i}$ is a real, symmetric matrix. Let $\underline{J}^{T} \underline{q}=\sum_{i=1}^{n-1} J_{i} q_{i}$ and ( $a, b$ ) be real numbers. Prove the following for $a= \pm|a|$

$$
\begin{aligned}
\int \cdots \int d q_{1} \cdots d q_{n-1} \exp \{ & \left.\frac{i}{\hbar}\left[a \underline{q}^{T} \underline{N} \underline{q}+b \underline{J}^{T} \underline{q}\right]\right\}=\frac{1}{(\operatorname{det} \underline{N})^{1 / 2}}\left(\frac{\pi \hbar e^{ \pm i \pi / 2}}{|a|}\right)^{(n-1) / 2} \\
& \times \exp \left\{-\frac{i}{\hbar} \frac{b^{2}}{4 a} \underline{J}^{T} \underline{N}^{-1} \underline{J}\right\}
\end{aligned}
$$

28.3. The variational derivative of a functional $W(f)$ can be defined by $\operatorname{Lim}_{\lambda \rightarrow 0}\{W[f(x)+$ $\lambda \delta(x-y)]-W[f(x)]\} / \lambda \equiv \delta W(f) / \delta f(y)$.
(a) Let $W_{x}(f) \equiv \int K(x, y) f(y) d y$. Show $\delta W_{x}(f) / \delta f(z)=K(x, z)$.
(b) Let $K_{n}\left(x_{1}, \cdots, x_{n}\right)$ be a totally symmetric function and $W(f) \equiv \int \cdots \int K_{n}\left(x_{1}, \cdots\right)$ $f\left(x_{1}\right) \cdots f\left(x_{n}\right) d x_{1} \cdots d x_{n}$. Show $\delta^{n} W(f) / \delta f\left(x_{1}\right) \cdots \delta f\left(x_{n}\right)=n!K_{n}\left(x_{1}, \cdots, x_{n}\right)$.
28.4. Show with the aid of the result in Prob. 28.2 that the required path integral can be evaluated exactly for the one-dimensional s.h.o. to give [Fe65]

$$
\left\langle q_{f} t \mid q_{i} 0\right\rangle=\left(\frac{m \omega e^{-i \pi / 2}}{2 \pi \hbar \sin \omega t}\right)^{1 / 2} \exp \left\{\frac{i}{\hbar} \frac{m \omega}{2}\left[\left(q_{i}^{2}+q_{f}^{2}\right) \cot \omega t-\frac{2 q_{f} q_{i}}{\sin \omega t}\right]\right\}
$$

Note this result is periodic in $\omega t$ and for $\omega t \rightarrow 0$ it reduces to that for a free particle.
28.5. Show from its definition that the result in Prob. 28.4 is the Green's function for the Schrödinger equation for the one-dimensional s.h.o.
28.6. Start from the definition in Prob. 28.1. Evaluate the trace through $\int d q\langle q t \mid q 0\rangle$ and then make the replacement $t \rightarrow-i \beta \hbar$ in Prob. 28.4 to rederive the partition function $z=\exp \{\beta \hbar \omega / 2\}(\exp \{\beta \hbar \omega\}-1)^{-1}$ for the one-dimensional s.h.o.
28.7. Consider a free scalar field with source $\mathcal{L}_{J}=J \phi$ and set $\hbar=c=1$.
(a) Assume the disturbance is confined to a finite region of space-time and carry out a partial integration to give $S \doteq(1 / 2) \int d^{4} x\left[-\phi \partial^{2} \phi / \partial t^{2}+\phi \nabla^{2} \phi-\left(m^{2}-i \eta\right) \phi^{2}+2 J \phi\right]$.
(b) Divide space-time into finite cells of volume $\varepsilon^{4}$. Label each cell with $\alpha$; in the continuum limit where $\varepsilon \rightarrow 0$ one has $\alpha \rightarrow x, \beta \rightarrow y$. Replace integrals by finite sums. In the action one can write $S \doteq \sum_{\alpha} \varepsilon^{4} \sum_{\beta} \varepsilon^{4} \phi_{\alpha} K_{\alpha \beta} \phi_{\beta} / 2+\sum_{\alpha} \varepsilon^{4} \phi_{\alpha} J_{\alpha}$. Here $\sum_{\beta} \varepsilon^{4} \phi_{\alpha} K_{\alpha \beta} \phi_{\beta} \xrightarrow{\varepsilon \rightarrow 0}$ $\int d^{4} y \phi(x) K(x-y) \phi(y)$ and $\operatorname{Lim}_{\varepsilon \rightarrow 0} K_{\alpha \beta}=\left[\partial^{2} / \partial x_{\mu}^{2}-\left(m^{2}-i \eta\right)\right] \delta^{(4)}(x-y)$. Use the result for gaussian integration in Prob. 28.2 to evaluate the generating functional in Eq. (28.49) in Minkowski space in terms of $\underline{K}^{-1}$ [Ab73].
(c) Define the inverse matrix by $\sum_{\gamma} K_{\alpha \gamma}\left(K^{-1}\right)_{\gamma \delta}=\delta_{\alpha \delta}$ with $\operatorname{Lim}_{\varepsilon \rightarrow 0}\left(K^{-1}\right)_{\alpha \beta} / \varepsilon^{8} \equiv$ $-\Delta_{\mathrm{F}}(x-y)$. Show the generating functional is

$$
\begin{aligned}
\tilde{W}_{0}(J) & =\exp \left\{\frac{i}{2} \int d^{4} x \int d^{4} y J(x) \Delta_{\mathrm{F}}(x-y) J(y)\right\} \\
\Delta_{\mathrm{F}}(x-y) & =\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{k^{2}+\left(m^{2}-i \eta\right)} e^{i k \cdot(x-y)}
\end{aligned}
$$

Here $\Delta_{F}$ is the Feynman propagator.
(d) Show $(1 / i)^{2} \delta^{2} \tilde{W}_{0}(0) / \delta J\left(x_{1}\right) \delta J\left(x_{2}\right)=(1 / i) \Delta_{F}\left(x_{1}-x_{2}\right)=\langle 0| T\left[\hat{\phi}\left(x_{1}\right), \hat{\phi}\left(x_{2}\right)\right]|0\rangle$.
29.1. The mathematical manipulations in chapters 29 and 30 involve analytically continuing the generating functional in complex time to produce the partition function and then rotating the path integrals over the fields to go from Minkowski to euclidian metric. As a very simple example illustrating some of these procedures (see [Fe80] for background), consider the following integral:

$$
I(\lambda) \equiv \frac{1}{2} \int_{-\infty}^{\infty} e^{-\lambda x^{2}} d x=\int_{0}^{\infty} e^{-\lambda x^{2}} d x
$$

(a) Show $I(\lambda)$ is an analytic function of $\lambda$ for $\operatorname{Re} \lambda>0$.
(b) Evaluate $I(\lambda)=\sqrt{\pi / 4 \lambda} \equiv F(\lambda)$ on the positive real $\lambda$ axis. Use this expression to analytically continue $I(\lambda)$ to the entire cut $\lambda$ plane.
(c) Hence establish the integral representation $F(\lambda)=\int_{\mathrm{C}} e^{-\lambda z^{2}} d z$ for $\operatorname{Re} \lambda>0$ where the contour $C$ runs from the origin to $\infty$ along the positive real $z$-axis.
(d) Use the analyticity of the integrand and Cauchy's theorem to show that if $\lambda$ lies on the positive real axis, one can rotate the contour $C$ in the complex $z$ plane to another contour $C_{1}$ so $F(\lambda)=\int_{\mathrm{C}} e^{-\lambda z^{2}} d z=\int_{C_{1}} e^{-\lambda z^{2}} d z$ where $C_{1}$ is any ray running from the origin to $\infty$ with $\operatorname{Re} z^{2}>0$.
(e) Let $\lambda$ approach the negative imaginary axis from the right $\lambda \rightarrow|\lambda| e^{-i \pi / 2}=-i|\lambda|$. Show the integral in (c) becomes $F\left(|\lambda| e^{-i \pi / 2}\right)=\int_{\mathrm{C}} \exp \left\{-e^{-i \pi / 2}|\lambda| z^{2}\right\} d z$.
(f) Show the contour $C$ in (e) can be rotated to any direction such that $\operatorname{Re}\left(e^{-i \pi / 2} z^{2}\right)>0$.

For example, it can be rotated to

$$
F\left(|\lambda| e^{-i \pi / 2}\right)=\int_{C_{2}} \exp \left\{-e^{-i \pi / 2}|\lambda| z^{2}\right\} d z
$$

where $C_{2}$ runs along the positive imaginary axis.
(g) Make a simple change of variables in (f) to show $F(-i|\lambda|)=i \int_{0}^{\infty} \exp \left\{-i|\lambda| \zeta^{2}\right\} d \zeta$.

The net result is that the value of the function analytically continued from real to imaginary argument is obtained by rotating the contour in the integral representation of that function from the real to imaginary axis. Analytic continuation implies that the resulting function is unique, and all steps are mathematically justified as long as the integrals under consideration converge.
29.2. Extend the formulation of $U(1)$ lattice gauge theory in the text to two space and one time $(2+1)$ dimensions. Demonstrate gauge invariance and the proper continuum limit.
29.3. Extend Prob. 29.2 to $3+1$ dimensions. Show $\sigma \equiv 1 / 2 e_{0}^{2}$ for the proper continuum limit in this case.
30.1. Extend the Ising model by letting the spin on each site take the values $\left\{s_{i}\right\}=$ $\{s, s-1, \cdots,-s\}$. Work in mean field theory (MFT).
(a) Show the partition function is $z=\left[\sinh \left(s+\frac{1}{2}\right) x\right] / \sinh \frac{1}{2} x$ where $x \equiv \beta J \gamma_{l} m$.
(b) Show the magnetization is $m=\partial \ln z / \partial x=\left(s+\frac{1}{2}\right) \operatorname{coth}\left(s+\frac{1}{2}\right) x-\frac{1}{2} \operatorname{coth} \frac{1}{2} x$.
(c) Find $T_{\mathrm{C}}$; plot $m$ vs. $T / T_{\mathrm{C}}$.
30.2. Extend the Ising model by letting the spin on each site take the values $\left\{s_{i}\right\}=$ $\left\{s \cos \theta_{i}\right\}$ with a measure $\int d \Omega_{i} / 4 \pi=\iint \sin \theta_{i} d \theta_{i} d \phi_{i} / 4 \pi$. Work in MFT.
(a) Show the partition function is $z=[\sinh \zeta] / \zeta$ where $\zeta \equiv \beta J \gamma_{l} m s$.
(b) Show the magnetization is $m / s=\partial \ln z / \partial \zeta=\operatorname{coth} \zeta-1 / \zeta$.
(c) Find $T_{\mathrm{C}}$; plot $m / s$ vs. $T / T_{\mathrm{C}}$.
(d) Let $J \gamma_{l} m \rightarrow \mathcal{H}_{\text {ext }}$ be an external magnetic field in the $z$-direction; write $m=\chi_{\text {mag }} \mathcal{H}_{\text {ext }}$ as $\mathcal{H}_{\text {ext }} \rightarrow 0$; and define $s \equiv \mu_{0}$. Use the above results to derive the Langevin expression for the paramagnetic susceptibility of a classical ensemble of magnetic moments $\chi_{\text {mag }}=$ $\mu_{0}^{2} / 3 k_{\mathrm{B}} T$.
30.3. Verify the MFT numerical results for lattice QED quoted in Eq. (30.28) and Fig. 30.6
30.4. Consider lattice QED in $1+1$ dimensions on a $2 \times 2$ lattice with periodic boundary conditions in both directions.
(a) Introduce relative angles and show the full problem can be reduced to the following exact expression ( $r_{5} \equiv r_{1}$ )

$$
Z(\sigma)=\prod_{j=1}^{4} \int_{-2 \pi}^{2 \pi} d r_{j}\left(2 \pi-\left|r_{j}\right|\right) \exp \left\{-2 \sigma\left(4-\sum_{i=1}^{4} \cos \left(r_{i}-r_{i+1}\right)\right)\right\} /[\cdots]_{\sigma=0}
$$

(b) Show $4\left\langle\left\langle S_{\square}\right\rangle\right\rangle=-\sigma d \ln Z(\sigma) / d \sigma$.
(c) Extend these results to an $n \times n$ lattice.
31.1. The Baker-Haussdorf identity $e^{A} e^{B}=e^{A+B+\frac{1}{2}[A, B]}$ holds for operators and matrices as long as $[A,[A, B]]=[B,[A, B]]=0$. Prove this relation to third order in the operators by expanding the exponentials on both sides.
31.2. Construct a proof of the Baker-Haussdorf identity in Prob. 31.1 to all orders in the following fashion [Bj65]:
(a) First show $e^{B} A e^{-B}=A+[B, A]$.
(b) Define $F(\lambda)=e^{\lambda(A+B)} e^{-\lambda B} e^{-\lambda A}$. Show $d F / d \lambda=e^{\lambda(A+B)}\left[A, e^{-\lambda B}\right] e^{-\lambda A}$.
(c) Hence show $\left[A, e^{-\lambda B}\right]=-\lambda[A, B] e^{-\lambda B}$ and $d F / d \lambda=-\lambda[A, B] F(\lambda)$ with $F(0)=1$.
(d) Use (c) to conclude $F(\lambda)=e^{-\frac{\lambda^{2}}{2}[A, B]}$ and take $\lambda=1$ to establish the identity.
31.3. (a) Prove that $\underline{U}_{\square}$ is again a $2 \times 2 S U(2)$ matrix and thus can be written $\underline{U}_{\square}=$ $\exp \left\{\frac{i}{2} \vec{\tau} \cdot \vec{\phi}\right\}$ for some real $\vec{\phi}:\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$.
(b) Show that as $\vec{\phi} \rightarrow 0$ one has $\frac{1}{2} \operatorname{tr} \underline{U}_{0}=1-\frac{1}{8} \vec{\phi}^{2}+\cdots$.
31.4. Generalize the discussion of the continuum limit in the text to the case of $2+1$ and $3+1$ dimensions ( $\mathrm{d}=3,4$ ). Show $\sigma=2 / g_{0}^{2} a^{4-d}$.
31.5. Search the literature to find the appropriate gauge-invariant measure for $S U(3)$ nonabelian lattice gauge theory.
32.1. Plot the "magnetization" $M^{4}$ as a function of $\sigma_{\mathrm{C}} / \sigma$ for $S U(2)$ lattice gauge theory in $d=4$ dimensions in MFT obtained from Eqs. (32.24), (32.29), and (32.35). Compare with Fig. 30.6.
32.2. (a) Show that to within an overall multiplicative constant the MFT free energy/site, and thus also the minimization condition for $H$, depends only on the combination $\sigma(d-1)$. (b) Hence conclude that the critical value of $\sigma$ for the development of spontaneous magnetization $M$ in MFT in $d$ dimensions scales as $\sigma_{\mathrm{C}}(d-1)=4.239$.
(c) Thus use the results of Prob. 32.1 to make a universal plot of $M_{\mathrm{MFT}}^{4}$ vs. $\sigma_{\mathrm{C}} / \sigma$ in $d$ dimensions.
32.3. One of the original Monte Carlo calculations in nonabelian lattice gauge theory is due to Creutz, who found clear evidence for a phase transition in the pure $S U(2)$ gauge theory in $d=5$ dimensions [Cr79a].
(a) Use the scaling relation in Prob. 32.2 to show that for $S U(2)$ with $d=5$ one has $\sigma_{\mathrm{C}}=1.060$ in MFT.
(b) Establish that $\beta_{\text {Creutz }} \equiv 2 \sigma$. (You may have to trace back in the literature here.)
(c) Hence establish the comparison with the Monte Carlo result that $\sigma_{\mathrm{C}}=0.821 \pm 0.008$ in this case.
33.1. At the end of chapter 28 it was argued that the vacuum expectation value of a time-ordered product of Heisenberg operators, in the euclidian metric, can be obtained from variational derivatives with respect to the sources of the generating functional; these simply serve to bring down the field operators. Thus one can write

$$
\langle Q(\mathcal{T}) Q(0)\rangle=\frac{\int(d U) e^{-S(U)} Q(\mathcal{T}) Q(0)}{\int(d U) e^{-S(U)}}
$$

Here $S \equiv \bar{S}$ of chapter 28 , with $\int_{-\infty}^{\infty} d \tau$, and $Q$ is constructed from the link variables. The correlation function of Eq. (33.42) is then given by $G(\mathcal{T})=\langle Q(\mathcal{T}) Q(0)\rangle-\langle Q(\mathcal{T})\rangle\langle Q(0)\rangle$.

Let $Q=S_{\square}$ be the contribution to the action from an elementary plaquette. Formulate the problem of calculating the plaquette-plaquette correlation function in lattice gauge theory.
33.2. Discuss the following features of the calculation formulated in Prob. 33.1: gauge invariance, continuum limit, large $\mathcal{T}$ limit, and nature of the intermediate states contributing to the correlation function.
34.1. Derive the following strong-coupling $\sigma \rightarrow 0$ limits for $\left\langle S_{\square}\right\rangle$ :
(a) For U(1); $\left\langle S_{\square}\right\rangle / 2 \sigma=1-\sigma+O\left(\sigma^{3}\right)$
(b) For $\operatorname{SU}(2) ; \quad\left\langle S_{\square}\right\rangle / 2 \sigma=1-\sigma / 2+O\left(\sigma^{3}\right)$
34.2. Plot the asymptotic strong-coupling result in Fig. 30.6.
34.3. Draw Fig. 34.7 for $\mathrm{SU}(2)$ in $d=4$ dimensions.
34.4. Evaluate the term of $O\left(\sigma^{3}\right)$ in Prob. 34.1(a).
35.1. Use the Monte Carlo method in Eq. (35.14) to evaluate the following integrals: $\int_{0}^{1} x^{2} d x, \int_{0}^{1} \sin (\pi x / 2) d x$, and $\int_{0}^{1} e^{-x} d x$. Compare with the brute force method in Fig. 35.5 for the same number of points. Discuss convergence.
35.2. The Dirichlet integral $I_{n}=\int \cdots \int d x_{1} \cdots d x_{n}$ with $x_{1}^{2}+\cdots+x_{n}^{2} \leq 1$ is the volume of the unit sphere in $n$-dimensional euclidian space. Generate a random point in the unit cube, keep the point if the inequality is satisfied, and hence compute the ratio of the volume of the unit sphere to unit cube $I_{n}=(\sqrt{\pi})^{n} / \Gamma(1+n / 2)$. Verify for several n, and discuss convergence.
35.3. Consider the following integral $\bar{f}=\int_{0}^{1} f(x) m(x) d x / \int_{0}^{1} m(x) d x$ with $p(x) \equiv$ $m(x) / \int_{0}^{1} m(x) d x$. Use the Metropolis algorithm to generate a distribution satisfying $d N / N=p(x) d x$ and evaluate $\bar{f}$ in the following cases: 1) $f(x)=x^{2}(1-x)^{2}$ with $m(x)=x(1-x)$; and 2) $f(x)=x^{n}$ with $m(x)=e^{-x}$. Discuss convergence.
35.4. Pick one of the integrals in Prob. 35.1. By repeated calculation for fixed $N$, and then for larger $N$, verify the main features of Fig. 35.4.
36.1. Fermion fields in path integrals are described through Grassmann algebras of anticommuting $c$-numbers $c_{i}$ with $i=1, \cdots, n$ satisfying $\left\{c_{i}, c_{j}\right\}=0$. The concept of integration, here justified a posteriori (Prob. 36.4), is then defined by $\int d c_{i}=0$ and $\int c_{i} d c_{i}=1$ where it is assumed that all elements anticommute $\left\{c_{i}, c_{j}\right\}=\left\{d c_{i}, c_{j}\right\}=\left\{d c_{i}, d c_{j}\right\}=0$. Suppose one has two distinct Grassmann algebras $\bar{c}_{i}$ and $c_{i}$ with all elements anticommuting. The basic integral relation corresponding to that in Prob. 28.2 is then (as usual, repeated indices are summed)

$$
\int \cdots \int d \bar{c}_{n} \cdots d \bar{c}_{1} d c_{1} \cdots d c_{n} \exp \left\{-\bar{c}_{i} N_{i j} c_{j}\right\}=\operatorname{det} \underline{N}
$$

(a) Prove this result explicitly for $n=2$.
(b) Generalize the proof to arbitrary $n$.
36.2. Let $\bar{\xi}_{i}$ and $\xi_{i}$ be two additional Grassmann algebras of sources, everything again anticommuting. Prove

$$
\int \cdots \int d \bar{c}_{n} \cdots d \bar{c}_{1} d c_{1} \cdots d c_{n} \exp \left\{-\bar{c}_{i} N_{i j} c_{j}+\bar{c}_{i} \xi_{i}+\bar{\xi}_{j} c_{j}\right\}=(\operatorname{det} \underline{N}) \exp \left\{\bar{\xi}_{i}\left(N^{-1}\right)_{i j} \xi_{j}\right\}
$$

(Hint: change variables $\underline{\eta} \equiv \underline{c}-\underline{N}^{-1} \underline{\xi}$ with $d \eta_{i}=d c_{i}$.)
36.3. Let $\mathcal{L}_{0}=-\bar{\psi}\left(\gamma_{\mu} \partial / \partial x_{\mu}+M\right) \psi$ be the lagrangian density of a free fermion field. Discretize space time as in Prob. 28.7, and repeat that problem dealing now with Grassmann variables $\bar{\psi}_{\alpha}$ and $\psi_{\beta}$ and a measure $\mathcal{D}(\bar{\psi}) \mathcal{D}(\psi)$. If $\bar{\zeta}$ and $\zeta$ are Grassmann sources, show
the generating functional is (see [Se86, Wa92])

$$
\begin{aligned}
\tilde{W}_{0}[\bar{\zeta}, \zeta] & \equiv \int \mathcal{D}(\bar{\psi}) \mathcal{D}(\psi) \exp \left\{i \int d^{4} x\left[\mathcal{L}_{0}+\bar{\zeta} \psi+\bar{\psi} \zeta\right]\right\} /[\cdots]_{\zeta=\bar{\zeta}=0} \\
& =\exp \left\{-i \int d^{4} x \int d^{4} y \bar{\zeta}(x) S_{\mathbf{F}}(x-y) \zeta(y)\right\} \\
S_{\mathrm{F}}(x-y) & =-\int \frac{d^{4} k}{(2 \pi)^{4}} \frac{1}{i k_{\mu} \gamma_{\mu}+(M-i \eta)} \exp \{i k \cdot(x-y)\}
\end{aligned}
$$

36.4. Denote the continuum limit of the Grassmann algebra by $c_{i} \rightarrow c_{x} \rightarrow c(x)$, and define a functional and its variational derivatives by

$$
\begin{aligned}
& P[\bar{c}, c]=\int d x_{1} \cdots d x_{n} \int d y_{1} \cdots d y_{n} \\
& \quad \times \bar{c}\left(x_{1}\right) \cdots \bar{c}\left(x_{n}\right) \frac{1}{n!} \frac{1}{n!} K_{n}\left(x_{1}, \cdots, x_{n} ; y_{1}, \cdots, y_{n}\right) c\left(y_{1}\right) \cdots c\left(y_{n}\right) \\
& \frac{\delta^{n}}{\delta \bar{c}\left(x_{n}\right) \cdots \delta \bar{c}\left(x_{1}\right)} P[\bar{c}, c] \frac{\delta^{n}}{\delta c\left(y_{n}\right) \cdots \delta c\left(y_{1}\right)} \equiv K_{n}\left(x_{1}, \cdots, x_{n} ; y_{1}, \cdots, y_{n}\right)
\end{aligned}
$$

Here the kernel $K_{n}\left(x_{1}, \cdots, x_{n} ; y_{1}, \cdots, y_{n}\right)$ is assumed antisymmetric in $x_{1}, \cdots, x_{n}$ and in $y_{1}, \cdots, y_{n}$; note the order is important on both sides of these relations.

Derive the following relation from the result in Prob. 36.3

$$
\left[\frac{1}{i^{2}} \frac{\delta}{\delta \bar{\zeta}(x)} \tilde{W}_{0}[\bar{\zeta}, \zeta] \frac{\delta}{\delta \zeta(y)}\right]_{\zeta=\bar{\zeta}=0}=i S_{\mathrm{F}}(x-y)=\langle 0| P[\psi(x), \bar{\psi}(y)]|0\rangle
$$

36.5. (a) Assume $\underline{A}_{D}$ is a diagonal matrix. Show $\operatorname{det} \underline{A}_{D}=\exp \left\{\operatorname{Tr} \ln \underline{A}_{D}\right\}$.
(b) Assume the matrix $\underline{A}$ can be diagonalized with a similarity transformation $\underline{U A U^{-1}}$ $=\underline{A}_{\mathrm{D}}$. Use the result in (a) to prove $\operatorname{det} \underline{A}=\exp \{\operatorname{Tr} \ln \underline{A}\}$.
36.6. Use the expansion of the determinant in terms of cofactors to prove the general matrix relation $\partial(\operatorname{det} \underline{M}) / \partial M_{i j}=\left(\underline{M}^{-1}\right)_{j i}(\operatorname{det} \underline{M})$.
36.7. Extend the demonstration of the correct continuum limit of the LGT fermion action to $d=3$ and $d=4$ dimensions. Show $\sigma_{F}=1 / 2 a^{1-d}$.
36.8. Use Eq. (36.12) to find the matrix $\Delta_{i j}(U)$ in Eq. (36.21).
37.1. Assume $x$ satisfies the eigenvalue equation $j_{0}(x)=j_{1}(x)$. Use the formulae for spherical Bessel functions in [Sc68] to show the following:
(a) $\int_{0}^{x} \rho^{2} d \rho\left[j_{0}^{2}(\rho)+j_{1}^{2}(\rho)\right]=2(x-1) \sin ^{2} x$
(b) $\int_{0}^{x} \rho^{3} d \rho j_{0}(\rho) j_{1}(\rho)=\left(x-\frac{3}{4}\right) \sin ^{2} x$
(c) $\int_{0}^{x} \rho^{2} d \rho\left[j_{0}^{2}(\rho)-\frac{1}{3} j_{1}^{2}(\rho)\right]=\left(\frac{2}{3} x\right) \sin ^{2} x$
37.2. (a) Use the arguments in appendix A. 1 to derive the effective quark-quark potential arising from one-gluon exchange. Show that with neglect of retardation in the gluon propagator one has $\nu_{q-q}=\left(g^{2} / 4 \pi r_{12}\right)\left(\gamma_{\mu}\right)^{(1)}\left(\gamma_{\mu}\right)^{(2)}\left(\lambda^{a} / 2\right)^{(1)}\left(\lambda^{a} / 2\right)^{(2)}$. When added to the bag model, this gives rise to additional splitting of the $(q)^{3}$ levels.
(b) Use asymptotic freedom to discuss the expected behavior of $g^{2}\left(r_{12}\right)$ as $r_{12} \rightarrow 0$.
(c) Discuss the $q-\bar{q}$ potential and the relevance to Fig. 33.5.
37.3. (a) Show that $\left(\left\langle r^{2}\right\rangle\right)^{1 / 2}=0.73 R$ for a single massless quark in the $1 s_{1 / 2}$ state in the bag model [Bh88].
(b) Find the mean square charge radius of the proton and neutron in the bag model.
37.4. Construct the bag model $(q \bar{q})$ wave functions for the ground-state, color singlet, ( $0^{-}, 1^{-}$) mesons in the nuclear domain with massless quarks. (Note: Be careful with the antiquark contributions.)
38.1. Verify the expression for $d \sigma$ in Eq. (38.7).
38.2. Derive the general expression for the response tensor $W_{\mu \nu}$ in Eq. (38.11) (see [Wa01]).
38.3. Verify the expression for $d^{2} \sigma / d \Omega_{2} d \varepsilon_{2}$ in Eq. (38.19).
39.1. Show that in the $|\vec{p}| \rightarrow \infty$ frame in the deep inelastic region with small $\theta$ in the parton model one has $|\vec{q}| \approx \sqrt{q^{2}}$ and $\vec{q}$ is perpendicular to $\vec{k}_{1}=-\vec{p}$ (Fig. 39.1).
39.2. Derive Eqs. (39.11) for the photoabsorption cross section $\sigma_{\gamma}$ [Wa01].
39.3. Derive the splitting function $P_{e \leftarrow \gamma}=\left[z^{2}+(1-z)^{2}\right] / 2$ in QED.
39.4. Derive the splitting function $P_{e \leftarrow e}=\left(1+z^{2}\right) /(1-z)_{+}+(3 / 2) \delta(1-z)$ in QED. Here the singularity at $z=1$ has been removed through $f(z) /(1-z)_{+} \equiv[f(z)-f(1)] /(1-z)$; and the second term is added to properly account for depletion in this channel through satisfaction of the sum rules in Eqs. (C.17) and (C.20) (see [Qu83]).
39.5. Show that to take into account depletion and to satisfy the sum rule in Eq. (C.20) $P_{\gamma \leftarrow \gamma}=-(1 / 3) \delta(1-z)$ in QED.
39.6. Define moments of the distribution functions $e^{n}(\tau) \equiv \int_{0}^{1} d x x^{n-1} e(x, \tau)$ with similar relations for $\bar{e}^{n}(\tau)$ and $\gamma^{n}(\tau)$. Also define $P_{b \leftarrow a}^{n} \equiv \int_{0}^{1} d z z^{n-1} P_{b \leftarrow a}(z)$; note that these are now known quantities.
(a) Take moments of the master Eqs. (C.14) and show

$$
\begin{aligned}
\frac{d e^{n}(\tau)}{d \tau} & =\frac{\alpha(\tau)}{2 \pi}\left[e^{n}(\tau) P_{e \leftarrow e}^{n}+\gamma^{n}(\tau) P_{e \leftarrow \gamma}^{n}\right] \\
\frac{d \bar{e}^{n}(\tau)}{d \tau} & =\frac{\alpha(\tau)}{2 \pi}\left[e^{n}(\tau) P_{e \leftarrow e}^{n}+\gamma^{n}(\tau) P_{e \leftarrow \gamma}^{n}\right] \\
\frac{d \gamma^{n}(\tau)}{d \tau} & =\frac{\alpha(\tau)}{2 \pi}\left[\left\{e^{n}(\tau)+\bar{e}(\tau)\right\} P_{\gamma \leftarrow e}^{n}+\gamma^{n}(\tau) P_{\gamma \leftarrow \gamma}^{n}\right]
\end{aligned}
$$

(b) Discuss the solution of these coupled, linear, first-order differential equations.
39.7. Show that in QCD [Al77, Qu83, Ca90]

$$
P_{g \leftarrow g}(z)=2 N_{\mathrm{C}}\left[\frac{1-z}{z}+\frac{z}{(1-z)_{+}}+z(1-z)+\left(\frac{11}{12}-\frac{N_{f}}{6 N_{\mathrm{C}}}\right) \delta(1-z)\right]
$$

40.1. Verify Eqs. (40.5) and (40.8).
40.2. Write $f(E) \equiv 1 / D(E)$ with $D(E)=e^{(E-\mu) / k_{B} T}+1$ and show that this Fermi distribution function causes the new expression for the integrand of the collision term in Eq. (40.27) to vanish.

Part 4

Electroweak Interactions with Nuclei
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## Chapter 42

## Weak interaction phenomenology

In this chapter we review some basic phenomenology of the weak interactions. This material is the result of over a half-century of beautiful experimental and theoretical work, and we cannot really do justice to this material in a superficial overview. Nonetheless, a familiarity with the basic weak interaction phenomenology is essential to the further development in this part of the book. The reader is referred to [Wa75, Co83] for a much more extensive discussion of these topics and a thorough list of references to the original literature.

### 42.1 Lepton fields

Most leptons ( $l, \nu_{l}$ ) are light, or massless, and they can be created and destroyed in weak interactions. This indicates that they must be described with relativistic quantum fields. In the interaction representation, fermion fields take the following form

$$
\begin{equation*}
\psi(x)=\frac{1}{\sqrt{\Omega}} \sum_{\mathbf{k} \lambda}\left[a_{\mathbf{k} \lambda} u(\mathbf{k} \lambda) e^{i k \cdot x}+b_{\mathbf{k} \lambda}^{\dagger} v(-\mathbf{k} \lambda) e^{-i k \cdot x}\right] \tag{42.1}
\end{equation*}
$$

In this expression $a$ destroys a lepton, $b^{\dagger}$ creates an antilepton, and $\lambda$ denotes the helicity with respect to the accompanying momentum variable. ${ }^{1}$

## 42.2 $V-A$ theory

In the weak interactions, massless leptons are observed to couple through the following two-component fields

$$
\begin{equation*}
\phi \equiv \frac{1}{2}\left(1+\gamma_{5}\right) \psi \tag{42.2}
\end{equation*}
$$

[^155]Note the following properties of $\gamma_{5} \equiv \gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}$

$$
\begin{array}{rlrl}
\left\{\gamma_{5}, \gamma_{\mu}\right\} & =0 & \gamma_{5}^{2}=1 \\
\frac{1}{2}\left(1+\gamma_{5}\right) \frac{1}{2}\left(1+\gamma_{5}\right) & =\frac{1}{2}\left(1+\gamma_{5}\right) & & \\
\frac{1}{2}\left(1+\gamma_{5}\right) \frac{1}{2}\left(1-\gamma_{5}\right) & =0 & \\
\frac{1}{2}\left(1-\gamma_{5}\right) \frac{1}{2}\left(1-\gamma_{5}\right) & =\frac{1}{2}\left(1-\gamma_{5}\right) & \tag{42.3}
\end{array}
$$

Equation (42.2) implies that the lepton coupling terms in the weak hamiltonian take the following form

$$
\begin{equation*}
\bar{\phi}_{a} O_{i} \phi_{b}=\frac{1}{4} \bar{\psi}_{a}\left(1-\gamma_{5}\right) O_{i}\left(1+\gamma_{5}\right) \psi_{b} \tag{42.4}
\end{equation*}
$$

This expression vanishes for scalar (S), pseudoscalar ( $P$ ), and tensor ( $T$ ) couplings of the form $O_{i}=1, \gamma_{5}, \sigma_{\mu \nu}$; and in the case of vector $(V)$ and axial vector $(-A)$ interactions $O_{i}=\gamma_{\mu}, \gamma_{\mu} \gamma_{5}$ the coupling is unique

$$
\begin{equation*}
\bar{\phi}_{a} O_{i} \phi_{b}=\frac{1}{4} \bar{\psi}_{a}\left(1-\gamma_{5}\right) \gamma_{\mu}\left(1+\gamma_{5}\right) \psi_{b}=\frac{1}{2} \bar{\psi}_{a} \gamma_{\mu}\left(1+\gamma_{5}\right) \psi_{b} \tag{42.5}
\end{equation*}
$$

The early days of weak interactions are filled with studies to determine the nature of the couplings ( $S, P, T, V, A$ ). The empirical evidence now is that it is entirely of this $V-A$ form [Co83].

In the standard representation of the Dirac matrices

$$
\begin{align*}
\gamma_{5} & =\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right) \\
\gamma_{5} \boldsymbol{\alpha}=\boldsymbol{\alpha} \gamma_{5} & =\left(\begin{array}{cc}
-\boldsymbol{\sigma} & 0 \\
0 & -\boldsymbol{\sigma}
\end{array}\right) \equiv-\boldsymbol{\sigma}=\left(\begin{array}{cc}
0 & \boldsymbol{\sigma} \\
\boldsymbol{\sigma} & 0
\end{array}\right) \tag{42.6}
\end{align*}
$$

The Dirac equation for the energy eigenstates in the case of massless particles is

$$
\begin{equation*}
\boldsymbol{\alpha} \cdot \mathbf{p} \psi= \pm E_{p} \psi \tag{42.7}
\end{equation*}
$$

Multiplication by $\left(1+\gamma_{5}\right) / 2$ and $\gamma_{5}$ in turn then leads to

$$
\begin{align*}
\boldsymbol{\alpha} \cdot \mathbf{p} \phi & = \pm E_{p} \phi \\
-\boldsymbol{\sigma} \cdot \mathbf{p} \phi & = \pm E_{p} \phi \\
\boldsymbol{\sigma} \cdot(\mathbf{p} /|\mathbf{p}|) \phi & =\mp \phi \tag{42.8}
\end{align*}
$$

The last equation exhibits the empirical helicity of the massless leptons; particles are left-handed and antiparticles are right-handed in the coupling in the weak interaction.

## $42.3 \beta$-decay interaction

The empirical hamiltonian describing the weak interaction was first written by Fermi who, as legend has it, was teaching himself field theory. Written in terms of the $\phi$ with the corresponding unique $V-A$ coupling, the simplest form of the hamiltonian describing the $\beta$-decay process in Fig. 42.1 is

$$
\begin{align*}
-\mathcal{L}_{\mathrm{W}}=\mathcal{H}_{\mathrm{W}} & =\frac{4 G}{\sqrt{2}}\left(\bar{\phi}_{p} \gamma_{\mu} \phi_{n}\right)\left(\bar{\phi}_{e} \gamma_{\mu} \phi_{\nu_{e}}\right)+\text { h.c. } \\
& =\frac{G}{\sqrt{2}}\left[\bar{\psi}_{p} \gamma_{\mu}\left(1+\gamma_{5}\right) \psi_{n}\right]\left[\bar{\psi}_{e} \gamma_{\mu}\left(1+\gamma_{5}\right) \psi_{\nu_{e}}\right]+\text { h.c. } \tag{42.9}
\end{align*}
$$

Here $G$ is the Fermi coupling constant. The present convention is that $e \equiv e^{-}$ represents the particle in the charged lepton field, and $e^{+}$the antiparticle.


Fig. 42.1. Basic $\beta$-decay process.

### 42.4 Leptons

It is an empirical fact that if leptons are assigned a lepton number $l$ then, as with the baryon number, the lepton number is a conserved quantity. Furthermore, suppose one groups the observed leptons into pairs in the following fashion

$$
\begin{equation*}
\binom{e^{-}}{\nu_{e}} \quad\binom{\mu^{-}}{\nu_{\mu}} \quad\binom{\tau^{-}}{\nu_{\tau}} \tag{42.10}
\end{equation*}
$$

Then, until recently, all experimental evidence indicated that the lepton numbers $l_{l}$ of the individual pairs were separately conserved [Co83]. Current results on neutrino mixing invalidate this statement (chapter 49).

### 42.5 Current-current theory

How do the other leptons couple in the weak interactions? The evidence is that there is a universal coupling to the charge-changing lepton current illustrated in


Fig. 42.2. Charge-changing fermion currents in the weak interactions: (a) leptons; (b) point nucleons; (c) quarks.

Fig. 42.2a and given by

$$
\begin{align*}
& j_{\lambda}^{(-)} \text {(leptonic) }=2 i\left[\bar{\phi}_{e} \gamma_{\lambda} \phi_{\nu_{e}}+\bar{\phi}_{\mu} \gamma_{\lambda} \phi_{\nu_{\mu}}+\bar{\phi}_{\tau} \gamma_{\lambda} \phi_{\nu_{\tau}}+\cdots\right]  \tag{42.11}\\
& \quad=i\left[\bar{\psi}_{e} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{\nu_{e}}+\bar{\psi}_{\mu} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{\nu_{\mu}}+\bar{\psi}_{\tau} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{\nu_{\tau}}+\cdots\right]
\end{align*}
$$

As is evident from $\beta$-decay, the total current in the charge-changing weak interactions has both a hadronic and leptonic part

$$
\begin{equation*}
\mathcal{J}_{\lambda}^{(-)}=\mathcal{J}_{\lambda}^{(-)}(\text {hadronic })+j_{\lambda}^{(-)}(\text {leptonic }) \tag{42.12}
\end{equation*}
$$

For nucleons with point Dirac couplings the weak charge-changing hadronic current describing, for example, the $\beta$-decay process $p \rightarrow n+e^{+}+\nu_{e}$ as illustrated in Fig. 42.2b takes the form

$$
\begin{align*}
\mathcal{J}_{\lambda}^{(-)} \text {(hadronic) } & =2 i \bar{\phi}_{n} \gamma_{\lambda} \phi_{p} \\
& =i \bar{\psi}_{n} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{p} \tag{42.13}
\end{align*}
$$

On a more basic level, the charge-changing weak interactions of the light quarks proceed through the reactions $u \rightarrow d+l^{+}+\nu_{l}$ and $u \rightarrow s+l^{+}+\nu_{l}$ as illustrated in Fig. 42.2c. The empirical form of the appropriate quark current is given by [Co83]

$$
\begin{align*}
\mathcal{J}_{\lambda}^{(-)} \text {(hadronic) } & =2 i\left[\bar{\phi}_{d} \gamma_{\lambda} \phi_{u} \cos \theta_{\mathrm{C}}+\bar{\phi}_{s} \gamma_{\lambda} \phi_{u} \sin \theta_{\mathrm{C}}\right]  \tag{42.14}\\
& =i\left[\bar{\psi}_{d} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{u} \cos \theta_{\mathrm{C}}+\bar{\psi}_{s} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{u} \sin \theta_{\mathrm{C}}\right]
\end{align*}
$$

Here $\sin \theta_{\mathrm{C}} \approx \sin 13^{\circ}$ represents the Cabibbo angle; it is a rotated quark field ( $\psi_{d} \cos \theta_{\mathrm{C}}+\psi_{s} \sin \theta_{\mathrm{C}}$ ) that couples into the charge-changing weak interactions.

The adjoint of the above current describes weak processes where the charge is raised

$$
\begin{equation*}
\mathcal{J}_{\lambda}^{(+)} \equiv\left(\mathcal{J}_{1}^{(-) \dagger}, \mathcal{J}_{2}^{(-) \dagger}, \mathcal{J}_{3}^{(-) \dagger},+i \mathcal{J}_{0}^{(-) \dagger}\right) \tag{42.15}
\end{equation*}
$$

It is then an empirical fact that all the charge-changing weak interactions can be described through a universal current-current interaction of the currents in

Eqs. (42.12) and (42.15)

$$
\begin{equation*}
\mathcal{H}_{\mathrm{W}}(x)=-\frac{G}{\sqrt{2}} \mathcal{J}_{\lambda}^{(+)} \mathcal{J}_{\lambda}^{(-)} \tag{42.16}
\end{equation*}
$$

Written in terms of the lepton and quark currents in Eqs. (42.11) and (42.14), this point four-fermion hamiltonian appears to provide the correct description of weak interactions in the nuclear domain [Co83]. One must realize, however, that the evaluation of the matrix elements of the quark fields in the nuclear domain involves all the complexities of strong-coupling QCD.

In fact, a remarkably good starting description of semileptonic weak interactions in the nuclear domain is given by the Fermi hamiltonian and the hadronic current of Eq. (42.13) with point Dirac fields

$$
\begin{align*}
\mathcal{H}_{\mathrm{W}}(x)= & \frac{G}{\sqrt{2}}\left[\bar{\psi}_{\nu_{e}} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{e}+\cdots+\bar{\psi}_{p} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{n}+\cdots\right] \\
& \times\left[\bar{\psi}_{e} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{\nu_{e}}+\cdots+\bar{\psi}_{n} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{p}+\cdots\right] \tag{42.17}
\end{align*}
$$

## $42.6 \quad \mu$-decay

The purely leptonic process of $\mu$-decay is described by the hamiltonian in Eqs. (42.16) and (42.17) as illustrated in Fig. 42.3.


Fig. 42.3. $\mu$-decay as described by the point four-fermion interaction.
Since no strong interactions are involved, the calculation of the decay amplitude and rate is a straightforward exercise in perturbation theory (Prob. 42.6). The experimental value of the decay rate can then be used to determine the value of the Fermi constant $[\mathrm{Co} 83]^{2}$

$$
\begin{equation*}
G_{\mu}=\frac{1.0267 \times 10^{-5}}{m_{p}^{2}} \tag{42.18}
\end{equation*}
$$

Note that the Fermi constant is not dimensionless; it has dimensions $1 / m_{p}^{2}$. Thus the hamiltonian in Eq. (42.16) would appear to be an effective low-energy representation

[^156]of a deeper underlying theory.

### 42.7 Conserved vector current theory (CVC)

The conserved vector current theory of Feynman and Gell-Mann is one of the loveliest and most powerful weak-interaction results [Co83]. To motivate it, start with point nucleons. The charge-changing weak current from above is then

$$
\begin{equation*}
\mathcal{J}_{\lambda}^{(+)}=i \bar{\psi}_{p} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{n} \tag{42.19}
\end{equation*}
$$

Introduce the isodoublet nucleon field and Pauli matrices

$$
\begin{align*}
\psi=\binom{p}{n} & \frac{1}{2}\left(1+\tau_{3}\right)
\end{align*}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0 \tag{42.20}
\end{array}\right)
$$

The expression in Eq. (42.19) can then be rewritten as

$$
\begin{align*}
\mathcal{J}_{\lambda}^{(+)} & =i \bar{\psi} \gamma_{\lambda}\left(1+\gamma_{5}\right) \tau_{+} \psi=i \bar{\psi} \gamma_{\lambda}\left(1+\gamma_{5}\right) \frac{1}{2}\left(\tau_{1}+i \tau_{2}\right) \psi \\
& \equiv J_{\lambda}^{(+)}+J_{\lambda 5}^{(+)} \tag{42.21}
\end{align*}
$$

The electromagnetic current can similarly be rewritten as

$$
\begin{equation*}
J_{\lambda}^{\gamma}=i \bar{\psi}_{p} \gamma_{\lambda} \psi_{p}=i \bar{\psi} \gamma_{\lambda} \frac{1}{2}\left(1+\tau_{3}\right) \psi \tag{42.22}
\end{equation*}
$$

Now the actual hadronic current depends on the details of hadronic structure and the strong interactions; even within a purely hadronic picture there will be additional mesonic currents in the weak interaction, and without some guiding principle they are unconstrained. ${ }^{3}$ One can, however, attempt to abstract the general symmetry properties of the currents as provided by the above very simplistic model. If we use a subscript to denote the properties under Lorentz transformations, and a superscript to denote the transformation properties under isospin, then it is evident by inspection that the above currents have the following general characteristics

$$
\begin{align*}
\mathcal{J}_{\lambda} & =J_{\lambda}+J_{\lambda 5} & & ; \mathrm{V}-\mathrm{A} \\
\mathcal{J}_{\lambda}^{( \pm)} & =\mathcal{J}_{\lambda}^{V_{1}} \pm i \mathcal{J}_{\lambda}^{V_{2}} & & ; \text { Isovector } \\
J_{\lambda}^{\gamma} & =J_{\lambda}^{S}+J_{\lambda}^{V_{3}} & & ; \text { EM current } \\
J_{\lambda}^{( \pm)} & =J_{\lambda}^{V_{1}} \pm i J_{\lambda}^{V_{2}} & & ; \text { CVC } \tag{42.23}
\end{align*}
$$

[^157]The first equation indicates that the weak current is the sum of a Lorentz vector and axial-vector, the second that the charge-changing weak current is an isovector, and the third that the electromagnetic current is the sum of an isoscalar and third component of an isovector; the last equation is the statement of CVC. The last relation states that the Lorentz vector part of the weak charge-changing current is simply obtained from the other spherical isospin components of the same isovector operator that appears in the electromagnetic current. As a consequence, one can relate matrix elements of the Lorentz vector part of the charge-changing weak currents to those of the isovector part of the electromagnetic current by use of the WignerEckart theorem applied to isospin. The resulting relations are then independent of the details of hadronic structure; they depend only on the existence of the isospin symmetry of the strong interactions. CVC is a powerful, deep, and far-reaching result for it established the first direct relation between the electromagnetic and weak interactions which a priori have nothing to do with each other!

In fact, CVC goes further than this. The electromagnetic current $J_{\lambda}^{\gamma}$ is conserved, and one expects the dynamically independent isoscalar and isovector contributions in Eq. (42.23) to be separately conserved. In CVC one identifies $J_{\lambda}^{\mathbf{V}}$ with the conserved isovector current arising from strong isospin symmetry (chapter 21). The integral over the fourth component then yields the strong isospin operator, ${ }^{4}$ and the full weak Lorentz vector, charge-changing current is then conserved (CVC). All known applications of CVC are consistent with experiment. A stronger motivation for CVC in terms of quarks will be presented later.

### 42.8 Intermediate vector bosons

The interaction in QED, the most successful physical theory we have, is mediated by the exchange of a vector boson, the photon. The Lorentz vector nature of the weak charge-changing current, the form of the effective low-energy current-current hamiltonian in Eq. (42.16), and the dimensional form of the Fermi constant all strongly suggest that the weak interactions are also mediated by the exchange of a vector boson. In contrast to the massless, neutral photon of QED, this weak vector boson must be massive and charged. The coupling of such a boson is illustrated in Fig. 42.4 a and can be described with the following hermitian interaction lagrangian

$$
\begin{equation*}
\mathcal{L}(x)=\frac{g}{2 \sqrt{2}}\left[\mathcal{J}_{\mu}^{(-)} W_{\mu}^{\star}+\mathcal{J}_{\mu}^{(+)} W_{\mu}\right] \tag{42.24}
\end{equation*}
$$

Here $W_{\mu}=\left(\mathbf{W}, i W_{0}\right)$ is the weak vector boson field, which destroys a $W^{+}$and creates a $W^{-}$, while $W_{\mu}^{\star} \equiv\left(\mathbf{W}^{*}, i W_{0}^{*}\right)$ creates a $W^{+}$and destroys a $W^{-} . g$ is a dimensionless coupling constant, and the charge-changing weak currents are those

[^158]discussed above. The interaction hamiltonian follows as
\[

$$
\begin{equation*}
\mathcal{H}_{\mathrm{I}}=-\mathcal{L}_{\mathrm{I}}=-\frac{g}{2 \sqrt{2}}\left[\mathcal{J}_{\mu}^{(-)} W_{\mu}^{\star}+\mathcal{J}_{\mu}^{(+)} W_{\mu}\right] \tag{42.25}
\end{equation*}
$$

\]


(a)

(b)

Fig. 42.4. Interaction with charged weak vector boson: (a) basic vertex; (b) secondorder Feynman diagram for $n+\nu_{l} \rightarrow p+l^{-}$through boson exchange.

Now use this expression to compute, for example, the S-matrix to order $g^{2}$ for the process $n+\nu_{l} \rightarrow p+l^{-}$through $W$ exchange as illustrated in Fig. 42.4b. The Feynman rules imply:
(1) There are two cross terms in $S^{(2)}$ arising from this hamiltonian; this cancels the $1 / 2$ ! in the S-operator;
(2) There is a factor of $(2 \pi)^{4} \delta^{(4)}\left(\sum p_{i}\right)$ at each vertex;
(3) There is an overall factor of $(-i)^{2}(-g / 2 \sqrt{2})^{2}$ for second order;
(4) The vector meson propagator is ${ }^{5}$

$$
\begin{equation*}
\frac{1}{(2 \pi)^{4} i}\left(\delta_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{M_{\mathrm{W}}^{2}}\right) \frac{1}{q^{2}+M_{\mathrm{W}}^{2}} \tag{42.26}
\end{equation*}
$$

(5) One must take $\int d^{4} q$ over the internal four-momenta;
(6) For the external wave functions, leave the following general expression, which takes the indicated form in the above Feynman diagram

$$
\begin{equation*}
\langle f| \mathcal{J}_{\mu}^{(-)}(0)|i\rangle \xrightarrow{\text { above }} \frac{i}{\Omega} \bar{u}_{l}\left(k^{\prime}\right) \gamma_{\mu}\left(1+\gamma_{5}\right) u_{\nu_{l}}(k) \quad ; \text { etc. } \tag{42.27}
\end{equation*}
$$

A combination of these results then gives the S-matrix

$$
\begin{align*}
S_{\mathrm{fi}}^{(2)}= & (2 \pi)^{8} \delta^{(4)}\left(p+k-p^{\prime}-k^{\prime}\right)(-i)^{2}\left(\frac{-g}{2 \sqrt{2}}\right)^{2}\left[\frac{1}{(2 \pi)^{4} i}\right] \\
& \times\left(\delta_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{M_{\mathrm{W}}^{2}}\right) \frac{1}{q^{2}+M_{\mathrm{W}}^{2}}\langle f| \mathcal{J}_{\mu}^{(-)}(0)|i\rangle\langle f| \mathcal{J}_{\nu}^{(+)}(0)|i\rangle \tag{42.28}
\end{align*}
$$

[^159]The momentum transfer $q=p^{\prime}-p=k-k^{\prime}$ is here controlled by the external variables. Suppose that the weak boson is very heavy so that $|q| / M_{\mathrm{W}} \ll 1$. In this case the S-matrix simplifies to

$$
\begin{equation*}
S_{\mathrm{fi}}^{(2)} \approx(2 \pi)^{4} i \delta^{(4)}\left(p+k-p^{\prime}-k^{\prime}\right) \frac{g^{2}}{8 M_{\mathrm{W}}^{2}}\langle f| \mathcal{J}_{\mu}^{(-)}(0)|i\rangle\langle f| \mathcal{J}_{\mu}^{(+)}(0)|i\rangle \tag{42.29}
\end{equation*}
$$

One can now define an effective lagrangian that, when treated in lowest order, gives exactly the same result as in Eq. (42.29)

$$
\begin{align*}
-\mathcal{L}_{\mathrm{eff}}(x) & =\mathcal{H}_{\mathrm{eff}}(x)=-\frac{G}{\sqrt{2}} \mathcal{J}_{\mu}^{(-)}(x) \mathcal{J}_{\mu}^{(+)}(x) \\
\frac{G}{\sqrt{2}} & \equiv \frac{g^{2}}{8 M_{\mathrm{W}}^{2}} \tag{42.30}
\end{align*}
$$

This is precisely the expression in Eq. (42.16).
These arguments are truly compelling; searches for this massive weak vector boson extended over several decades, resulting finally in its discovery at CERN in 1983 (see [Ai89]).

Applications of the semileptonic part of this lagrangian, describing semileptonic weak nuclear processes, will be discussed in detail later in this part of the book [Wa75].

### 42.9 Neutral currents

The question immediately arises, if there are charged weak vector mesons, why not neutral ones also? The observation of the effects of weak neutral currents at low energies is difficult because many of their effects are masked by electromagnetic interactions.

(a)

(b)

Fig. 42.5. Interaction with neutral weak vector boson: (a) vertex; (b) second-order Feynman diagram for process of $p+\nu_{l} \rightarrow p+\nu_{l}$ through boson exchange.

The following hermitian lagrangian describes the interaction with a weak neutral meson as illustrated in Fig. 42.5a

$$
\begin{equation*}
\mathcal{L}_{\mathrm{I}}(x)=\frac{f}{2} \mathcal{J}_{\mu}^{(0)} Z_{\mu}^{(0)} \tag{42.31}
\end{equation*}
$$

Here $Z_{\mu}^{(0)}$ is the neutral boson field and $\mathcal{J}_{\mu}^{(0)}$ a hermitian weak neutral current, as yet unspecified.

Consider the second-order Feynman diagram for the process $p+\nu_{l} \rightarrow p+\nu_{l}$ through boson exchange as illustrated in Fig. 42.5b. Proceed through the same steps as above. If the $Z_{\mu}^{(0)}$ is heavy, one arrives at an effective lagrangian of the form

$$
\begin{equation*}
-\mathcal{L}_{\mathrm{eff}}=\mathcal{H}_{\mathrm{eff}}=-\frac{f^{2}}{4 M_{Z}^{2}} j_{\lambda}^{(0)}(\text { lepton }) \mathcal{J}_{\lambda}^{(0)}(\text { nucleon }) \tag{42.32}
\end{equation*}
$$

Here it is assumed, as before, that the weak neutral current is the sum of a leptonic and a hadronic part

$$
\begin{equation*}
\mathcal{J}_{\lambda}^{(0)}=\mathcal{J}_{\lambda}^{(0)} \text { (hadron) }+j_{\lambda}^{(0)} \text { (lepton) } \tag{42.33}
\end{equation*}
$$

There will now be two cross terms in the current-current interaction of the form in Eq. (42.32), and hence the total current-current interaction is

$$
\begin{align*}
-\mathcal{L}_{\mathrm{eff}}(x) & =\mathcal{H}_{\mathrm{eff}}(x)=-\frac{G^{\prime}}{\sqrt{2}} \mathcal{J}_{\lambda}^{(0)}(x) \mathcal{J}_{\lambda}^{(0)}(x) \\
\frac{G^{\prime}}{\sqrt{2}} & \equiv \frac{f^{2}}{8 M_{Z}^{2}} \tag{42.34}
\end{align*}
$$

The standard model of electroweak interactions of Weinberg and Salam (chapter 43) relates the charged and neutral coupling constants and masses. ${ }^{6}$ The heavy neutral weak vector meson $Z_{\mu}^{0}$ was also discovered at CERN in 1983 (see [Ai89]).

### 42.10 Single-nucleon matrix elements of the currents

Consider the full single-nucleon matrix element of the charge-changing weak current (Fig. 42.6). The strong interactions determine the exact value of the matrix elements of the currents at any momentum transfer; however, the use of Lorentz invariance, parity invariance, isospin invariance, and the Dirac equation permits one to write the general form of these matrix elements (see e.g. [Wa92] and Probs. 42.3-5)

$$
\begin{align*}
\left\langle p^{\prime}\right| J_{\mu}^{(-)}(0)|p\rangle & =\frac{i}{\Omega} \bar{u}\left(p^{\prime}\right)\left[F_{1} \gamma_{\mu}+F_{2} \sigma_{\mu \nu} q_{\nu}+i F_{S} q_{\mu}\right] \tau_{-} u(p) \\
\left\langle p^{\prime}\right| J_{\mu 5}^{(-)}(0)|p\rangle & =\frac{i}{\Omega} \bar{u}\left(p^{\prime}\right)\left[F_{A} \gamma_{5} \gamma_{\mu}-i F_{P} \gamma_{5} q_{\mu}-F_{T} \gamma_{5} \sigma_{\mu \nu} q_{\nu}\right] \tau_{-} u(p) \tag{42.35}
\end{align*}
$$

[^160]Here $q \equiv p-p^{\prime}$ with $p^{2}=p^{2}=-m^{2}$, and all the form factors $F_{i}\left(q^{2}\right)$ are functions of $q^{2}$. We suppress the isospin wave functions.


Fig. 42.6. Kinematics in single-nucleon weak vertex.
It is a theorem due to Weinberg that if the currents have the same transformation properties under time reversal $\hat{T}$, parity $\hat{P}$, charge conjugation $\hat{C}$, and strong isospin $\hat{\mathbf{T}}$ as the point fermion currents in Eqs. (42.21) and (42.22), then ([Wa75, Co83], Probs. 42.3-5)

$$
\begin{equation*}
F_{S}=F_{T}=0 \tag{42.36}
\end{equation*}
$$

These terms are labeled second class currents by Weinberg [We58]; they are absent in the standard model (and experiment has so far found no evidence for them).

The general structure of the single-nucleon matrix element of the electromagnetic current follows in the same fashion; it has already been employed in chapter 8.

$$
\begin{equation*}
\left\langle p^{\prime}\right| J_{\mu}^{\gamma}(0)|p\rangle=\frac{i}{\Omega} \bar{u}\left(p^{\prime}\right)\left[F_{1}^{\gamma} \gamma_{\mu}+F_{2}^{\gamma} \sigma_{\mu \nu} q_{\nu}\right] u(p) \tag{42.37}
\end{equation*}
$$

The isospin structure is given by

$$
\begin{align*}
F_{i}^{\gamma} & =\frac{1}{2}\left(F_{i}^{S}+\tau_{3} F_{i}^{V}\right) \quad ; i=1,2 \\
F_{1}^{S}(0) & =F_{1}^{V}(0)=1 \\
2 m F_{2}^{S}(0) & =\lambda_{p}^{\prime}+\lambda_{n}=-0.120 \\
2 m F_{2}^{V}(0) & =\lambda_{p}^{\prime}-\lambda_{n}=3.706 \tag{42.38}
\end{align*}
$$

The conserved vector current theory in Eq. (42.23) now provides nontrivial relations between the weak and electromagnetic form factors of the nucleon. The observation that $\left(\tau_{1} \pm i \tau_{2}\right) / 2=\tau_{ \pm}$immediately leads to the relations

$$
\begin{equation*}
F_{i}=F_{i}^{V} \quad ; i=1,2 \tag{42.39}
\end{equation*}
$$

Hence CVC implies that
the entire Lorentz vector part of the single-nucleon matrix element of the charge-changing weak current, whatever the detailed dynamic structure of the nucleon, can be obtained from elastic electron scattering through the electromagnetic interaction!

### 42.11 Pion decay

The weak decay of the pion (Fig. 42.7) plays a central role in the phenomenology of the weak interactions.


Fig. 42.7. Weak decay of the pion.
By Lorentz covariance, the hadronic part of the decay amplitude must take the following form

$$
\begin{equation*}
\langle\operatorname{vac}| \mathcal{J}_{\lambda}^{(+)}(0)\left|\pi^{-} ; p\right\rangle=\frac{1}{\sqrt{2 \omega_{p} \Omega}} i F_{\pi}\left(p^{2}\right) p_{\lambda} \tag{42.40}
\end{equation*}
$$

Here $p^{2}=-\mu^{2}=-m_{\pi}^{2}$. Go to the rest frame of the pion. It is then evident that since the pion has $J^{\pi}=0^{-}$, only the axial vector current can contribute to this matrix element.

It follows from the weak hamiltonian density in Eq. (42.16), that the S-matrix for this process is given by ${ }^{7}$

$$
\begin{equation*}
S_{\mathrm{fi}}=-\frac{(2 \pi)^{4} i}{\sqrt{\Omega^{3}}} \delta^{(4)}\left(p-k_{1}-k_{2}\right) \frac{G}{\sqrt{2}} \frac{1}{\sqrt{2 \omega_{p}}} F_{\pi} \bar{u}\left(k_{1}\right) \gamma_{\lambda} p_{\lambda}\left(1+\gamma_{5}\right) v\left(-k_{2}\right) \tag{42.41}
\end{equation*}
$$

The pion decay rate is then given by (Prob. 42.1)

$$
\begin{equation*}
\omega\left(\pi \rightarrow l+\nu_{l}\right)=\frac{G^{2} F_{\pi}^{2}}{8 \pi} m_{\pi}^{2}\left(\frac{m_{l}}{m_{\pi}}\right)^{2}\left(1-\frac{m_{l}^{2}}{m_{\pi}^{2}}\right)^{2} m_{\pi} \tag{42.42}
\end{equation*}
$$

Comparison with experiment then yields the result (Prob. 42.1)

$$
\begin{equation*}
F_{\pi} \equiv m_{\pi} \bar{f} \approx 0.92 m_{\pi} \tag{42.43}
\end{equation*}
$$

Note only the magnitude of $F_{\pi}$ is determined here.

[^161]
### 42.12 Pion-pole dominance of the induced pseudoscalar coupling

There is a one-pion exchange process that contributes to the weak charge-changing lepton-nucleon scattering amplitude $l^{-}+p \rightarrow \nu_{l}+n$ (Fig. 42.8).


Fig. 42.8. Pion-pole contribution to the weak charge-changing lepton-nucleon scattering amplitude.

This process produces a pole in the scattering amplitude at a four-momentum transfer $q^{2}=-m_{\pi}^{2}$. The contribution to the S-matrix from the Feynman diagram in Fig. 42.8 follows from the preceding analysis as

$$
\begin{align*}
S_{\mathrm{fi}}= & \frac{(2 \pi)^{4}}{\Omega^{2}} \delta^{(4)}\left(p+k_{1}-p^{\prime}-k_{2}\right) \\
& \times \frac{G F_{\pi}}{\sqrt{2}} q_{\lambda} \bar{u}\left(k_{2}\right) \gamma_{\lambda}\left(1+\gamma_{5}\right) u\left(k_{1}\right) \frac{1}{q^{2}+m_{\pi}^{2}} \bar{u}\left(p^{\prime}\right) g_{\pi} \gamma_{5} \sqrt{2} \tau_{-} u(p) \tag{42.44}
\end{align*}
$$

This expression is exact on the pole, where the vertices are to be evaluated for real particles on the mass shell. ${ }^{8}$

On the other hand, the general form of the S-matrix for the process $p+l^{-} \rightarrow$ $n+\nu_{l}$ follows from the current-current interaction and the weak nucleon vertex $\Gamma_{\lambda}$ defined in Eqs. (42.35)

$$
\begin{equation*}
S_{\mathrm{fi}}=\frac{-i G}{\sqrt{2}} \frac{(2 \pi)^{4}}{\Omega^{2}} \delta^{(4)}\left(p+k_{1}-p^{\prime}-k_{2}\right) \bar{u}\left(k_{2}\right) \gamma_{\lambda}\left(1+\gamma_{5}\right) u\left(k_{1}\right) \bar{u}\left(p^{\prime}\right) \Gamma_{\lambda} u(p) \tag{42.45}
\end{equation*}
$$

Comparison of these results allows an identification of the pion-pole contribution to the induced pseudoscalar form factor $F_{P}$

$$
\begin{equation*}
-i F_{P} \gamma_{5} q_{\lambda} \tau_{-}=i F_{\pi} \gamma_{5} q_{\lambda} \sqrt{2} g_{\pi} \tau_{-} \frac{1}{q^{2}+m_{\pi}^{2}} \tag{42.46}
\end{equation*}
$$

The result is

$$
\begin{equation*}
F_{P}=\frac{-\sqrt{2} g_{\pi} F_{\pi}}{q^{2}+m_{\pi}^{2}} \tag{42.47}
\end{equation*}
$$

${ }^{8}$ Recall Prob. 20.10.

If one now makes the bold assumption that the pion-pole contribution dominates in the experimentally accessible region of small momentum transfer, then Eq. (42.47) provides an explicit expression for the induced pseudoscalar coupling.

### 42.13 Goldberger-Treiman relation

We previously introduced the notion of the partially conserved axial vector current (PCAC) in chapters 21 and 22

$$
\begin{gather*}
\frac{\partial J_{\lambda 5}^{\mathrm{V}}(x)}{\partial x_{\lambda}}=O\left(m_{\pi}^{2}\right) \\
\xrightarrow{m_{\pi} \rightarrow 0} 0 \tag{42.48}
\end{gather*}
$$

While historically the argument ran in the opposite direction, if one assumes PCAC, then for the single-nucleon matrix element of the divergence of the axial vector current ${ }^{9}$

$$
\begin{align*}
\left\langle p^{\prime}\right| \frac{\partial J_{\lambda 5}^{(-)}(0)}{\partial x_{\lambda}}|p\rangle & =i q_{\lambda}\left\langle p^{\prime}\right| J_{\lambda 5}^{(-)}(0)|p\rangle \\
& =\frac{i}{\Omega} \bar{u}\left(p^{\prime}\right)\left[F_{A} \gamma_{5} i \gamma_{\lambda} q_{\lambda}+q^{2} F_{P} \gamma_{5}\right] \tau_{-} u(p) \tag{42.49}
\end{align*}
$$

Here the second equality follows from Eqs. (42.35) and (42.36). Now use the Dirac equation on the first term with $q=p-p^{\prime}$

$$
\begin{align*}
\bar{u}\left(p^{\prime}\right) \gamma_{5}\left(i \gamma_{\lambda} p_{\lambda}-i \gamma_{\lambda} p_{\lambda}^{\prime}\right) u(p) & =\bar{u}\left(p^{\prime}\right)\left(i \gamma_{\lambda} p_{\lambda}^{\prime} \gamma_{5}+\gamma_{5} i \gamma_{\lambda} p_{\lambda}\right) u(p) \\
& =-2 m \bar{u}\left(p^{\prime}\right) \gamma_{5} u(p) \tag{42.50}
\end{align*}
$$

Hence

$$
\begin{equation*}
\left\langle p^{\prime}\right| \frac{\partial J_{\lambda 5}^{(-)}(0)}{\partial x_{\lambda}}|p\rangle=\frac{i}{\Omega} \bar{u}\left(p^{\prime}\right)\left[-2 m F_{A}+q^{2} F_{P}\right] \gamma_{5} \tau_{-} u(p) \tag{42.51}
\end{equation*}
$$

Now use the pion-pole result in Eq. (42.47); the expression in square brackets becomes

$$
\begin{align*}
-2 m F_{A}+q^{2} F_{P} & =-2 m F_{A}+\frac{q^{2}}{q^{2}+m_{\pi}^{2}}\left(-\sqrt{2} g_{\pi} F_{\pi}\right) \\
& \equiv-2 m F_{A}-\sqrt{2} g_{\pi} F_{\pi}-m_{\pi}^{2} \frac{\left(-\sqrt{2} g_{\pi} F_{\pi}\right)}{q^{2}+m_{\pi}^{2}} \tag{42.52}
\end{align*}
$$

For this result to satisfy Eq. (42.48), the first two terms must cancel to $O\left(m_{\pi}^{2}\right)$

$$
\begin{equation*}
-2 m F_{A}=\sqrt{2} g_{\pi} F_{\pi} \tag{42.53}
\end{equation*}
$$

${ }^{9}$ From the Heisenberg equations of motion $\left\langle p^{\prime}\right| J_{\mu 5}^{(-)}(x)|p\rangle=e^{i\left(p-p^{\prime}\right) \cdot x}\left\langle p^{\prime}\right| J_{\mu 5}^{(-)}(0)|p\rangle$.

This is the Goldberger-Treiman relation [Co83]; PCAC implies that this relation is exact in the limit $m_{\pi} \rightarrow 0$.

Use the following numerical values

$$
\begin{array}{rll}
F_{A}(0)=-1.23 & \pm 0.01 & m_{\pi^{ \pm}}=139.6 \mathrm{MeV} \\
\frac{g_{\pi}^{2}}{4 \pi} & =14.4 & m_{p}=938.3 \mathrm{MeV}
\end{array}
$$

These lead to the following prediction for the pion decay constant from the Goldberger-Treiman relation

$$
\begin{equation*}
F_{\pi} \equiv \bar{f} m_{\pi}=0.87 m_{\pi} \tag{42.55}
\end{equation*}
$$

It agrees with the result obtained from pion decay in Eq. (42.43) to better than $10 \%{ }^{10}$
${ }^{10}$ Note that in this chapter, as in appendix A.1, we have explicitly included a factor of $(-i)^{n}$ where $n$ is the order in the Feynman rules for the S-matrix.

## Chapter 43

## Introduction to the standard model

The development of a unified theory of the electroweak interactions surely must be regarded as one of the great intellectual achievements of our era. After the brief introduction to the phenomenology of the weak interactions in the previous chapter, we are now in a position to discuss the so-called standard model of the electroweak interactions originally presented in [Sa64, We67a, Gl70, We72a] (see also [Co83, Ge84]).

### 43.1 Spinor fields

A spinor field can always be decomposed as follows

$$
\begin{align*}
\psi & =\frac{1}{2}\left(1+\gamma_{5}\right) \psi+\frac{1}{2}\left(1-\gamma_{5}\right) \psi \equiv \psi_{L}+\psi_{R} \\
\bar{\psi} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} \psi & =\bar{\psi}_{L} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} \psi_{L}+\bar{\psi}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} \psi_{R} \\
\bar{\psi} \psi & =\bar{\psi}_{L} \psi_{R}+\bar{\psi}_{R} \psi_{L} \tag{43.1}
\end{align*}
$$

### 43.2 Leptons

The lepton fields for the electron and electron neutrino ${ }^{1}$ will be combined in the following fashion:

$$
\begin{equation*}
\psi_{l}=\binom{\psi_{\nu_{e}}}{\psi_{e}} \equiv\binom{\nu}{e} \tag{43.2}
\end{equation*}
$$

[^162]The fields $(L, R)$ are defined by

$$
\begin{align*}
L & \equiv\binom{\nu_{L}}{e_{L}}=\frac{1}{2}\left(1+\gamma_{5}\right) \psi_{l} \\
R & \equiv e_{R}=\frac{1}{2}\left(1-\gamma_{5}\right) \psi_{e} \tag{43.3}
\end{align*}
$$

The kinetic energy of the leptons is then given by ${ }^{2}$

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{0} & =-\left[\bar{\psi}_{e} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} \psi_{e}+\bar{\nu}_{L} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} \nu_{L}\right] \\
& =-\left[\bar{L} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} L+\bar{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} R\right] \tag{43.4}
\end{align*}
$$

This lagrangian is invariant under a global $S U(2)_{W}$ symmetry - a weak (lefthanded) isospin - which treats the field $L$ as a weak isodoublet and $R$ as a weak isosinglet. From our previous discussions, the generators for this $S U(2)_{W}$ symmetry can be immediately written in terms of the above fields as

$$
\begin{align*}
\hat{T}_{W}^{i} & =\int L^{\dagger}(\mathbf{x}) \frac{1}{2} \tau_{i} L(\mathbf{x}) d^{3} x \\
& =\int \psi_{l}^{\dagger}(\mathbf{x}) \frac{1}{2} \tau_{i} \frac{1}{2}\left(1+\gamma_{5}\right) \psi_{l}(\mathbf{x}) d^{3} x \tag{43.5}
\end{align*}
$$

It follows immediately from the canonical (anti)commutation relations that these generators satisfy an $S U(2)$ algebra

$$
\begin{equation*}
\left[\hat{T}_{W}^{i}, \hat{T}_{W}^{j}\right]=i \varepsilon_{i j k} \hat{T}_{W}^{k} \tag{43.6}
\end{equation*}
$$

The finite symmetry transformations are given by

$$
\begin{array}{ll}
\exp \left\{i \boldsymbol{\theta} \cdot \hat{\mathbf{T}}_{W}\right\} L \exp \left\{-i \boldsymbol{\theta} \cdot \hat{\mathbf{T}}_{W}\right\}=\left[e^{-\frac{i}{2} \boldsymbol{\theta} \cdot \boldsymbol{\tau}}\right] L & ; \text { doublet } \\
\exp \left\{i \boldsymbol{\theta} \cdot \hat{\mathbf{T}}_{W}\right\} R \exp \left\{-i \boldsymbol{\theta} \cdot \hat{\mathbf{T}}_{W}\right\}=[1] R & ; \text { singlet } \tag{43.7}
\end{array}
$$

These equations follow from the projection properties of $\left(1 \pm \gamma_{5}\right) / 2$, which imply

$$
\begin{align*}
{\left[\hat{T}_{W}^{i}, L\right] } & =-\frac{1}{2} \tau_{i}\left[\frac{1}{2}\left(1+\gamma_{5}\right)\right]^{2} \psi_{l}=-\frac{1}{2} \tau_{i} L \\
{\left[\hat{T}_{W}^{i}, R\right] } & =(0,1)\left[-\frac{1}{2} \tau_{i}\right] \frac{1}{2}\left(1-\gamma_{5}\right) \frac{1}{2}\left(1+\gamma_{5}\right) \psi_{l}=0 \tag{43.8}
\end{align*}
$$

The mass term for the electron has the following form

$$
\begin{equation*}
-m_{e} \bar{\psi}_{e} \psi_{e}=-m_{e}\left[\bar{e}_{L} e_{R}+\bar{e}_{R} e_{L}\right] \tag{43.9}
\end{equation*}
$$

[^163]This expression is not invariant under $S U(2)_{W}$. Hence if one wants to build on this symmetry, it is necessary to start with massless fermions.

### 43.3 Point nucleons

As in the previous chapter, the corresponding lagrangian for point Dirac nucleon fields illustrates the general structure of the theory [We72a], and for clarity of concept, we start with this simple description of the hadronic sector. The extension to matrix elements for physical nucleons then follows from general symmetry considerations, leading to Eqs. (42.35) and (42.36). The deeper formulation of the standard model in terms of quarks is discussed in the next chapter.

Thus we here include proton and neutron fields in a manner analogous to the above

$$
\begin{align*}
N_{L}= & \binom{p_{L}}{n_{L}}=\frac{1}{2}\left(1+\gamma_{5}\right) \psi_{N} \quad ; \text { doublet } \\
& p_{R}, n_{R} \\
\mathcal{L}_{\text {nucleon }}^{0}= & -\left[\bar{N}_{L} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} N_{L}+\bar{p}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} p_{R}+\bar{n}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} n_{R}\right] \tag{43.10}
\end{align*}
$$

This lagrangian is now also invariant under $S U(2)_{W}$; again this is true only if one starts with massless fermions.

### 43.4 Weak hypercharge

Introduce an additional global $U(1)_{W}$ symmetry - weak hypercharge - defined so that the fields transform according to

$$
\begin{equation*}
\exp \left\{i \alpha \hat{Y}_{W}\right\} \phi \exp \left\{-i \alpha \hat{Y}_{W}\right\}=e^{-i \alpha Y_{W}} \phi \tag{43.11}
\end{equation*}
$$

Assign quantum numbers to the fields (and corresponding particles) so that the lagrangian is invariant and the electric charge is still given by the Gell-Mann Nishijima relation

$$
\begin{equation*}
Q=\left(T_{3}+\frac{1}{2} Y\right)_{W} \tag{43.12}
\end{equation*}
$$

Conservation of electric charge will always be imposed as an exact symmetry of the theory. Assignments of the weak quantum numbers for the fields introduced so far are shown in Table 43.1.

The generator for the weak hypercharge symmetry for the fermions is readily constructed in second quantization, as are those for the electric charge operator and

Table 43.1 Weak symmetry quantum numbers in the standard model.

| Particle/field | $T_{W}$ | $T_{3 W}$ | $Y_{W}$ | Q |
| :---: | :---: | ---: | ---: | ---: |
| $\left(\nu_{e}\right)_{L}$ | $1 / 2$ | $1 / 2$ | -1 | 0 |
| $e_{L}$ | $1 / 2$ | $-1 / 2$ | -1 | -1 |
| $e_{R}$ | 0 | 0 | -2 | -1 |
| $p_{L}$ | $1 / 2$ | $1 / 2$ | 1 | 1 |
| $n_{L}$ | $1 / 2$ | $-1 / 2$ | 1 | 0 |
| $p_{R}$ | 0 | 0 | 2 | 1 |
| $n_{R}$ | 0 | 0 | 0 | 0 |
| $\phi^{+}$ | $1 / 2$ | $1 / 2$ | 1 | 1 |
| $\phi^{0}$ | $1 / 2$ | $-1 / 2$ | 1 | 0 |
| $\tilde{\phi}^{0}$ | $1 / 2$ | $1 / 2$ | -1 | 0 |
| $\tilde{\phi}^{-}$ | $1 / 2$ | $-1 / 2$ | -1 | -1 |

third component of weak isospin, by (Table 43.1)

$$
\begin{align*}
\hat{Y}_{W} & =\int\left[L^{\dagger}(-1) L+R^{\dagger}(-2) R+N_{L}^{\dagger} N_{L}+2 p_{R}^{\dagger} p_{R}\right] d^{3} x \\
\hat{Q} & =\int\left[L^{\dagger} \frac{1}{2}\left(\tau_{3}-1\right) L-R^{\dagger} R+N_{L}^{\dagger} \frac{1}{2}\left(1+\tau_{3}\right) N_{L}+p_{R}^{\dagger} p_{R}\right] d^{3} x \\
& =\int\left[-\psi_{e}^{\dagger} \psi_{e}+\psi_{p}^{\dagger} \psi_{p}\right] d^{3} x \\
\hat{T}_{3 W} & =\int\left[L^{\dagger} \frac{1}{2} \tau_{3} L+N_{L}^{\dagger} \frac{1}{2} \tau_{3} N_{L}\right] d^{3} x \tag{43.13}
\end{align*}
$$

Hence

$$
\begin{align*}
\hat{Q} & =\hat{T}_{3 W}+\frac{1}{2} \hat{Y}_{W} \\
{\left[\hat{T}_{W}^{i}, \hat{Y}_{W}\right] } & =0 \tag{43.14}
\end{align*}
$$

### 43.5 Local gauge symmetry

Now make this a Yang-Mills local gauge theory based on the symmetry group $S U(2)_{W} \otimes U(1)_{W}$. The technique for doing this has been previously discussed in detail. The only slight new complexity is that now one has the direct product of two symmetry groups with commuting generators [Eq. (43.14)]; however, an examination of the basic concept shows that this is an inessential complication. The steps of the Yang-Mills construction are as follows:
(1) Add gauge bosons, one for each of the generators $\left(\hat{T}_{W}^{i}, \hat{Y}_{W}\right)$

$$
\begin{align*}
& A_{\mu}^{i}(x) \quad ; i=1,2,3 \\
& B_{\mu}(x) \tag{43.15}
\end{align*}
$$

(2) Use the covariant derivative in the lagrangian

$$
\begin{align*}
\frac{\partial}{\partial x_{\mu}} \rightarrow \frac{D}{D x_{\mu}} & \equiv\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g^{\prime} Y_{W} B_{\mu}-\frac{i}{2} g \tau \cdot \mathbf{A}_{\mu}\right) \quad \text {; on doublets } \\
& \equiv\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g^{\prime} Y_{W} B_{\mu}\right) \quad \text {; on singlets } \tag{43.16}
\end{align*}
$$

(3) Include a kinetic energy term for the gauge bosons

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=-\frac{1}{4}\left(\frac{\partial B_{\nu}}{\partial x_{\mu}}-\frac{\partial B_{\mu}}{\partial x_{\nu}}\right)^{2}-\frac{1}{4}\left(\frac{\partial \mathbf{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \mathbf{A}_{\mu}}{\partial x_{\nu}}+g \mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right)^{2}(4 \tag{43.17}
\end{equation*}
$$

(4) Mass terms of the form $m_{B}^{2} B_{\mu} B_{\mu}$ or $m_{A}^{2} \mathbf{A}_{\mu} \cdot \mathbf{A}_{\mu}$ break the local gauge invariance; hence the gauge bosons must be massless.

The Yang-Mills lagrangian thus takes the form

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}= & -\left[\bar{L} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2}(-1) g^{\prime} B_{\mu}-\frac{i}{2} g \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right) L\right. \\
& \left.+\bar{R} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2}(-2) g^{\prime} B_{\mu}\right) R\right] \\
\mathcal{L}_{\text {nucleon }}= & -\left[\bar{N}_{L} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2}(1) g^{\prime} B_{\mu}-\frac{i}{2} g \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right) N_{L}\right. \\
& \left.+\bar{p}_{R} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2}(2) g^{\prime} B_{\mu}\right) p_{R}+\bar{n}_{R} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2}(0) g^{\prime} B_{\mu}\right) n_{R}\right] \\
\mathcal{L}_{\text {gauge }}= & -\frac{1}{4} B_{\mu \nu} B_{\mu \nu}-\frac{1}{4} \mathcal{F}_{\mu \nu}^{i} \mathcal{F}_{\mu \nu}^{i} \tag{43.18}
\end{align*}
$$

### 43.6 Vector meson masses

As in our discussion of the $\sigma$-model in chapter 22, the masses for the gauge bosons will be generated by spontaneous symmetry breaking. One proceeds to:
(1) Introduce a weak isodoublet of complex scalar mesons

$$
\begin{equation*}
\underline{\phi} \equiv\binom{\phi^{+}}{\phi^{0}} \tag{43.19}
\end{equation*}
$$

(2) Assign weak quantum numbers as indicated in Table 43.1;
(3) Use the covariant derivative of Eq. (43.16);
(4) Add a term to the lagrangian for this scalar field that is invariant under local $S U(2)_{W} \otimes U(1)_{W}$

$$
\begin{equation*}
\mathcal{L}_{\text {scalar }}=-\left(\frac{D \underline{\phi}}{D x_{\mu}}\right)^{\star}\left(\frac{D \underline{\phi}}{D x_{\mu}}\right)-V\left(\underline{\phi}^{\dagger} \underline{\phi}\right) \tag{43.20}
\end{equation*}
$$

Here $\left(D \underline{\phi} / D x_{\mu}\right)^{\star} \equiv\left[(D \underline{\phi} / D \mathbf{x})^{\dagger},+(1 / i)\left(D \underline{\phi} / D x_{0}\right)^{\dagger}\right] .{ }^{3}$ Thus

$$
\begin{align*}
& \quad\left(\frac{D \underline{\phi}}{D x_{\mu}}\right)^{\star}\left(\frac{D \underline{\phi}}{D x_{\mu}}\right)= \\
& \underline{\phi}^{\dagger}\left(\frac{\stackrel{\leftarrow}{\partial}}{\partial x_{\mu}}+\frac{i}{2} g^{\prime} B_{\mu}+\frac{i}{2} g \tau \cdot \mathbf{A}_{\mu}\right)\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g^{\prime} B_{\mu}-\frac{i}{2} g \tau \cdot \mathbf{A}_{\mu}\right) \underline{\phi} \tag{43.21}
\end{align*}
$$

(5) Assume the most general form of the scalar self-interaction potential $V$ for a renormalizable theory

$$
\begin{equation*}
V=\mu^{2} \underline{\phi}^{\dagger} \underline{\phi}+\lambda\left(\underline{\phi}^{\dagger} \underline{\phi}\right)^{2} \tag{43.22}
\end{equation*}
$$

### 43.7 Spontaneous symmetry breaking

For the generation of mass for the gauge bosons, while maintaining the local gauge symmetry, one now employs essentially the same argument that was used for the generation of nucleon mass in the chiral-invariant $\sigma$-model in chapter 22.


Fig. 43.1. Form of the scalar self-interaction potential to generate mass for the gauge bosons by spontaneous symmetry breaking. The illustration is for a single, neutral, complex $\phi$.

Assume that $\mu^{2}<0$ and $\lambda>0$ so that the potential $V$ has the shape shown in Fig. 43.1. The minimum of the potential no longer occurs at the origin with $\phi=0$, but now at a finite value of $\phi$. Hence the scalar field acquires a vacuum expectation

[^164]value. Only the neutral component of the field can be allowed to develop a vacuum expectation value in order to preserve electric charge conservation. Furthermore, the (constant) phase of the field can always be redefined so that this vacuum expectation value is real. Thus we write
\[

$$
\begin{equation*}
\left\langle\phi^{0}\right\rangle=\left\langle\phi^{0 *}\right\rangle \equiv \frac{v}{\sqrt{2}} \tag{43.23}
\end{equation*}
$$

\]

At the minimum of the vacuum expectation value of the potential one finds

$$
\begin{equation*}
v^{2}=-\frac{\mu^{2}}{\lambda} \tag{43.24}
\end{equation*}
$$

Without loss of generality, one can now parameterize the complex scalar field $\phi$ in terms of four real parameters $\{\boldsymbol{\xi}(x), \eta(x)\}$ describing the fluctuations around the vacuum expectation value in the following fashion [Ab73]:

$$
\begin{equation*}
\underline{\phi} \equiv \exp \left\{\frac{-i}{2 v} \boldsymbol{\xi} \cdot \boldsymbol{\tau}\right\}\binom{0}{\frac{1}{\sqrt{2}}(v+\eta)} \tag{43.25}
\end{equation*}
$$

The theory has been constructed to be locally gauge invariant. Make use of this fact to simplify matters. Make a gauge transformation to eliminate the first factor in this equation. Define

$$
\begin{equation*}
\underline{\phi}^{\prime} \equiv \exp \left\{\frac{+i}{2 v} \boldsymbol{\xi} \cdot \boldsymbol{\tau}\right\} \underline{\phi}=\underline{U}(\boldsymbol{\xi}) \underline{\phi}=\frac{1}{\sqrt{2}}\binom{0}{v+\eta} \tag{43.26}
\end{equation*}
$$

Written in terms of the new field $\underline{\phi}^{\prime}$, the three scalar field variables $\{\boldsymbol{\xi}(x)\}$ now no longer appear in the lagrangian; and, as we proceed to demonstrate, the free lagrangian has instead a simple interpretation in terms of massive vector and scalar particles. The lagrangian in this form is said to be written in the unitary gauge where the particle content of the theory is manifest. This procedure for generating the mass of the gauge bosons in this fashion is known as the Higgs mechanism (see [Ab73, Co83]).

Substitution of the expression in Eq. (43.26) in the scalar lagrangian in Eqs. (43.20)-(43.22) leads to

$$
\begin{align*}
\mathcal{L}_{\text {scalar }}=- & V\left(\frac{1}{2}(v+\eta)^{2}\right)-\frac{1}{2} \chi_{\downarrow}^{\dagger}\left[\frac{\partial \eta}{\partial x_{\mu}}+\frac{i g^{\prime}}{2}(v+\eta) B_{\mu}+\frac{i g}{2}(v+\eta) \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right] \\
& \times\left[\frac{\partial \eta}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}(v+\eta) B_{\mu}-\frac{i g}{2}(v+\eta) \tau \cdot \mathbf{A}_{\mu}\right] \chi_{\downarrow} \tag{43.27}
\end{align*}
$$

Here $\chi_{\downarrow} \equiv\binom{0}{1}$. An evaluation of the potential term, utilizing the minimization
condition in Eq. (43.24), gives

$$
\begin{align*}
V\left(\frac{1}{2}(v+\eta)^{2}\right) & =\frac{\mu^{2}}{2}(v+\eta)^{2}+\frac{\lambda}{4}(v+\eta)^{4} \\
& =v^{2}\left(\frac{\mu^{2}}{4}\right)+\eta^{2}\left(-\mu^{2}\right)+\eta^{3}(\lambda v)+\eta^{4}\left(\frac{\lambda}{4}\right) \tag{43.28}
\end{align*}
$$

Note that there is no term linear in $\eta$ when one expands about the true minimum in $V$. The coefficient of the term linear in $\partial \eta / \partial x_{\mu}$ similarly vanishes in Eq. (43.27).

The remaining boson interactions in $\mathcal{L}_{\text {scalar }}$ are proportional to

$$
\begin{align*}
\chi_{\downarrow}^{\dagger}\left(g^{\prime} B_{\mu}\right. & \left.+g \tau \cdot \mathbf{A}_{\mu}\right)\left(g^{\prime} B_{\mu}+g \tau \cdot \mathbf{A}_{\mu}\right) \chi_{\downarrow} \\
& =\chi_{\downarrow}^{\dagger}\left(g^{2} B_{\mu}^{2}+g^{2} \mathbf{A}_{\mu}^{2}+2 g g^{\prime} B_{\mu} \boldsymbol{\tau} \cdot \mathbf{A}_{\mu}\right) \chi_{\downarrow} \\
& =\left(g^{2} B_{\mu}^{2}+g^{2} \mathbf{A}_{\mu}^{2}-2 g g^{\prime} B_{\mu} A_{\mu}^{(3)}\right) \tag{43.29}
\end{align*}
$$

Hence the scalar lagrangian in the unitary gauge is given by

$$
\begin{align*}
\mathcal{L}_{\text {scalar }}= & -\frac{1}{2}\left[\left(\frac{\partial \eta}{\partial x_{\mu}}\right)^{2}+\left(-2 \mu^{2}\right) \eta^{2}\right]-\frac{\lambda}{4}\left(4 v \eta^{3}+\eta^{4}\right)-\frac{1}{4} \mu^{2} v^{2} \\
& -\frac{1}{8}(v+\eta)^{2}\left(g^{\prime 2} B_{\mu}^{2}+g^{2} \mathbf{A}_{\mu}^{2}-2 g g^{\prime} B_{\mu} A_{\mu}^{(3)}\right) \tag{43.30}
\end{align*}
$$

The term in $v^{2}$ in the second line now provides the sought-after mass for the gauge bosons. The coefficient of this term is a quadratic form in the gauge fields, which can be put on principal axes with the introduction of the following linear combinations of fields:

$$
\begin{align*}
W_{\mu}^{(+)} & \equiv W_{\mu}^{\star} \equiv \frac{1}{\sqrt{2}}\left(A_{\mu}^{(1)}+i A_{\mu}^{(2)}\right) \\
W_{\mu}^{(-)} & \equiv W_{\mu} \equiv \frac{1}{\sqrt{2}}\left(A_{\mu}^{(1)}-i A_{\mu}^{(2)}\right) \\
Z_{\mu} & \equiv \frac{-g A_{\mu}^{(3)}+g^{\prime} B_{\mu}}{\left(g^{2}+g^{2}\right)^{1 / 2}} \\
A_{\mu} & \equiv \frac{g^{\prime} A_{\mu}^{(3)}+g B_{\mu}}{\left(g^{2}+g^{2}\right)^{1 / 2}} \tag{43.31}
\end{align*}
$$

The fields $\left(W_{\mu}^{\star}, W_{\mu}\right)$ will create particles $\left(W_{\mu}^{+}, W_{\mu}^{-}\right)$, respectively, the third field describes a neutral $Z_{\mu}^{0}$ vector boson, and the fourth is the photon field. The relation between $\left(B_{\mu}, A_{\mu}^{(3)}\right)$ and ( $Z_{\mu}, A_{\mu}$ ) is an orthogonal transformation, which is illustrated in Fig. 43.2.

Note in particular that the weak angle is defined by

$$
\begin{equation*}
\sin \theta_{W} \equiv \frac{g^{\prime}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} \tag{43.32}
\end{equation*}
$$



Fig. 43.2. Coefficients in the orthogonal transformation that diagonalizes the vector meson mass matrix in the standard model.

The scalar lagrangian can thus finally be written in the unitary gauge as

$$
\begin{align*}
\mathcal{L}_{\text {scalar }}= & -\frac{1}{2}\left[\left(\frac{\partial \eta}{\partial x_{\mu}}\right)^{2}+\left(-2 \mu^{2}\right) \eta^{2}\right]-\frac{\lambda}{4}\left(4 v \eta^{3}+\eta^{4}\right)-\frac{1}{4} \mu^{2} v^{2} \\
& -\frac{1}{4} v^{2}\left(g^{2}+g^{\prime 2}\right) \frac{1}{2} Z_{\mu}^{2}-\frac{1}{4} v^{2} g^{2} W_{\mu} W_{\mu}^{\star} \\
& -\frac{1}{8} \eta(2 v+\eta)\left[\left(g^{2}+g^{\prime 2}\right) Z_{\mu}^{2}+2 g^{2} W_{\mu} W_{\mu}^{\star}\right] \tag{43.33}
\end{align*}
$$

The first term in the first line is the lagrangian for a free, neutral scalar field of mass $-2 \mu^{2}$ - the Higgs field; this is the only remaining physical degree of freedom from the complex doublet of scalar fields introduced previously, in this unitary gauge. The second term describes cubic and quartic self-couplings of the Higgs field; the third term in the first line is simply an additive constant.

The terms in the second line proportional to the constant $v^{2}$ represent the quadratic mass terms for the gauge bosons. Note, in particular, that no mass term has been generated for the photon field, which thus remains massless, as it must.

Finally, the terms in the last line proportional to $\left(2 v \eta+\eta^{2}\right)$ represent cubic and quartic couplings of the Higgs to the massive gauge bosons.

Since the transformation in Eq. (43.31) is orthogonal, the quadratic part of the kinetic energy of the gauge bosons remains on principal axes and Eq. (43.17) can be rewritten as

$$
\begin{align*}
\mathcal{L}_{\text {gauge }}= & -\frac{1}{2} W_{\mu \nu}^{\star} W_{\mu \nu}-\frac{1}{4} Z_{\mu \nu} Z_{\mu \nu}-\frac{1}{4} F_{\mu \nu} F_{\mu \nu} \\
& -\frac{g}{2} \mathbf{F}_{\mu \nu} \cdot\left(\mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right)-\frac{g^{2}}{4}\left(\mathbf{A}_{\mu} \times \mathbf{A}_{\nu}\right)^{2} \tag{43.34}
\end{align*}
$$

Here the field tensors are defined by the linear Maxwell form $V_{\mu \nu} \equiv \partial V_{\nu} / \partial x_{\mu}-$ $\partial V_{\mu} / \partial x_{\nu}$ and the original gauge field $\mathbf{A}_{\mu}$ in the nonlinear terms must still be expressed in terms of the physical fields defined through Eqs. (43.31). The second line in the above result represents cubic and quartic couplings of these physical fields.

### 43.8 Particle content

The particle content of the theory is now made manifest in this unitary gauge, since the free lagrangian has the required quadratic form in the kinetic energy and masses. In addition to the original (still massless!) fermions, the theory evidently now contains:
(1) A massive neutral weak vector meson $Z_{\mu}^{0}$ with mass given by

$$
\begin{equation*}
M_{Z}^{2}=\frac{v^{2}\left(g^{2}+g^{\prime 2}\right)}{4} \tag{43.35}
\end{equation*}
$$

(2) Massive charged weak vector mesons $W_{\mu}^{( \pm)}$with masses

$$
\begin{equation*}
M_{W}^{2}=\frac{v^{2} g^{2}}{4}=M_{Z}^{2} \cos ^{2} \theta_{W} \tag{43.36}
\end{equation*}
$$

(3) A massless photon

$$
\begin{equation*}
M_{\gamma}^{2}=0 \tag{43.37}
\end{equation*}
$$

The lagrangian explicitly retains the exact local $U(1)$ gauge invariance generated by the electric charge $\hat{Q}$, corresponding to QED.

### 43.9 Lagrangian

The total lagrangian for the standard model as presented so far is the sum of the individual contributions discussed above

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\text {lepton }}+\mathcal{L}_{\text {nucleon }}+\mathcal{L}_{\text {gauge }}+\mathcal{L}_{\text {scalar }} \tag{43.38}
\end{equation*}
$$

This lagrangian now contains all the electroweak interactions; in particular, it yields all the weak interaction phenomenology of chapter 42. It is still necessary to put in the fermion mass, while preserving the underlying local gauge symmetry and accompanying renormalizability; this will be done by again appealing to spontaneous symmetry breaking, employing the already-introduced complex scalar field.

First, however, let us continue to investigate some of the consequences of the lagrangian in Eq. (43.38). The coupling of the leptons to the gauge bosons follows immediately from Eqs. (43.18) and (43.31) (the details of this algebra, central to applications of the standard model, are provided in appendix D.1)

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{( \pm)} & =\frac{g}{2 \sqrt{2}}\left[j_{\mu}^{(+)} W_{\mu}+j_{\mu}^{(-)} W_{\mu}^{\star}\right] \\
\mathcal{L}_{\text {lepton }}^{(0)} & =-\frac{g}{2 \cos \theta_{W}} j_{\mu}^{(0)} Z_{\mu} \\
\mathcal{L}_{\text {lepton }}^{\gamma} & =e_{p} j_{\mu}^{\gamma} A_{\mu} \tag{43.39}
\end{align*}
$$

Here the electric charge $e_{p}$ is defined by ${ }^{4}$

$$
\begin{equation*}
e_{p} \equiv \frac{g g^{\prime}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} \tag{43.40}
\end{equation*}
$$

The lepton currents are given by the following expressions

$$
\begin{align*}
j_{\mu}^{( \pm)} & =i \bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} \psi_{l} \\
j_{\mu}^{\gamma} & =i \bar{\psi}_{l} \gamma_{\mu}\left[-\frac{1}{2}\left(1-\tau_{3}\right)\right] \psi_{l} \\
j_{\mu}^{(0)} & =i \bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi_{l}-2 \sin ^{2} \theta_{W} j_{\mu}^{\gamma} \tag{43.41}
\end{align*}
$$

The interaction of the point nucleons with the gauge fields takes exactly the same form as in Eqs. (43.39), with hadronic currents given by

$$
\begin{align*}
\mathcal{J}_{\mu}^{( \pm)} & =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} \psi \\
J_{\mu}^{\gamma} & =i \bar{\psi} \gamma_{\mu}\left[\frac{1}{2}\left(1+\tau_{3}\right)\right] \psi \\
\mathcal{J}_{\mu}^{(0)} & =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \tag{43.42}
\end{align*}
$$

The lepton and nucleon doublets appearing in these currents are defined by

$$
\begin{equation*}
\psi_{l}=\binom{\psi_{\nu_{e}}}{\psi_{e}} \quad \psi=\binom{\psi_{p}}{\psi_{n}} \tag{43.43}
\end{equation*}
$$

### 43.10 Effective low-energy lagrangian

The analysis in chapter 42 shows how interactions with the gauge bosons of the form in Eqs. (43.39) lead to an effective current-current lagrangian in the low-energy, nuclear domain where $\mathrm{q}^{2} \ll M_{W}^{2}, M_{Z}^{2}$. In particular, comparison with that analysis immediately establishes the following relationships between the gauge couplings and masses of the standard model and the coupling constants introduced in that chapter

$$
\begin{equation*}
\frac{G}{\sqrt{2}}=\frac{g^{2}}{8 M_{W}^{2}}=\frac{g^{2}}{8 M_{Z}^{2} \cos ^{2} \theta_{W}}=\frac{f^{2}}{8 M_{Z}^{2}}=\frac{G^{\prime}}{\sqrt{2}} \tag{43.44}
\end{equation*}
$$

It is also evident that the total weak currents here receive additive contributions from the leptons and hadrons

$$
\begin{align*}
\mathcal{J}_{\lambda}^{( \pm)} & =\mathcal{J}_{\lambda}^{( \pm)} \text {(hadrons) }+j_{\lambda}^{( \pm)} \text {(leptons) } \\
\mathcal{J}_{\lambda}^{(0)} & =\mathcal{J}_{\lambda}^{(0)} \text { (hadrons) }+j_{\lambda}^{(0)} \text { (leptons) } \tag{43.45}
\end{align*}
$$

${ }^{4}$ Note that both ( $g, g^{\prime}$ ) must be nonzero for nonzero $e_{p}$.

The semileptonic parts of this effective low-energy lagrangian will form the basis for most of the subsequent discussion of nuclear applications; they describe the semileptonic processes illustrated in Fig. 43.3. ${ }^{5}$

The corresponding lagrangians are

$$
\begin{align*}
\mathcal{L}_{\text {eff }}^{( \pm)}= & \frac{i G}{\sqrt{2}}\left\{\left[\bar{\psi}_{e} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{\nu_{e}}+(e \leftrightarrow \mu)\right] \mathcal{J}_{\lambda}^{(+)}\right. \text {(hadrons) }  \tag{43.46}\\
& \left.+\left[\bar{\psi}_{\nu_{e}} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{e}+(e \leftrightarrow \mu)\right] \mathcal{J}_{\lambda}^{(-)} \text {(hadrons) }\right\} \\
\mathcal{L}_{\text {eff }}^{(\nu)}= & \frac{i G}{\sqrt{2}}\left[\bar{\psi}_{\nu_{e}} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{\nu_{e}}+(e \leftrightarrow \mu)\right] \mathcal{J}_{\lambda}^{(0)} \text { (hadrons) } \\
\mathcal{L}_{\text {eff }}^{(l)}= & -\frac{i G}{\sqrt{2}}\left[\bar{\psi}_{e} \gamma_{\lambda}\left(1+\gamma_{5}\right) \psi_{e}-4 \sin ^{2} \theta_{W} \bar{\psi}_{e} \gamma_{\lambda} \psi_{e}+(e \leftrightarrow \mu)\right] \mathcal{J}_{\lambda}^{(0)}(\text { hadrons })
\end{align*}
$$

In both of the last two lagrangians there is a suppressed multiplicative factor 2 (cross terms) $/ 2$ (from lepton current) $=1$.

These lagrangians give all the phenomenology of chapter 42 . We discuss their application to the calculation of semileptonic weak nuclear processes in some detail in the subsequent chapters [Wa75, Wa95].

(c)

Fig. 43.3. Semileptonic processes described by the effective low-energy semileptonic lagrangians in the text: (a) charge-changing $[ \pm]$; (b) weak neutral current neutrino scattering $[\nu]$; and (c) weak neutral current, charged-lepton interaction [l].

### 43.11 Fermion mass

The theory as formulated assumes massless fermions. The fermion mass will now be put in by hand. One adds Yukawa couplings of the fermions to the previously introduced complex scalar field that preserve the local $S U(2)_{W} \bigotimes U(1)_{W}$ local gauge symmetry. One such coupling is introduced for each fermion field. The fermions then acquire mass when the scalar field develops its vacuum expectation value. As a consequence of this procedure, each fermion also has a prescribed Yukawa coupling to the fluctuation of the scalar field about its vacuum expectation value - the real scalar Higgs.

[^165]We illustrate the procedure in the case of leptons and point nucleons. In the latter case, in addition to the complex scalar field $\underline{\phi}$ in Eq. (43.19), one also needs the field $\underline{\phi}$ derived from it as follows: ${ }^{6}$

$$
\tilde{\phi} \equiv i \tau_{2} \underline{\phi}^{*}=\left(\begin{array}{cc}
0 & 1  \tag{43.47}\\
-1 & 0
\end{array}\right)\binom{\phi^{+*}}{\phi^{0 *}}=\binom{\phi^{0 *}}{-\phi^{-}} \equiv\binom{\tilde{\phi}^{0}}{\tilde{\phi}^{-}}
$$

Under the weak hypercharge transformation one simply transforms $\phi^{*}$, and hence this field has opposite weak hypercharge $Y_{W}=-1$; however, it still transforms as a weak isodoublet. This is readily established since

$$
\begin{equation*}
\exp \left\{i \boldsymbol{\theta} \cdot \hat{\mathbf{T}}_{W}\right\} \underline{\phi} \exp \left\{-i \boldsymbol{\theta} \cdot \hat{\mathbf{T}}_{W}\right\}=i \tau_{2}\left[e^{-\frac{i}{2} \boldsymbol{\theta} \cdot \boldsymbol{\tau}} \underline{\phi}\right]^{*}=\left[e^{-\frac{i}{2} \boldsymbol{\theta} \cdot \boldsymbol{\tau}}\right] \underline{\dot{\phi}} \tag{43.48}
\end{equation*}
$$

Hence one now has an additional field with which to build invariant Yukawa couplings (Table 43.1).

Start with the following lagrangian with Yukawa couplings of the fermions to the complex scalar field and invariant under local $S U(2)_{W} \otimes U(1)_{W}$

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}=-G_{e} \bar{R}\left(\underline{\phi}^{\dagger} \underline{L}\right)-G_{1}\left(\underline{\bar{N}}_{L} \underline{\tilde{\phi}}\right) p_{R}-G_{2}\left(\underline{\bar{N}}_{L} \underline{\phi}\right) n_{R}+\text { h.c. } \tag{43.49}
\end{equation*}
$$

Each term is a weak isoscalar, and each term is neutral in weak hypercharge (Table 43.1).

Now with the previously discussed spontaneous symmetry breaking, and in the unitary gauge

$$
\begin{equation*}
\underline{\phi}=\binom{0}{\frac{1}{\sqrt{2}}(v+\eta)} \quad \underline{\phi}=\binom{\frac{1}{\sqrt{2}}(v+\eta)}{0} \tag{43.50}
\end{equation*}
$$

Substitution into Eq. (43.49) gives

$$
\begin{align*}
& \mathcal{L}_{\mathrm{int}}=-G_{e} \bar{e}_{R}\left[\left(0, \frac{1}{\sqrt{2}}(v+\eta)\right)\binom{\nu_{L}}{e_{L}}\right]  \tag{43.51}\\
& -G_{1}\left[\left(\bar{p}_{L}, \bar{n}_{L}\right)\binom{\frac{1}{\sqrt{2}}(v+\eta)}{0}\right] p_{R}-G_{2}\left[\left(\bar{p}_{L}, \bar{n}_{L}\right)\binom{0}{\frac{1}{\sqrt{2}}(v+\eta)}\right] n_{R}+\text { h.c. }
\end{align*}
$$

Hence

$$
\begin{align*}
\mathcal{L}_{\text {int }}= & -\frac{1}{\sqrt{2}}(v+\eta)\left[G_{e}\left(\bar{e}_{L} e_{R}+\bar{e}_{R} e_{L}\right)\right. \\
& \left.+G_{1}\left(\bar{p}_{L} p_{R}+\bar{p}_{R} p_{L}\right)+G_{2}\left(\bar{n}_{L} n_{R}+\bar{n}_{R} n_{L}\right)\right] \\
= & -\frac{1}{\sqrt{2}}(v+\eta)\left[G_{e} \bar{e} e+G_{1} \bar{p} p+G_{2} \bar{n} n\right] \tag{43.52}
\end{align*}
$$

[^166]For strong isospin symmetry, one must evidently impose the condition ${ }^{7}$

$$
\begin{equation*}
G_{1}=G_{2} \tag{43.53}
\end{equation*}
$$

The final result is

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}=-\frac{v}{\sqrt{2}}\left[G_{e} \bar{e} e+G_{1} \bar{\psi} \psi\right]-\frac{\eta}{\sqrt{2}}\left[G_{e} \bar{e} e+G_{1} \bar{\psi} \psi\right] \quad ; \psi=\binom{p}{n} \tag{43.54}
\end{equation*}
$$

The first term is the sought-after fermion mass, with one adjustable coupling constant for each fermion mass in the theory. The second term is the remaining Yukawa interaction with the real scalar Higgs particle, with a prescribed coupling determined by the mass of the fermion.

For clarity of concept, this introduction to the standard model has been presented in terms of a hadronic sector consisting of point nucleons. The extension to matrix elements of the hadronic current for physical nucleons can be obtained using general symmetry properties of the hadronic current, preserved in the extension to an underlying quark structure. Just as in chapters 7 and 8, the resulting Eqs. (42.35) and (42.36) can then be used to obtain a description of semileptonic processes in nuclei; this is discussed in detail in later chapters.

The deeper formulation of the standard model is in terms of quarks, and it is to this topic that we now turn our attention in the following chapter.

[^167]
## Chapter 44

## Quarks in the standard model

With this introduction to the methodology of the standard model, we turn our attention to the formulation of the theory of electroweak interactions with the underlying quark fields.

### 44.1 Weak multiplets

At first glance, one might expect that the first quark weak isodoublet would just be that constructed from ( $u, d$ ) quarks. The actual quark weak isospin doublets that couple in the electroweak interaction have a more complicated form [Ca63, Gl70]. They are

$$
\begin{align*}
q_{L} & =\binom{u_{L}}{d_{L} \cos \theta_{\mathrm{C}}+s_{L} \sin \theta_{\mathrm{C}}} \equiv\binom{u_{L}}{d_{c L}}  \tag{44.1}\\
Q_{L} & =\binom{c_{L}}{-d_{L} \sin \theta_{\mathrm{C}}+s_{L} \cos \theta_{\mathrm{C}}} \equiv\binom{c_{L}}{D_{c L}} ; \text { weak doublets }
\end{align*}
$$

The fact that it is a slightly rotated combination of fields in the charge-changing current, which includes a small strangeness-changing component, was first noted by Cabibbo [Ca63]. The discovery that one requires a second doublet with an additional $c$ quark and the orthogonal rotated combination is due to Glashow, Iliopolous, and Maiani (GIM) [Gl70] who in fact predicted the existence of the $c$ quark on the basis of the arguments given below. ${ }^{1}$

As before, the right-handed quark fields form weak isosinglets

$$
\begin{equation*}
u_{R}, d_{R}, s_{R}, c_{R} \quad ; \text { weak singlets } \tag{44.2}
\end{equation*}
$$

The quarks are assigned the weak quantum numbers in Table 44.1. The assignments

[^168]Table 44.1 Weak isospin and weak hypercharge assignments for the quarks.

| Field /particle | $q_{L}$ | $Q_{L}$ | $u_{R}$ | $d_{R}$ | $s_{R}$ | $c_{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T_{W}$ | $1 / 2$ | $1 / 2$ | 0 | 0 | 0 | 0 |
| $Y_{W}$ | $1 / 3$ | $1 / 3$ | $4 / 3$ | $-2 / 3$ | $-2 / 3$ | $4 / 3$ |

are again made so that the electric charge operator is given by

$$
\begin{equation*}
\hat{Q}=\left(\hat{T}_{3}+\frac{1}{2} \hat{Y}\right)_{W} \tag{44.3}
\end{equation*}
$$

### 44.2 GIM identity

Because one has two orthogonal linear combinations, the following (GIM) identity holds

$$
\begin{align*}
\bar{d}_{c} d_{c}+\bar{D}_{c} D_{c}= & \left(\bar{d} \cos \theta_{\mathrm{C}}+\bar{s} \sin \theta_{\mathrm{C}}\right)\left(d \cos \theta_{\mathrm{C}}+s \sin \theta_{\mathrm{C}}\right) \\
& +\left(-\bar{d} \sin \theta_{\mathrm{C}}+\bar{s} \cos \theta_{\mathrm{C}}\right)\left(-d \sin \theta_{\mathrm{C}}+s \cos \theta_{\mathrm{C}}\right) \\
= & \bar{d} d+\bar{s} s \tag{44.4}
\end{align*}
$$

No off-diagonal, strangeness-changing terms appear in this expression; as a consequence, the neutral currents generated in the standard model have no lowest-order strangeness-changing components - an empirical observation that was the primary motivation for the introduction of the $c$ quark in [Gl70].

The GIM identity can be used to rewrite the noninteracting quark kinetic energy as

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{0} & =-\left[\bar{q}_{L} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} q_{L}+\bar{Q}_{L} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} Q_{L}\right. \\
& \left.+\bar{u}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} u_{R}+\bar{d}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} d_{R}+\bar{s}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} s_{R}+\bar{c}_{R} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} c_{R}\right] \tag{44.5}
\end{align*}
$$

### 44.3 Covariant derivative

The standard model is a Yang-Mills theory based on local $S U(2)_{W} \otimes U(1)_{W}$ gauge invariance. It starts from massless fermions and massless gauge bosons and introduces mass by coupling to a complex scalar weak isodoublet and spontaneous symmetry breaking (chapter 43). The covariant derivatives acting on the quark
fields are as before (see Table 44.1)

$$
\begin{array}{ll}
\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g^{\prime} Y_{W} B_{\mu}-\frac{i}{2} g \tau \cdot \mathbf{A}_{\mu}\right) & \text {; on isodoublets } \\
\left(\frac{\partial}{\partial x_{\mu}}-\frac{i}{2} g^{\prime} Y_{W} B_{\mu}\right) & \text {; on isosinglets } \tag{44.6}
\end{array}
$$

The gauge boson and Higgs sectors of the theory are exactly the same as discussed in the previous chapter.

### 44.4 Electroweak quark currents

The electroweak currents representing the interaction with the physical gauge bosons can now be identified exactly as before (appendix D.1).

The charge-changing weak current is given by

$$
\begin{align*}
\mathcal{J}_{\mu}^{( \pm)}= & i \bar{q} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} q+i \bar{Q} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} Q \\
\mathcal{J}_{\mu}^{(+)}= & i \bar{u} \gamma_{\mu}\left(1+\gamma_{5}\right)\left(d \cos \theta_{\mathrm{C}}+s \sin \theta_{\mathrm{C}}\right) \\
& +i \bar{c} \gamma_{\mu}\left(1+\gamma_{5}\right)\left(-d \sin \theta_{\mathrm{C}}+s \cos \theta_{\mathrm{C}}\right) \tag{44.7}
\end{align*}
$$

Note that it is the Cabibbo-rotated combination that enters into these charge-changing currents.

The electromagnetic current of QED is just the point Dirac current multiplied by the correct charge

$$
\begin{equation*}
J_{\mu}^{\gamma}=i\left[\frac{2}{3}\left(\bar{u} \gamma_{\mu} u+\bar{c} \gamma_{\mu} c\right)-\frac{1}{3}\left(\bar{d} \gamma_{\mu} d+\bar{s} \gamma_{\mu} s\right)\right] \tag{44.8}
\end{equation*}
$$

The weak neutral current is

$$
\begin{align*}
\mathcal{J}_{\mu}^{(0)}= & i \bar{q} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} q+i \bar{Q} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} Q-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \\
\mathcal{J}_{\mu}^{(0)}= & \frac{i}{2}\left[\bar{u} \gamma_{\mu}\left(1+\gamma_{5}\right) u+\bar{c} \gamma_{\mu}\left(1+\gamma_{5}\right) c-\bar{d} \gamma_{\mu}\left(1+\gamma_{5}\right) d-\bar{s} \gamma_{\mu}\left(1+\gamma_{5}\right) s\right] \\
& -2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \tag{44.9}
\end{align*}
$$

The second equality follows with the aid of the GIM identity. Terms of the form $(\bar{s} d)$ or ( $\bar{d} s$ ) have been eliminated; hence there are no strangeness-changing weak neutral currents in this quark-based standard model, as advertised.

The quarks can be given mass in the same fashion as were the nucleons in the previous chapter. Here we are content to refer the reader to Prob. 44.1 and the literature for the details [Ab73, Co83].

### 44.5 QCD

How does the standard model of electroweak interactions get combined with QCD, the theory of the strong forces binding quarks into hadrons? Consider for simplicity the nuclear domain of $(u, d)$ quarks. Quarks now carry an additional color index that takes three values ( $R, G, B$ ), and the quark field gets extended to

$$
\psi=\binom{u}{d} \rightarrow\left(\begin{array}{ccc}
u_{R} & u_{G} & u_{B}  \tag{44.10}\\
d_{R} & d_{G} & d_{B}
\end{array}\right) \equiv\left(\psi_{R}, \psi_{G}, \psi_{B}\right)
$$

These get combined into a three component (actually multicomponent) field $\underline{\psi}$ defined as

$$
\underline{\psi} \equiv\left(\begin{array}{l}
\psi_{R}  \tag{44.11}\\
\psi_{G} \\
\psi_{B}
\end{array}\right)
$$

Let $\mathcal{O}$ be a matrix that is the identity with respect to color, but an arbitrary matrix $O$ with respect to flavor so that

$$
\underline{\mathcal{O}} \equiv\left(\begin{array}{lll}
O & &  \tag{44.12}\\
& O & \\
& & O
\end{array}\right)
$$

Then under the extension of the quark fields to include color, all electroweak currents are defined to be correspondingly extended to

$$
\begin{align*}
\bar{\psi} \gamma_{\mu} O \psi & \rightarrow \bar{\psi}_{R} \gamma_{\mu} O \psi_{R}+\bar{\psi}_{G} \gamma_{\mu} O \psi_{G}+\bar{\psi}_{B} \gamma_{\mu} O \psi_{B} \\
& \equiv \underline{\bar{\psi}} \gamma_{\mu} \underline{\mathcal{O}} \underline{\psi} \tag{44.13}
\end{align*}
$$

Such currents have the following important properties:

- They are invariant under strong $S U(3)_{\mathrm{C}}$;
- The vector currents are conserved in QCD with equal mass quarks. ${ }^{2}$


### 44.6 Symmetry group

The full lagrangian of the strong and electroweak interactions thus takes the form (see [Do93] for an extended discussion)

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}^{0}+\mathcal{L}_{Q C D}^{\mathrm{int}}+\mathcal{L}_{E W}^{\mathrm{int}} \tag{44.14}
\end{equation*}
$$

This lagrangian is locally gauge invariant under the full symmetry group ${ }^{3}$

$$
\begin{equation*}
S U(3)_{\mathrm{C}} \bigotimes S U(2)_{W} \bigotimes U(1)_{W} \tag{44.15}
\end{equation*}
$$

[^169]This full theory is renormalizable. It has the following characteristic properties:

- The electroweak interactions are colorblind - they are the same, independent of the color of the quarks;
- The gluons are absolutely neutral to the electroweak interactions - the electroweak interactions couple to the quarks.


### 44.7 Nuclear currents

Let us examine the implications of this development for nuclear physics. To summarize the weak and electromagnetic quark currents in the standard model, we have

$$
\begin{align*}
\mathcal{J}_{\mu}^{(+)}= & i \bar{u} \gamma_{\mu}\left(1+\gamma_{5}\right)\left[d \cos \theta_{\mathrm{C}}+s \sin \theta_{\mathrm{C}}\right] \\
& +i \bar{c} \gamma_{\mu}\left(1+\gamma_{5}\right)\left[-d \sin \theta_{\mathrm{C}}+s \cos \theta_{\mathrm{C}}\right] \\
\mathcal{J}_{\mu}^{(0)}= & \frac{i}{2}\left[\bar{u} \gamma_{\mu}\left(1+\gamma_{5}\right) u+\bar{c} \gamma_{\mu}\left(1+\gamma_{5}\right) c\right. \\
& \left.-\bar{d} \gamma_{\mu}\left(1+\gamma_{5}\right) d-\bar{s} \gamma_{\mu}\left(1+\gamma_{5}\right) s\right]-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \\
J_{\mu}^{\gamma}= & i\left[\frac{2}{3}\left(\bar{u} \gamma_{\mu} u+\bar{c} \gamma_{\mu} c\right)-\frac{1}{3}\left(\bar{d} \gamma_{\mu} d+\bar{s} \gamma_{\mu} s\right)\right] \tag{44.16}
\end{align*}
$$

Each current is actually a sum over three colors $\sum_{\text {colors }}(\cdots)$ leading to an operator which is an $S U(3)_{C}$ - singlet as discussed above.

### 44.8 Nuclear domain

To a good approximation, the hadrons that make up the nucleus are composed of ( $u, d$ ) quarks. As a starting point for nuclear physics, consider that subspace of the full Hilbert space consisting of any number of ( $u, d$ ) quarks and their antiquarks $(\bar{u}, \bar{d})$. The quark field in this sector takes the form

$$
\begin{equation*}
\psi \doteq\binom{u}{d} \quad ; \text { nuclear domain } \tag{44.17}
\end{equation*}
$$

Assume that the ( $u, d$ ) quarks have the same mass in the lagrangian; they are in fact both nearly massless. In this case, the lagrangian of the strong interactions, with the full complexity of QCD, has an exact symmetry - the $S U(2)$ of strong isospin. This is the familiar isotopic spin symmetry of nuclear physics. It is important to note that one still has the full complexity of strong-coupling QCD with colored quarks and gluons in this truncated flavor sector of the nuclear domain; nevertheless, one can draw conclusions that are exact to all orders in the strong interactions using this strong isospin symmetry.

The quark field $\psi$ in Eq. (44.17) forms an isodoublet under this strong isospin. The quark currents in Eq. (44.16) can then be written in terms of this isospinor in the nuclear domain as follows

$$
\begin{align*}
J_{\mu}^{\gamma} & =i \bar{\psi} \gamma_{\mu}\left(\frac{1}{6}+\frac{1}{2} \tau_{3}\right) \psi \\
\mathcal{J}_{\mu}^{( \pm)} & =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} \psi \\
\mathcal{J}_{\mu}^{(0)} & =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \tag{44.18}
\end{align*}
$$

As in the previous chapter, the properties of these currents under general symmetry properties of the theory now follow by inspection

$$
\begin{align*}
\mathcal{J}_{\mu} & =J_{\mu}+J_{\mu 5} & & ; V-A \\
\mathcal{J}_{\mu}^{( \pm)} & =\mathcal{J}_{\mu}^{V_{1}} \pm i \mathcal{J}_{\mu}^{V_{2}} & & ; \text { isovector } \\
J_{\mu}^{\gamma} & =J_{\mu}^{S}+J_{\mu}^{V_{3}} & & ; \text { EM current } \\
J_{\mu}^{( \pm)} & =J_{\mu}^{V_{1}} \pm i J_{\mu}^{V_{2}} & & ; \text { CVC } \\
\mathcal{J}_{\mu}^{(0)} & =\mathcal{J}_{\mu}^{V_{3}}-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} & & ; \text { standard model } \tag{44.19}
\end{align*}
$$

Here the Cabibbo angle has been absorbed into the definition of the hadronic weak charge-changing Fermi coupling constant

$$
\begin{equation*}
G^{( \pm)} \equiv G \cos \theta_{\mathrm{C}} \quad \cos \theta_{\mathrm{C}}=0.974 \tag{44.20}
\end{equation*}
$$

Note that the numerical value of $\cos \theta_{\mathrm{C}}$ is, in fact, very close to $1\left[\mathrm{Co83]}.{ }^{4}\right.$
Consequences of the Lorentz structure of various nuclear matrix elements, and relations of various matrix elements through the use of the Wigner-Eckart theorem applied to strong isospin, now follow immediately from Eqs. (44.19).

If the discussion is extended to that sector of the full theory with no net strangeness or charm, and the electroweak interactions are treated in lowest order, then the first four of Eqs. (44.19) still hold; however, the weak neutral current is modified by the addition of an isoscalar contribution

$$
\begin{equation*}
\delta \mathcal{J}_{\mu}^{(0)}=\frac{i}{2}\left[\bar{c} \gamma_{\mu}\left(1+\gamma_{5}\right) c-\bar{s} \gamma_{\mu}\left(1+\gamma_{5}\right) s\right] \tag{44.21}
\end{equation*}
$$

In this sector of the theory, $(s, c)$ quarks and their antiparticles $(\bar{s}, \bar{c})$ enter through loop processes.

We shall return to a discussion of the extension to include an additional heavy quark family later in this part of the book. First, however, we explore in some detail the consequences of the theory developed so far for electroweak interactions with nuclei.
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## Chapter 45

## Weak interactions with nuclei

### 45.1 Multipole analysis

The topic of semileptonic weak interactions with nuclei includes the rich variety of processes illustrated in Fig. 45.1.


Fig. 45.1. Charge-changing processes in semileptonic weak interactions with nuclei.

The kinematic variables used to describe the processes are shown in Fig. 45.2. The theoretical framework presented here will closely parallel that in chapters 7 and 8 on electromagnetic interactions interactions with nuclei. ${ }^{1}$

We start from the semileptonic weak hamiltonian of the standard model, which in the Schrödinger picture takes the form

$$
\begin{equation*}
\hat{H}_{\mathrm{W}}=-\frac{G}{\sqrt{2}} \int d^{3} x j_{\mu}^{\text {lept }}(\mathbf{x}) \hat{\mathcal{J}}_{\mu}(\mathbf{x}) \tag{45.1}
\end{equation*}
$$
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(a) NEUTRINO SCATTERING

(b) ANTINEUTRINO SCATTERING

(c) CHARGED LEPTON CAPTURE

(d) $e^{-}$DECAY

(e) $e^{+}$dECAY
$$
q=x_{2}+k_{1}=P-P^{\prime}
$$

Fig. 45.2. Kinematic variables for semileptonic processes in Fig. 45.1.
The appropriate lepton and hadron currents have been discussed in the previous two chapters.

We work to first order in the weak coupling constant $G$; thus the leptons will be treated in lowest-order perturbation theory. In contrast, the strong interactions will be treated to all orders, and one is still required to evaluate the exact transition matrix elements of the hadronic weak currents. With this in mind, the matrix element of this weak hamiltonian required to describe the semileptonic processes in Fig. 45.2 takes the form

$$
\begin{align*}
\langle f| \hat{H}_{\mathrm{W}}|i\rangle & =-\frac{G}{\sqrt{2}} l_{\mu} \int d^{3} x e^{-i \mathbf{q} \cdot \mathbf{x}}\langle f| \hat{\mathcal{J}}_{\mu}(\mathbf{x})|i\rangle \\
& =-\frac{G}{\sqrt{2}} \int d^{3} x e^{-i \mathbf{q} \cdot \mathbf{x}}\left[\mathbf{1} \cdot \mathcal{J}(\mathbf{x})_{\mathrm{fi}}-l_{0} \mathcal{J}_{0}(\mathbf{x})_{\mathrm{fi}}\right] \tag{45.2}
\end{align*}
$$

Here the matrix element of the leptonic current is written

$$
\begin{equation*}
\langle f| j_{\mu}^{\text {lept }}(\mathbf{x})|i\rangle=l_{\mu} e^{-i \mathbf{q} \cdot \mathbf{x}} \tag{45.3}
\end{equation*}
$$

Define a complete orthonormal set of spatial unit vectors with $z$-axis $\mathbf{q} /|\mathbf{q}|$ as illustrated in Fig. 45.3. Now any vector can be expanded in this set as follows

$$
\begin{equation*}
\mathbf{l}=\sum_{\lambda=0, \pm 1} l_{\lambda} \mathbf{e}_{\lambda}^{\dagger} \tag{45.4}
\end{equation*}
$$



Fig. 45.3. Complete orthonormal set of spatial unit vectors.

Here

$$
\begin{align*}
\mathbf{e}_{ \pm 1} & \equiv \mp \frac{1}{\sqrt{2}}\left(\mathbf{e}_{\mathbf{q} 1} \pm i \mathbf{e}_{\mathbf{q} 2}\right) \\
\mathbf{e}_{0} & \equiv \mathbf{q} /|\mathbf{q}| \equiv \mathbf{e}_{\mathbf{q} 0} \\
\mathbf{e}_{\lambda}^{\dagger} \cdot \mathbf{e}_{\lambda^{\prime}} & =\delta_{\lambda, \lambda^{\prime}} \tag{45.5}
\end{align*} \quad \mathbf{e}_{\lambda}^{\dagger}=(-1)^{\lambda} \mathbf{e}_{-\lambda}
$$

Hence $l_{\lambda}=\mathbf{e}_{\lambda} \cdot \mathbf{l}$, and to avoid confusion with the time component, we write $\mathbf{e}_{0} \cdot \mathbf{l} \equiv l_{3}$

$$
\begin{equation*}
l_{ \pm 1}=\mp \frac{1}{\sqrt{2}}\left(l_{1} \pm i l_{2}\right) \quad l_{\lambda=0} \equiv l_{3} \tag{45.6}
\end{equation*}
$$

Now make a multipole expansion of the hadronic current to project irreducible tensor operators (ITO), which permits the use of the entire theory of angular momentum on the nuclear matrix elements. The required multipole expansion was derived in chapter 7

$$
\begin{gather*}
\mathbf{e}_{\mathbf{q} \lambda} e^{i \mathbf{q} \cdot \mathbf{x}}=-\sum_{J \geq 1}^{\infty} \sqrt{2 \pi(2 J+1)} i^{J}\{ \\
\left.\lambda j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{\lambda}+\frac{1}{\kappa} \nabla \times\left[j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{\lambda}\right]\right\}  \tag{45.7}\\
; \text { for } \lambda= \pm 1
\end{gather*}
$$

To avoid confusion with the four-momentum transfer, we henceforth define

$$
\begin{equation*}
\kappa \equiv|\mathbf{q}| \tag{45.8}
\end{equation*}
$$

For weak interactions, because the axial-vector current is not conserved as is the electromagnetic current, one is also required to deal explicitly with its longitudinal matrix elements. The derivation of the longitudinal multipoles exactly parallels that in chapter 7 for the transverse multipoles. One needs the following identity [Ed74]

$$
\begin{align*}
\nabla_{\rho}\left[j_{J}(\rho) Y_{J M}\right]= & \left(\frac{J+1}{2 J+1}\right)^{1 / 2} j_{J+1}(\rho) \mathcal{Y}_{J, J+1,1}^{M} \\
& +\left(\frac{J}{2 J+1}\right)^{1 / 2} j_{J-1}(\rho) \mathcal{Y}_{J, J-1,1}^{M} \tag{45.9}
\end{align*}
$$

The result is (Prob. 45.1, [Wa75]) ${ }^{2}$

$$
\begin{equation*}
\mathbf{e}_{\mathbf{q} 0} e^{i \mathbf{q} \cdot \mathbf{x}}=\frac{-i}{\kappa} \sum_{J \geq 0}^{\infty} \sqrt{4 \pi(2 J+1)} i^{J} \nabla\left[j_{J}(\kappa x) Y_{J 0}\right] \tag{45.10}
\end{equation*}
$$

The adjoint relations follow as in chapter 7

$$
\begin{align*}
& \begin{array}{l}
\mathbf{e}_{\mathbf{q} \lambda}^{\dagger} e^{-i \mathbf{q} \cdot \mathbf{x}}=-\sum_{J \geq 1}^{\infty} \sqrt{2 \pi(2 J+1)}(-i)^{J}\left\{\lambda j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{-\lambda}+\frac{1}{\kappa} \nabla \times\left[j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{-\lambda}\right]\right\} \\
\\
\quad ; \text { for } \lambda= \pm 1 \\
\mathbf{e}_{\mathbf{q} 0}^{\dagger} e^{-i \mathbf{q} \cdot \mathbf{x}}=\frac{i}{\kappa} \sum_{J \geq 0}^{\infty} \sqrt{4 \pi(2 J+1)}(-i)^{J} \nabla\left[j_{J}(\kappa x) Y_{J 0}\right]
\end{array}
\end{align*}
$$

Insertion of these results in Eq. (45.2) leads to

$$
\begin{align*}
\langle f| \hat{H}_{\mathrm{W}}|i\rangle= & \frac{-G}{\sqrt{2}}\langle f|\left\{-\sum_{J \geq 1} \sqrt{2 \pi(2 J+1)}(-i)^{J} \sum_{\lambda= \pm 1} l_{\lambda}\left[\lambda \hat{\mathcal{T}}_{J-\lambda}^{\mathrm{mag}}(\kappa)+\hat{\mathcal{T}}_{J-\lambda}^{\mathrm{el}}(\kappa)\right]\right. \\
& \left.+\sum_{J \geq 0} \sqrt{4 \pi(2 J+1)}(-i)^{J}\left[l_{3} \hat{\mathcal{L}}_{J 0}(\kappa)-l_{0} \hat{\mathcal{M}}_{J 0}(\kappa)\right]\right\}|i\rangle \tag{45.12}
\end{align*}
$$

Here the multipole operators are defined by

$$
\begin{align*}
\hat{\mathcal{M}}_{J M}(\kappa) & \equiv \hat{M}_{J M}+\hat{M}_{J M}^{5}=\int d^{3} x\left[j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right)\right] \hat{\mathcal{J}}_{0}(\mathbf{x}) \\
\hat{\mathcal{L}}_{J M}(\kappa) & \equiv \hat{L}_{J M}+\hat{L}_{J M}^{5}=\frac{i}{\kappa} \int d^{3} x\left\{\nabla\left[j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right)\right]\right\} \cdot \hat{\mathcal{J}}(\mathbf{x}) \\
\hat{\mathcal{T}}_{J M}^{\mathrm{el}}(\kappa) & \equiv \hat{T}_{J M}^{\mathrm{el}}+\hat{T}_{J M}^{\mathrm{el5}}=\frac{1}{\kappa} \int d^{3} x\left[\nabla \times j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{M}\left(\Omega_{x}\right)\right] \cdot \hat{\mathcal{J}}(\mathbf{x}) \\
\hat{\mathcal{T}}_{J M}^{\mathrm{mag}}(\kappa) & \equiv \hat{T}_{J M}^{\mathrm{mag}}+\hat{T}_{J M}^{\mathrm{mag} 5}=\int d^{3} x\left[j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{M}\left(\Omega_{x}\right)\right] \cdot \hat{\mathcal{J}}(\mathbf{x}) \tag{45.13}
\end{align*}
$$

As in chapter 7, these operators are now irreducible tensor operators (ITO) in the nuclear Hilbert space. In contrast to the previous discussion, each operator contains contributions of both parities, as explicitly indicated above, since the weak hadronic currents have a $V-A$ structure

$$
\begin{equation*}
\hat{\mathcal{J}}_{\mu}=\hat{J}_{\mu}+\hat{J}_{\mu 5} \tag{45.14}
\end{equation*}
$$

The Wigner-Eckart theorem can now be employed on the ITO

$$
\left\langle J_{f} M_{f}\right| \hat{\mathcal{T}}_{J M}\left|J_{i} M_{i}\right\rangle=(-1)^{J_{f}-M_{f}}\left(\begin{array}{ccc}
J_{f} & J & J_{i}  \tag{45.15}\\
-M_{f} & M & M_{i}
\end{array}\right)\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}\right\| J_{i}\right\rangle
$$

[^172]Equations (45.12) and (45.15) are now completely general in that they hold for any nuclear wave functions and any local nuclear weak current. One can proceed to calculate any semileptonic weak nuclear process - with polarized leptons, polarized targets, recoil polarizations, etc.

With unoriented and unobserved targets, one sums over final target states, and averages over initial states. The orthonormality of the $3-j$ coefficients then yields

$$
\begin{array}{r}
\frac{1}{2 J_{i}+1} \sum_{M_{f}} \sum_{M_{i}}\left(\begin{array}{ccc}
J_{f} & J & J_{i} \\
-M_{f} & M & M_{i}
\end{array}\right)\left(\begin{array}{ccc}
J_{f} & J^{\prime} & J_{i} \\
-M_{f} & M^{\prime} & M_{i}
\end{array}\right) \\
=\frac{1}{(2 J+1)\left(2 J_{i}+1\right)} \delta_{J J^{\prime}} \delta_{M M^{\prime}} \tag{45.16}
\end{array}
$$

Hence from Eq. (45.12)

$$
\begin{align*}
& \left.\frac{1}{\left(2 J_{i}+1\right)} \sum_{M_{i}} \sum_{M_{f}}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2}=\frac{G^{2}}{2} \frac{1}{\left(2 J_{i}+1\right)}\left\{\sum_{\lambda= \pm 1} l_{\lambda} l_{\lambda}^{*} \sum_{J \geq 1} 2 \pi\right. \\
& \times \\
& \left.\times\left|\left\langle J_{f} \| \lambda \hat{\mathcal{T}}_{J}^{\mathrm{mag}}+\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right|\right| J_{i}\right\rangle\left.\right|^{2}+\sum_{J \geq 0} 4 \pi\left[l_{3} l_{3}^{*}\left|\left\langle J_{f}\left\|\hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\right|^{2}\right.  \tag{45.17}\\
& \left.\left.\left.\quad+l_{0} l_{0}^{*}\left|\left\langle J_{f} \| \hat{\mathcal{M}}_{J}\right|\right| J_{i}\right\rangle\left.\right|^{2}-2 \operatorname{Re}\left(l_{3} l_{0}^{*}\left\langle J_{f}\left\|\hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\left\langle J_{f}\left\|\hat{\mathcal{M}}_{J}\right\| J_{i}\right\rangle^{*}\right)\right]\right\}
\end{align*}
$$

Now use

$$
\begin{align*}
& \sum_{\lambda= \pm 1} l_{\lambda} l_{\lambda}^{*}|a+\lambda b|^{2}=|a+b|^{2} \frac{1}{2}\left(l_{1} l_{1}^{*}+l_{2} l_{2}^{*}+i l_{2} l_{1}^{*}-i l_{1} l_{2}^{*}\right) \\
&+|a-b|^{2} \frac{1}{2}\left(l_{1} l_{1}^{*}+l_{2} l_{2}^{*}-i l_{2} l_{1}^{*}+i l_{1} l_{2}^{*}\right) \\
&=\left(|a|^{2}+|b|^{2}\right)\left(\mathbf{l} \cdot \mathbf{l}^{*}-l_{3} l_{3}^{*}\right)-i\left(\mathbf{l} \times \mathbf{l}^{*}\right)_{3} 2 \operatorname{Re}\left(a b^{*}\right) \tag{45.18}
\end{align*}
$$

Thus

$$
\begin{align*}
\frac{1}{\left(2 J_{i}+1\right)} \sum_{M_{i}} \sum_{M_{f}} & \left.\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2}=\frac{G^{2}}{2} \frac{4 \pi}{\left(2 J_{i}+1\right)} \times \\
& \left\{\sum _ { J \geq 1 } \left[\frac{1}{2}\left(\mathbf{l} \cdot \mathrm{l}^{*}-l_{3} l_{3}^{*}\right)\left(\left|\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle\right|^{2}\right)\right.\right. \\
& \left.-\frac{i}{2}\left(1 \times \mathrm{l}^{*}\right)_{3}\left(2 \operatorname{Re}\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle^{*}\right)\right] \\
& +\sum_{J \geq 0}\left[l_{3} l_{3}^{*}\left|\left\langle J_{f}\left\|\hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\right|^{2}+l_{0} l_{0}^{*}\left|\left\langle J_{f}\left\|\hat{\mathcal{M}}_{J}\right\| J_{i}\right\rangle\right|^{2}\right. \\
& \left.\left.-2 \operatorname{Re}\left(l_{3} l_{0}^{*}\left\langle J_{f}\left\|\hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\left\langle J_{f}\left\|\hat{\mathcal{M}}_{J}\right\| J_{i}\right\rangle^{*}\right)\right]\right\} \tag{45.19}
\end{align*}
$$

This is a general result; it holds for any semileptonic nuclear process. In addition to lowest-order perturbation theory in the weak coupling constant $G$, it assumes only

- The existence of a local weak nuclear current operator;
- That the initial and final nuclear states, whatever they may be, are eigenstates of angular momentum.


### 45.2 Nuclear current operator

The next step is to construct the nuclear current operator. In the traditional nuclear physics picture, the electroweak current is constructed from the properties of free nucleons, and we start with this approach. The full matrix element of the hadronic weak current operator for a free nucleon in the standard model follows from general symmetry considerations; it was constructed in chapter 42. The kinematic situation is shown in Fig. 42.6. Here $q \equiv p-p^{\prime}$ and all the form factors $F_{i}\left(q^{2}\right)$ are functions of $q^{2}$.

For the vector current one has

$$
\begin{equation*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| \hat{J}_{\mu}^{( \pm)}(0)|\mathbf{p} \sigma \rho\rangle=\frac{i}{\Omega} \bar{u}\left(\mathbf{p}^{\prime} \sigma^{\prime}\right) \eta_{\rho^{\prime}}^{\dagger}\left[F_{1} \gamma_{\mu}+F_{2} \sigma_{\mu \nu} q_{\nu}\right] \tau_{ \pm} \eta_{\rho} u(\mathbf{p} \sigma) \tag{45.20}
\end{equation*}
$$

Note the following features of this result:

- It is assumed here that, as in the standard model, there are no second class currents;
- From CVC

$$
\begin{equation*}
F_{i}=F_{i}^{V} \quad ; i=1,2 \tag{45.21}
\end{equation*}
$$

Here $F_{i}^{V}$ is the isovector form factor in the electromagnetic interaction measured in ( $e, e^{\prime}$ ) (chapter 42);

- Consider the quark description in the nuclear domain, as discussed in the last chapter, where the quark Hilbert space is restricted to contain only ( $u, d$ ) quarks and their antiquarks and the quark field reduces to

$$
\begin{equation*}
\psi \doteq\binom{u}{d} \tag{45.22}
\end{equation*}
$$

The near equality of the mass of the ( $u, d$ ) quarks (they are both almost zero) implies that the QCD lagrangian possesses an $S U(2)$ symmetry with respect to flavor mixtures of these quarks; this symmetry is strong isospin and the field in Eq. (45.22) then forms a strong isodoublet. In this case, one can take over all the arguments on the general symmetry properties of the hadronic weak current in the preceding chapters; the sole exception is that the charge-changing weak coupling constant must be modified to take into
account the presence of the Cabibbo angle

$$
\begin{equation*}
G^{ \pm} \equiv G \cos \theta_{\mathrm{C}} \tag{45.23}
\end{equation*}
$$

The single-nucleon matrix element of the axial vector current takes the form

$$
\begin{equation*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| \hat{J}_{\mu 5}^{( \pm)}(0)|\mathbf{p} \sigma \rho\rangle=\frac{i}{\Omega} \bar{u}\left(\mathbf{p}^{\prime} \sigma^{\prime}\right) \eta_{\rho^{\prime}}^{\dagger}\left[F_{A} \gamma_{5} \gamma_{\mu}-i F_{P} \gamma_{5} q_{\mu}\right] \tau_{ \pm} \eta_{\rho} u(\mathbf{p} \sigma) \tag{45.24}
\end{equation*}
$$

This result has the following features:

- From pion-pole dominance of the induced pseudoscalar coupling and the Goldberger-Treiman relation one has (chapter 42)

$$
\begin{equation*}
F_{P}=\frac{2 m F_{A}}{q^{2}+m_{\pi}^{2}} \tag{45.25}
\end{equation*}
$$

This implies the PCAC relation

$$
\begin{equation*}
\langle f| \frac{\partial}{\partial x_{\mu}} J_{\mu 5}^{( \pm)}(0)|i\rangle=O\left(m_{\pi}^{2}\right) \tag{45.26}
\end{equation*}
$$

- The form factor $F_{A}\left(q^{2}\right)$ describing the internal axial vector structure of the nucleon must be measured through some weak process.

As in chapters 7 and 8 , these results can now be used to construct the nuclear current operator in the traditional nuclear physics picture. Assume the nuclear current density operator at the origin is given in second quantization by

$$
\begin{equation*}
\hat{\mathcal{J}}_{\mu}(0)=\sum_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}} \sum_{\mathbf{p} \sigma \rho} c_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}}^{\dagger}\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| \mathcal{J}_{\mu}(0)|\mathbf{p} \sigma \rho\rangle c_{\mathbf{p} \sigma \rho} \tag{45.27}
\end{equation*}
$$

Here the matrix element is taken to be that for free nucleons, as discussed above.
Write the current density operator in first quantization as

$$
\begin{equation*}
\hat{\mathcal{J}}_{\mu}(\mathbf{x})=\sum_{i=1}^{A}\left[\hat{\mathcal{J}}_{\mu}^{(1)}(i) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right)\right] \tag{45.28}
\end{equation*}
$$

The prescription for the transition from first to second quantization then identifies the single-particle matrix element of the current density appearing in Eq. (45.27) as $[\mathrm{Fe} 71]$

$$
\begin{equation*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| \mathcal{J}_{\mu}(\mathbf{x})|\mathbf{p} \sigma \rho\rangle=\int d^{3} y \phi_{\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}}^{\dagger}(\mathbf{y})\left[\mathcal{J}_{\mu}^{(1)}(\mathbf{y}) \delta^{(3)}(\mathbf{x}-\mathbf{y})\right] \phi_{\mathbf{p} \sigma \rho}(\mathbf{y}) \tag{45.29}
\end{equation*}
$$

By comparison with the single-particle matrix element for a free nucleon, one can now identify the appropriate single-particle densities.

As in chapter 7, we anticipate the form of the results and write the nuclear current densities in this approach as follows

$$
\begin{align*}
& \hat{\mathbf{J}}^{( \pm)}(\mathbf{x})=\hat{\mathbf{J}}_{\mathrm{C}}^{( \pm)}(\mathbf{x})+\nabla \times \hat{\boldsymbol{\mu}}^{( \pm)}(\mathbf{x}) \\
& \hat{\mathbf{J}}_{5}^{( \pm)}(\mathbf{x})=\hat{\mathbf{A}}^{( \pm)}(\mathbf{x})+\nabla \hat{\phi}_{P S}^{( \pm)}(\mathbf{x}) \\
& \hat{J}_{0}^{( \pm)}(\mathbf{x})=\hat{\rho}^{( \pm)}(\mathbf{x}) \\
& \hat{J}_{05}^{( \pm)}(\mathbf{x})=\hat{\rho}_{5}^{( \pm)}(\mathbf{x})+\frac{1}{i}\left[\hat{H}, \hat{\phi}_{P S}^{( \pm)}(\mathbf{x})\right] \tag{45.30}
\end{align*}
$$

Now substitute the explicit form of the solutions to the Dirac equation in the singlenucleon matrix element, use the standard representation of the gamma matrices, and make an expansion in powers of $1 / m$; a calculation exactly paralleling that in chapter 8 then leads to (Prob. 45.2) ${ }^{3}$

$$
\begin{align*}
\left\langle\mathbf{p}^{\prime} \sigma^{\prime} \rho^{\prime}\right| \mathcal{J}_{\mu}^{(-)}(0)|\mathbf{p} \sigma \rho\rangle & =\frac{1}{\Omega} \chi_{\sigma^{\prime}}^{\dagger} \eta_{\rho^{\prime}}^{\dagger}\left[M_{\mu}-q_{\mu}\left(F_{P} \frac{\boldsymbol{\sigma} \cdot \mathbf{q}}{2 m}\right)\right] \tau_{-} \eta_{\rho} \chi_{\sigma}+O\left(1 / m^{2}\right) \\
M_{\mu} & \equiv\left(\mathbf{M}, i M_{0}\right) \\
\mathbf{M} & =F_{A} \boldsymbol{\sigma}-\left(F_{1}+2 m F_{2}\right) \frac{i \sigma \times \mathbf{q}}{2 m}+F_{1}\left(\frac{2 \mathbf{p}-\mathbf{q}}{2 m}\right) \\
M_{0} & =F_{\mathbf{1}}+\boldsymbol{\sigma} \cdot\left[\left(F_{A} \frac{2 \mathbf{p}-\mathbf{q}}{2 m}\right)\right] \tag{45.31}
\end{align*}
$$

As in chapter 8, use the definition of the kinematics in Eq. (45.2) and Fig. 45.2, and assume that in this discussion the nuclear target is localized so that partial integrations are permitted with vanishing surface terms; this allows the following identification in Eq. (45.30)

$$
\begin{equation*}
\nabla \leftrightarrow i \mathbf{q} \tag{45.32}
\end{equation*}
$$

A comparison of these results then yields the first-quantized nuclear density operators

$$
\begin{align*}
& \hat{\rho}^{( \pm)}(\mathbf{x})=F_{1} \sum_{j=1}^{A} \tau_{ \pm}(j) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right) \\
& \hat{\mathbf{J}}_{\mathrm{C}}^{( \pm)}(\mathbf{x})=F_{1} \sum_{j=1}^{A} \tau_{ \pm}(j)\left[\frac{\mathbf{p}(j)}{m}, \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right]_{\mathrm{sym}} \\
& \hat{\mathbf{A}}^{( \pm)}(\mathbf{x})=F_{A} \sum_{j=1}^{A} \boldsymbol{\sigma}(j) \tau_{ \pm}(j) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right) \\
& \hat{\rho}_{5}^{( \pm)}(\mathbf{x})=F_{A} \sum_{j=1}^{A} \tau_{ \pm}(j) \boldsymbol{\sigma}(j) \cdot\left[\frac{\mathbf{p}(j)}{m}, \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{j}\right)\right]_{\mathrm{sym}} \tag{45.33}
\end{align*}
$$

${ }^{3}$ Recall $i \gamma_{4} \gamma_{5} \vec{\gamma}=\left(\begin{array}{cc}\vec{\sigma} & 0 \\ 0 & \vec{\sigma}\end{array}\right)$ and $\gamma_{4} \gamma_{5}=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$.

In addition

$$
\begin{align*}
& \hat{\boldsymbol{\mu}}^{( \pm)}(\mathbf{x})=\frac{F_{1}+2 m F_{2}}{2 m F_{A}} \hat{\mathbf{A}}^{( \pm)}(\mathbf{x}) \\
& \hat{\phi}_{P S}^{( \pm)}(\mathbf{x})=\frac{F_{P}}{2 m F_{A}} \nabla \cdot \hat{\mathbf{A}}^{( \pm)}(\mathbf{x}) \tag{45.34}
\end{align*}
$$

Matrix elements of this weak nuclear current operator are tabulated in [Do79] for three-dimensional harmonic oscillator wave functions, and also in [Do80] for arbitrary radial wave functions; either set constitutes a complete basis of singleparticle wave functions for the nuclear many-body problem.

### 45.3 Long-wavelength reduction

The long-wavelength reduction of the multipoles is useful both to obtain insight into their character and as a starting point in analyzing low momentum transfer processes. This reduction is obtained with exactly the same analysis carried out in detail for the electromagnetic interaction in chapter 7 . It assumes only a localized nuclear transition current density.

The results are as follows [Wa75] (see Prob. 45.3)

$$
\begin{align*}
\hat{\mathcal{M}}_{J M}(\kappa) & \rightarrow \frac{\kappa^{J}}{(2 J+1)!!} \int d^{3} x x^{J} Y_{J M} \hat{\mathcal{J}}_{0}(\mathbf{x}) \quad ; \kappa \equiv|\mathbf{q}| \rightarrow 0 \\
\hat{\mathcal{L}}_{J M}(\kappa) & \rightarrow \frac{-i \kappa^{J-1}}{(2 J+1)!!} \int d^{3} x x^{J} Y_{J M} \nabla \cdot \hat{\mathcal{J}}(\mathbf{x}) \tag{45.35}
\end{align*}
$$

The one exception occurs with the monopole longitudinal multipole where the first nonvanishing contribution is

$$
\begin{equation*}
\hat{\mathcal{L}}_{00}(\kappa) \rightarrow \frac{i \kappa}{6} \int d^{3} x x^{2} Y_{00} \nabla \cdot \hat{\mathcal{J}}(\mathbf{x}) \tag{45.36}
\end{equation*}
$$

The long-wavelength reduction of the transverse multipoles is exactly the same as before (here $\mathbf{x} \equiv \mathbf{r}$ )

$$
\begin{align*}
& \hat{\mathcal{T}}_{J M}^{\mathrm{el}} \rightarrow \frac{1}{i} \frac{\kappa^{J-1}}{(2 J+1)!!}\left(\frac{J+1}{J}\right)^{1 / 2} \int d^{3} x x^{J} Y_{J M} \nabla \cdot \hat{\mathcal{J}}(\mathbf{x}) \quad ; \kappa \equiv|\mathbf{q}| \rightarrow 0 \\
& \hat{\mathcal{T}}_{J M}^{\mathrm{mag}} \rightarrow-\frac{1}{i} \frac{\kappa^{J}}{(2 J+1)!!}\left(\frac{J+1}{J}\right)^{1 / 2} \int d^{3} x\left[\frac{1}{J+1} \mathbf{r} \times \hat{\mathcal{J}}(\mathbf{x})\right] \cdot \nabla x^{J} Y_{J M} \tag{45.37}
\end{align*}
$$

The conserved vector current theory (CVC) allows a rewriting of the integrands. For the vector current

$$
\begin{equation*}
\nabla \cdot \hat{\mathbf{J}}(\mathbf{x})=-\frac{\partial \hat{J}_{0}}{\partial t}=-i\left[\hat{H}, \hat{J}_{0}(\mathbf{x})\right] \tag{45.38}
\end{equation*}
$$

Hence the transverse electric multipoles and the charge multipoles for the vector current are related exactly as in the electromagnetic case

$$
\begin{align*}
\langle f| \hat{T}_{J M}^{\mathrm{el}}(\kappa)|i\rangle & \rightarrow-\frac{\left(E_{f}-E_{i}\right)}{\kappa}\left(\frac{J+1}{J}\right)^{1 / 2}\langle f| \hat{M}_{J M}(\kappa)|i\rangle \quad ; \kappa \equiv|\mathbf{q}| \rightarrow 0 \\
\hat{M}_{J M}(\kappa) & \rightarrow \frac{\kappa^{J}}{(2 J+1)!!} \int d^{3} x x^{J} Y_{J M} \hat{J}_{0}(\mathbf{x}) \tag{45.39}
\end{align*}
$$

### 45.4 Example - "allowed" processes

Consider semileptonic weak nuclear processes in the long-wavelength limit where

$$
\begin{equation*}
\kappa \equiv|\mathbf{q}| \rightarrow 0 \tag{45.40}
\end{equation*}
$$

From the above analysis, the only surviving multipoles in this limit are

$$
\begin{align*}
& \hat{\mathcal{T}}_{1 M}^{\mathrm{el}}=\sqrt{2} \hat{\mathcal{L}}_{1 M}=\frac{i \sqrt{2}}{3} \sqrt{\frac{3}{4 \pi}} \int \hat{\mathcal{J}}_{1 M}(\mathbf{x}) d^{3} x \\
& \hat{\mathcal{M}}_{00}=\sqrt{\frac{1}{4 \pi}} \int \hat{\mathcal{J}}_{0}(\mathbf{x}) d^{3} x \tag{45.41}
\end{align*}
$$

This is a general result.
Now assume further that one is dealing with slow nucleons so that

$$
\begin{equation*}
\frac{\mathbf{p}}{m} \sim\left(\frac{v}{c}\right)_{\text {nucleon }} \rightarrow 0 \tag{45.42}
\end{equation*}
$$

In this limit, the only surviving charge-changing nuclear densities are

$$
\begin{align*}
& \hat{\rho}^{( \pm)}(\mathbf{x})=F_{1} \sum_{i=1}^{A} \tau_{ \pm}(i) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right) \\
& \hat{\mathbf{A}}^{( \pm)}(\mathbf{x})=F_{A} \sum_{i=1}^{A} \tau_{ \pm}(i) \sigma(i) \delta^{(3)}\left(\mathbf{x}-\mathbf{x}_{i}\right) \tag{45.43}
\end{align*}
$$

A combination of Eqs. (45.41) and (45.43) then leads to

$$
\begin{align*}
\hat{\mathcal{T}}_{1 M}^{\mathrm{el}}=\sqrt{2} \hat{\mathcal{L}}_{1 M} & =\frac{i}{\sqrt{6 \pi}} F_{A} \sum_{i=1}^{A} \tau_{ \pm}(i) \sigma_{1 M}(i) & & ; \text { Gamow-Teller } \\
\hat{\mathcal{M}}_{00} & =\frac{1}{\sqrt{4 \pi}} F_{1} \sum_{i=1}^{A} \tau_{ \pm}(i) & & ; \text { Fermi } \tag{45.44}
\end{align*}
$$

Several features of these results are of interest:

- These operators give rise to the allowed weak transitions in the traditional picture of the nucleus;
- The operators and transitions they give rise to are known as Gamow-Teller and Fermi, respectively; ${ }^{4}$
- This is the form of the operators in the limit $(v / c)_{\text {nucleon }} \rightarrow 0$. The general results for the nuclear densities, keeping relativistic corrections up through $O(1 / m)$, have been presented previously in this chapter;
- It is evident that at long wavelengths ${ }^{5}$

$$
\begin{equation*}
\hat{\mathcal{M}}_{00}=\frac{1}{\sqrt{4 \pi}} \hat{T}_{ \pm} \tag{45.45}
\end{equation*}
$$

Here $\hat{T}_{ \pm}$is the isospin raising and lowering operator in this traditional picture. A great beauty of CVC is that this relation is predicted to continue to hold in any hadronic picture of the strong interactions, for example, in QHD. The standard model predicts that this relation continues to hold on the quark-gluon level with the strong interactions described by QCD;

- In the standard model, the operators governing neutral current weak interactions in the nuclear domain are obtained immediately from those for charge-changing processes (discussed here) and the electromagnetic current (chapter 44).


### 45.5 The relativistic nuclear many-body problem

In Part 2 of this book we discussed the relativistic nuclear many-body problem in terms of quantum field theories based on hadronic degrees of freedom. QHD-I, a simple model with neutral scalar and vector meson fields ( $\phi, V_{\mu}$ ) was shown to enjoy some phenomenological success at the mean-field level. There an effective electromagnetic current, which attempts to take into account the internal chargedmeson structure of the nucleon, was introduced as follows:

$$
\begin{align*}
J_{\mu}^{\gamma}(x) & =i \bar{\psi} \gamma_{\mu} \underline{Q} \psi+\frac{1}{2 m} \frac{\partial}{\partial x_{\nu}}\left(\bar{\psi} \sigma_{\mu \nu} \underline{\lambda^{\prime}} \psi\right) \quad ; \psi=\binom{p}{n} \\
\underline{Q} & =\frac{1}{2}\left(1+\tau_{3}\right) \\
\underline{\lambda^{\prime}} & =\lambda_{p}^{\prime} \frac{1}{2}\left(1+\tau_{3}\right)+\lambda_{n} \frac{1}{2}\left(1-\tau_{3}\right) \tag{45.46}
\end{align*}
$$

Recall that this effective electromagnetic current has the following properties:
(1) It is local;
(2) It is covariant;
(3) It is conserved in QHD-I;

[^173]${ }^{5}$ Recall $F_{1}(0)=F_{1}^{V}(0)=1$.
(4) When used with the effective Møller potential $f_{\mathrm{SN}}\left(q^{2}\right) / q^{2}$, it correctly describes electron scattering from a free nucleon.

Now perform the same analysis with the weak current. The free nucleon matrix elements are given in Eqs. (45.20) and (45.24). In an exactly analogous fashion one then has

$$
\begin{align*}
J_{\mu}^{( \pm)} & \equiv i \bar{\psi} \gamma_{\mu} \tau_{ \pm} \psi+\frac{\left(\lambda_{p}^{\prime}-\lambda_{n}\right)}{2 m} \frac{\partial}{\partial x_{\nu}}\left(\bar{\psi} \sigma_{\mu \nu} \tau_{ \pm} \psi\right) \\
J_{\mu 5}^{( \pm)} & \equiv\left(\delta_{\mu \nu}+\frac{1}{m_{\pi}^{2}-\square} \frac{\partial}{\partial x_{\mu}} \frac{\partial}{\partial x_{\nu}}\right) F_{A}(0) i \bar{\psi} \gamma_{5} \gamma_{\nu} \tau_{ \pm} \psi \\
\mathcal{J}_{\mu}^{( \pm)} & \equiv J_{\mu}^{( \pm)}+J_{\mu 5}^{( \pm)} \\
\mathcal{J}_{\mu}^{(0)} & \equiv \mathcal{J}_{\mu}^{V_{3}}-2 \sin ^{2} \theta_{\mathrm{W}} J_{\mu}^{\gamma} \tag{45.47}
\end{align*}
$$

Here, for simplicity, a common single nucleon form factor has again been assumed

$$
\begin{equation*}
\frac{F_{A}\left(q^{2}\right)}{F_{A}(0)} \approx f_{\mathrm{SN}}\left(q^{2}\right) \tag{45.48}
\end{equation*}
$$

The resulting weak nuclear current has the following features to recommend it:
(1) It is covariant;
(2) It satisfies PCAC

$$
\begin{equation*}
\frac{\partial J_{\mu 5}^{\mathrm{V}}}{\partial x_{\mu}}=O\left(m_{\pi}^{2}\right) \tag{45.49}
\end{equation*}
$$

(3) It satisfies all the general symmetry properties of the standard model in the nuclear domain [Eqs. (44.19)];
(4) It gives the correct result for semileptonic weak interactions on a free nucleon;
(5) In conjunction with QHD-I, it provides a model for summing relativistic effects in nuclei to all orders. ${ }^{6}$
${ }^{6}$ The electromagnetic current in Eq. (45.46) assumes that $F_{1}\left(q^{2}\right) / F_{1}(0) \approx F_{2}\left(q^{2}\right) / F_{2}(0) \approx$ $f_{\mathrm{SN}}\left(q^{2}\right)$. This relation breaks down at large $q^{2}$ where the data indicate that it is the Sachs form factors which scale (see [Wa01])

$$
G_{\mathrm{M}} \equiv F_{1}+2 m F_{2} \quad G_{\mathrm{E}}=F_{1}-q^{2} F_{2} / 2 m
$$

To incorporate this observation, make the following replacements:

$$
\begin{aligned}
\frac{f_{\mathrm{SN}}\left(q^{2}\right)}{q^{2}} & \rightarrow \frac{f_{\mathrm{SN}}\left(q^{2}\right)}{q^{2}} \frac{1}{1+q^{2} / 4 m^{2}} \quad ; \text { effective Møller potential } \\
J_{\mu}^{\gamma} & \rightarrow J_{\mu}^{\gamma}-\frac{i}{4 m^{2}} \frac{\partial}{\partial x_{\nu}} \frac{\partial}{\partial x_{\nu}}\left(\bar{\psi} \underline{\mu} \gamma_{\mu} \psi\right)
\end{aligned}
$$

Here $\underline{\mu}$ is the full magnetic moment [see Eq.(8.16)]. We leave the demonstration of this result as a problem (Prob. 45.5). The assumption in Eq. (45.48) can similarly be relaxed.

### 45.6 Summary

In summary, we now have a general multipole analysis of the transition matrix element of the weak current for any semileptonic weak nuclear process; the cross section or rate for that process follows immediately from Fermi's Golden Rule. The weak charge-changing nuclear current operators have been constructed in the traditional nuclear physics picture where the electroweak currents are obtained from the properties of free nucleons, retaining relativistic corrections through $O(1 / m)$. The nuclear weak neutral current operator in the standard model in the nuclear domain is simply a linear combination of a rotated isospin component of the charge-changing current and the electromagnetic current (chapters 43 and 44). We have extended this analysis to the relativistic nuclear many-body problem through the construction of an effective covariant weak current operator, possessing all the symmetry properties of the full theory, to be used in conjunction with QHD-I. Given nuclear wave functions, one can now calculate any semileptonic process. We proceed to discuss applications of these results.

## Chapter 46

## Semileptonic weak processes

In this chapter we consider in detail the basic semileptonic weak nuclear processes: neutrino (antineutrino) reactions, charged lepton (muon) capture, and $\beta$-decay. General expressions for cross sections and rates are derived in terms of relevant multipoles of the nuclear weak currents, and some useful limiting forms of these results are discussed.

### 46.1 Neutrino reactions

Consider neutrino reactions with nuclear targets. In addition to the charge-changing processes illustrated in Figs. 45.1 and 45.2 one also has the processes of neutrino scattering through the weak neutral current as shown in Fig. 46.1. ${ }^{1}$


Fig. 46.1. Neutrino scattering through the weak neutral current. Here $q=k_{2}-k_{1}=$ $p-p^{\prime}$.

Such reactions are of central importance in astrophysics where the transport of newtrinos determines the rate of cooling of many stellar objects, and their detection provides a unique way of looking at such fascinating astrophysical phenomena as

[^174]the interior workings of our sun [Ba92] and supernovae explosions [Bu89]. Furthermore, transitions between discrete nuclear states are now being measured in the laboratory using neutrinos from the decays of accelerator-produced particles [Al90, Kr92, KA92].

The lepton matrix elements relevant to the neutrino reactions, as well as sign factors used in the presentation of various results, are given in Table 46.1. They are calculated with the aid of Eq. (42.1).

To obtain the cross section, it is necessary to perform the appropriate sums and averages over the lepton spins; here it is essential to keep two facts in mind: (1) Do not average over initial neutrino helicities since there is only one kind of neutrino (and antineutrino) in nature that is produced and absorbed in the electroweak interactions; (2) instead, just sum over initial and final neutrino helicities since the $\left(1+\gamma_{5}\right)$ in the interaction acts as a projection operator, selecting the appropriate helicity for the particle (and antiparticle). The cross section then follows from the Golden Rule as

$$
\begin{equation*}
\left.d \sigma=2 \pi \sum_{\text {helicities }}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2} \delta\left(W_{f}-W_{i}\right) \frac{\Omega d^{3} k}{(2 \pi)^{3}} \frac{1}{1 / \Omega} \tag{46.1}
\end{equation*}
$$

The last three factors are the energy-conserving delta function, the number of final states (in a big box with periodic boundary conditions), and the initial flux, respectively.

For unpolarized and unobserved targets, one can now use the general result in Eq. (45.19) for the square of the matrix element summed and averaged over nuclear orientations. Note that the quantization volume $\Omega$ cancels in the cross section, as it must.

To perform the integration over the energy-conserving delta function, use

$$
\begin{align*}
k d k & =\varepsilon d \varepsilon  \tag{46.2}\\
\int \delta\left(W_{f}-W_{i}\right) d \varepsilon & =\int \delta\left(M_{T}^{*}+\varepsilon-M_{T}-\nu\right) d \varepsilon=1
\end{align*}
$$

Thus the cross section is given by ${ }^{2}$

$$
\begin{equation*}
\left.\frac{d \sigma}{d \Omega}=\left.\frac{2 k \varepsilon}{(2 \pi)^{2}}\left\{\frac{\Omega^{2}}{2} \sum_{\text {lepton spins }} \frac{1}{2 J_{i}+1} \sum_{M_{i}} \sum_{M_{f}}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\right|^{2}\right\} \tag{46.3}
\end{equation*}
$$

${ }^{2}$ If one includes target recoil in the density of states, then $\int \delta\left(W_{f}-W_{i}\right) d \varepsilon=\left(\partial \varepsilon / \partial W_{f}\right) \equiv r$. To compute $r$ use $W_{f}=\sqrt{M_{T}^{* 2}+(\vec{k}-\vec{\nu})^{2}}+\varepsilon$. Then

$$
\begin{aligned}
\frac{\partial W_{f}}{\partial \varepsilon} & =\frac{\partial W_{f}}{\partial k} \frac{\partial k}{\partial \varepsilon}=\frac{\varepsilon}{k}\left[\frac{k}{\varepsilon}+\frac{k-\nu \cos \theta}{E_{f}}\right]=\frac{1}{E_{f}}\left[M_{T}+\nu-\frac{\varepsilon}{k} \nu \cos \theta\right] \\
r^{-1} & =\frac{M_{T}}{E_{f}}\left[1+\frac{\nu}{M_{T}}\left(1-\frac{\varepsilon}{k} \cos \theta\right)\right] \approx\left[1+\frac{\nu}{M_{T}}\left(1-\frac{\varepsilon}{k} \cos \theta\right)\right]
\end{aligned}
$$

Table 46.1 Lepton matrix elements and sign factors for semileptonic nuclear weak interactions: the sign factors $S_{n}$ are used in Table 46.2.

| Process | $q$ | $(\Omega / i) l_{\lambda}$ | $S_{1}$ | $S_{2}$ | $S_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Neutrino reaction $\left(\nu_{l}, l^{-}\right),\left(\nu_{l}, \nu_{l}^{\prime}\right)$ | $k-\nu$ | $\bar{u}(\mathbf{k}) \gamma_{\lambda}\left(1+\gamma_{5}\right) u(\boldsymbol{\nu})$ | -1 | +1 | +1 |
| Antineutrino reaction ${ }^{a}$ $\left(\bar{\nu}_{l}, l^{+}\right),\left(\bar{\nu}_{l}, \bar{\nu}_{l}^{\prime}\right)$ | $k-\nu$ | $\bar{v}(-\boldsymbol{\nu}) \gamma_{\lambda}\left(1+\gamma_{5}\right) v(-\mathbf{k})$ | +1 | +1 | +1 |
| Lepton capture $\left(l^{-}, \nu_{l}\right)$ | $\nu-k$ | $\begin{gathered} \bar{u}(\boldsymbol{\nu}) \gamma_{\lambda}\left(1+\gamma_{5}\right) u(\mathbf{k}) \\ (\mathbf{k} \rightarrow 0) \end{gathered}$ | +1 | -1 | -1 |
| $\begin{gathered} \beta^{-} \text {-decay } \\ \left(e^{-} \bar{\nu}_{e}\right) \end{gathered}$ | $k+\nu$ | $\bar{u}(\mathbf{k}) \gamma_{\lambda}\left(1+\gamma_{5}\right) v(-\nu)$ | -1 | -1 | $\begin{gathered} \operatorname{sgn} \\ \varepsilon-\nu \end{gathered}$ |
| $\begin{gathered} \beta^{+} \text {-decay } \\ \left(e^{+} \nu_{e}\right) \end{gathered}$ | $k+\nu$ | $\bar{u}(\boldsymbol{\nu}) \gamma_{\lambda}\left(1+\gamma_{5}\right) v(-\mathbf{k})$ | +1 | -1 |  |

${ }^{a}$ The antilepton requires $-l_{\lambda}$; this is immaterial for the subsequent bilinear forms.

The required lepton traces produced from the lepton matrix elements in Table 46.1 by $\left(\Omega^{2} / 2\right) \sum_{\text {leptonspins }}$ are now summarized in Table 46.2. Note that for neutrino scattering, only the extreme relativistic limit (ERL) with $|\boldsymbol{\beta}| \rightarrow 1$ is relevant.

As for the derivation of the results in Table 46.2, we will do one and let the reader verify the rest (Prob. 46.1). Consider

$$
\begin{align*}
\frac{\Omega^{2}}{2} \sum_{\text {lepton spins }} l_{0} l_{0}^{*} & =\frac{1}{2} \operatorname{tr} \gamma_{4}\left(1+\gamma_{5}\right)\left(\frac{-i \gamma_{\lambda} \nu_{\lambda}}{2 \nu}\right) \gamma_{4}\left(1+\gamma_{5}\right)\left(\frac{ \pm m_{l}-i \gamma_{\sigma} k_{\sigma}}{2 \varepsilon}\right) \\
& =-\frac{1}{8 \varepsilon \nu} 2 \operatorname{tr} \gamma_{4} \gamma_{\lambda} \nu_{\lambda} \gamma_{4}\left(1+\gamma_{5}\right) \gamma_{\sigma} k_{\sigma}=-\frac{1}{\varepsilon \nu}\left(2 \nu_{4} k_{4}-\nu \cdot k\right) \\
& =\frac{1}{\varepsilon \nu}(\nu \cdot \mathbf{k}+\varepsilon \nu)=1+\frac{\nu \cdot \mathbf{k}}{\nu \varepsilon} \\
\frac{\Omega^{2}}{2} \sum_{\text {lepton spins }} l_{0} l_{0}^{*} & =1+\hat{\nu} \cdot \beta \tag{46.4}
\end{align*}
$$

Note the term in the lepton mass $m_{l}$ in the first line goes out since it is multiplied by $\left(1+\gamma_{5}\right)\left(1-\gamma_{5}\right) .^{3}$

At threshold, $\boldsymbol{\beta} \rightarrow 0$ and this expression goes to one. In the ERL

$$
\begin{equation*}
1+\hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta}=1+\cos \theta=2 \cos ^{2} \frac{\theta}{2} \tag{46.5}
\end{equation*}
$$

[^175]Table 46.2 Lepton traces: $\left(\Omega^{2} / 2\right) \sum_{\text {leptonspins }}$ produced from lepton matrix elements $l_{\lambda}$ in Table 46.1 as required for semileptonic weak nuclear processes.

| Summand | General result ${ }^{a}$ | Threshold $\|\boldsymbol{\beta}\| \rightarrow 0$ | $\begin{gathered} \text { ERL } \\ \|\boldsymbol{\beta}\| \rightarrow 1 \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| $\frac{1}{2}\left(1 \cdot 1^{*}-l_{3} l_{3}^{*}\right)$ | $1-(\hat{\boldsymbol{\nu}} \cdot \hat{\mathbf{q}})(\boldsymbol{\beta} \cdot \hat{\mathbf{q}})$ | 1 | $\begin{gathered} \left(q_{\mu}^{2} / \mathbf{q}^{2}\right) \cos ^{2} \theta / 2+ \\ 2 \sin ^{2} \theta / 2 \end{gathered}$ |
| $l_{0} l_{0}^{*}$ | $1+\hat{\nu} \cdot \boldsymbol{\beta}$ | 1 | $2 \cos ^{2} \theta / 2$ |
| $l_{3} l_{3}^{*}$ | $\begin{gathered} 1-\hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta}+ \\ 2(\hat{\boldsymbol{\nu}} \cdot \hat{\mathbf{q}})(\boldsymbol{\beta} \cdot \hat{\mathbf{q}}) \end{gathered}$ | 1 | $\left(q_{0}^{2} / \mathbf{q}^{2}\right) 2 \cos ^{2} \theta / 2$ |
| $-l_{3} l_{0}^{*}$ | $-\hat{\mathbf{q}} \cdot(\hat{\boldsymbol{\nu}}+\boldsymbol{\beta})$ | $S_{2}$ | $-\left(q_{0} /\|\mathbf{q}\|\right) 2 \cos ^{2} \theta / 2$ |
| $-\frac{i}{2}\left(\mathbf{l} \times \mathrm{l}^{*}\right)_{3}$ | $-S_{1} \hat{\mathbf{q}} \cdot(\hat{\nu}-\boldsymbol{\beta})$ | $S_{1} S_{2}$ | $\begin{gathered} \left(S_{1} S_{3} /\|\mathrm{q}\|\right) 2 \sin \theta / 2 \times \\ \sqrt{q_{\mu}^{2} \cos ^{2} \theta / 2+\mathbf{q}^{2} \sin ^{2} \theta / 2} \end{gathered}$ |

${ }^{a}$ Here the hats indicate unit vectors and the massive lepton velocity is $\vec{\beta}=\vec{k} / \varepsilon$.

Here $\theta$ is the scattering angle of the outgoing lepton with respect to the incident direction.

The general neutrino reaction cross section now follows from Eqs. (46.3) and (45.19) and the lepton traces in Table 46.2. ${ }^{4}$ Two limiting cases are particularly simple.

The extreme relativistic limit (ERL) is defined by $|\boldsymbol{\beta}|=|\mathbf{k} / \varepsilon| \rightarrow 1$. This is the case for relativistic final massive leptons; and it is always the case for neutrino scattering. In the ERL, the result for neutrino reactions with incident $\nu_{l}$ or $\bar{\nu}_{l}$ becomes

$$
\begin{align*}
& \left(\frac{d \sigma}{d \Omega}\right)_{\nu}^{\mathrm{ERL}}=\frac{G^{2} \varepsilon^{2}}{2 \pi^{2}} \frac{4 \pi}{2 J_{i}+1}\left\{\cos ^{2} \frac{\theta}{2} \sum_{J=0}^{\infty}\left|\left\langle J_{f}\left\|\hat{\mathcal{M}}_{J}-\frac{q_{0}}{|\mathbf{q}|} \hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\right|^{2}\right.  \tag{46.6}\\
& \left.\quad+\left.\left[\frac{q_{\mu}^{2}}{2 \mathbf{q}^{2}} \cos ^{2} \frac{\theta}{2}+\sin ^{2} \frac{\theta}{2}\right] \sum_{J=1}^{\infty}\left[\left|\left\langle J_{f}\right|\right| \hat{T}_{J}^{\mathrm{mag}} \| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle\right|^{2}\right] \\
& \left.\quad \mp \frac{\sin \theta / 2}{|\mathbf{q}|} \sqrt{q_{\mu}^{2} \cos ^{2} \frac{\theta}{2}+\mathbf{q}^{2} \sin ^{2} \frac{\theta}{2}} \sum_{J=1}^{\infty} 2 \operatorname{Re}\left[\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle^{*}\right]\right\}
\end{align*}
$$

[^176]Note that the charge and longitudinal multipoles enter only in the combination $\hat{\mathcal{M}}_{J}-\left(q_{0} /|\mathbf{q}|\right) \hat{\mathcal{L}}_{J}$ in the ERL limit. Suppose the current and charge density have the following form (as they do in the case of the induced pseudoscalar interaction - see chapter 45 )

$$
\begin{align*}
\hat{\mathcal{J}}^{\phi} & =\nabla \hat{\phi} \\
\hat{\mathcal{J}}_{0}^{\phi} & =\frac{1}{i}[\hat{H}, \hat{\phi}] \tag{46.7}
\end{align*}
$$

The charge and longitudinal multipoles of this current then have the following form (chapter 45)

$$
\begin{align*}
\langle f| \hat{\mathcal{M}}_{J M}^{\phi}|i\rangle & =\frac{\left(E_{f}-E_{i}\right)}{i}\langle f| \int d^{3} x j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right) \hat{\phi}(\mathbf{x})|i\rangle \\
& =i q_{0}\langle f| \int d^{3} x j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right) \hat{\phi}(\mathbf{x})|i\rangle \\
\langle f| \hat{\mathcal{L}}_{J M}^{\phi}|i\rangle & =\frac{i \kappa^{2}}{\kappa}\langle f| \int d^{3} x j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right) \hat{\phi}(\mathbf{x})|i\rangle \tag{46.8}
\end{align*}
$$

Here energy conservation has been used in the second equality, and a partial integration performed in arriving at the third. As a consequence of these relations one finds

$$
\begin{equation*}
\langle f| \hat{\mathcal{M}}_{J M}^{\phi}|i\rangle=\frac{q_{0}}{|\mathrm{q}|}\langle f| \hat{\mathcal{L}}_{J M}^{\phi}|i\rangle \tag{46.9}
\end{equation*}
$$

Hence we establish the result that the induced pseudoscalar interaction does not contribute to the neutrino cross section in the ERL. ${ }^{5}$

Threshold Cross Section. The other simple limiting case is at threshold in charged lepton production, where one has just enough energy to produce the massive final lepton and

$$
\begin{equation*}
\boldsymbol{\beta}=\frac{\mathbf{k}}{\varepsilon}=\frac{\mathbf{k}}{\sqrt{\mathbf{k}^{2}+m_{l}^{2}}} \rightarrow 0 \tag{46.10}
\end{equation*}
$$

In this case, the kinematics are as follows ${ }^{6}$

$$
\begin{align*}
\mathbf{q} & =-\boldsymbol{\nu} \\
q_{0} & =\varepsilon-\nu \rightarrow m_{l}-\nu \quad ; \text { threshold } \tag{46.11}
\end{align*}
$$

[^177]The cross section for $\left(\nu_{l}, l^{-}\right)$and $\left(\bar{\nu}_{l}, l^{+}\right)$then takes the form

$$
\begin{align*}
\left(\frac{d \sigma}{d \Omega}\right)_{\nu}^{\nu \mathrm{Th}}= & \beta \frac{G^{2} m_{l}^{2}}{4 \pi^{2}} \frac{4 \pi}{2 J_{i}+1}\left\{\sum_{J=0}^{\infty}\left|\left\langle J_{f}\left\|\hat{\mathcal{L}}_{J}+\hat{\mathcal{M}}_{J}\right\| J_{i}\right\rangle\right|^{2}\right. \\
& \left.+\sum_{J=1}^{\infty}\left|\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{mag}} \mp \hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle\right|^{2}\right\} \tag{46.12}
\end{align*}
$$

Here, for the current $\hat{\mathcal{J}}_{\lambda}^{\phi}$ in Eq. (46.7), one has

$$
\begin{align*}
\langle f| \hat{\mathcal{M}}_{J M}^{\phi}+\hat{\mathcal{L}}_{J M}^{\phi}|i\rangle & =i\left(q_{0}+|\mathbf{q}|\right)\langle f| \int d^{3} x j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right) \hat{\phi}(\mathbf{x})|i\rangle \\
& =i m_{l}\langle f| \int d^{3} x j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right) \hat{\phi}(\mathbf{x})|i\rangle \tag{46.13}
\end{align*}
$$

Thus, in the threshold neutrino cross section, the entire effect of the induced pseudoscalar coupling can be taken into account by the following simple replacement in the axial charge density

$$
\begin{equation*}
\hat{J}_{05} \rightarrow \hat{J}_{05}+i m_{l} \hat{\phi}_{\mathrm{PS}} \quad ; \text { threshold } \tag{46.14}
\end{equation*}
$$

With the expression for the cross section obtained from Eqs. (46.3) and (45.19) and the lepton traces in Table 46.2, which has the two limiting forms discussed above, one is now in a position to calculate any neutrino reaction on a nuclear target, under any kinematic conditions. It simply requires calculating the appropriate multipoles of the weak current operator (chapter 45). We discuss some specific examples in chapter 47.

### 46.2 Charged lepton (muon) capture

We next discuss the process of charged lepton capture where the basic nucleon process is

$$
\begin{equation*}
l^{-}+p \rightarrow n+\nu_{l} \tag{46.15}
\end{equation*}
$$

With a nuclear target, the relevant processes are

$$
\begin{align*}
& \mu^{-}+A(N, Z) \rightarrow A^{*}(N+1, Z-1)+\nu_{\mu} \\
& e^{-}+A(N, Z) \rightarrow A^{*}(N+1, Z-1)+\nu_{e} \tag{46.16}
\end{align*}
$$

This is illustrated in Fig. 45.1. Although the formula to be derived for the capture rate is applicable to both processes, we shall focus the discussion in this chapter on muon capture.

The kinematics for this process are shown in Fig. 46.2. The relevant lepton matrix element and sign factors are given in Table 46.1.


Fig. 46.2. Charged lepton capture by nuclei.
We are primarily concerned here with processes where the negatively charged lepton is captured from the lowest $1 s_{1 / 2}$ atomic orbital; for the case of muon capture, this necessitates a brief survey of some of the essential features of muonic atoms.

When a muon (produced, for example, from cosmic rays or particle decay) passes through matter, it is finally captured into high-lying atomic orbits. It then quickly cascades down to the $1 s$ Bohr orbit through Auger processes with atomic electrons and the emission of some X-rays. Here it can do one of two things: it can decay with its characteristic free lifetime

$$
\begin{align*}
\mu^{-} & \rightarrow e^{-}+\nu_{\mu}+\bar{\nu}_{e} \\
\tau_{\mu} & =2.197 \times 10^{-6} \mathrm{sec} \tag{46.17}
\end{align*}
$$

Or it can be captured by the nucleus, where the basic nucleon process is

$$
\begin{equation*}
\mu^{-}+p \rightarrow n+\nu_{\mu} \tag{46.18}
\end{equation*}
$$

The $1 s$ orbit for a muon has a Bohr radius given by

$$
\begin{equation*}
\frac{a_{0}^{\mu}}{4 \pi}=\frac{1}{Z} \frac{\hbar^{2}}{m_{\mu} e^{2}} \tag{46.19}
\end{equation*}
$$

Hence the ratio of the muon Bohr radius to that of an atomic electron is

$$
\begin{equation*}
\frac{a_{0}^{\mu}}{a_{0}^{e}}=\frac{m_{e}}{m_{\mu}}=\frac{1}{206.8} \tag{46.20}
\end{equation*}
$$

The situation is illustrated in Fig. 46.3. The muon evidently sits well outside the nucleus, for light nuclei, and well inside all of the atomic electrons. In this case, the muon is accurately described by the simple, one-particle Bohr atom! ${ }^{7}$

[^178]

Fig. 46.3. Ratio of Bohr radii characterizing the size of the $1 s$ Bohr orbits for a muon and atomic electrons (not to scale).

From quantum mechanics, the square of the $1 s$ wave function at the origin for a Bohr atom is given by [Sc68]

$$
\begin{equation*}
\left|\phi_{1 s}^{0}(0)\right|^{2}=\frac{\left(Z \alpha m_{\mu}\right)^{3}}{\pi}\left(\frac{1}{1+m_{\mu} / M_{T}}\right)^{3} \tag{46.21}
\end{equation*}
$$

The final factor takes into account the reduced mass of the system.
The nucleus actually has a charge density of finite extent. As $Z$ gets larger, the muon wave function is pulled into the nuclear Coulomb potential, where it no longer feels the full strength of a point charge; thus the magnitude of the $1 s$ atomic wave function in the region of the nucleus will be reduced from the point-charge value quoted above. The situation is illustrated in Fig. 46.4.


Fig. 46.4. Reduction of the $1 s$ atomic wave function in the vicinity of the nucleus from that of a point-charge Bohr atom caused by the finite extent of the nuclear charge distribution.

We therefore write

$$
\begin{equation*}
\left|\phi_{1 s}\right|_{\text {av }}^{2} \equiv \mathcal{R}\left|\phi_{1 s}^{0}(0)\right|^{2} \tag{46.22}
\end{equation*}
$$

Here $\mathcal{R}$ is a reduction factor obtained by averaging the actual $1 s$ wave function over the nuclear volume. ${ }^{8}$ Values of $\mathcal{R}$ obtained from numerical integration of the Dirac equation for the electron in the finite nuclear charge distribution are shown in Table 46.3 (from [Wa75]).

[^179]Table 46.3 Reduction factor of the square of 1 s Bohr wave function obtained by averaging the solution of the Dirac equation in a finite nuclear charge distribution over the nuclear volume (from [Wa75]).

| Element | ${ }^{4} \mathrm{He}$ | ${ }^{12} \mathrm{C}$ | ${ }^{16} \mathrm{O}$ | ${ }^{28} \mathrm{Si}$ | ${ }^{40} \mathrm{Ca}$ | ${ }^{56} \mathrm{Ni}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{R}$ | 0.98 | 0.86 | 0.79 | 0.60 | 0.44 | 0.30 |

There is another limiting case of the muonic atom that has a very simple quantum mechanical interpretation. Take the other extreme of a very heavy, large nucleus where the muon lies completely inside the nucleus. If the nucleus is modeled with a spherically symmetric uniform charge distribution (Fig. 46.5), then the electrostatic potential is that of a three-dimensional simple harmonic oscillator and the atomic energy levels and wave functions will be those for that simple system (Prob. 46.6). Intermediate situations between the two simple limiting cases can be characterized by interpolation.


Fig. 46.5. (a) Muon inside a spherically symmetric uniform charge distribution; (b) resulting spectrum.

From Eq. (46.18), the nuclear muon capture rate is proportional to the number of protons in the nucleus. Since the semileptonic weak nuclear interaction is effectively a contact interaction (chapter 45), the capture rate is also proportional to the probability of finding the muon at the nucleus. Hence

$$
\begin{align*}
\omega_{\mu-c a p t} & \propto \text { (probability at nucleus) } \times \text { (number of protons) } \\
& \propto\left|\phi_{1 s}\right|_{\text {av }}^{2} Z \tag{46.23}
\end{align*}
$$

For light nuclei $\mathcal{R} \approx 1$, and hence one finds from Eq. (46.21)

$$
\begin{equation*}
\omega_{\mu-\text { capt }} \propto Z^{4} \tag{46.24}
\end{equation*}
$$

This is the celebrated $Z^{4}$ law for nuclear muon capture. It is not until about Mg that the nuclear capture rate is equal to the free decay rate.

We now turn to a calculation of the $\mu$-capture rate. The kinematics are illustrated in Fig. 46.2. To a good approximation, in all cases one can treat the initial charged lepton in the $1 s$ atomic orbit as a nonrelativistic particle. Thus one can
write the Dirac wave function for the initial charged lepton as

$$
\begin{equation*}
u_{1 s \frac{1}{2} m} \approx \phi_{1 s}(x)\binom{\chi_{m}}{0} \equiv \frac{\phi_{1 s}(x)}{1 / \sqrt{\Omega}} \frac{u_{m}(0)}{\sqrt{\Omega}} \tag{46.25}
\end{equation*}
$$

The matrix element of the semileptonic weak interaction in chapter 45 thus takes the form

$$
\begin{equation*}
\langle f| \hat{H}_{\mathrm{W}}|i\rangle=-\frac{G}{\sqrt{2}} l_{\mu} \int d^{3} x \frac{\phi_{1 s}(x)}{1 / \sqrt{\Omega}} e^{-i \boldsymbol{\nu} \cdot \mathbf{x}}\langle f| \hat{\mathcal{J}}_{\mu}(\mathbf{x})|i\rangle \tag{46.26}
\end{equation*}
$$

Here we have defined (Table 46.1)

$$
\begin{equation*}
-i \Omega l_{\lambda} \equiv \bar{u}(\boldsymbol{\nu}) \gamma_{\lambda}\left(1+\gamma_{5}\right) u(\mathbf{k}) \quad ; \mathbf{k} \rightarrow 0 \tag{46.27}
\end{equation*}
$$

The capture rate follows from the Golden Rule

$$
\begin{equation*}
\left.\omega_{\mathrm{fi}}=2 \pi \frac{\Omega 4 \pi \nu^{2}}{(2 \pi)^{3}} \frac{1}{2} \sum_{\text {lepton spins }} \frac{1}{2 J_{i}+1} \sum_{M_{i}} \sum_{M_{\mathrm{f}}}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2} \tag{46.28}
\end{equation*}
$$

Here one, indeed, must average over the initial lepton spins for spinless nuclei. ${ }^{9}$
Now assume that, because of its slow variation over the nuclear volume, one can remove a factor of $\left\langle\phi_{1 s}\right\rangle_{\mathrm{av}}$ from the nuclear matrix element. ${ }^{10}$ In this case, the nuclear multipole analysis and sum over nuclear states is precisely the same as that performed in chapter 45 and leads to Eq. (45.19). Note the factors of $\Omega$ again cancel in the rate, as they must. It remains to perform the lepton traces.

Because of the form into which the amplitude has been cast, the result for the lepton traces is just that in Table 46.2, using the sign factors from Table 46.1. It is the threshold value that must be used since here $\beta=\mathbf{k} / \varepsilon \rightarrow 0$. To confirm these results, we will again verify one line in detail, and let the reader check the others. Consider

$$
\begin{align*}
\frac{\Omega^{2}}{2} \sum_{\text {lepton spins }} l_{0} l_{0}^{*} & =\frac{1}{2} \frac{1}{4 \nu m_{l}} \operatorname{tr} \gamma_{4}\left(1+\gamma_{5}\right)\left(m_{l}-i k_{\lambda} \gamma_{\lambda}\right) \gamma_{4}\left(1+\gamma_{5}\right)\left(-i \gamma_{\sigma} \nu_{\sigma}\right) \\
& =-\frac{1}{4 \nu m_{l}} \operatorname{tr} \gamma_{4} \gamma_{\lambda} k_{\lambda} \gamma_{4}\left(1+\gamma_{5}\right) \gamma_{\sigma} \nu_{\sigma} \\
& =-\frac{1}{\nu m_{l}}\left(2 k_{4} \nu_{4}-k \cdot \nu\right)=-\frac{1}{\nu m_{l}}\left(-m_{l} \nu-\mathbf{k} \cdot \boldsymbol{\nu}\right) \\
\frac{\Omega^{2}}{2} \sum_{\text {lepton spins }} l_{0} l_{0}^{*} & =+1 \quad ; \mathbf{k} \rightarrow 0 \tag{46.29}
\end{align*}
$$

Note that the term in $m_{l}$ in the first line again goes out.

[^180]The final result for the charged-lepton (muon) capture rate is thus given by

$$
\begin{align*}
\omega_{\mathrm{fi}}= & \frac{G^{2} \nu^{2}}{2 \pi} \frac{4 \pi}{2 J_{i}+1}\left\{\sum_{J=0}^{\infty}\left|\left\langle J_{f}\left\|\hat{\mathcal{M}}_{J}(\nu)-\hat{\mathcal{L}}_{J}(\nu)\right\| J_{i}\right\rangle\right|^{2}\right. \\
& \left.+\sum_{J=1}^{\infty}\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{el}}(\nu)-\hat{\mathcal{T}}_{J}^{\mathrm{mag}}(\nu)\right\| J_{i}\right\rangle\right|^{2}\right\}\left|\phi_{1 s}\right|_{\mathrm{av}}^{2} \tag{46.30}
\end{align*}
$$

Several features of this result are of interest (see also Prob. 46.3):

- Here the neutrino energy is determined by energy conservation from the relation

$$
\begin{equation*}
m_{l}-\varepsilon_{\mathrm{b}}+E_{i}=E_{f}+\nu \tag{46.31}
\end{equation*}
$$

In this expression $\varepsilon_{\mathrm{b}}$ is the binding energy of the muonic atom;

- Note that the momentum transfer in the nuclear multipoles is $\kappa=\nu$. The nucleus must absorb the momentum of the final neutrino for the reaction to go, since the initial charged lepton in the atomic orbit furnishes its rest mass, but negligible momentum;
- One could have left the muon wave function $\phi_{1 s}(r)$ inside the nuclear multipoles, since it is just a spherically symmetric factor that does not affect the angular momentum analysis;
- This result should be compared with the threshold antineutrino cross section in Eq. (46.12) (the threshold antineutrino process is obtained from the charged lepton capture process through crossing); it has the same form except for signs obtained from the lepton traces.


## $46.3 \quad \beta$-decay

Finally, we discuss nuclear $\beta$-decay. This is the process by which nuclei of the same baryon number transform into one another until stable isobars are obtained (chapter 2). The basic nucleon processes are ${ }^{11}$

$$
\begin{align*}
& n \rightarrow p+e^{-}+\overline{\nu_{e}} \\
& p \rightarrow n+e^{+}+\nu_{e} \tag{46.32}
\end{align*}
$$

With a nuclear target, the relevant processes are

$$
\begin{align*}
& A(N, Z) \rightarrow A^{*}(N-1, Z+1)+e^{-}+\bar{\nu}_{e} \\
& A(N, Z) \rightarrow A^{*}(N+1, Z-1)+e^{+}+\nu_{e} \tag{46.33}
\end{align*}
$$

[^181]The kinematics for this process are shown in Fig. 46.6. The relevant lepton matrix element and sign factors are given in Table 46.1.


$$
\begin{equation*}
\text { (a) } q=k_{1}+k_{2}=p-p^{\prime} \tag{b}
\end{equation*}
$$

The analysis proceeds as in the previous sections. The only new feature is that one now has two particles in the final state, and hence a factor for the number of final states must be included for each of them. The decay rate is thus

$$
\begin{equation*}
\left.d \omega=2 \pi \sum_{\text {lepton spins }} \frac{1}{2 J_{i}+1} \sum_{M_{i}} \sum_{M_{f}}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2} \delta\left(W_{f}-W_{i}\right) \frac{\Omega d^{3} k}{(2 \pi)^{3}} \frac{\Omega d^{3} \nu}{(2 \pi)^{3}} \tag{46.34}
\end{equation*}
$$

The volume factors again cancel in the rate, as they must. The integral over the energy conserving delta-function can be performed as follows ${ }^{12}$

$$
\begin{align*}
& \int \delta\left(W_{f}-W_{i}\right) d \nu=\int \delta\left(\varepsilon+\nu+E_{f}-E_{i}\right) d \nu=1 \\
& E_{i}-E_{f} \equiv W_{0} \quad \text {; energy release } \\
& \varepsilon+\nu=W_{0} \quad \text {; max. electron energy } \tag{46.35}
\end{align*}
$$

The final-state lepton kinematics thus become

$$
\begin{equation*}
\int_{\text {neutrinoenergy }} \delta\left(W_{f}-W_{i}\right) d^{3} k d^{3} \nu=k \varepsilon d \varepsilon d \Omega_{k}\left(W_{0}-\varepsilon\right)^{2} d \Omega_{\nu} \tag{46.36}
\end{equation*}
$$

Hence the decay rate is

$$
\begin{equation*}
\left.d \omega=\frac{\Omega^{2}}{(2 \pi)^{5}}\left(W_{0}-\varepsilon\right)^{2} k \varepsilon d \varepsilon d \Omega_{k} d \Omega_{\nu} \sum_{\text {lepton spins }} \frac{1}{2 J_{i}+1} \sum_{M_{i}} \sum_{M_{f}}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2} \tag{46.37}
\end{equation*}
$$

The general expression in terms of nuclear multipoles for the sum and average over nuclear orientations in Eq. (45.19) can now again be employed. One then has to sum over final lepton spins. The required lepton traces obtained from the expression $\left(\Omega^{2} / 2\right) \sum_{\text {lepton spins }}$ are given in Table 46.2 for general final lepton kinematics; here

[^182]the sign factors in Table 46.1 are to be employed. A combination of these results gives the following $\beta$-decay rate for ( $e^{-} \bar{\nu}_{e}$ ) and ( $e^{+} \nu_{e}$ )
\[

$$
\begin{align*}
d \omega_{\beta \mp}= & \frac{G^{2}}{2 \pi^{3}} k \varepsilon\left(W_{0}-\varepsilon\right)^{2} d \varepsilon \frac{d \Omega_{k}}{4 \pi} \frac{d \Omega_{\nu}}{4 \pi} \frac{4 \pi}{2 J_{i}+1} \\
& \times\left\{\sum _ { J = 0 } ^ { \infty } \left[(1+\hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta})\left|\left\langle J_{f}\left\|\hat{\mathcal{M}}_{J}\right\| J_{i}\right\rangle\right|^{2}+\right.\right. \\
& +(1-\hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta}+2(\hat{\boldsymbol{\nu}} \cdot \hat{\mathbf{q}})(\hat{\mathbf{q}} \cdot \boldsymbol{\beta}))\left|\left\langle J_{f}\left\|\hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\right|^{2} \\
& \left.-\hat{\mathbf{q}} \cdot(\hat{\boldsymbol{\nu}}+\boldsymbol{\beta}) 2 \operatorname{Re}\left(J_{f}\left\|\hat{\mathcal{L}}_{J}\right\| J_{i}\right\rangle\left(J_{f}\left\|\hat{\mathcal{M}}_{J}\right\| J_{i}\right\rangle^{*}\right] \\
& +\sum_{J=1}^{\infty}\left[(1-(\hat{\boldsymbol{\nu}} \cdot \hat{\mathbf{q}})(\hat{\mathbf{q}} \cdot \boldsymbol{\beta}))\left(\left|\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle\right|^{2}\right)\right. \\
& \left.\left. \pm \hat{\mathbf{q}} \cdot(\hat{\boldsymbol{\nu}}-\boldsymbol{\beta}) 2 \operatorname{Re}\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{mag}}\right\| J_{i}\right\rangle\left\langle J_{f}\left\|\hat{\mathcal{T}}_{J}^{\mathrm{el}}\right\| J_{i}\right\rangle^{*}\right]\right\} \tag{46.38}
\end{align*}
$$
\]

Here $\hat{\boldsymbol{\nu}} \equiv \boldsymbol{\nu} / \nu, \hat{\mathbf{q}} \equiv \mathbf{q} /|\mathbf{q}|$, and $\boldsymbol{\beta} \equiv \mathbf{k} / \varepsilon$. All the multipoles in this expression are to be evaluated at a momentum transfer

$$
\begin{equation*}
\kappa \equiv|\mathbf{q}|=|\mathbf{k}+\nu| \tag{46.39}
\end{equation*}
$$

Thus there is still a complicated angle dependence on $\theta_{\mathrm{k} \nu}$ contained in the multipoles. The long-wavelength expansion of these multipoles in chapter 45 makes this angle dependence explicit. Equation (46.38) provides a general expression for the $\beta$-decay rate between any two nuclear states.

Consider the simplification of the above expression in the long-wavelength allowed limit where from chapter 45 the only remaining, nonzero nuclear multipoles are

$$
\begin{array}{ll}
\hat{\mathcal{T}}_{1 M}^{\mathrm{el}}=\sqrt{2} \hat{\mathcal{L}}_{1 M} & ; \text { Gamow-Teller } \\
\hat{\mathcal{M}}_{00} & ; \text { Fermi } \tag{46.40}
\end{array}
$$

One now has the significant simplification that these multipoles are independent of $\kappa$. The rate then becomes

$$
\begin{align*}
d \omega_{\mathrm{fi}}^{\beta}= & \frac{2 G^{2}}{\pi^{2}} k \varepsilon\left(W_{0}-\varepsilon\right)^{2} d \varepsilon \frac{d \Omega_{k}}{4 \pi} \frac{d \Omega_{\nu}}{4 \pi}\left\{(1+\hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta}) \frac{1}{2 J_{i}+1}\left|\left\langle J_{f}\left\|\hat{\mathcal{M}}_{0}\right\| J_{i}\right\rangle\right|^{2}\right. \\
& \left.+3\left(1-\frac{1}{3} \hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta}\right) \frac{1}{2 J_{i}+1}\left|\left\langle J_{f}\left\|\hat{\mathcal{L}}_{1}\right\| J_{i}\right\rangle\right|^{2}\right\} \tag{46.41}
\end{align*}
$$

We comment on a few features of this result:

- This is the general expression for the allowed $\beta^{\mp}$-decay rate;
- Note the characteristic allowed energy spectrum for the electron arising from phase space arguments;
- Note the characteristic $(\hat{\boldsymbol{\nu}} \cdot \boldsymbol{\beta})$ angular correlations between the momenta of the emitted leptons in the allowed rate;
- The neutrino momentum $\boldsymbol{\nu}$ can be determined from measurements of the electron and nuclear recoil momenta and the use of momentum conservation; these are very lovely, but difficult, measurements;
- To close the loop, a direct derivation from start to finish of this result for the allowed $\beta$-decay rate is given in Prob. 46.5.


### 46.4 Final-state Coulomb interaction

The electron (positron) emitted in $\beta$-decay is charged, and has a Coulomb interaction with the final charged nucleus. This interaction will modify the wave function of the final charged lepton from the plane-wave value used in the calculation of the rate above; by changing the electron wave function over the nuclear volume, the final-state Coulomb interaction modifies the matrix element of the contact fourfermion interaction, and hence changes the rate. A full treatment of this finalstate interaction is available through numerical integration of the Schrödinger (or Dirac) equation of the electron in the Coulomb field of the final nucleus and atom (e.g. [La69]).

An approximate treatment of this final-state Coulomb interaction can be obtained by using the ratio at the origin of the wave function for scattering at energy $\varepsilon$ from a point nuclear charge $Z e_{p}$ to the noninteracting plane wave. This ratio can be calculated analytically for the Schrödinger equation with the result [Sc68]

$$
\begin{align*}
F(Z, \varepsilon) & \equiv\left|\frac{\phi_{\mathbf{k}}(0)_{\text {Coul }}}{\phi_{\mathbf{k}}(0)}\right|^{2}=\frac{2 \pi \eta}{e^{2 \pi \eta}-1} \\
\eta & =\frac{z Z \alpha}{|\boldsymbol{\beta}|} \quad ; z \equiv \text { lepton charge } \tag{46.42}
\end{align*}
$$

Here $\alpha$ is the fine-structure constant. This factor $F(Z, \varepsilon)$ then multiplies the above expressions for the $\beta$-decay rates.

### 46.5 Slow nucleons

Up to this point, the general expressions for the multipole operators appearing in the expression for the allowed $\beta$-decay rate are given by

$$
\begin{align*}
\hat{\mathcal{M}}_{00} & =\frac{1}{\sqrt{4 \pi}} \int \hat{\mathcal{J}}_{0}^{( \pm)}(\mathbf{x}) d^{3} x & ; \text { Fermi }  \tag{46.43}\\
\hat{\mathcal{L}}_{1 M}=\frac{1}{\sqrt{2}} \hat{\mathcal{T}}_{1 M}^{\mathrm{el}} & =\frac{i}{\sqrt{12 \pi}} \int \hat{\mathcal{J}}_{1 M}^{( \pm)}(\mathbf{x}) d^{3} x & ; \text { Gamow-Teller }
\end{align*}
$$

With the further approximation that the nucleons are moving slowly so that $(v / c)_{\text {nucleon }} \ll 1$, these expressions simplify to the result given in Eq. (45.44)

$$
\begin{array}{rlr}
\hat{\mathcal{M}}_{00} & =\frac{1}{\sqrt{4 \pi}} F_{1} \sum_{j=1}^{A} \tau_{ \pm}(j) & ; \text { Fermi }  \tag{46.44}\\
\hat{\mathcal{L}}_{1 M}=\frac{1}{\sqrt{2}} \hat{\mathcal{T}}_{1 M}^{\mathrm{el}} & =\frac{i}{\sqrt{12 \pi}} F_{A} \sum_{j=1}^{A} \tau_{ \pm}(j) \sigma_{1 M}(j) & ; \text { Gamow-Teller }
\end{array}
$$

## Chapter 47

## Some applications

There have been many, many theoretical and experimental studies of weak interactions with nuclei (see e.g. [Wa75, Co83, WE89]). It is impossible, and even inappropriate, to attempt a comprehensive, up-to-date summary here. Rather, we present a few selected examples that illustrate the study of weak interactions with nuclei, and that demonstrate the accuracy with which one can do nuclear physics in selected cases by employing a unified analysis of electromagnetic and weak interactions with nuclear systems.

### 47.1 One-body operators

Recall the discussion of nuclear structure in Part 1. An arbitrary one-body multipole operator can be expanded in second quantization as

$$
\begin{equation*}
\hat{T}_{J M_{J} ; T M_{T}}(q)=\sum_{\alpha} \sum_{\beta} c_{\alpha}^{\dagger}\langle\alpha| T_{J M_{J} ; T M_{T}}(q)|\beta\rangle c_{\beta} \tag{47.1}
\end{equation*}
$$

Here $\alpha=\left\{n l j m_{j} ; \frac{1}{2} m_{t}\right\} \equiv\left\{a ; m_{j}, m_{t}\right\}$ is a complete set of single-particle quantum numbers.

The matrix element of this operator between an arbitrary pair of nuclear states thus takes the form ${ }^{1}$

$$
\begin{align*}
\left\langle\Psi_{f}\right| \hat{T}_{J M_{J} ; T M_{T}}(q)\left|\Psi_{i}\right\rangle & =\sum_{\alpha} \sum_{\beta}\langle\alpha| T_{J M_{J} ; T M_{T}}(q)|\beta\rangle \psi_{\alpha \beta}^{f i} \\
\psi_{\alpha \beta}^{f i} & =\left\langle\Psi_{f}\right| c_{\alpha}^{\dagger} c_{\beta}\left|\Psi_{i}\right\rangle \tag{47.2}
\end{align*}
$$

In words, this result says that the nuclear matrix element of this multipole operator between any two states can be written as a sum of single-particle matrix elements multiplied by numerical coefficients; the numerical coefficients are simply the matrix elements of the creation and destruction operators as defined in the second line.

[^183]
### 47.2 Unified analysis of electroweak interactions with nuclei

Consider the traditional nuclear physics picture as presented in Parts 1 and 4 of this book: nucleons interacting through static potentials, with quantum dynamics governed by the nonrelativistic many-body Schrödinger equation, and with electroweak currents constructed from the properties of free nucleons. Within this picture, the above result can be utilized in the following way:
(1) Within this traditional nuclear physics picture, Eq. (47.2) is exact. For example, any shell-model calculation, no matter how complicated, must give a result in this form;
(2) Now suppose that one truncates Eq. (47.2) to a finite sum of single-particle transitions. Within this truncation one still has the flexibility of describing very complicated nuclear states. For example, in any shell model calculation within the $s-d$ shell, no matter how many particles and basis states are included, any final nuclear transition matrix element must be a simple sum over the few possible transition matrix elements between the single-particle $s$ - $d$ basis states; furthermore, any TDA or RPA calculation of nuclear excitations as in chapters 9-11 must give a result of this form;
(3) The single-particle matrix elements (s.p.m.e.) appearing in Eq. (47.2) can be constructed from the radial wave functions of the single-particle basis states (chapter 5) and the one-body currents (chapters 8 and 45). This is carried out in [Do79, Do80];
(4) These s.p.m.e. have different $\mathbf{q}^{2}$ dependence;
(5) One can make use of this additional, invaluable, $\mathrm{q}^{2}$ dependence to synthesize the experimental electromagnetic ( $e, e^{\prime}$ ) form factors (chapter 7), and hence determine the set of numerical coefficients $\psi_{\alpha \beta}^{f i}$;
(6) These same one-body densities can then be used to compute the semileptonic weak processes (chapter 46).

We proceed to discuss a few selected applications of this approach.

### 47.3 Applications

These applications are all taken from [Do72, Do73, Do75, Do76, Wa77]. They will be presented in the following format:
(1) The nuclear transition is identified and the ( $e, e^{\prime}$ ) data shown; ${ }^{2}$
(2) The truncation scheme and parameterization used in the determination of the one-body densities is discussed; ${ }^{3}$

[^184](3) A comparison is then made with all existing weak rates. These applications all assume the weak nucleon couplings from chapter 45; there are no secondclass currents and $F_{P}=2 m F_{A} /\left(q^{2}+m_{\pi}^{2}\right)$. The value of $F_{A}(0)$ is taken from the $\beta$-decay of the neutron $[\mathrm{Co} 83]^{4}$
\[

$$
\begin{equation*}
F_{A}(0) \cos \theta_{\mathrm{C}}=-1.23 \quad ; \cos \theta_{\mathrm{C}}=0.974 \tag{47.3}
\end{equation*}
$$

\]

The first set of nuclear levels is shown in Fig. 47.1. It involves the $0^{+} 0 \rightarrow 1^{+} 1$ transition in the $B=12$ system.


Fig. 47.1. System of nuclear levels in first application.


Fig. 47.2. Simplest model $|0\rangle \rightarrow\left|1 p_{1 / 2}\left(1 p_{3 / 2}\right)^{-1}\right\rangle$ for first application.
The simplest model for this transition is that ${ }_{6}^{12} \mathrm{C}$ forms a closed $1 p_{3 / 2}$ shell and the excited state is $1 p_{1 / 2}\left(1 p_{3 / 2}\right)^{-1}$ as illustrated in Fig. 47.2. In this case, only a single s.p.m.e. $\left\langle\left(1 p_{1 / 2}\right) 1 / 2 \because: T_{1,1}(q): \because\left(1 p_{3 / 2}\right) 1 / 2\right\rangle$ is required (chapters 9 and 10 ). The resulting nuclear matrix element of the transverse magnetic dipole operator is then given by [de66, Wa01] (see Prob. 47.1)

$$
\begin{align*}
i \sqrt{4 \pi}\left\langle 1^{+} ; 10\right|\left|\hat{T}_{1}^{\mathrm{mag}} \| 0^{+}, 0\right\rangle & =\frac{2}{3} \frac{|\mathbf{q}|}{2 m}\left[1-2\left(\lambda_{p}-\lambda_{n}\right)\left(1-\frac{1}{2} y\right)\right] e^{-y} \\
y & \equiv\left(\frac{|\mathbf{q}| b_{\text {osc }}}{2}\right)^{2} \tag{47.4}
\end{align*}
$$

Here harmonic oscillator wave functions have been assumed. This is the TDA result; the RPA result (chapter 9) gives the same answer reduced by a factor $\xi_{\text {RPA }}$; calculation in the open-shell RPA gives the same answer reduced by a still larger

[^185]

Fig. 47.3. $F_{T}^{2}(q)$ for the $1^{+} 1$ state in ${ }^{12} \mathrm{C}(15.11 \mathrm{MeV})$. Here $q=|\mathbf{q}|$. The curve is a best fit with $b=1.77 \mathrm{fm}$ and $\xi=2.25$. From [Do75].
factor $\xi_{\text {OSRPA }}$. We choose to compare the electron scattering data for this transition with Eq. (47.4) multiplied by an empirical overall reduction factor $\xi$ and with an empirical oscillator parameter. The result is shown in Fig. 47.3.

The predicted charge-changing semileptonic weak transition rates for the system in Fig. 47.1 obtained using a one-body density parameterized in terms of these values of $\left(\xi, b_{\mathrm{osc}}\right)$ are shown in Table 47.1.

Table 47.1 Partial weak rates with ${ }_{6}^{12} \mathrm{C}(\mathrm{g}$.s. $)$ [Do75].

| Process | Experiment | Theory |
| :---: | :---: | :---: |
| $\beta^{-}$-decay rate | $32.98 \pm 0.10 \mathrm{sec}^{-1}$ | $33.8 \mathrm{sec}^{-1}$ |
| $\beta^{+}$-decay rate | $59.55 \pm 0.22 \mathrm{sec}^{-1}$ | $66.9 \mathrm{sec}^{-1}$ |
| $\mu^{-}$-capture rate | $6.75_{-0.75}^{+0.30} \times 10^{3} \mathrm{sec}^{-1}$ | $6.64 \times 10^{3} \mathrm{sec}^{-1}$ |

The second example consists of the $0^{+} 0 \rightarrow J^{\pi} 1$ transitions to the first $\left(0^{-}, 1^{-}, 2^{-}, 3^{-}\right)$states in the $B=16$ system as illustrated in Fig. 47.4; only the latter three are excited in electron scattering with one-photon exchange.

The simplest model of these transitions is to assume that ${ }_{8}^{16} \mathrm{O}$ forms a closed $p$-shell and the excitations are linear combinations of the $2 s(1 p)^{-1}, 1 d(1 p)^{-1} \mathrm{p}$-h
states shown in Fig. 11.1. The resulting excitation spectrum calculated in TDA with a simple two-nucleon potential fit to scattering data is presented in chapter 11; the calculation is discussed there. An improvement is an RPA calculation as discussed in chapters 9 and 10.


Fig. 47.4. The $0^{+} 0 \rightarrow J^{\pi} 1$ transitions to the first $\left(0^{-}, 1^{-}, 2^{-}, 3^{-}\right)$states in the $B=16$ system; only the latter three are excited in electron scattering with onephoton exchange.

The existing $\left(e, e^{\prime}\right)$ data are shown in Fig. 47.5. The curves are three fits to the data: (1) TDA with harmonic oscillator wave functions and $b_{\text {osc }}=1.77 \mathrm{fm}$ as determined from a fit to elastic ( $e, e$ ) scattering; (2) RPA, but otherwise the same as (1); (3) same as set (1) with Woods-Saxon radial wave functions. An overall reduction factor $\xi$ is then included and the individual p-h amplitudes are allowed to vary by up to $10 \%$ from the TDA and RPA values. ${ }^{5}$

The partial weak rates with ${ }_{8}^{16} \mathrm{O}$ and the states in Fig. 47.4 calculated using the resulting parameterizations of the one-body densities are shown in Table 47.2.

The third example involves the $1^{+} 0 \rightarrow 0^{+} 1$ transition in the $B=6$ system as shown in Fig. 47.6.

Here we truncate to the $p$-shell as illustrated in Fig. 47.7. The core is assumed to form a closed $s$-shell, and the wave function of the two valence nucleons is written quite generally in this space as

$$
\begin{align*}
& \left|1^{+} 0\right\rangle=A\left|\left(1 p_{3 / 2}\right)^{2} 1^{+} 0\right\rangle+B\left|\left(1 p_{3 / 2} 1 p_{1 / 2}\right) 1^{+} 0\right\rangle+C\left|\left(1 p_{1 / 2}\right)^{2} 1^{+} 0\right\rangle \\
& \left|0^{+} 1\right\rangle=D\left|\left(1 p_{3 / 2}\right)^{2} 0^{+} 1\right\rangle+E\left|\left(1 p_{1 / 2}\right)^{2} 0^{+} 1\right\rangle \tag{47.5}
\end{align*}
$$

All existing electromagnetic data for these levels are fit with the parameter set $\left\{A, \ldots, E ; b_{\text {osc }}\right\}$; this includes the magnetic dipole and electric quadrupole moments of the ground state and the elastic and inelastic magnetic electron scattering form

[^186]

Fig. 47.5. Inelastic form factors $\mathcal{F}^{2} \equiv F^{2} /\left(1 / 2+\tan ^{2} \theta / 2\right)$ at large $\theta$ for the first $\left(1^{-}, 2^{-}, 3^{-}\right)$states in ${ }_{8}^{16} \mathrm{O}$. Here $q=|\mathbf{q}|$. The three fits are described in the text. From [Do75].

Table 47.2 Partial weak rates with ${ }_{8}^{16} \mathrm{O}$ (g.s.). From [Do75].

| Process | Experiment | Theory |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Set 1 | Set 2 | Set 3 |
| $\frac{\mu^{-} \text {-capture }\left(10^{3} \mathrm{sec}^{-1}\right)}{0^{-}}$ | $1.1 \pm 0.2$ | 0.86 | 0.86 | 0.70 |
|  | $1.6 \pm 0.2$ |  |  |  |
|  | $0.85_{-0.060}^{+0.145}$ |  |  |  |
| $1^{-}$ | $1.88 \pm 0.10$ | 1.42 | 1.28 | 1.16 |
|  | $1.4 \pm 0.2$ |  |  |  |
|  | $1.85_{-0.170}^{+0.355}$ |  |  |  |
| $2^{-}$ | $6.17 \pm 0.71$ | 7.54 | 6.65 | 7.44 |
|  | $7.9 \pm 0.8$ |  |  |  |
| $3^{-}$ | $\leq 0.08$ | 0.060 | 0.054 | 0.077 |
|  |  |  |  |  |
| $\beta^{-}$-decay $\left(10^{-2} \mathrm{sec}^{-1}\right)$ |  |  |  |  |
| $2^{-}$ | $2.53 \pm 0.20$ | 2.18 | 1.92 | 2.29 |
| $0^{-}$ | $43 \pm 10$ | 42 | 46 | - |



Fig. 47.6. Third example of $1^{+} 0 \rightarrow 0^{+} 1$ transition in the $B=6$ system.


Fig. 47.7. Truncation to $p$-shell in third example.
factors. When the full elastic magnetic form factor is calculated in this basis it takes the form (Prob. 47.2)

$$
\begin{equation*}
\frac{\left\langle 1^{+} 0\left\|\hat{T}_{1,0}^{\mathrm{mag}}\right\| \mathbf{1}^{+} 0\right\rangle}{\sqrt{3}(i|\mathbf{q}| / m) e^{-y} f_{\mathrm{SN}} f_{\mathrm{CM}}} \equiv p(y)=\alpha_{e}+\beta_{e} y \tag{47.6}
\end{equation*}
$$

A similar result holds for the inelastic magnetic form factor. Hence this truncation predicts a straight line when the combination on the left side is plotted against $y$. The experimental result is shown in Fig. 47.8.


Fig. 47.8. Magnetic electron scattering from ${ }_{3}^{6} \mathrm{Li}$ in terms of $p(y)$ (see text). The straight line is a minimum $\chi^{2}$ fit to the accurate data at $|\mathbf{q}|<200 \mathrm{MeV}$ (heavy error bars). From [Do73].

In contrast to the previous logarithmic plots, this comparison is a much more accurate one made on a linear scale. The resulting parameter set determined by a fit to the data is shown in Table 47.3. Note that in this case one has determined the entire nuclear wave function for both levels through the aid of electron scattering.

The resulting semileptonic weak rates calculated from these wave functions are shown in Table 47.4. Note this is now an absolute calculation of the ${ }_{2}^{6} \mathrm{He} \beta$-decay rate, which agrees with the experimental value to better than $5 \%$.

Finally, the fourth example is an extremely simple one. Consider the groundstate $\frac{1}{2}+\frac{1}{2}$ isodoublet in the $B=3$ system as illustrated in Fig. 47.9. Here the lifetime of ${ }_{1}^{3} \mathrm{H}$ is long enough that one can carry out ( $e, e$ ) experiments on both nuclei.

Table 47.3 Parameter set determined by fit to electromagnetic data involving two valence nucleons in ${ }_{3}^{6} \mathrm{Li}$. From [Do75].

| $A$ | $B$ | $C$ | $D$ | $E$ | $b_{\text {osc }}(\mathrm{fm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.810 | -0.581 | 0.084 | 0.80 | 0.60 | 2.03 |
| $\pm 0.001$ | $\pm 0.001$ | $\pm 0.002$ | $\pm 0.03$ | $\pm 0.04$ | $\pm 0.02$ |

Table 47.4 Semileptonic weak rates for the $0^{+} 1 \leftrightarrow 1^{+} 0$ transition in the $B=6$ system. From [Do75].

| Process | Experiment | Theory |
| :---: | :---: | :---: |
| $\beta^{-}$-decay $\left(\mathrm{sec}^{-1}\right)$ | $0.864 \pm 0.003$ | $0.877 \pm 0.023$ |
| $\mu^{-}$-capture $\left(10^{3} \mathrm{sec}^{-1}\right)$ | $1.6_{-0.13}^{+0.33}$ | $1.39 \pm 0.04^{a}$ |

${ }^{\text {a }}$ Statistical average over hyperfine states $\left(\vec{\omega}_{\mu}\right)$.


Fig. 47.9. Example of the ground-state $\frac{1}{2}+\frac{1}{2}$ isodoublet in the $B=3$ system.
The simplest model for this nucleus is a $\left(1 s_{1 / 2}\right)_{\nu}^{-1}$ neutron hole in ${ }_{2}^{4} \mathrm{He}$, as presented in chapter 17. If harmonic oscillator wave functions are used, there is only one parameter left in the one-body density, and Fig. 47.10 shows a fit to some of the early, low- $q^{2}$ data for these nuclei with an oscillator parameter chosen as $b_{\text {osc }}=1.59 \mathrm{fm}$. Although much more precise experimental and theoretical results now exist to much higher $q^{2}$, this is an acceptable one-parameter fit in the low- $q^{2}$ regime for the present purposes.

The calculated magnetic moments in this model are independent of the choice of radial wave functions; the fit is well known as is shown in Table 47.5. The discrepancy with the isovector moment was one of the first pieces of evidence for the role of exchange currents in nuclei.

The resulting semileptonic weak rates for ${ }_{2}^{3} \mathrm{He}-{ }_{1}^{3} \mathrm{H}$ (Fig. 47.9) using this onebody density are shown in Table 47.5. These are now absolute calculations of the weak rates since the required one-body nuclear densities have been determined from $(e, e)$; the weak rates agree with the data in this case to better than $5 \%{ }^{6}$
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Fig. 47.10. Longitudinal and transverse elastic (e,e) form factors for $B=3$ in terms of $f_{\mathrm{L}}(q)_{M_{T}} \equiv Z f_{\mathrm{SN}} /(4 \pi)^{1 / 2}$ and $f_{\mathrm{T}}(q)_{M_{T}} \equiv(q / m)\left(\lambda_{p} \delta_{M_{T},-1 / 2}+\lambda_{n} \delta_{M_{T},+1 / 2}\right)$ $f_{\mathrm{SN}} /(8 \pi)^{1 / 2}$ where $f_{\mathrm{SN}}$ is the single-nucleon form factor of chapters 8 and 45 . Here $q=|\mathrm{q}|$. The theoretical curves use $b_{\text {osc }}=1.59 \mathrm{fm}$. From [Do76].

Table 47.5 Magnetic moments and semileptonic weak rates for ${ }_{2}^{3} \mathrm{He}-{ }_{1}^{3} \mathrm{H}$. From [Do76]. (Here $\mathbf{F}=\mathbf{J}+\mathbf{S}$.)

| Quantity | Experiment | Theory |
| :---: | :---: | :---: |
| $\frac{}{\text { mag. moment }}$ |  |  |
| $\mu_{3}+\mu_{3} \mathrm{He}$ | 0.8513 | 0.8795 |
| $\mu_{3_{\mathrm{H}}-\mu_{3} \mathrm{He}}$ | 5.106 | 4.706 |
| $\frac{\beta^{-}-\text {decay }}{\omega_{\beta}\left(\mathrm{sec}^{-1}\right)}$ | $(1.7906 \pm 0.0067) \times 10^{-9}$ | $1.84 \times 10^{-9}$ |
| $\frac{\mu^{-}-\operatorname{capture}^{2}}{\bar{\omega}_{\mu}\left(\mathrm{sec}^{-1}\right)}$ | $1505 \pm 46$ |  |
| $(F=0)$ |  | 1531 |

### 47.4 Some predictions for new processes

The present analysis uses electron scattering ( $e, e^{\prime}$ ) through the electromagnetic interaction to determine specific nuclear transition densities; these densities are then used to compute semileptonic weak processes within the traditional nuclear physics framework. Comparison with experiment indicates that this procedure can be carried out to quite high accuracy in selected cases. The analysis is "model independent" in the sense that it eliminates any theoretical calculation of the underlying nuclear structure.

On the basis of this analysis, one can make reliable predictions for some as-yet-unmeasured semileptonic weak processes. For example, Figs. 47.11a and 47.11b shows predicted charge-changing neutrino cross sections for the two nuclear systems shown in Figs. 47.6 and 47.4.

Predictions can also be made for the inelastic scattering of neutrinos (antineutrinos) through the weak neutral current in the standard model using the analysis in chapters 45 and 46 . Figure 47.12 presents these cross sections for the two systems shown in Figs. 47.1 and 47.6. ${ }^{7}$

The direct measurement of one charge-changing neutrino cross section between discrete nuclear levels has been reported in [A190, Kr92, KA92]. The first two references refer to an experiment carried out at the LAMPF neutrino facility viewing the LAMPF beam stop; the experiment involves the nuclei in Fig. 47.1. The cross


Fig. 47.11a. Predicted charge-changing neutrino cross sections for the transition analyzed in the text with a ${ }_{3}^{6} \mathrm{Li}$ target. From [Do72, Do73, Wa77].

[^188]

Fig. 47.11b. Predicted charge-changing neutrino cross sections summed over the transitions analyzed in the text with a ${ }_{8}^{16} \mathrm{O}$ target. The asymptotic individual contributions are indicated. From [Do72, Do73, Wa77].


Fig. 47.12. Predicted cross sections for inelastic neutrino (antineutrino) scattering through the weak neutral current for transitions analyzed in text with targets: (a) ${ }_{3}^{6} \mathrm{Li}$; (b) ${ }_{6}^{12} \mathrm{C}$. From [Do75, Wa77].
section is measured for the following process

$$
\begin{equation*}
\nu_{e}+{ }_{6}^{12} \mathrm{C} \rightarrow e^{-}+{ }_{7}^{12} \mathrm{~N}(\text { g.s. }) \tag{47.7}
\end{equation*}
$$

The neutrinos are produced through the decay chain $\pi^{+} \rightarrow \mu^{+}+\nu_{\mu} \rightarrow e^{+}+\nu_{e}+\bar{\nu}_{\mu}+$ $\nu_{\mu}$. The number of stopped $\pi^{+}$is known and the subsequent decay spectra can be accurately calculated; hence the incident neutrino flux is known. Since the incident proton beam is pulsed, one has a signal for initializing timing measurements; the low duty factor serves to reduce cosmic-ray backgrounds. The appearance of an $e^{-}$ indicates that a neutrino event has taken place.

The nucleus ${ }_{7}^{12} \mathrm{~N}$ has only one bound state; its presence is therefore a clear indication of direct production, as all excited states decay by particle emission. The presence of ${ }_{7}^{12} \mathrm{~N}$ (g.s.) is detected by the time-delayed $\beta^{+}$-decay back to the ground state of ${ }_{6}^{12} \mathrm{C}$.

$$
\begin{equation*}
\tau\left[{ }_{7}^{12} \mathrm{~N}(\text { g.s. }) \rightarrow{ }_{6}^{12} \mathrm{C}(\text { g.s. })+e^{+}+\nu_{e}\right]=15.9 \mathrm{msec} \tag{47.8}
\end{equation*}
$$

The previous analysis clearly allows a theoretical prediction for the cross section in Eq. (47.7). Table 47.1 gives an indication of the kind of accuracy one can expect. The average over the beamstop neutrino spectrum has been performed by Donnelly [Al90, Kr92]. ${ }^{8}$ The results are [Kr92]

$$
\begin{aligned}
\sigma\left[\nu_{e}+{ }_{6}^{12} \mathrm{C} \rightarrow e^{-}+{ }_{7}^{12} \mathrm{~N}(\text { g.s. })\right] & =(1.05 \pm 0.14) \times 10^{-41} \mathrm{~cm}^{2} & & ; \text { experiment } \\
& =0.94 \times 10^{-41} \mathrm{~cm}^{2} & & ; \text { theory }(47.9)
\end{aligned}
$$

### 47.5 Variation with weak coupling constants

We now let the weak coupling constants vary to see how well they are determined by the above comparison between theory and experiment. Define

$$
\begin{equation*}
C_{P} \equiv \frac{m_{\mu} F_{P}}{F_{A}} \quad ; \mu \equiv F_{1}+2 m F_{2} \tag{47.10}
\end{equation*}
$$

The singlet $\mu$-capture rates for ${ }^{1} \mathrm{H}\left(\mu^{-}, \nu_{\mu}\right) n$ and statistically averaged rate for ${ }_{2}^{3} \mathrm{He}\left(\mu^{-}, \nu_{\mu}\right){ }_{1}^{3} \mathrm{H}$ are shown as functions of their induced-pseudoscalar $C_{P}(0)$ and weak magnetism $\mu^{(1)}(0) \equiv \mu^{V}(0)$ contributions in Fig. 47.13. The pion-pole value of $C_{P}(0)$ and CVC value of $\mu^{(1)}(0)$ are indicated by the vertical lines in the figure. ${ }^{9}$ If one assumes the latter quantity to be given by CVC, then the rate for ${ }_{2}^{3} \mathrm{He}\left(\mu^{-}, \nu_{\mu}\right){ }_{1}^{3} \mathrm{H}$ gives $C_{P}(0) / C_{P}(0)_{\text {pion pole }} \approx 1 \pm 30 \%$ as the best determination; it is not determined very well.

The $\mu$-capture rate for ${ }_{6}^{12} \mathrm{C}\left(\mu^{-}, \nu_{\mu}\right){ }_{5}^{12} \mathrm{~B}$ (g.s.) is shown as a function of these same two quantities in Fig. 47.14. The upper curve shows the dependence on

[^189]${ }^{9}$ The pion-pole value from chapter 45 is $F_{P}=2 m F_{A} /\left(q^{2}+m_{\pi}^{2}\right)$.


Fig. 47.13. The $B=1$ singlet and statistically weighted $B=3 \mu$-capture rates as functions of their induced-pseudoscalar $C_{P}(0)$ and weak magnetism $\mu^{(1)}(0)$ contributions. The pion-pole value of $C_{P}(0)$ and CVC value of $\mu^{(1)}(0)$ are indicated by the vertical lines. From [Do76].


Fig. 47.14. The $\mu$-capture rate for ${ }_{6}^{12} \mathrm{C}\left(\mu^{-}, \nu_{\mu}\right){ }_{5}^{12} \mathrm{~B}$ (g.s.) as a function of the deviation of the induced-pseudoscalar $C_{P}(0)$ and weak magnetism $\mu^{(1)}(0) \equiv F_{1}^{V}(0)+$ $2 m F_{2}^{V}(0)$ contributions from the pion-pole and CVC values, respectively. From [Do75, Wa77].
the deviation of $C_{P}(0)$ from the pion-pole value; evidently this rate is completely insensitive to $C_{P}(0)$ since the theoretical rate lies within the experimental error bars for all plotted values. One can make use of this insensitivity to $C_{P}(0)$ and use the comparison as a measure of the role of weak magnetism in $\mu$-capture. One has $\mu^{V}(0) \approx \mu^{V}(0)_{\mathrm{CVC}} \pm 1.5=4.71 \pm 1.5$, a confirmation of the role of the magnetic part of the weak vector coupling predicted by CVC.

### 47.6 The relativistic nuclear many-body problem

We have discussed in Part 2 the motivation for, and development of, a relativistic quantum field theory description of nuclear structure based on hadronic degrees of freedom. In particular, the relativistic Hartree description in QHD-I provides a minimal explanation of many essential features of nuclear structure such as charge densities, the shell model, and the spin dependence of nucleon-nucleus scattering. Although the complete calculation of the hadronic contribution to the electroweak currents in QHD is a formidable problem, an effective local electroweak current to be used in lowest order with QHD-I was constructed in chapter 45; it is covariant, the vector current is conserved, the axial vector current satisfies PCAC, and the full current has all the symmetry properties of the standard model.

The traditional approach to nuclear structure and a unified analysis of electroweak processes in nuclei can, in selected cases, provide a quantitative analysis as discussed above. In this approach, relativistic corrections are treated in perturbation theory. Furthermore, as with electron scattering, the approach clearly becomes inadequate when the momentum transfer becomes large compared to the mass of the nucleon.

It is therefore of interest to examine a few semileptonic processes within the context of QHD with at least two goals:
(1) To carry out a completely relativistic calculation where the relativistic corrections are included to all orders;
(2) To calculate neutrino reactions at high $q^{2}$.

We present two examples taken from [Ki87]. Consider as the first example the nuclear system shown in Fig. 47.15. The configuration here is a $1 d_{5 / 2}$ isodoublet, and the relativistic Hartree wave function of chapter 15 is used for the valence


Fig. 47.15. Nuclear system considered in the first example of the relativistic calculation in QHD [Ki87].
nucleon. The wave function and elastic magnetic cross section for ${ }_{8}^{17} \mathrm{O}(e, e){ }_{8}^{17} \mathrm{O}$ have already been presented in chapter 17.

The effective relativistic electroweak current of chapter 45 is now employed, appropriate reduced matrix elements evaluated, and the rates and cross sections are just those of chapter 46. The differential and integrated cross sections for the chargechanging and neutral current reactions ${ }_{8}^{17} \mathrm{O}\left(\nu_{l}, l^{-}\right){ }_{9}^{17} \mathrm{~F}$ (g.s.) and ${ }_{8}^{17} \mathrm{O}\left(\nu_{l}, \nu_{l}\right){ }_{8}^{17} \mathrm{O}$ are shown in Fig. 47.16. ${ }^{10}$


Fig. 47.16. Differential $d \sigma / d q^{2}$ and integrated cross section for the charge-changing ${ }_{8}^{17} \mathrm{O}\left(\nu_{l}, l^{-}\right){ }_{9}^{17} \mathrm{~F}$ (g.s.) and neutral current reaction ${ }_{8}^{17} \mathrm{O}\left(\nu_{l}, \nu_{l}\right){ }_{8}^{17} \mathrm{O}$. The dashed curve (where calculated) is the nonrelativistic limit as described in the text. From [Ki87].

The nonrelativistic limit is obtained by first writing the Dirac wave function in the following manner

$$
\begin{equation*}
\psi=\binom{\chi(r)}{\frac{\boldsymbol{\sigma} \cdot \mathbf{p}}{2 m} \chi(r)} \tag{47.11}
\end{equation*}
$$

[^190]An expansion through $O(1 / m)$ then reproduces the results of chapter 45 ; numerical results with the Hartree $\chi(r)$ are indicated by dashed curves in Fig. 47.16. The $\beta$-decay rate for this system calculated in the same manner is shown in Table 47.6.

Table $47.6 \beta$-decay and $\mu$-capture rates ( $\mathrm{sec}^{-1}$ ) for relativistic Hartree calculations; also shown is the nonrelativistic limit as described in the text. From [Ki87].

| Process | Rel. Hartree | Nonrel. lim. | Experiment |
| :---: | :---: | :---: | :---: |
| ${ }_{1}^{3} \mathrm{H} \rightarrow{ }_{2}^{3} \mathrm{He}+e^{-}+\overline{\nu_{e}}$ | $1.815 \times 10^{-9}$ | $1.818 \times 10^{-9}$ | $(1.7906$ |
|  |  |  | $\pm 0.0067) \times 10^{-9}$ |
| ${ }_{9}^{17} \mathrm{~F} \rightarrow{ }_{8}^{17} \mathrm{O}+e^{+}+\nu_{e}$ | $1.223 \times 10^{-2}$ | $1.228 \times 10^{-2}$ | $1.075 \times 10^{-2}$ |
| $\mu^{-}+{ }_{2}^{3} \mathrm{He} \rightarrow{ }_{1}^{3} \mathrm{H}+\nu_{\mu}$ | 1458 | 1378 | $1505 \pm 46$ |

As a second example consider the nuclear system in Fig. 47.9. The configuration is $\left(1 s_{1 / 2}\right)^{-1}$. Relativistic Hartree calculations of integrated cross sections for ${ }_{2}^{3} \mathrm{He}\left(\nu_{l}, \nu_{l}\right){ }_{2}^{3} \mathrm{He},{ }_{2}^{3} \mathrm{He}\left(\bar{\nu}_{l}, \bar{\nu}_{l}\right){ }_{2}^{3} \mathrm{He}$, and ${ }_{2}^{3} \mathrm{He}\left(\bar{\nu}_{l}, l^{+}\right){ }_{1}^{3} \mathrm{H}$ are shown in [Ki87] together with the nonrelativistic result. The $\beta$-decay and $\mu$-capture rates for this system are also given in Table 47.6.

The conclusions from this work are as follows:

- One has a closed-form summation of relativistic corrections in the semileptonic weak interactions with nuclei;
- There is agreement with the nonrelativistic results for the rates and integrated cross sections at the level of $\leq 9 \%$;
- The deviation of the nonrelativistic result for the differential cross section can be larger at high $q^{2}$;
- Nothing now limits these calculations to low $q^{2}$ - one can make predictions for any new semileptonic process at any $q^{2}$.


### 47.7 Effective field theory

The Noether currents in Eq. (24.39) provide a consistent set of weak currents to use with the effective lagrangian in chapter 24 . The leading terms in those currents, as $q^{2} \rightarrow 0$, are just the effective currents introduced in Eqs. (17.9, 45.47). ${ }^{11}$

As we have seen, the ground-state structure of selected nuclei far from stability is well described using the effective lagrangian of FST. Density functional theory, as developed in chapter 25 , implies that if the ground-state energy is well described, the ground-state densities should also be. A way of testing this hypothesis is to examine the ground-state densities through semi-leptonic interactions. Huertas [Hu03] has
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Fig. 47.17. Calculated spectra of ${ }_{50}^{133} \mathrm{Sn}_{83}$ and ${ }_{51}^{133} \mathrm{Sb}_{82}$ with indicated $\beta^{-}$-decay transitions [Hu02, Hu03].


Fig. 47.18. Calculated and experimental $\beta^{-}$-decay rates for ${ }_{50}^{133} \mathrm{Sn}_{83} \rightarrow{ }_{51}^{133} \mathrm{Sb}_{82}+$ $e^{-}+\nu_{e}[\mathrm{Hu} 03]$.
calculated all the multipole projections from the relativistic Dirac-Hartree (KohnSham) wavefunctions required for the semileptonic processes discussed in chapter 46. As an application, Fig. 47.17 shows a blow-up of his calculated spectra in Fig. 24.6. His calculated $\beta$-decay rates for the transitions

$$
\begin{equation*}
{ }_{50}^{133} \mathrm{Sn}_{83} \rightarrow{ }_{51}^{133} \mathrm{Sb}_{82}+e^{-}+\nu_{e} \tag{47.12}
\end{equation*}
$$

are shown in Fig. 47.18. The ground-state to ground-state transition is very welldescribed, ${ }^{12}$ as one might expect, with the accuracy decreasing as one moves away from the ground state.

In addition to confirming our understanding of the nuclear structure, the ability to calculate $\beta$-decay rates (and neutrino cross sections) accurately and consistently for nuclei far from stability provides valuable theoretical input for describing element formation in supernovae.
${ }^{12}$ For the ground-state transition, the calculated amplitude must be reduced by a factor of 0.83 to agree with the experimental value.

## Chapter 48

## Full quark sector of the standard model

In this chapter we extend the discussion of the standard model of electroweak interactions to the full underlying quark sector. To do this, an extended discussion of quark mixing in the electroweak interactions is required. We first review the development in chapter 44 involving quark mixing in the case of two families of quarks. Color indices will here be suppressed for clarity; their inclusion is discussed in chapter 44.

### 48.1 Quark mixing in the electroweak interactions: two-families a review

Start with the kinetic energy of massless ( $u, d, s, c$ ) quarks

$$
\begin{equation*}
-\mathcal{L}_{0}=\bar{u} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} u+\bar{d} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} d+\bar{s} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} s+\bar{c} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} c \tag{48.1}
\end{equation*}
$$

Use the previously established decomposition into left- and right-handed fields

$$
\begin{align*}
-\mathcal{L}_{0}= & \bar{u}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} u_{\mathrm{L}}+\bar{d}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} d_{\mathrm{L}}+\bar{s}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} s_{\mathrm{L}}+\bar{c}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} c_{\mathrm{L}} \\
& +\bar{u}_{\mathrm{R}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} u_{\mathrm{R}}+\bar{d}_{\mathrm{R}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} d_{\mathrm{R}}+\bar{s}_{\mathrm{R}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} s_{\mathrm{R}}+\bar{c}_{\mathrm{R}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} c_{\mathrm{R}} \tag{48.2}
\end{align*}
$$

Now define a rotated combination of ( $d, s$ ) fields

$$
\binom{d_{\mathrm{CL}}}{s_{\mathrm{CL}}}=\left(\begin{array}{cc}
\cos \theta_{\mathrm{C}} & \sin \theta_{\mathrm{C}}  \tag{48.3}\\
-\sin \theta_{\mathrm{C}} & \cos \theta_{\mathrm{C}}
\end{array}\right)\binom{d_{L}}{s_{L}}
$$

Here $\theta_{\mathrm{C}}$ is the Cabibbo angle. ${ }^{1}$ The GIM identity allows the first line in Eq. (48.2) to be rewritten

$$
\begin{equation*}
-\mathcal{L}_{0 \mathrm{~L}}=\bar{u}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} u_{\mathrm{L}}+\bar{c}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} c_{\mathrm{L}}+\bar{d}_{\mathrm{CL}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} d_{\mathrm{CL}}+\bar{s}_{\mathrm{CL}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} s_{\mathrm{CL}} \tag{48.4}
\end{equation*}
$$

[^192]Now introduce two weak (left-handed) isospin doublets

$$
\begin{equation*}
q_{\mathrm{L}} \equiv\binom{u_{\mathrm{L}}}{d_{\mathrm{CL}}} \quad Q_{\mathrm{L}} \equiv\binom{c_{\mathrm{L}}}{s_{\mathrm{CL}}} \tag{48.5}
\end{equation*}
$$

Equation (48.4) then takes the form

$$
\begin{equation*}
-\mathcal{L}_{0 \mathrm{~L}}=\bar{q}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} q_{\mathrm{L}}+\bar{Q}_{\mathrm{L}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} Q_{\mathrm{L}} \tag{48.6}
\end{equation*}
$$

The lagrangian $\mathcal{L}_{0}=\mathcal{L}_{0 \mathrm{~L}}+\mathcal{L}_{0 \mathrm{R}}$ now possesses a global weak isospin symmetry with left-handed doublets and right-handed singlets. Convert this into a Yang-Mills theory with a local symmetry. The charge-changing weak interaction then takes the form (appendix D.1) ${ }^{2}$

$$
\begin{align*}
\mathcal{L}^{( \pm)} & =\frac{g}{2 \sqrt{2}}\left(\mathcal{J}_{\mu}^{(+)} W_{\mu}+\mathcal{J}_{\mu}^{(-)} W_{\mu}^{\star}\right) \\
\mathcal{J}_{\mu}^{( \pm)} & \equiv 2 i \bar{q}_{\mathrm{L}} \gamma_{\mu} \tau_{ \pm} q_{\mathrm{L}}+2 i \bar{Q}_{\mathrm{L}} \gamma_{\mu} \tau_{ \pm} Q_{\mathrm{L}} \tag{48.7}
\end{align*}
$$

Let us recast this last result in a slightly different form. Evaluation of the indicated matrix products shows this result is identical to the following

$$
\begin{align*}
\mathcal{J}_{\mu}^{(+)} & =i(\bar{u}, \bar{c}) \gamma_{\mu}\left(1+\gamma_{5}\right)\binom{d_{\mathrm{C}}}{s_{\mathrm{C}}} \\
& =i(\bar{u}, \bar{c}) \gamma_{\mu}\left(1+\gamma_{5}\right)\left(\begin{array}{cc}
\cos \theta_{\mathrm{C}} & \sin \theta_{\mathrm{C}} \\
-\sin \theta_{\mathrm{C}} & \cos \theta_{\mathrm{C}}
\end{array}\right)\binom{d}{s} \tag{48.8}
\end{align*}
$$

The effect of quark mixing in the two-family sector is to modify the charge-changing weak quark currents leading from $(d, s)$ to $(u, c)$ by the inclusion of a mixing matrix

$$
\left(\begin{array}{cc}
\cos \theta_{\mathrm{C}} & \sin \theta_{\mathrm{C}}  \tag{48.9}\\
-\sin \theta_{\mathrm{C}} & \cos \theta_{\mathrm{C}}
\end{array}\right) \equiv\left(\begin{array}{cc}
U_{u d} & U_{u s} \\
U_{c d} & U_{c s}
\end{array}\right)
$$

This mixing matrix has the following properties:
(1) It is a unitary $2 \times 2$ matrix;
(2) As long as the mixing matrix in Eq. (48.9) is unitary, then the weak neutral currents will be diagonal in flavor by the GIM mechanism (chapter 44);
(3) Since the quarks $(d, s)$ and ( $u, c$ ) are interconverted only through the weak interactions, the relative phases of the quark fields can be chosen so that this unitary $2 \times 2$ matrix is, in fact, a real rotation;
(4) The mixing matrix here is just that of Cabibbo [Ca63] discussed in chapter 44;

[^193](5) The empirical value of the mixing angle is $\cos \theta_{\mathrm{C}}=0.974$ (chapter 47). ${ }^{3}$

One can now proceed to generate mass by spontaneous symmetry breaking, and form the mass eigenstates ( $u, d, s, c$ ), as discussed previously.

### 48.2 Extension to three families of quarks

We have already observed that leptons come in three families

$$
\begin{equation*}
\binom{\nu_{e}}{e^{-}} \quad\binom{\nu_{\mu}}{\mu^{-}} \quad\binom{\nu_{\tau}}{\tau^{-}} \tag{48.10}
\end{equation*}
$$

Quarks evidently also come in three families ${ }^{4}$

$$
\begin{equation*}
\binom{u}{d} \quad\binom{c}{s} \quad\binom{t}{b} \tag{48.11}
\end{equation*}
$$

Now one can go through exactly the same arguments as presented above, but this time including all three families of quarks. Evidently the charge-changing weak current in Eqs. (48.8) and (48.9) is then generalized to

$$
\mathcal{J}_{\mu}^{(+)}=i(\bar{u}, \bar{c}, \bar{t}) \gamma_{\mu}\left(1+\gamma_{5}\right)\left(\begin{array}{ccc}
U_{u d} & U_{u s} & U_{u b}  \tag{48.12}\\
U_{c d} & U_{c s} & U_{c b} \\
U_{t d} & U_{t s} & U_{t b}
\end{array}\right)\left(\begin{array}{c}
d \\
s \\
b
\end{array}\right)
$$

In this case one can have a $3 \times 3$ unitary quark mixing matrix - the Cabibbo-Kobayashi-Moskawa (CKM) matrix [Ko73].

The existing experimental data can be summarized in a matrix of the form [He89, Ng89]

$$
\underline{\mathrm{U}} \approx\left(\begin{array}{ccc}
1-\lambda^{2} / 2 & \lambda & A \lambda^{3}(\rho-i \eta)  \tag{48.13}\\
-\lambda & 1-\lambda^{2} / 2 & A \lambda^{2} \\
A \lambda^{3}(1-\rho-i \eta) & -A \lambda^{2} & 1
\end{array}\right)
$$

where the experimental values of the parameters $(\lambda, A)$ appearing in this expression are given by

$$
\begin{array}{ll}
\lambda \approx 0.220 & 1-\frac{\lambda^{2}}{2} \approx 0.974 \\
A=1.05 \pm 0.17 & \tag{48.14}
\end{array}
$$

[^194]The parameter $\eta$ admits the possibility of a small $C P$ (or $T$ )-violating phase; the two parameters $(\rho, \eta)$ remain to be determined. ${ }^{5}$

One can now again proceed to generate mass by spontaneous symmetry breaking, and form the mass eigenstates $(u, d, s, c, b, t){ }^{6}$

### 48.3 Feynman rules in the quark sector

We proceed to give the resulting Feynman rules for the standard model in the quark sector. Here the following notation will be employed for the quark fields $q: p$ denotes a $p$-type quark ( $u, c, t$ ); $n$ denotes an $n$-type quark $(d, s, b)$; and $U_{p n}$ denotes the appropriate CKM mixing matrix element. The vertex components are shown in Fig. 48.1; the corresponding factors in the S-matrix in the unitary gauge are as follows (a result derived in this text is denoted with $\sqrt{ }$ ):

$$
\begin{align*}
\sqrt{ }\left(q q A_{\mu}\right): & -e Q_{q} \gamma_{\mu} \\
\sqrt{ }\left(p p Z_{\mu}\right): & \frac{g}{4 \cos \theta_{W}} \gamma_{\mu}\left[\left(1-\frac{8}{3} \sin ^{2} \theta_{W}\right)+\gamma_{5}\right] \\
\sqrt{ }\left(n n Z_{\mu}\right): & \frac{-g}{4 \cos \theta_{W}} \gamma_{\mu}\left[\left(1-\frac{4}{3} \sin ^{2} \theta_{W}\right)+\gamma_{5}\right] \\
\sqrt{ }\left(n p W_{\mu}^{\star}\right): & \frac{-g}{2 \sqrt{2}} \gamma_{\mu}\left(1+\gamma_{5}\right) U_{p n}^{*} \\
\sqrt{ }(p p \eta): & \frac{-i g m_{p}}{2 m_{W}} \\
\sqrt{ }(n n \eta): & \frac{-i g m_{n}}{2 m_{W}} \tag{48.15}
\end{align*}
$$

The Feynman rules for the S-matrix with the complete set of radiative corrections in the standard model can be found, for example, in [Ao82, Ch84] (See also [Se86, Wa95]). ${ }^{7}$

Experimental data from LEP at CERN are now regularly compared with radiatively corrected theoretical results. This beautiful particle physics work takes us beyond the framework of the present text. In the final chapter of this book we shall discuss one nuclear physics application of these results - parity violation in $\left(\vec{e}, e^{\prime}\right)$.

[^195]First, however, we turn to a discussion of developments in our understanding of the elusive neutrino. ${ }^{8}$


nifn $Z_{\mu}$
$\cdots \sim w_{\mu}^{*}$


Fig. 48.1. Vertices for $p$-type ( $u, c, t$ ) and $n$-type ( $d, s, b$ ) quarks in the standard model of electroweak interactions.

## Chapter 49

## Neutrinos

The reader has learned in the previous chapters how to calculate cross sections for neutrino reactions on nuclear targets within the framework of the standard model of electroweak interactions. So much fascinating research goes on involving neutrinos, which impacts nuclear, particle, and astrophysics, that we devote an additional separate chapter to it. We certainly cannot adequately cover the topic here. Fortunately, the second edition of Neutrino Physics, edited by K. Winter, provides an excellent overview, and the reader is referred to it [Wi00]. The topic of solar neutrinos, which we shall also briefly touch on, is well summarized in review articles written over the years by Bahcall and co-workers [Ba92, Ba95, Ba00a].

### 49.1 Some background

It was Pauli who first suggested that the missing energy in $\beta$-decay was carried off by a very weakly interacting fermion. Experiments on the electron spectrum implied that the rest mass of this missing particle was very small, if not zero. In a classic experiment, for which they later won the Nobel prize, Reines and Cowan observed the "neutrino" directly [Re53a, Re53b]. By using the intense anti-neutrino flux from the Hanford nuclear reactor, they were able to observe the final positron and neutron in the reaction

$$
\begin{equation*}
\bar{\nu}_{e}+p \rightarrow e^{+}+n \tag{49.1}
\end{equation*}
$$

Schwarz [Sc60] and Pontecorvo [Po59] suggested that one could use the final decay neutrinos from particle production at high-energy accelerators to also induce neutrino reactions. Since low-energy neutrino cross sections grow rapidly with energy, and since these neutrino beams are relatively forward-focused, terrestrial, laboratory-based, neutrino experiments become feasible. Indeed, today they form an essential part of the experimental programs at CERN and Fermilab. Initial experiments at Brookhaven by Lederman, Schwarz, and Steinberger, for which they also won the Nobel prize, clearly evidenced reactions induced by $\nu_{\mu}$ and $\bar{\nu}_{\mu}$ arising
from $\pi$ decay [Da62]. Theoretical guidance was provided by the calculations of Lee and Yang on the processes [Le60]

$$
\begin{array}{rll}
\nu_{\mu}+n & \rightarrow \mu^{-}+p \\
\bar{\nu}_{\mu}+p & \rightarrow & \mu^{+}+n \tag{49.2}
\end{array}
$$

The fact that the muon neutrinos from pion decay produced only muons, and not electrons, led to the deduction that the lepton numbers ( $l_{e}, l_{\mu}$ ) (and later $l_{\tau}$ ), which change sign for antiparticles, are separately, additively conserved (chapters 42-43). Along with electric charge and baryon number, lepton numbers ( $l_{e}, l_{\mu}, l_{\tau}$ ) appeared to be among the few strictly conserved additive quantum numbers in nature.

Simultaneously, direct measurement of neutrino masses, primarily by looking at the endpoints of decay spectra, showed no evidence for a rest mass of the neutrinos. Additional, truly impressive, experiments demonstrate that the spin- $1 / 2$ neutrinos are left-handed and antineutrinos right handed [Wi00]. Indeed, as we have seen, the standard model of electroweak interactions simply assumes massless, left-handed neutrinos from the outset.

It is primarily the solar neutrino experiments that have called into question these assumptions.


Fig. 49.1. Solar neutrino spectrum as calculated from the standard solar model [BAH88, 95]. Energy thresholds for various neutrino detection schemes are shown on the top. Absolute fluxes in $10^{6} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ and their $1 \sigma$ uncertainties are: pp: $59100( \pm 1 \%)$; pep: $149( \pm 2 \%) ;{ }^{7} \mathrm{Be}: 5150( \pm 6 \%) ;{ }^{8} \mathrm{~B}: 6.6( \pm 15 \%)$; ${ }^{13} \mathrm{~N}: 618( \pm 20 \%) ;{ }^{15} \mathrm{O}: 545( \pm 20 \%)$. From [Wi00].

### 49.2 Solar neutrinos

Bahcall and Davis are the pioneers in solar neutrino experiments [ Ba 00 a ]. Neutrinos are produced by nuclear reactions in the solar interior, and since the neutrinos interact so weakly, they have a very long mean free path in the solar material and can escape to the surface of the earth.


Fig. 49.2. Comparison of measured rates and standard-model predictions for five solar neutrino experiments [2-6]. The unit for the radiochemical experiments (chlorine and gallium) is SNU (see Fig. 2 for a definition); the unit for the water-Cerenkov experiments (Kamiokande and SuperKamiokande) is the rate predicted by the standard solar model plus standard electroweak theory [11]. From [Ba00a].

Calculations of the solar neutrino fluxes here at the earth's surface (Fig. 49.1) indicate that with a large enough detector, one can observe the neutrinos from the sun's core. ${ }^{1}$ The initial experiments by R. Davis and co-workers, for which Davis eventually received the Nobel prize, used a tank car of cleaning fluid and the reaction

$$
\begin{equation*}
\nu_{e}+{ }_{17}^{37} \mathrm{Cl} \rightarrow e^{-}+{ }_{18}^{37} \mathrm{Ar} \tag{49.3}
\end{equation*}
$$

to produce a few atoms of radioactive Argonne, which were then extracted by chemical means and their decays detected [Da68]. As impressive as this unimaginably difficult experiment was to carry out, even more impressive is the fact that over the

[^196]years, this, and related experiments, give only a fraction of the neutrino flux predicted by the "standard solar model" [Wi00, Ba00a]. Continual refinement of this solar model, including convection, temperature uncertainties, nuclear cross section uncertainties, etc., fails to account for this discrepancy [Ba00a]. We show the state of affairs at the time of this writing in Fig. 49.2.

### 49.3 Neutrino mixing

A likely explanation for the absence of solar electron neutrinos initiating nuclear interactions here on the surface of the earth is that these neutrinos mix with the other types ("flavors") of neutrinos, and since they do not have enough energy to create their massive, charged lepton partners, they are inert in these detectors. In this section we give a brief discussion of two-neutrino mixing. It arises because the neutrinos entering into the weak interactions, those we have been studying, may not be the energy eigenstates of the total hamiltonian. We here consider only two flavors of Dirac neutrinos, for example $\left|\nu_{e}\right\rangle,\left|\nu_{\mu}\right\rangle$, and mixing in vacuum. The extensions to three flavors (carried out in analogy to the analysis in chapter 48), mixing in matter, and more exotic mass possibilities are discussed in [Wi00], and we refer the reader to this reference for further study. Note that in introducing neutrino mixing, we by necessity violate individual lepton number conservation.

The problem is just one in two-state quantum mechanics, and here we work in a subspace of given momentum $\mathbf{p}$. The two neutrino states above are produced through the weak interactions, and their corresponding leptons numbers $\left(l_{e}, l_{\mu}\right)$ are exactly conserved by all the interactions considered so far. Suppose these are not eigenstate of the full $\hat{H}$. We then look for the two states that do satisfy

$$
\begin{equation*}
\hat{H}|s\rangle=E^{(s)}|s\rangle \quad ; s=1,2 \tag{49.4}
\end{equation*}
$$

These will be some linear combinations of $\left|\nu_{e}\right\rangle,\left|\nu_{\mu}\right\rangle$.

$$
\begin{equation*}
|s\rangle=\sum_{j=e, \mu} a_{j}^{(s)}\left|\nu_{j}\right\rangle \tag{49.5}
\end{equation*}
$$

Substitute this into the first equations and then take the inner product with $\left\langle\nu_{k}\right|$

$$
\begin{align*}
\sum_{j=e, \mu}\left[H_{k j}-E^{(s)} \delta_{k j}\right] a_{j}^{(s)} & =0 \quad ; k=e, \mu \\
H_{k j} & \equiv\left\langle\nu_{k}\right| \hat{H}\left|\nu_{j}\right\rangle \tag{49.6}
\end{align*}
$$

This is now a familiar two-dimensional matrix eigenvalue problem. One can always change the overall phase of the neutrino states without changing any of our previous physical results. Choose the relative phase so that the matrix $H_{k j}$ is real. The coefficients $a_{j}^{(s)}$ can then also be assumed real. The modal matrix is constructed by
placing the normalized coefficients down the columns [Fe80]

$$
\underline{\mathcal{M}}=\left(\begin{array}{cc}
a_{1}^{(1)} & a_{1}^{(2)}  \tag{49.7}\\
a_{2}^{(1)} & a_{2}^{(2)}
\end{array}\right)
$$

This is now a real, orthogonal matrix that diagonalizes the hamiltonian

$$
\begin{align*}
\underline{\mathcal{M}}^{T} \underline{\mathcal{M}} & =\underline{1} \\
\underline{\mathcal{M}}^{T} \underline{H \mathcal{M}} & =\underline{H}_{D}=\left(\begin{array}{cc}
E^{(1)} & 0 \\
0 & E^{(2)}
\end{array}\right) \tag{49.8}
\end{align*}
$$

Any real, orthogonal, $2 \times 2$ matrix can be parameterized as

$$
\underline{\mathcal{M}}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta  \tag{49.9}\\
\sin \theta & \cos \theta
\end{array}\right)
$$

The general solution to the time-dependent Schrödinger equation within the neutrino subspace can now be written as

$$
\begin{align*}
|\Psi(t)\rangle & =\sum_{s=1,2} c_{s} e^{-i E^{(s)}}|s\rangle \\
i \frac{\partial}{\partial t}|\Psi(t)\rangle & =\hat{H}|\Psi(t)\rangle \tag{49.10}
\end{align*}
$$

The coefficients in this expansion are determined by the initial conditions

$$
\begin{align*}
|\Psi(0)\rangle & =\sum_{s=1,2} c_{s}|s\rangle \\
c_{s} & =\langle s \mid \Psi(0)\rangle \tag{49.11}
\end{align*}
$$

The probability to find the system in the state $\left|\nu_{j}\right\rangle$ at the time $t$ is given by quantum mechanics as

$$
\begin{equation*}
P_{j}(t)=\left|\left\langle\nu_{j} \mid \Psi(t)\right\rangle\right|^{2} \tag{49.12}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left\langle\nu_{j} \mid s\right\rangle=a_{j}^{(s)} \tag{49.13}
\end{equation*}
$$

the above results can be combined to write

$$
\begin{equation*}
P_{j}(t)=\left|\sum_{s=1,2} c_{s} a_{j}^{(s)} e^{-i E^{(s)} t}\right|^{2} \tag{49.14}
\end{equation*}
$$

As an example, suppose one starts with a pure $\left|\nu_{e}\right\rangle$ beam created by the weak interactions at time $t=0$. The new energy eigenstates are given by

$$
\begin{align*}
|1\rangle & =\cos \theta\left|\nu_{e}\right\rangle+\sin \theta\left|\nu_{\mu}\right\rangle \\
|2\rangle & =-\sin \theta\left|\nu_{e}\right\rangle+\cos \theta\left|\nu_{\mu}\right\rangle \tag{49.15}
\end{align*}
$$

These relations are readily inverted to give

$$
\begin{align*}
\left|\nu_{e}\right\rangle & =\cos \theta|1\rangle-\sin \theta|2\rangle \\
\left|\nu_{\mu}\right\rangle & =\sin \theta|1\rangle+\cos \theta|2\rangle \tag{49.16}
\end{align*}
$$

The initial state of pure $\left|\nu_{e}\right\rangle$ therefore has coefficients

$$
\begin{equation*}
c_{1}=\cos \theta \quad c_{2}=-\sin \theta \tag{49.17}
\end{equation*}
$$

Let us compute the probability to find the system in the state $\left|\nu_{\mu}\right\rangle$ after some time $T$. In this case

$$
\begin{equation*}
a_{\mu}^{(1)}=\sin \theta \quad a_{\mu}^{(2)}=\cos \theta \tag{49.18}
\end{equation*}
$$

Thus

$$
\begin{align*}
P_{\nu_{\mu} \leftarrow \nu_{e}}(T) & =\sin ^{2} \theta \cos ^{2} \theta\left|e^{-i E^{(1)} T}-e^{-i E^{(2)} T}\right|^{2} \\
& =\sin ^{2}(2 \theta) \sin ^{2}\left(\frac{T \Delta E}{2}\right) \quad ; \Delta E \equiv E^{(1)}-E^{(2)} \tag{49.19}
\end{align*}
$$

By conservation of probability (or direct calculation), the probability that the system remains in the state $\left|\nu_{e}\right\rangle$ is

$$
\begin{equation*}
P_{\nu_{\mathrm{e}} \leftarrow \nu_{e}}(T)=1-\sin ^{2}(2 \theta) \sin ^{2}\left(\frac{T \Delta E}{2}\right) \tag{49.20}
\end{equation*}
$$

This is evidently smaller than 1 if the last term is non-zero.
Now suppose that the neutrinos are highly relativistic and travel a distance $L$ after they are produced with a velocity $\approx 1$. In this case $T=L$ and $^{2}$

$$
\begin{align*}
\Delta E & =\left(p^{2}+m_{1}^{2}\right)^{1 / 2}-\left(p^{2}+m_{2}^{2}\right)^{1 / 2} \approx \frac{\Delta m^{2}}{2 p} \\
\Delta m^{2} & \equiv m_{1}^{2}-m_{2}^{2} \tag{49.21}
\end{align*}
$$

In summary, in this simple two-state mixing calculation with an initially produced $\left|\nu_{e}\right\rangle$ state and relativistic neutrinos that travel in vacuum a distance $L$ from the source, one finds

$$
\begin{align*}
& P_{\nu_{\mu} \leftarrow \nu_{e}}(L)=\sin ^{2}(2 \theta) \sin ^{2}\left(\frac{L \Delta m^{2}}{4 p}\right) \\
& P_{\nu_{e} \leftarrow \nu_{e}}(L)=1-\sin ^{2}(2 \theta) \sin ^{2}\left(\frac{L \Delta m^{2}}{4 p}\right) \tag{49.22}
\end{align*}
$$

Experiments on such a system are evidently able to measure the two parameters $\left(\theta, \Delta m^{2}\right)$. With an absence of positive signal, what is usually plotted is an exclusion area, saying the parameters cannot lie in a certain region. Examples are given in [ Wi 00 ], and the current state of affairs with respect to neutrino mixing can always ${ }^{2}$ Recall $\hbar=c=1$ in these arguments. Here $p \equiv|\vec{p}|$.
be found on the website of the Particle Data Group [Pa03]. It is fascinating that experiments detecting neutrinos coming from the center of the sun, originally designed to teach us about solar structure, appear instead to have profound implications for our understanding of neutrinos!

### 49.4 Some experimental results

The Sudbury Neutrino Observatory (SNO) is a large spherical vessel of heavy water $\mathrm{D}_{2} \mathrm{O}$ surrounded by photomultiplier tubes sitting deep in a mine in Canada [SN03]. It is designed to be sensitive to the Cerenkov radiation from the produced electrons, and the gammas from subsequent capture of the produced neutrons, in the inverse solar neutrino reactions

$$
\begin{align*}
\nu_{e}+{ }_{1}^{2} \mathrm{H} & \rightarrow p+p+e^{-} \\
\nu_{x}+{ }_{1}^{2} \mathrm{H} & \rightarrow p+n+\nu_{x} \\
\nu_{x}+e^{-} & \rightarrow \nu_{x}+e^{-} \tag{49.23}
\end{align*}
$$

Only electron neutrinos $\nu_{e}$ can produce the $e^{-}$through the weak charged-current interaction in the first reaction. All neutrinos $\left(\nu_{e}, \nu_{\mu}, \nu_{\tau}\right)^{3}$ contribute to the disintegration of ${ }_{1}^{2} \mathrm{H}$, and scatter elastically from $e^{-}$, through the weak neutral current interaction in the last two. Since the reaction mechanisms are known within nuclear physics and the standard model of weak interactions, the SNO detector can simultaneously measure the flux of $\nu_{e}$ as well as the total neutrino flux.

In an initial paper, measurements at SNO of solar neutrinos from the decay of ${ }_{5}^{8} \mathrm{~B}$ (those of highest energy - see Fig. 49.1) via the first and third of the reactions in Eqs. (49.23) have been reported [Ah01]. The ratio of fluxes (together with precision measurements on the third rection at Super-Kamiokande) allow the authors to deduce that there is a non-electron flavor active neutrino component in the solar flux. The total neutrino flux of active ${ }_{5}^{8} \mathrm{~B}$ neutrinos is then determined to be $5.44 \pm$ $0.99 \times 10^{6} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, in close agreement with the prediction of solar models.

Thus there is now direct experimental evidence that a finite fraction of the $\nu_{e}$ produced in the nuclear reaction in the sun have converted to neutrinos of another flavor in their trip to earth.

In a subsequent paper, all three of the reactions in Eqs. (49.23) were measured and used to deduce the solar neutrino fluxes here on the surface of the earth [Ah02]. The results are shown in Fig. 49.3. They fully confirm the conclusions in the first paper. Note that neutrino mixing implies both non-conservation of individual lepton flavor number and massive neutrinos. ${ }^{4}$

[^197]

Fig. 49.3. Flux of ${ }^{8} \mathrm{~B}$ solar neutrinos which are $\mu$ or $\tau$ flavor vs flux of electron neutrinos deduced for the three neutrino reactions in SNO. The diagonal bands show the total ${ }^{8} \mathrm{~B}$ flux as predicted by the SSM [ Ba 01 a$]$ (dashed lines) and that measured with the NC reaction in SNO (solid band). The intercepts of these bands with the axes represent $\pm 1 \sigma$ errors. The bands intersect at the fit values for $\phi_{e}$ and $\phi_{\mu \tau}$, indicating that the combined flux results are consistent with neutrino flavor transformation assuming no distortion in the ${ }^{8} \mathrm{~B}$ neutrino energy spectrum. From [Ah02].

Another interesting neutrino result has been obtained at KARMEN, the Karls-ruhe-Rutherford Medium Energy Neutrino experiment at the pulsed spallation neutron facility ISIS, which uses the beam stop neutrinos from $\pi^{+}$and $\mu^{+}$decays at rest $[\mathrm{KA} 03] .{ }^{5}$ The time structure of the neutron source allows a separation of the reactions induced by the prompt, monoenergetic $\nu_{\mu}$ coming from

$$
\begin{equation*}
\pi^{+} \rightarrow \mu^{+}+\nu_{\mu} \tag{49.24}
\end{equation*}
$$

The experiment is described in [Ar98]. The goal of this experiment is to study the weak neutral current through excitation of nuclear levels as originally suggested in [Do74]. The reaction studied in [Ar98] is just that analyzed in chapter 47

$$
\begin{equation*}
\nu_{\mu}+{ }_{6}^{12} \mathrm{C} \quad \rightarrow \quad{ }_{6}^{12} \mathrm{C}(15.1 \mathrm{MeV})^{\star}+\nu_{\mu} \tag{49.25}
\end{equation*}
$$

The process is identified by detection of the subsequent 15.1 MeV gamma

$$
\begin{equation*}
{ }_{6}^{12} \mathrm{C}(15.1 \mathrm{MeV})^{\star} \rightarrow{ }_{6}^{12} \mathrm{C}+\gamma \tag{49.26}
\end{equation*}
$$

The experimental signal, after background subtraction, is shown in Fig. 49.3. The

[^198]measured cross section at the neutrino energy of $E_{\nu_{\mu}}=29.8 \mathrm{MeV}$ is
\[

$$
\begin{equation*}
\sigma_{\nu, \nu^{\prime}}=\left(3.2 \pm 0.5_{\text {stat. }} \pm 0.4_{\text {syst. }}\right) \times 10^{-42} \mathrm{~cm}^{2} \tag{49.27}
\end{equation*}
$$

\]

From Fig. 47.12 we see that the measured value is fully consistent with the predicted value, which at this energy is sensitive only to the overall coupling strength once the nuclear matrix element has been calibrated through inelastic electron scattering $\left(e, e^{\prime}\right)$. The measured value is in agreement with a more detailed prediction obtained using the analysis developed in chapter 47 [Do79a, Ar98].

This experiment is a remarkable achievement, as the incoming and outgoing neutrinos are unobserved, and only the presence of the 15.1 MeV gamma (Fig. 49.4) indicates that an inelastic scattering event has taken place. ${ }^{6}$


Fig. 49.4. Energy distribution after background subtraction, dashed line: Monte Carlo simulation of the 15.1 MeV gamma ray. From [Ar98].

[^199]
## Chapter 50

## Electron scattering

We close this book with a chapter on electron scattering, which may be considered a brief introduction to the extensive discussion of this subject in [Wa01]. We have already met this topic in chapter 7 on electromagnetic interactions. There the cross section and multipole analysis for the process ( $e, e^{\prime}$ ) were simply quoted; however, as a byproduct of the analysis of semileptonic weak interactions in chapters 45 and 46 , we have actually derived the relations quoted in chapter 7.

### 50.1 Cross section

With a few judicious replacements, the cross section for the scattering of relativistic electrons through the electromagnetic interaction can be obtained from the ERL neutrino cross section in Eqs. $(46.6,46.9)$ where the multipoles are defined in Eqs. (45.13):
(1) Replace the coupling by

$$
\begin{equation*}
\frac{G}{\sqrt{2}} \rightarrow \frac{e^{2}}{q_{\mu}^{2}}=\frac{4 \pi \alpha}{q_{\mu}^{2}} \tag{50.1}
\end{equation*}
$$

Here the photon propagator, depending on the four-momentum transfer, has been explicitly included. Note $q_{\mu}^{2}=4 k_{1} k_{2} \sin ^{2} \theta / 2$ for electron scattering;
(2) Delete both the lepton and nuclear axial vector currents. For the leptons we used $\left(1+\gamma_{5}\right)^{2}=2\left(1+\gamma_{5}\right)$ in obtaining the cross section. Thus we must multiply by $1 / 2$ when the lepton axial-vector current is deleted;
(3) Since the nuclear current is now a pure vector, there is no interference between the transverse electric and magnetic multipoles which now have opposite parities;
(4) Include a factor of $1 / 2$ since one must now average over the incident unpolarized electrons.

The result is the electron scattering cross section quoted in Eq. (7.77).

It is useful to make a little more systematic analysis of this result employing the material in chapter 38.

### 50.2 General analysis

We start by going back a step and restoring the spatial dependence to the matrix elements in Eq. (38.8) through the use of the Heisenberg equations of motion

$$
\begin{align*}
W_{\mu \nu}= & \overline{\sum_{i}} \sum_{f} \delta\left(p_{0}-p_{0}^{\prime}-q_{0}\right)\langle i| \int e^{i \mathbf{q} \cdot \mathbf{x}} J_{\nu}(\mathbf{x}) d^{3} x|f\rangle \\
& \times\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} J_{\mu}(\mathbf{x}) d^{3} x|i\rangle(E) \tag{50.2}
\end{align*}
$$

This relation is still exact since if the initial and final states are eigenstates of momentum, one has

$$
\begin{align*}
\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} J_{\mu}(\mathbf{x}) d^{3} x|i\rangle & =\Omega \delta_{\mathbf{p}, \mathbf{p}^{\prime}+\mathbf{q}}\langle f| J_{\mu}(0)|i\rangle \\
\text { and then; }\langle i| \int e^{i \mathbf{q} \cdot \mathbf{x}} J_{\nu}(\mathbf{x}) d^{3} x|f\rangle & =\Omega\langle i| J_{\nu}(0)|f\rangle \tag{50.3}
\end{align*}
$$

Thus in the limit $\Omega \rightarrow \infty$

$$
\begin{equation*}
W_{\mu \nu}=(2 \pi)^{3} \overline{\sum_{i}} \sum_{f} \delta^{(4)}\left(p-p^{\prime}-q\right)\langle i| J_{\nu}(0)|f\rangle\langle f| J_{\mu}(0)|i\rangle(E \Omega) \tag{50.4}
\end{equation*}
$$

This is our previous result.
Assume one goes to a discrete state with mass $M_{T}^{\star}$, then ${ }^{1}$

$$
\begin{align*}
W_{\mu \nu} & \equiv \frac{M_{T}^{2}}{E^{\prime}} \delta\left(p_{0}-p_{0}^{\prime}-q_{0}\right) w_{\mu \nu}  \tag{50.5}\\
w_{\mu \nu} & =\sum_{i} \sum_{f}\left(\frac{E E^{\prime}}{M_{T}^{2}}\right)\langle i| \int e^{i \mathbf{q} \cdot \mathbf{x}} \hat{J}_{\nu}(\mathbf{x}) d^{3} x|f\rangle\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} \hat{J}_{\mu}(\mathbf{x}) d^{3} x|i\rangle \\
& =w_{1}\left(q^{2}\right)\left(\delta_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right)+w_{2}\left(q^{2}\right) \frac{1}{M_{T}^{2}}\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{p \cdot q}{q^{2}} q_{\nu}\right)
\end{align*}
$$

The cross section is again given by Eq. (38.7).
Let us now solve Eqs. (50.5) for the functions $w_{1,2}\left(q^{2}\right)$. First take $\mu=\nu=4$ and make use of the fact that in the laboratory frame $p=\left(0, i M_{T}\right)$. This yields

$$
\begin{align*}
& w_{1}\left(1+\frac{q_{0}^{2}}{q^{2}}\right)-w_{2}\left(1+\frac{q_{0}^{2}}{q^{2}}\right)^{2}=w_{1} \frac{\mathbf{q}^{2}}{q^{2}}-w_{2} \frac{\mathbf{q}^{4}}{q^{4}} \\
& \left.\quad=-\overline{\sum_{i}} \sum_{f}\left(\frac{E E^{\prime}}{M_{T}^{2}}\right)\left|\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} \hat{\rho}(\mathbf{x}) d^{3} x\right| i\right\rangle\left.\right|^{2} \tag{50.6}
\end{align*}
$$

[^200]Next dot the spatial part of the tensor $W_{\mu \nu}$ into the spherical unit vectors $\mathbf{e}_{\mathbf{q} \lambda}$ from the left and $\mathbf{e}_{\mathbf{q} \lambda}^{\dagger}$ from the right. Here these spherical unit vectors are defined with respect to the direction of the momentum transfer $q$ [see Fig. 7.1 and Eqs. (7.5)]. For $\lambda= \pm 1$ they satisfy

$$
\begin{align*}
\mathbf{e}_{\mathbf{q} \lambda} \cdot \mathbf{e}_{\mathbf{q} \lambda}^{\dagger} & =\mathbf{1} \\
\mathbf{e}_{\mathbf{q} \lambda} \cdot \mathbf{q} & =0 \quad ; \lambda= \pm 1 \tag{50.7}
\end{align*}
$$

As a result of these observations, the term in $w_{2}$ no longer contributes. Finally, take $\sum_{\lambda= \pm 1}$ to simplify things. The result of these operations is

$$
\begin{equation*}
\left.2 w_{1}=\sum_{\lambda= \pm 1} \overline{\sum_{i}} \sum_{f}\left(\frac{E E^{\prime}}{M_{T}^{2}}\right)\left|\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} \mathbf{e}_{\mathbf{q} \lambda}^{\dagger} \cdot \hat{\mathbf{J}}(\mathbf{x}) d^{3} x\right| i\right\rangle\left.\right|^{2} \tag{50.8}
\end{equation*}
$$

These equations can now be solved for $w_{1,2}\left(q^{2}\right)$ with the result

$$
\begin{align*}
& \left.2 w_{1}\left(q^{2}\right)=\sum_{\lambda= \pm 1} \overline{\sum_{i}} \sum_{f}\left(\frac{E E^{\prime}}{M_{T}^{2}}\right)\left|\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} \mathbf{e}_{\mathbf{q} \lambda}^{\dagger} \cdot \hat{\mathbf{J}}(\mathbf{x}) d^{3} x\right| i\right\rangle\left.\right|^{2}  \tag{50.9}\\
& \left.w_{2}\left(q^{2}\right)=\frac{q^{2}}{\mathbf{q}^{2}} w_{1}\left(q^{2}\right)+\frac{q^{4}}{\mathbf{q}^{4}} \overline{\sum_{i}} \sum_{f}\left(\frac{E E^{\prime}}{M_{T}^{2}}\right)\left|\langle f| \int e^{-i \mathbf{q} \cdot \mathbf{x}} \hat{\rho}(\mathbf{x}) d^{3} x\right| i\right\rangle\left.\right|^{2}
\end{align*}
$$

These equations are still exact.
Now assume, just as in the analysis of real photon transitions in chapter 7, that:
(1) The target is heavy and the transition densities are well localized in space;
(2) The initial and final states are eigenstates of angular momentum.

Thus one imagines that the target is heavy and "nailed down" (at the origin, say). It makes a transition, and the localized transition density scatters the electron. Here target recoil (i.e. the C-M motion of the target) is neglected in the transition matrix elements; ${ }^{2}$ it is included correctly where it is most important through the recoil phase space factor $r$.

The multipole analysis now proceeds exactly as in chapter 7. The essential difference is that the argument of the spherical Bessel functions in the multipoles, instead of being given by $|\mathbf{k}|$ the momentum of the photon (with $|\mathbf{k}|=\omega$ ), is now given by $\kappa=|\mathbf{q}|$ the momentum transfer in the electron scattering process.

$$
\begin{equation*}
\kappa \equiv|\mathbf{q}| \tag{50.10}
\end{equation*}
$$

[^201]In addition to the transverse electric and magnetic multipoles

$$
\begin{align*}
\hat{T}_{J M}^{\mathrm{el}}(\kappa) & \equiv \frac{1}{\kappa} \int d^{3} x\left[\nabla \times j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{M}\left(\Omega_{x}\right)\right] \cdot \hat{\mathbf{J}}(\mathbf{x}) \\
\hat{T}_{J M}^{\mathrm{mag}}(\kappa) & \equiv \int d^{3} x\left[j_{J}(\kappa x) \mathcal{Y}_{J J 1}^{M}\left(\Omega_{x}\right)\right] \cdot \hat{\mathbf{J}}(\mathbf{x}) \tag{50.11}
\end{align*}
$$

there is now a Coulomb multipole of the charge density defined by

$$
\begin{equation*}
\hat{M}_{J M}(\kappa) \equiv \int d^{3} x j_{J}(\kappa x) Y_{J M}\left(\Omega_{x}\right) \hat{\rho}(\mathbf{x}) \tag{50.12}
\end{equation*}
$$

This is the same multipole that appears at long wavelength in the expansion of $\hat{T}_{J M}^{\mathrm{el}}(k)$ in Eq. (7.57).

The use of the Wigner-Eckart theorem allows one to do the sum and average over nuclear states, and exactly as in chapter 7 one arrives at the relations

$$
\begin{align*}
2 w_{1}\left(q^{2}\right) & =\frac{E^{\prime}}{M_{T}} \frac{4 \pi}{2 J_{i}+1} \sum_{J \geq 1}\left\{\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{mag}}(\kappa)\right\| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{el}}(\kappa)\right\| J_{i}\right\rangle\right|^{2}\right\} \\
w_{2}\left(q^{2}\right) & =\frac{q^{2}}{\mathbf{q}^{2}} w_{1}\left(q^{2}\right)+\frac{q^{4}}{\mathbf{q}^{4}} \frac{E^{\prime}}{M_{T}} \frac{4 \pi}{2 J_{i}+1} \sum_{J \geq 0}\left|\left\langle J_{f}\left\|\hat{M}_{J}(\kappa)\right\| J_{i}\right\rangle\right|^{2} \tag{50.13}
\end{align*}
$$

The Wigner-Eckart theorem limits the sums on multipoles appearing in these expressions to values satisfying the triangle inequality $\left|J_{f}-J_{i}\right| \leq J \leq J_{f}+J_{i}$.

The cross section follows from Eq. (38.7) as

$$
\begin{align*}
& \frac{d \sigma}{d \Omega}=\sigma_{M} \frac{4 \pi}{2 J_{i}+1}\left\{\frac{q^{4}}{\mathbf{q}^{4}} \sum_{J \geq 0}\left|\left\langle J_{f}\left\|\hat{M}_{J}(\kappa)\right\| J_{i}\right\rangle\right|^{2}\right.  \tag{50.14}\\
+ & \left.\left.+\left.\left(\frac{q^{2}}{2 \mathbf{q}^{2}}+\tan ^{2} \frac{\theta}{2}\right) \sum_{J \geq 1}\left(\left|\left\langle J_{f}\left\|\hat{T}_{J}^{\mathrm{mag}}(\kappa)\right\| J_{i}\right\rangle\right|^{2}+\left|\left\langle J_{f}\right|\right| \hat{T}_{J}^{\mathrm{el}}(\kappa) \| J_{i}\right\rangle\right|^{2}\right)\right\} \bar{r}
\end{align*}
$$

Here the recoil factor $\bar{r}$ is given by

$$
\begin{align*}
(\bar{r})^{-1} & \equiv \frac{M_{T}}{E^{\prime}} r^{-1} \\
& =\frac{1}{E^{\prime}}\left(M_{T}+\varepsilon_{1}-\varepsilon_{1} \cos \theta\right) \\
& =1+\frac{\left(\varepsilon_{2}-\varepsilon_{1} \cos \theta\right)}{E^{\prime}} \tag{50.15}
\end{align*}
$$

Energy conservation has been used in obtaining this result (note that for most nuclear applications $M_{T} / E^{\prime} \approx 1$ ). Equation (50.14) is the general electron scattering cross section, to order $\alpha^{2}$, from an arbitrary, localized quantum mechanical target.

As a final topic, we discuss parity violation in electron scattering.

### 50.3 Parity violation in ( $\vec{e}, e^{\prime}$ )

The measurement of parity violation in the scattering of longitudinally polarized electrons in deep inelastic electron scattering from deuterium at SLAC is a classic experiment that played a pivotal role in the establishment of the weak neutral current structure of the standard model $[\operatorname{Pr} 78, \operatorname{Pr} 79]$. The measurement of parity violation in $A\left(\vec{e}, e^{\prime}\right)$, where $A$ includes the nucleon, promises to play a central role in future developments in nuclear physics [ Pa 90 ]. In this section we use the previous results to develop a general description of this process.

To start the discussion, consider the scattering of a relativistic (massless) longitudinally polarized electron from a point proton. The contributing diagrams in the unitary gauge are shown in Fig. 50.1.


Fig. 50.1. Contributing Feynman diagrams (unitary gauge) for parity-violating asymmetry in scattering of longitudinally polarized electrons from point protons. Here $q=k_{2}-k_{1}$.

From the Feynman rules in chapter 48, the S-matrix is given by

$$
\begin{align*}
S_{\mathrm{fi}}= & \frac{-(2 \pi)^{4} i}{\Omega^{2}} \delta^{(4)}\left(k_{1}+p_{1}-k_{2}-p_{2}\right)\left\{\bar{u}\left(k_{2}\right)\left(e \gamma_{\mu}\right) u\left(k_{1}\right) \frac{\delta_{\mu \nu}}{q^{2}} \bar{u}\left(p_{2}\right)\left(-e \gamma_{\nu}\right) u\left(p_{1}\right)\right. \\
& +\bar{u}\left(k_{2}\right)\left[\frac{-g \gamma_{\mu}}{4 \cos \theta_{W}}\left[\left(1-4 \sin ^{2} \theta_{W}\right)+\gamma_{5}\right]\right] u\left(k_{1}\right) \frac{\left(\delta_{\mu \nu}+q_{\mu} q_{\nu} / m_{Z}^{2}\right)}{q^{2}+m_{Z}^{2}} \\
& \left.\times \bar{u}\left(p_{2}\right)\left[\frac{g \gamma_{\nu}}{4 \cos \theta_{W}}\left[\left(1-4 \sin ^{2} \theta_{W}\right)+\gamma_{5}\right]\right] u\left(p_{1}\right)\right\} \tag{50.16}
\end{align*}
$$

At low energy $|\mathbf{q}| / M_{Z} \ll 1$, and the momentum-dependent terms can be neglected in the $Z$-propagator. Take the standard model values

$$
\begin{align*}
e^{2}=4 \pi \alpha & \frac{g^{2}}{8 m_{Z}^{2} \cos ^{2} \theta_{W}} \equiv \frac{G}{\sqrt{2}} \\
a \equiv-\left(1-4 \sin ^{2} \theta_{W}\right) & b \equiv-1 \tag{50.17}
\end{align*}
$$

Then

$$
\begin{align*}
S_{\mathrm{fi}}= & \frac{-(2 \pi)^{4} i}{\Omega^{2}} \delta^{(4)}\left(k_{1}+p_{1}-k_{2}-p_{2}\right) T_{\mathrm{fi}} \\
T_{\mathrm{fi}}= & -\frac{4 \pi \alpha}{q^{2}}\left\{\bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right) \bar{u}\left(p_{2}\right) \gamma_{\mu} u\left(p_{1}\right)-\frac{G q^{2}}{4 \pi \alpha \sqrt{2}} \bar{u}\left(k_{2}\right) \gamma_{\mu}\left[a+b \gamma_{5}\right] u\left(k_{1}\right)\right. \\
& \left.\times \bar{u}\left(p_{2}\right) \gamma_{\mu}\left[\frac{1}{2}\left(1+\gamma_{5}\right)-2 \sin ^{2} \theta_{W}\right] u\left(p_{1}\right)\right\} \tag{50.18}
\end{align*}
$$

This result is easily extended to point neutrons using the Feynman rules of chapter 48 through the replacement

$$
\begin{align*}
T_{\mathrm{fi}}= & -\frac{4 \pi \alpha}{q^{2}}\left\{\bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right) \bar{u}\left(p_{2}\right) \gamma_{\mu} \frac{1}{2}\left(1+\tau_{3}\right) u\left(p_{1}\right)\right. \\
& -\frac{G q^{2}}{4 \pi \alpha \sqrt{2}} \bar{u}\left(k_{2}\right) \gamma_{\mu}\left[a+b \gamma_{5}\right] u\left(k_{1}\right) \\
& \left.\times \bar{u}\left(p_{2}\right) \gamma_{\mu}\left[\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3}-2 \sin ^{2} \theta_{W} \frac{1}{2}\left(1+\tau_{3}\right)\right] u\left(p_{1}\right)\right\} \tag{50.19}
\end{align*}
$$

At this juncture one can redefine things so that the result is more general than for just point nucleons

$$
\begin{align*}
S_{\mathrm{fi}}= & \frac{-(2 \pi)^{4} i}{\Omega} \delta^{(4)}\left(k_{1}+p_{1}-k_{2}-p_{2}\right) T_{\mathrm{fi}} \\
T_{\mathrm{fi}}= & \frac{4 \pi \alpha}{q^{2}}\left\{i \bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right)\left\langle p_{2}\right| J_{\mu}^{\gamma}(0)\left|p_{1}\right\rangle\right. \\
& \left.-\frac{G q^{2}}{4 \pi \alpha \sqrt{2}} i \bar{u}\left(k_{2}\right) \gamma_{\mu}\left(a+b \gamma_{5}\right) u\left(k_{1}\right)\left\langle p_{2}\right| \mathcal{J}_{\mu}^{(0)}(0)\left|p_{1}\right\rangle\right\} \tag{50.20}
\end{align*}
$$

Now these are single-nucleon matrix elements of the full electromagnetic and weak neutral current densities taken between exact Heisenberg states; for point nucleons, this expression reduces to Eq. (50.19).

The dimensionless ratio $G q^{2} / 4 \pi \alpha \sqrt{2}$ forms the small parameter in these nuclear physics parity-violation calculations.


Fig. 50.2. Cross section for right- and left-handed electrons.

### 50.4 Cross sections

The first term in Eq. (50.20) leads to the electron scattering cross section derived in chapter $38[\mathrm{Wa01}]^{3}$

$$
\begin{align*}
d \sigma= & \frac{4 \alpha^{2}}{q^{4}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \frac{1}{\sqrt{\left(k_{1} \cdot p\right)^{2}}} \eta_{\mu \nu} W_{\mu \nu} \\
\eta_{\mu \nu}= & -2 \varepsilon_{1} \varepsilon_{2} \frac{1}{2} \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \gamma_{\nu} u\left(k_{2}\right) \bar{u}\left(k_{2}\right) \gamma_{\mu} u\left(k_{1}\right) \\
= & k_{1 \mu} k_{2 \nu}+k_{1 \nu} k_{2 \mu}-\left(k_{1} \cdot k_{2}\right) \delta_{\mu \nu} \\
W_{\mu \nu}= & (2 \pi)^{3} \overline{\sum_{i}} \sum_{f} \delta^{(4)}\left(q+p^{\prime}-p\right)\langle p| J_{\nu}^{\gamma}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\mu}^{\gamma}(0)|p\rangle\left(\Omega E_{p}\right) \\
= & W_{1}^{\gamma}\left(q^{2}, q \cdot p\right)\left(\delta_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \\
& +W_{2}^{\gamma}\left(q^{2}, q \cdot p\right) \frac{1}{M_{T}^{2}}\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{p \cdot q}{q^{2}} q_{\nu}\right) \tag{50.21}
\end{align*}
$$

From chapter 42 we know that the following are projections for right- and lefthanded (massless) Dirac electrons

$$
\begin{equation*}
P_{\uparrow}=\frac{1}{2}\left(1-\gamma_{5}\right) \quad P_{\downarrow}=\frac{1}{2}\left(1+\gamma_{5}\right) \tag{50.22}
\end{equation*}
$$

To calculate the cross sections for such particles (Fig. 50.2) one simply modifies $\eta_{\mu \nu}$ with the appropriate insertion of these projections and removes the average over the initial helicities ${ }^{4}$

$$
\begin{align*}
\text { for } d \sigma_{\uparrow}: \quad \eta_{\mu \nu}^{\dagger} & =\cdots \overbrace{\left(\frac{1}{2}\right)}^{\text {omit }} \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \cdots \frac{1}{2}\left(1-\gamma_{5}\right) u\left(k_{1}\right) \\
\text { for } d \sigma_{\downarrow}: \quad \eta_{\mu \nu}^{\downarrow} & =\cdots \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \cdots \frac{1}{2}\left(1+\gamma_{5}\right) u\left(k_{1}\right) \\
\text { for } d \sigma_{\uparrow}-d \sigma_{\downarrow}: \quad \eta_{\mu \nu}^{(-)} & =\cdots \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \cdots\left(-\gamma_{5}\right) u\left(k_{1}\right) \\
\text { for } d \sigma_{\uparrow}+d \sigma_{\downarrow}: & \eta_{\mu \nu}^{(+)} \tag{50.23}
\end{align*}=\cdots \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \cdots(1) u\left(k_{1}\right) \quad l
$$

Thus one now has either $\left(-\gamma_{5}\right)$ or (1) in the lepton trace. Since all common factors

[^202]cancel in the ratio the asymmetry is given by
\[

$$
\begin{equation*}
\mathcal{A} \equiv \frac{d \sigma_{\uparrow}-d \sigma_{\downarrow}}{d \sigma_{\uparrow}+d \sigma_{\downarrow}}=-\frac{G q^{2}}{4 \pi \alpha \sqrt{2}} \frac{\eta_{\mu \nu}^{(1)} W_{\mu \nu}^{(1)}+\eta_{\mu \nu}^{(2)} W_{\mu \nu}^{(2)}}{2 \eta_{\mu \nu} W_{\mu \nu}} \tag{50.24}
\end{equation*}
$$

\]

Here

$$
\begin{align*}
& \eta_{\mu \nu}^{(1)}=-2 \varepsilon_{1} \varepsilon_{2} \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \gamma_{\nu} u\left(k_{2}\right) \bar{u}\left(k_{2}\right) \gamma_{\mu}\left(a+b \gamma_{5}\right)\left(-\gamma_{5}\right) u\left(k_{1}\right) \\
& W_{\mu \nu}^{(1)}=(2 \pi)^{3} \sum_{i} \sum_{f} \delta^{(4)}\left(q+p^{\prime}-p\right)\langle p| J_{\nu}^{\gamma}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| \mathcal{J}_{\mu}^{(0)}(0)|p\rangle\left(\Omega E_{p}\right) \\
& \eta_{\mu \nu}^{(2)}=-2 \varepsilon_{1} \varepsilon_{2} \sum_{s_{1}} \sum_{s_{2}} \bar{u}\left(k_{1}\right) \gamma_{\nu}\left(a+b \gamma_{5}\right) u\left(k_{2}\right) \bar{u}\left(k_{2}\right) \gamma_{\mu}\left(-\gamma_{5}\right) u\left(k_{1}\right) \\
& W_{\mu \nu}^{(2)}=(2 \pi)^{3} \sum_{i} \sum_{f} \delta^{(4)}\left(q+p^{\prime}-p\right)\langle p| \mathcal{J}_{\nu}^{(0)}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\mu}^{\gamma}(0)|p\rangle\left(\Omega E_{p}\right) \tag{50.25}
\end{align*}
$$

The lepton traces are evaluated in Prob. 50.1. The result is ${ }^{5}$

$$
\begin{equation*}
\eta_{\mu \nu}^{(1)}=\eta_{\mu \nu}^{(2)}=-2\left(b \eta_{\mu \nu}+a \varepsilon_{\mu \nu \rho \sigma} k_{1 \rho} k_{2 \sigma}\right) \tag{50.26}
\end{equation*}
$$

Thus in the numerator of Eq. (50.24) one needs $\eta_{\mu \nu}^{(1)}\left(W_{\mu \nu}^{(1)}+W_{\mu \nu}^{(2)}\right)$ and

$$
\begin{align*}
W_{\mu \nu}^{(1)}+W_{\mu \nu}^{(2)}= & (2 \pi)^{3} \sum_{i} \sum_{f} \delta^{(4)}\left(q+p^{\prime}-p\right)\left[\langle p| \cdot J_{\nu}^{\gamma}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| \mathcal{J}_{\mu}^{(0)}(0)|p\rangle\right. \\
& \left.+\langle p| \mathcal{J}_{\nu}^{(0)}(0)\left|p^{\prime}\right\rangle\left\langle p^{\prime}\right| J_{\mu}^{\gamma}(0)|p\rangle\right]\left(\Omega E_{p}\right) \tag{50.27}
\end{align*}
$$

Now separate

$$
\begin{equation*}
\mathcal{J}_{\mu}^{(0)}=J_{\mu}^{(0)}+J_{\mu 5}^{(0)} \quad ; \mathrm{V}-\mathrm{A} \tag{50.28}
\end{equation*}
$$

Since the asymmetry is already explicitly of order $G q^{2} / 4 \pi \alpha \sqrt{2}$, one can then use the good parity of the nuclear states to write

$$
\begin{equation*}
W_{\mu \nu}^{(1)}+W_{\mu \nu}^{(2)}=W_{\mu \nu}^{\mathrm{int}}+W_{\mu \nu}^{\mathrm{A}-\mathrm{V}} \tag{50.29}
\end{equation*}
$$

Here
(1) The first term $W_{\mu \nu}^{\text {int }}$ comes from $J_{\mu}^{(0)}$; it has the same general structure as $W_{\mu \nu}^{\gamma}$ in Eq. $(50.21)^{6}$

$$
\begin{aligned}
W_{\mu \nu}^{\mathrm{int}}= & W_{1}^{\mathrm{int}}\left(q^{2}, q \cdot p\right)\left(\delta_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \\
& +W_{2}^{\mathrm{int}}\left(q^{2}, q \cdot p\right) \frac{1}{M_{T}^{2}}\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{p \cdot q}{q^{2}} q_{\nu}\right)
\end{aligned}
$$

[^203](2) The second term, coming from $J_{\mu 5}^{(0)}$, is a pseudotensor, the only pseudotensor that can be constructed from the two four-vectors $\left(p_{\mu}, q_{\mu}\right)$ is ${ }^{7}$
\[

$$
\begin{equation*}
W_{\mu \nu}^{A-V}=W_{8}\left(q^{2}, q \cdot p\right) \frac{1}{M_{T}^{2}} \varepsilon_{\mu \nu \rho \sigma} p_{\rho} q_{\sigma} \tag{50.31}
\end{equation*}
$$

\]

Now combine these expressions with Eq. (50.26). The result follows from simple algebra and kinematics ([Wa01], Prob. 50.2). The only nonzero terms are

$$
\begin{align*}
2 \eta_{\mu \nu} W_{\mu \nu} & =4 \varepsilon_{1} \varepsilon_{2}\left[W_{2}^{\gamma} \cos ^{2} \frac{\theta}{2}+2 W_{1}^{\gamma} \sin ^{2} \frac{\theta}{2}\right] \\
-2 b \eta_{\mu \nu} W_{\mu \nu}^{\mathrm{int}} & =(-b) 4 \varepsilon_{1} \varepsilon_{2}\left[W_{2}^{\mathrm{int}} \cos ^{2} \frac{\theta}{2}+2 W_{1}^{\mathrm{int}} \sin ^{2} \frac{\theta}{2}\right] \tag{50.32}
\end{align*}
$$

and

$$
\begin{align*}
& \left(-2 a \varepsilon_{\mu \nu \rho \sigma} k_{1 \rho} k_{2 \sigma}\right)\left[W_{8}\left(q^{2}, q \cdot p\right) \frac{1}{M_{T}^{2}} \varepsilon_{\mu \nu \alpha \beta} p_{\alpha} q_{\beta}\right]= \\
& \quad\left(\frac{2 a}{M_{T}} W_{8}\right) 4 \varepsilon_{1} \varepsilon_{2} \sin \frac{\theta}{2}\left(q^{2} \cos ^{2} \frac{\theta}{2}+\mathbf{q}^{2} \sin ^{2} \frac{\theta}{2}\right)^{1 / 2} \tag{50.33}
\end{align*}
$$

The final result is

$$
\begin{align*}
{\left[\frac{d \sigma_{\uparrow}-d \sigma_{\downarrow}}{d \sigma_{\uparrow}+d \sigma_{\downarrow}}\right]\left[W_{2}^{\gamma} \cos ^{2} \frac{\theta}{2}+2 W_{1}^{\gamma} \sin ^{2} \frac{\theta}{2}\right] } & = \\
& \frac{G q^{2}}{4 \pi \alpha \sqrt{2}}\left\{b\left[W_{2}^{\mathrm{int}} \cos ^{2} \frac{\theta}{2}+2 W_{1}^{\mathrm{int}} \sin ^{2} \frac{\theta}{2}\right]\right. \\
& \left.-a\left(\frac{2 W_{8}}{M_{T}}\right) \sin \frac{\theta}{2}\left(q^{2} \cos ^{2} \frac{\theta}{2}+\mathbf{q}^{2} \sin ^{2} \frac{\theta}{2}\right)^{1 / 2}\right\} \tag{50.34}
\end{align*}
$$

Several features of this result are of interest:

- This is the general expression for the parity-violating asymmetry in relativistic polarized electron scattering from a hadronic target arising from the interference of one-photon and one- $Z$ exchange (Fig. 50.1). ${ }^{8}$
- The left-hand side is the product of the asymmetry $\mathcal{A}[\mathrm{Eq}$. (50.24)] and the basic ( $e, e^{\prime}$ ) response [Eqs. (50.21) and (50.32)].
- The characteristic scale of parity violation in nuclear physics from the process $\left(\vec{e}, e^{\prime}\right)$ is set by the parameter $G q^{2} / 4 \pi \alpha \sqrt{2}$ appearing on the right-hand side.

[^204]- The parameter $b$ characterizes the lepton axial-vector weak neutral current [Eq. (50.17)]; its coefficient here arises from the interference of the vector part of the weak neutral and electromagnetic hadronic currents [Eqs. (50.27)-(50.29), and (50.30)]
- The parameter a characterizes the lepton vector weak neutral current [Eq. (50.17)]; its coefficient here arises from the interference of the axial vector part of the weak neutral and electromagnetic hadronic currents [Eqs. (50.27) - (50.29) and (50.31)]
- The three response functions on the right-hand side of Eq. (50.34) can be separated by varying the electron scattering angle $\theta$ at fixed $\left(q^{2}, q \cdot p\right) .{ }^{9}$
- The parity violation arises from the interference of the transition matrix element of the electromagnetic and the weak neutral currents. If the electromagnetic matrix elements have been measured, then parity violation in ( $\vec{e}, e^{\prime}$ ) provides a measurement of the matrix elements of the weak neutral current in nuclei at all $q^{2}$.


### 50.5 An example - ( $\vec{e}, e)$ from a $0^{+}$target

We give one example [Wa01]. Consider elastic scattering from a $0^{+}$target (Fig. 50.3a).


Fig. 50.3. Example of parity-violating asymmetry in scattering from (a) $J^{\pi}=0^{+}$, and (b) $J^{\pi}, T=0^{+}, 0$ target.

Then from Lorentz invariance and current conservation the transition matrix elements of the electromagnetic and weak neutral currents must have the form ${ }^{10}$

$$
\begin{align*}
\left\langle p^{\prime}\right| J_{\mu}^{\gamma}(0)|p\rangle & =\left(\frac{m^{2}}{E E^{\prime} \Omega^{2}}\right)^{1 / 2} F_{0}^{\gamma}\left(q^{2}\right) \frac{1}{m}\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right) \\
\left\langle p^{\prime}\right| J_{\mu}^{(0)}(0)|p\rangle & =\left(\frac{m^{2}}{E E^{\prime} \Omega^{2}}\right)^{1 / 2} F_{0}^{(0)}\left(q^{2}\right) \frac{1}{m}\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right) \\
\left\langle p^{\prime}\right| J_{\mu 5}^{(0)}(0)|p\rangle & =0 \tag{50.35}
\end{align*}
$$

The last relation follows since it is impossible to construct an axial vector from only two four-vectors ( $p_{\mu}, q_{\mu}$ ).

[^205]$$
\text { An example }-(\vec{e}, e) \text { from a } 0^{+} \text {target }
$$

Insertion of these relations in the defining equations yields

$$
\begin{align*}
W_{1}^{\mathrm{int}} & =W^{\mathrm{A}-\mathrm{V}}=0 \\
\mathcal{A} & =\frac{G q^{2}}{4 \pi \alpha \sqrt{2}} b \frac{2 F_{0}^{(0)}\left(q^{2}\right)}{F_{0}^{\gamma}\left(q^{2}\right)} \tag{50.36}
\end{align*}
$$

Hence

$$
\begin{equation*}
\mathcal{A}=-\frac{G q^{2}}{2 \pi \alpha \sqrt{2}} \frac{F_{0}^{(0)}\left(q^{2}\right)}{F_{0}^{\gamma}\left(q^{2}\right)} \tag{50.37}
\end{equation*}
$$

This expression allows one to measure the ratio of the weak neutral current and electromagnetic form factors - the latter measures the distribution of electromagnetic charge in the $0^{+}$target, and the former the distribution of weak neutral charge.

Now suppose that, in addition, the target has isospin $T=0$ (Fig. 50.3b). Then only isoscalar operators can contribute to the matrix elements. In the nuclear domain of ( $u, d$ ) quarks and antiquarks, the only isoscalar piece of the weak neutral current in the standard model arises from the electromagnetic current itself, and hence in this case (chapter 44)

$$
\begin{equation*}
J_{\mu}^{(0)} \doteq-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \tag{50.38}
\end{equation*}
$$

This implies

$$
\begin{equation*}
F_{0}^{(0)}\left(q^{2}\right)=-2 \sin ^{2} \theta_{W} F_{0}^{\gamma}\left(q^{2}\right) \tag{50.39}
\end{equation*}
$$

The ratio of form factors is then the constant $-2 \sin ^{2} \theta_{W}$ at all $q^{2}$ - a truly remarkable prediction! ${ }^{11}$ Insertion of this equality in the expression for the asymmetry leads to [Fe75]

$$
\begin{equation*}
\mathcal{A}=\frac{G q^{2}}{\pi \alpha \sqrt{2}} \sin ^{2} \theta_{W} \tag{50.40}
\end{equation*}
$$

Several comments are of interest:

- It is important to note that this result holds to all orders in the strong interactions (QCD);
- This expression is linear in $q^{2}$ with a coefficient that depends only on fundamental constants;
- It can be used to measure $\sin ^{2} \theta_{W}$ in the low-energy quark sector, complementing other measurements of this quantity;
- It can be used to test the remarkable prediction in Eq. (50.39) that holds in the nuclear domain.

[^206]A measurement of this parity-violating asymmetry for elastic scattering from ${ }_{6}^{12} \mathrm{C}$ at $q=150 \mathrm{MeV}$ has been carried out in a tour de force experiment at the Bates Laboratory [So90]. Take

$$
\begin{array}{rl}
q=150 \mathrm{MeV} & \sin ^{2} \theta_{W}=0.2325 \\
\alpha^{-1}=137.0 & G=\frac{1.027 \times 10^{-5}}{m_{p}^{2}} \\
\mathcal{A}=1.882 \times 10^{-6} & \tag{50.41}
\end{array}
$$

Then, with an electron beam polarization $P_{e}$, one has [Mo88, So90]

$$
\begin{array}{ll}
\mathcal{A} P_{e}=0.696 \times 10^{-6} & ; \text { theory }\left(P_{e}=0.37\right) \\
\mathcal{A} P_{e}=0.60 \pm 0.14 \pm 0.02 \times 10^{-6} & ; \text { experiment } \tag{50.42}
\end{array}
$$

The first error is statistical. This experiment provided the prototype for the subsequent generation of electron scattering parity-violation ( $\vec{e}, e^{\prime}$ ) studies [Mu94, Wa01].

Consider next the extended domain of ( $u, d, s, c$ ) quarks and their antiquarks. The standard model then has an additional isoscalar term in the weak neutral current (chapter 44)

$$
\begin{equation*}
\delta \mathcal{J}_{\mu}^{(0)}=\frac{i}{2}\left[\bar{c} \gamma_{\mu}\left(1+\gamma_{5}\right) c-\bar{s} \gamma_{\mu}\left(1+\gamma_{5}\right) s\right] \tag{50.43}
\end{equation*}
$$

This leads to an additional contribution $\delta F_{0}^{(0)}$ in the form factor in Eq. (50.39); the asymmetry for elastic scattering of polarized electrons on a $0^{+}, 0$ nucleus such as ${ }_{2}^{4} \mathrm{He}$ then takes the form

$$
\begin{equation*}
\mathcal{A}=\frac{G q^{2}}{\pi \alpha \sqrt{2}} \sin ^{2} \theta_{W}\left[1-\frac{\delta F_{0}^{(0)}\left(q^{2}\right)}{2 \sin ^{2} \theta_{W} F_{0}^{\gamma}\left(q^{2}\right)}\right] \tag{50.44}
\end{equation*}
$$

The additional weak neutral current form factor comes from the vector current in Eq. (50.43) - expected to arise predominantly from the much lighter strange quarks. Hence one has a direct measure of the strangeness current in nuclei. The total strangeness of the nucleon must vanish in the strong and electromagnetic sector, and hence $\delta F_{0}^{(0)}(0)=0$; however, just as with electromagnetic charge in the neutron, there can be a strangeness distribution, which is determined in this experiment.

As projected [Pa86, Wa93], the measurement of weak neutral currents in nuclei through ( $\vec{e}, e^{\prime}$ ) has turned out to be one of CEBAF's (TJNAF) most important roles [An99, Wa01, JL03].

## Chapter 51

## Problems: Part 4

42.1. Equation (42.41) is the S -matrix for pion decay $\pi^{-} \rightarrow l^{-}+\bar{\nu}_{l}$ (Fig. 42.7).
(a) Verify the general form of the hadronic matrix element of the current in Eq. (42.40).
(b) Use the Dirac equation to show $\bar{u}\left(\vec{k}_{1}\right) \gamma_{\lambda} p_{\lambda}\left(1+\gamma_{5}\right) v\left(-\vec{k}_{2}\right)=i m_{l} \bar{u}\left(\vec{k}_{1}\right)\left(1+\gamma_{5}\right) v\left(-\vec{k}_{2}\right)$.
(c) Assume a big box with p.b.c. so that $\left[(2 \pi)^{3} / \Omega\right] \delta^{(3)}\left(\vec{p}-\vec{k}_{1}-\vec{k}_{2}\right) \doteq \delta_{\vec{p}, \vec{k}_{1}+\vec{k}_{2}}$. Let $\vec{k}$ be the momentum of the $l^{-}$in the pion rest frame. Show the decay rate is

$$
d \omega=2 \pi \delta\left(W_{f}-W_{i}\right) \frac{G^{2} F_{\pi}^{2}}{4 \omega_{p} \Omega} \frac{\Omega d^{3} k}{(2 \pi)^{3}} \frac{m_{l}^{2}}{4 \varepsilon_{1} \varepsilon_{2}} \operatorname{tr}\left[\left(1+\gamma_{5}\right)\left(-i \gamma_{\lambda} k_{2 \lambda}\right)\left(1-\gamma_{5}\right)\left(m_{l}-i \gamma_{\rho} k_{1 \rho}\right)\right]
$$

(d) With $W_{f}=k+\left(k^{2}+m_{l}^{2}\right)^{1 / 2}$ and $W_{i}=m_{\pi}$, show $d W_{f} / d k=m_{\pi} / \varepsilon_{1}$.
(e) Show $\operatorname{tr}\{\cdots\}=-8\left(k_{1} \cdot k_{2}\right)=8 k m_{\pi}$ in (c).
(f) Hence show the pion decay rate for this channel is given by Eq. (42.42).
(g) It is observed that $\omega\left(\pi^{-} \rightarrow \mu^{-}+\bar{\nu}_{\mu}\right)=3.841 \times 10^{7} \mathrm{sec}^{-1}$. Use $G_{\mu}=1.024 \times 10^{-5} / \mathrm{m}_{p}^{2}$, $m_{\mu}=105.7 \mathrm{MeV}$, and the numbers in chapter 20 to show $F_{\pi} \equiv m_{\pi} \bar{f}=0.92 m_{\pi}$.
42.2. Consider a nuclear $\beta$-decay transition $\left\{0^{+} ; T, M_{T}\right\} \rightarrow\left\{0^{+} ; T, M_{T} \pm 1\right\}$.
(a) Prove this transition can proceed only through the Lorentz vector part of the weak charge-changing hadronic current $\hat{J}_{\lambda}^{( \pm)}$.
(b) Take $p^{\prime}=p-q$. Use the Heisenberg equations of motion to show as $q_{\lambda} \rightarrow 0$ that $\left\langle p^{\prime}\right| \hat{J}_{\lambda}^{\vec{V}}(0)|p\rangle \rightarrow(1 / \Omega)\langle p| \int d^{3} x \hat{J}_{\lambda}^{\vec{V}}(\vec{x})|p\rangle$.
(c) As in chapter 21, identify $\int d^{3} x \hat{J}_{0}^{\vec{V}}(\vec{x})=\hat{\vec{T}}$ as the strong isospin operator (CVC). Show that in the target rest frame $\Omega\langle p| \hat{J}_{\lambda}^{( \pm)}(0)|p\rangle=i \delta_{\lambda 4} \sqrt{\left(T \mp M_{T}\right)\left(T \pm M_{T}+1\right)}$. Hence conclude that the hadronic matrix element is known exactly in this case.
42.3. Assume the matrix element of the electromagnetic current in Eq. (42.37) were to be augmented by a term of the form $(i / \Omega) \bar{u}\left(p^{\prime}\right)\left[i F_{3}\left(q^{2}\right) \gamma_{5} \sigma_{\mu \nu} q_{\nu}\right] u(p)$.
(a) Use hermiticity of the EM current to prove that the form factors $F_{i}$ are all real.
(b) Use invariance under parity $\hat{P}[\mathrm{Bj} 64, \mathrm{Bj} 65, \mathrm{Wa} 92]$ to prove $F_{3}=0$.
(c) Use invariance under time reversal $\hat{T}\left[\mathrm{Bj} 64, \mathrm{Bj} 65\right.$, Wa92] to separately prove $F_{3}=0$.
(d) Make a nonrelativistic reduction of the current and give a physical interpretation of the term in $F_{3}$.
42.4. (a) Use Lorentz invariance, the Dirac equation, and strong isospin invariance to derive the general form of the single-nucleon matrix element of the Lorentz vector, isovector current in the first of Eqs. (42.35).
(b) Assume the symmetry properties of the current in Eq. (42.21) under strong isospin
and the hermiticity properties of $\hat{J}_{\lambda}^{( \pm)}$in Eq. (42.15); prove $F_{1}, F_{2}, i F_{S}$ are real.
(c) Assume the properties of the current in Eq. (42.21) under time reversal; show $F_{S}=0$.
(d) Show that current conservation also implies $F_{S}=0$ if $q^{2} \neq 0$.
42.5. (a) Repeat Prob. 42.4(a) for the Lorentz axial vector, isovector current.
(b) Repeat Prob. $42.4(\mathrm{~b})$ in this case; prove $F_{A}, F_{P}, i F_{T}$ are real.
(c) Repeat Prob. 42.4 (c) in this case; prove $F_{T}=0$ (see Prob. 42.3).
42.6. Use the interaction in Eq. (42.16) to compute the rate for $\mu$ decay $\mu^{-} \rightarrow e^{-}(\vec{p})+$ $\nu_{\mu}(\vec{k})+\bar{\nu}_{e}(\vec{q})$.
(a) Show the differential decay rate is (here $E_{\max } \equiv W_{0} \approx m_{\mu} / 2$ )

$$
d \omega_{\mathrm{fi}}=\frac{4 G^{2}}{(2 \pi)^{5}} \delta\left(W_{f}-m_{\mu}\right) p^{2} d p d \Omega_{p} k^{2} d k d \Omega_{k}\left(1-\frac{p}{E} \cos \theta_{\vec{p}, \vec{k}}\right)
$$

(b) Show the electron spectrum is $d \omega_{\mathrm{fi}}=\left(G^{2} / 6 \pi^{3}\right) m_{\mu} p d E\left[3 E\left(W_{0}-E\right)+p^{2}\right]$.
(c) Assume relativistic electrons; show the integrated rate is $\omega_{\mathrm{fi}}=G^{2} W_{0}^{5} / 6 \pi^{3}$.
42.7. Calculate the pion decay rate from the axial vector current in Eq. (24.39). Compare with the result in problem 42.1. (Be careful in relating $f_{\pi}$ to $F_{\pi}$.)
43.1. Consider the charge-changing weak reactions ( $\nu_{l}, l^{-}$) and ( $\bar{\nu}_{l}, l^{+}$) on a hadronic target [denoted ( $\nu, l \mp$ )]. Use the effective interaction in Eq. (42.30), and remember the initial neutrinos are polarized.
(a) Show the analogue of Eq. (38.7) is

$$
d \sigma_{\nu, l \mp}=\frac{G^{2}}{2 \pi^{2}} \frac{1}{\sqrt{\left(k_{1} \cdot p\right)^{2}}} \frac{d^{3} k_{2}}{2 \varepsilon_{2}} \bar{\eta}_{\mu \nu} \bar{W}_{\mu \nu}
$$

Here $\bar{\eta}_{\mu \nu}$ contains the additional term $\pm \varepsilon_{\mu \nu \rho \sigma} k_{1 \rho} k_{2 \sigma}$, and $\bar{W}_{\mu \nu}$ is calculated from the matrix elements of $\left\{\mathcal{J}_{\nu}^{(\mp)}(0), \mathcal{J}_{\mu}^{( \pm)}(0)\right\}$. [Note Eq. (44.20).]
(b) Assume the ERL $\left(m_{l} \rightarrow 0\right)$; assume also that $m_{\pi} \rightarrow 0$ so that the weak current is conserved. Show the form of the target response tensor in Eq. (38.11) is now augmented by a term $\bar{W}_{3}\left(q^{2}, q \cdot p\right)\left(1 / m^{2}\right) \varepsilon_{\mu \nu \rho \sigma} p_{\rho} q_{\sigma}$. Hence derive the analog of Eq. (38.19) (e.g. [Wa75])

$$
\begin{aligned}
\left(\frac{d^{2} \sigma}{d \Omega_{2} d \varepsilon_{2}}\right)_{\nu, l \mp}^{\text {ERL }}= & \frac{G^{2} \varepsilon_{2}^{2}}{2 \pi^{2}} \frac{1}{m}\left[\bar{W}_{2} \cos ^{2} \frac{\theta}{2}+2 \bar{W}_{1} \sin ^{2} \frac{\theta}{2}\right. \\
& \left.\mp\left(\frac{2 \bar{W}_{3}}{m}\right)\left(q^{2} \cos ^{2} \frac{\theta}{2}+\vec{q}^{2} \sin ^{2} \frac{\theta}{2}\right)^{1 / 2} \sin \frac{\theta}{2}\right]
\end{aligned}
$$

43.2. Assume a transition to a discrete state of mass $M_{T}^{*}$ in $\left(e, e^{\prime}\right)$.
(a) Show the cross section in Eq. (38.19) is $(d \sigma / d \Omega)=\sigma_{M}\left[w_{2}\left(q^{2}\right)+2 w_{1}\left(q^{2}\right) \tan ^{2} \theta / 2\right] r$ where $r^{-1} \equiv 1+\left(2 \varepsilon_{1} / M_{T}\right) \sin ^{2} \theta / 2$. Here the response tensor in Eq. (38.8) is now the covariant expression $w_{\mu \nu}=\sum_{i} \sum_{f}^{\prime}\left(E E^{\prime} \Omega^{2} / M_{T}^{2}\right)\langle i| J_{\nu}(0)|f\rangle\langle f| J_{\mu}(0)|i\rangle$, which has the tensor structure of Eq. (38.11) with coefficients $w_{i}\left(q^{2}\right)$ [Wa01].
(b) Consider elastic scattering from a $J^{\pi}=0^{+}$target. Construct the general form of the matrix element of the current; show that $w_{1}=0$ and $w_{2}=\left|F_{0}\left(q^{2}\right)\right|^{2}$.
(c) Consider elastic scattering from a $J^{\pi}=(1 / 2)^{+}$target. Use the general form of the matrix element of the current in Eq. (42.37); show $w_{1}=q^{2}\left(F_{1}+2 m F_{2}\right)^{2} / 4 m^{2}$ and $w_{2}=$ $F_{1}^{2}+q^{2}\left(2 m F_{2}\right)^{2} / 4 m^{2}$. Hence derive the celebrated Rosenbluth cross section.
43.3. Consider the weak charge changing exclusive reactions $\nu_{l}+n \rightarrow l^{-}+p$ and $\bar{\nu}_{l}+p \rightarrow$ $l^{+}+n$. Use the general form of the matrix elements of the weak currents in Eq. (42.35); show the cross section is given in the ERL by (e.g. [Wa75])

$$
\begin{aligned}
\left(\frac{d \sigma}{d \Omega}\right)_{\nu, l \mp}^{\mathrm{ERL}}= & \frac{G^{2} \varepsilon^{2}}{2 \pi^{2}}\left\{\left[F_{1}^{2}+F_{A}^{2}+\frac{q^{2}}{4 m^{2}}\left(2 m F_{2}\right)^{2}+\frac{q^{2}}{4 m^{2}}\left(2 m F_{T}\right)^{2}\right] \cos ^{2} \frac{\theta}{2}\right. \\
& +2\left[F_{A}^{2}\left(1+\frac{q^{2}}{4 m^{2}}\right)+\frac{q^{2}}{4 m^{2}}\left(F_{1}+2 m F_{2}\right)^{2}\right] \sin ^{2} \frac{\theta}{2} \\
& \left.\mp \frac{2 F_{A}}{m}\left(F_{1}+2 m F_{2}\right)\left(q^{2} \cos ^{2} \frac{\theta}{2}+\vec{q}^{2} \sin ^{2} \frac{\theta}{2}\right)^{1 / 2} \sin \frac{\theta}{2}\right\} r
\end{aligned}
$$

The term in $F_{T}$ (assumed real) is absent in the standard model. [Note Eq. (44.20).]
43.4. (a) Use Eq. (43.39) to write the lowest order S-matrix for $\nu_{\mu}+e^{-} \rightarrow \nu_{e}+\mu^{-}$.
(b) Repeat (a) for $\nu_{e}+e^{-} \rightarrow \nu_{e}+e^{-}$. (Hint: there are two Feynman diagrams here.)
(c) Calculate the $\mathrm{C}-\mathrm{M}$ cross section for (a).
43.5. Use Eq. (43.39) to compute the rate for $Z^{0} \rightarrow \nu_{l}+\bar{\nu}_{l}$ in the standard model. (Note: this reaction can be used to determine the number of $\nu_{l}$ with $2 m_{\nu_{l}}<M_{z}$.)
43.6. Rewrite the interaction in $\mathcal{L}_{\text {gauge }}$ [Eq. (43.34)] in terms of the physical vector meson fields. Discuss.
44.1. (a) Consider the Yukawa coupling $\mathcal{L}_{\text {int }}=G_{u}\left(\underline{\underline{q}}_{L} \underline{\tilde{\phi}}\right) u_{R}+G_{c}\left(\underline{\underline{Q}}_{L} \tilde{\underline{\phi}}\right) c_{R}+$ h.c. Show this is invariant under $S U(2)_{W} \otimes U(1)_{W}$.
(b) Show that with spontaneous symmetry breaking, in the unitary gauge, this term gives rise to masses and Higgs couplings for the ( $u, c$ ) quarks.
(c) Construct all $S U(2)_{W} \otimes U(1)_{W}$ invariant quark Yukawa couplings from the fields in Tables 43.1 and 44.1.
(d) Discuss how the diagonal quark mass matrix arises from these couplings.
44.2. Include the possibility of production of heavy quark flavor in the reactions ( $\nu_{l}, l^{-}$) and ( $\stackrel{\nu}{l}_{l}, l^{+}$) through the additional currents in Eq. (44.16), relax the condition of conservation of axial vector current, and stay in the ERL for the leptons. Show the results in Prob. 43.1 still hold.
44.3. It is an empirical observation that the strangeness-changing, charge-changing weak hadronic currents in nuclear physics satisfy $\Delta S=\Delta Q$ and $|\Delta \vec{T}|=1 / 2$. Derive these selection rules from the currents in Eq. (44.16).
45.1. Derive the expansion of $e_{\bar{q} 0} e^{i \vec{q} \cdot \vec{x}}$ in Eqs. (45.10) and (45.9).
45.2. Derive the nonrelativistic reduction of the single-nucleon matrix element of the weak current in Eq. (45.31). This is the analog of Eq. (8.21) and employs the same assumptions.
45.3. Derive the long-wavelength reduction of $\hat{\mathcal{L}}_{J M}$ in Eqs. (45.35) and (45.36).
45.4. Give the nuclear selection rules for the allowed Fermi and Gamow-Teller operators in Eq. (45.44).
45.5. (a) Derive the improved form of the effective electromagnetic current operator given in the footnote at the end of chapter 45 ; this incorporates the scaling of the Sachs form factors, which holds to very high $q^{2}$.
(b) Discuss a corresponding extension of the effective weak current in Eq. (45.47).
46.1. One line in Table 46.2 is derived in the text in Eqs. (46.4), (46.5), and (46.29). Verify the remaining entries.
46.2. (a) As in chapter 42 , show that the effective interaction for electron scattering from a nuclear target with one photon exchange is given by the Møller potential

$$
\langle f| \hat{H}^{\gamma}|i\rangle=\frac{-e e_{p}}{\Omega} i \bar{u}\left(k_{2}\right) \gamma_{\lambda} u\left(k_{1}\right) \frac{1}{q_{\mu}^{2}}\langle f| \int d^{3} x e^{-i \vec{q} \cdot \vec{x}} \hat{J}_{\lambda}^{\gamma}(\vec{x})|i\rangle
$$

Here $q=p-p^{\prime}=k_{2}-k_{1}$.
(b) Use the analysis in chapter 46 to now derive the ( $e, e^{\prime}$ ) cross section in Eq. (7.77).
46.3. (a) Show that if nuclear recoil is allowed in the density of final states, the lepton capture rate in Eqs. (46.28) and (46.30) is multiplied by $r=\left(1+\nu / M_{T}\right)^{-1}$.
(b) Repeat part (a) for $\beta$-decay; determine $r$.
46.4. The longitudinal polarization of the emitted $e^{-}\left(e^{+}\right)$in $\beta$-decay is defined as $P_{\uparrow}=$ $\left(N_{\uparrow}-N_{\downarrow}\right) /\left(N_{\uparrow}+N_{\downarrow}\right)$. Construct helicity projection operators from $\vec{\sigma} \cdot \vec{p}$ to use in the lepton traces, and show that in the ERL one finds $\left[P_{\uparrow}\right]_{\beta \mp}^{\mathrm{ERL}}=\mp 1$.
46.5. Consider $\beta^{-}$-decay with the kinematics in Fig. 46.6a; work in the allowed limit $\kappa \equiv|\vec{q}| \rightarrow 0$ where only the multipoles in Eq. (46.40) remain;
(a) Start from the Golden Rule and show explicitly

$$
\left.\left.\left.\frac{2 \pi}{2 J_{i}+1} \sum_{M_{i}} \sum_{M_{f}}\left|\langle f| \hat{H}_{\mathrm{W}}\right| i\right\rangle\left.\right|^{2}=\left.\frac{4 \pi^{2} G^{2}}{2 J_{i}+1}\left\{\left|\left\langle J_{f}\right|\right| \hat{\mathcal{L}}_{1}| | J_{i}\right\rangle\right|^{2} \vec{l} \cdot \vec{l}^{\vec{l}}+\left|\left\langle J_{f} \| \hat{\mathcal{M}}_{0}\right|\right| J_{i}\right\rangle\left.\right|^{2} l_{0} l_{0}^{*}\right\}
$$

(b) Evaluate $\left(\Omega^{2} / 2\right) \sum_{\text {lepton spins }} l_{0} l_{0}^{*}=1+\hat{\nu} \cdot \vec{\beta}$ and $\left(\Omega^{2} / 2\right) \sum_{\text {lepton spins }} \vec{l} \cdot \vec{l}^{*}=3-\hat{\nu} \cdot \vec{\beta}$.
(c) Show the density of final states is $\int_{\text {neutrino energy }} \delta\left(W_{f}-W_{i}\right) \Omega^{2}(2 \pi)^{-6} d^{3} k d^{3} \nu$ $=\Omega^{2}(2 \pi)^{-6} k \varepsilon d \varepsilon d \Omega_{k}\left(W_{0}-\varepsilon\right)^{2} d \Omega_{\nu}$. Hence independently derive the allowed $\beta$-decay rate in Eq. (46.41).
46.6. (a) Show that a $\mu^{-}$moving entirely inside a uniform spherically symmetric charge distribution feels a three-dimensional simple harmonic oscillator potential; hence compute the spectrum of this muonic atom (Fig. 46.5).
(b) The case where the muon moves entirely outside the charge distribution reduces to the Bohr atom. Interpolate the spectrum of the muonic atom between these two limiting cases of nuclear size and discuss.
47.1 Use the analysis in chapters $5-9$ to find $\left\langle\left(1 p_{3 / 2}\right)^{-1} 1 p_{1 / 2} ; 1^{+}, 10\left\|\hat{T}_{1}^{\text {mag }}(q)\right\| 0^{+}, 0\right\rangle$ in Eq. (47.4).
47.2. Prove that when calculated with valence particles in the $p$-shell and s.h.o. wave functions, the matrix element in Eq. (47.6) must yield a straight line in $y$.
47.3. Assume a configuration $\left(1 s_{1 / 2}\right)^{-1}$ for the three nucleon system and s.h.o. wave functions. Reproduce the EM results in Table 47.5 and Fig. 47.10.
47.4. Repeat Prob. 47.3 for the weak rates in Table 47.5: (a) for $\beta$-decay; (b) for $\mu$-capture.
47.5. Consider the cross sections for ${ }_{2}^{4} \mathrm{He}\left(\nu_{l}, \nu_{l}\right){ }_{2}^{4} \mathrm{He}$ and ${ }_{2}^{4} \mathrm{He}\left(\bar{\nu}_{l}, \bar{\nu}_{l}\right){ }_{2}^{4} \mathrm{He}$ in the standard model; work to lowest order in $G$ :
(a) Prove that in the nuclear domain with strong isospin invariance this cross section is determined by ${ }_{2}^{4} \mathrm{He}(e, e){ }_{2}^{4} \mathrm{He}$; derive the relation between the differential cross sections.
(b) How is this relation modified in the full standard model?
47.6. Calculate the rate for $\mu^{-}+p \rightarrow n+\nu_{\mu}$ using the single-nucleon matrix elements of the weak current in Eqs. (45.20) and (45.24) and full kinematics.
(a) Show that for statistical occupancy of the initial atomic hyperfine states one has [Note Eq. (44.20)]

$$
\begin{aligned}
\bar{\omega}_{\mu}= & \frac{G^{2} \nu^{2}}{2 \pi}\left|\phi_{1 s}(0)\right|^{2}\left\{F_{1}^{2}+F_{A}^{2}\left(1-\frac{\nu}{2 m} \frac{2 m m_{\mu}}{q^{2}+m_{\pi}^{2}}\right)^{2}\right. \\
& \left.+2\left[F_{A}-\frac{\nu}{2 m}\left(F_{1}+2 m F_{2}\right)\right]^{2}\right\}\left(1+\frac{\nu}{m}\right)^{-1}
\end{aligned}
$$

(b) Calculate the rate from the individual hyperfine states (see, e.g., [Do76]).
47.7. Extend the analysis of the relativistic Hartree single-particle matrix elements of the EM current in Prob. 17.2 to include the contributions of the additional weak currents in Eq. (45.47). (See [Hu03].)
47.8. Reduce the S-matrix $S_{\mathrm{fi}}^{(1)}$ for $\nu_{l}+{ }_{1}^{2} \mathrm{H} \rightarrow n+p+\nu_{l}$ and $\nu_{l}+{ }_{1}^{2} \mathrm{H} \rightarrow p+p+l^{-}$to the evaluation of a nuclear matrix element; here $S^{(1)}$ is exact to lowest order in $G$. Work in the standard model. Discuss the evaluation of the nuclear matrix element in: (a) traditional nuclear physics; (b) QHD; and (c) QCD. These reactions are the basis for the Sudbury solar neutrino detector (SNO).
47.9. Extend the Fermi gas results in Prob. 17.3 to compute the quasielastic nuclear response to the neutrino reaction ( $\nu_{l}, l^{-}$). Assume $N>Z$ and introduce separate Fermi momenta for the neutrons and protons with $\rho_{p}+\rho_{n}=\rho=$ const. Take the Fermi energy to be $\varepsilon_{\mathrm{F}}=k_{\mathrm{F} n}^{2} / 2 m=k_{\mathrm{F} p}^{2} / 2 m+\varepsilon_{0}$.
(a) Show the appropriate replacement in Prob. 17.3(b) is

$$
\int e^{-i \vec{q} \cdot \vec{x}} \hat{\rho}_{N}^{(+)}(\vec{x}) d^{3} x=\sum_{\vec{k} \sigma} a_{\vec{k}-\vec{q}, \sigma, p}^{\dagger} a_{\vec{k}, \sigma, n}
$$

Introduce dimensionless variables $\vec{\Delta} \equiv \vec{q} / k_{\mathrm{F} n}, \xi \equiv m \omega_{\mathrm{eff}} / k_{\mathrm{F} n}^{2}$ with $\omega_{\mathrm{eff}} \equiv \omega-\varepsilon_{0}$, and $\lambda \equiv k_{\mathrm{F}_{p}} / k_{\mathrm{Fn} n}$. Show :
(b) If $\Delta>1+\lambda$ (proton and neutron spheres do not intersect) and $\Delta / 2+1>\xi / \Delta>\Delta / 2-1$

$$
\left(\frac{3 N}{4 \pi} \frac{m}{k_{\mathrm{F} n}^{2}}\right)^{-1} R^{(+)}(q, \omega)=\frac{\pi}{\Delta}\left[1-\left(\frac{\xi}{\Delta}-\frac{\Delta}{2}\right)^{2}\right] \equiv \mathcal{R}_{\mathrm{I}}
$$

(c) If $1+\lambda>\Delta>1-\lambda$ (proton and neutron spheres intersect)
(i) If $\Delta / 2+1>\xi / \Delta>\lambda-\Delta / 2$, one has $\mathcal{R}_{\mathbf{I}}$.
(ii) If $\lambda-\Delta / 2>\xi / \Delta>-\left(1-\lambda^{2}\right) / 2 \Delta$

$$
\left(\frac{3 N}{4 \pi} \frac{m}{k_{F n}^{2}}\right)^{-1} R^{(+)}(q, \omega)=\frac{\pi}{\Delta}\left[\left(1-\lambda^{2}\right)+2 \xi\right] \equiv \mathcal{R}_{\mathbf{I I}}
$$

(d) If $1-\lambda>\Delta>0$ (proton sphere inside neutron sphere)
(i) If $\Delta / 2+1>\xi / \Delta>\lambda-\Delta / 2$, one has $\mathcal{R}_{\mathrm{I}}$.
(ii) If $\lambda-\Delta / 2>\xi / \Delta>-(\lambda+\Delta / 2)$, one has $\mathcal{R}_{\mathrm{II}}$.
(iii) If $-(\lambda+\Delta / 2)>\xi / \Delta>-(1-\Delta / 2)$, one has $\mathcal{R}_{\mathrm{I}}$.
(e) Recover the results in Prob. 17.3 as $\lambda \rightarrow 1$.
(f) Sketch and discuss (see [Wa75]).
47.10. Use Prob. 47.9 to extend the Coulomb sum rule in Prob. 17.4 to ( $\nu_{l}, l^{-}$). Define $C^{(+)}(q) \equiv(1 / N) \int_{0}^{\infty} d \omega R^{(+)}(q, \omega)$. Show

$$
\begin{array}{rlrl}
C^{(+)}(q) & =1 & & ; \Delta>1+\lambda \\
& =\frac{1}{2}\left(1-\lambda^{2}\right)+\frac{3}{8}\left(1+\lambda^{2}\right) \Delta-\frac{1}{16} \Delta^{3}+\frac{3\left(1-\lambda^{2}\right)^{2}}{16 \Delta} & ; 1+\lambda>\Delta>1-\lambda \\
& =1-\lambda^{2} & & ; 1-\lambda>\Delta>0
\end{array}
$$

Recover the result in Prob. 17.4 as $\lambda \rightarrow 1$.
47.11. In coincidence reactions $\left(e, e^{\prime} X\right)$ or $\left(\nu_{l}, l^{-} X\right)$ the final-state interaction of the emitted hadrons must be taken into account. The optical potential for doing this is analyzed in Probs. 15.6-10. The Glauber approximation then provides an excellent high energy approximation for determining the scattering state wave function [G159] (see also [Sc68]).
(a) Look for a solution $\psi=u / r$ to the radial Schrödinger equation in Prob. 1.3 of the form $u_{l}(r)=e^{ \pm i k \phi(r)}$. Show that for large $k$, one can write the solution $\phi(r)=r-r_{0}+$ $\int_{r_{0}}^{r} d r\left[\left(1-v_{\mathrm{eff}}(r) / k^{2}\right)^{1 / 2}-1\right]+\phi\left(r_{0}\right)$. Here $v_{\mathrm{eff}}(r) \equiv v(r)+l(l+1) / r^{2}$.
(b) Assume the radial solution vanishes at the classical turning point $v_{\text {eff }}\left(r_{0}\right)=k^{2}$ and write $u_{l} \approx a\left\{e^{i k\left[\phi(r)-\phi\left(r_{0}\right)\right]}-e^{-i k\left[\phi(r)-\phi\left(r_{0}\right)\right]}\right\}$. Identify the phase shift through the asymptotic form in Probs. 1.3-4 to get $\delta_{l}=l \pi / 2-k r_{0}+k \int_{r_{0}}^{\infty} d r\left[\left(1-v_{\text {eff }}(r) / k^{2}\right)^{1 / 2}-1\right]$.
(c) To satisfy the condition $\delta_{l}=0$ when $v=0$, it is necessary to allow the wave function to slightly leak into the barrier; hence define

$$
\begin{aligned}
& \delta_{l}^{\mathrm{WKB}} \equiv\left(l+\frac{1}{2}\right) \frac{\pi}{2}-k r_{0}+k \int_{r_{\mathrm{o}}}^{\infty} d r\left[\left(1-\frac{v_{\mathrm{eff}}(r)}{k^{2}}\right)^{1 / 2}-1\right] \\
& v_{\mathrm{eff}}(r)=v(r)+\frac{\left(l+\frac{1}{2}\right)^{2}}{r^{2}} \quad ; v_{\mathrm{eff}}\left(r_{0}\right)=k^{2}
\end{aligned}
$$

Show $\delta_{l}^{\text {WKB }}=0$ when $v=0$.
(d) Define the impact parameter by $l+\frac{1}{2}=k b$. Let $v(r) / k^{2} \rightarrow 0$ and show

$$
\delta_{l}^{\mathrm{WKB}} \stackrel{v / k^{2} \rightarrow 0}{\longrightarrow} \delta_{l}^{\text {Glauber }} \equiv-\frac{1}{4 k} \int_{-\infty}^{\infty} d z v\left(\sqrt{b^{2}+z^{2}}\right)
$$

Here the Glauber phase shift is calculated by integrating on a straight line eikonal trajectory through the potential at impact parameter $b$.
47.12. Write $2 i \delta_{l}^{\text {Glauber }} \equiv i \chi(b, k)=-(i / 2 k) \int_{-\infty}^{\infty} d z v\left(\sqrt{b^{2}+z^{2}}\right)$.
(a) Justify replacing $\sum_{l} \rightarrow k \int d b$; use Heine's relation $\operatorname{Lim}_{l \rightarrow \infty} P_{l}\left(1-z^{2} / 2 l^{2}\right)=J_{0}(z)$; recall $\vec{q}^{2}=2 k^{2}(1-\cos \theta)$; and hence show at high energy the scattering amplitude in Prob. 1.3 can be written

$$
f(k, \theta) \rightarrow \frac{k}{i} \int_{0}^{\infty} b d b J_{0}(q b)\left[e^{i \chi(b, k)}-1\right]=\frac{k}{2 \pi i} \int d^{2} b e^{-i \vec{q} \cdot \vec{b}}\left[e^{i \chi(b, k)}-1\right]
$$

The last expression is the (transverse) two-dimensional Fourier transform of the eikonal. (b) Change variables to $d \cos \theta=-q d q / k^{2}$, and assume the scattering amplitude falls off
fast enough so that one can perform $\int d^{2} q$ over the entire transverse plane. Show

$$
\sigma_{\mathrm{el}}=\int d^{2} b\left|e^{i \chi(k, b)}-1\right|^{2}
$$

(c) Use the optical theorem $\operatorname{Im} f_{\mathrm{el}}(0)=(k / 4 \pi) \sigma_{\text {tot }}$ [Sc68] to show

$$
\begin{aligned}
\sigma_{\mathrm{tot}} & =\int d^{2} b 2 \operatorname{Re}\left[1-e^{i \chi(k, b)}\right] \\
\sigma_{\mathrm{r}} & \equiv \sigma_{\mathrm{tot}}-\sigma_{\mathrm{el}}=\int d^{2} b\left[1-\left|e^{i \chi(b, k)}\right|^{2}\right]
\end{aligned}
$$

47.13. The matrix elements of the nuclear weak currents in the traditional nuclear physics picture in chapter 45 can be calculated through the use of the results in Probs. 8.3-4 and the following relation [Wa75]

$$
\begin{aligned}
\left\langle n^{\prime}\left(l^{\prime} \frac{1}{2}\right) j^{\prime}\left\|M_{J} \vec{\nabla} \cdot \vec{\sigma}\right\| n\left(l \frac{1}{2}\right) j\right\rangle= & \sum_{J^{\prime}}(-1)^{J^{\prime}-J}\left[6(2 j+1)\left(2 j^{\prime}+1\right)\left(2 J^{\prime}+1\right)\right]^{1 / 2} \\
& \times\left\{\begin{array}{ccc}
l^{\prime} & l & J^{\prime} \\
\frac{1}{2} & \frac{1}{2} & 1 \\
j^{\prime} & j & J
\end{array}\right\}\left\langle n^{\prime} l^{\prime}\left\|\vec{M}_{J^{\prime} J} \cdot \vec{\nabla}\right\| n l\right\rangle
\end{aligned}
$$

(a) Derive this result (see [Ed74]).
(b) Use the result in Prob. 8.4 to obtain an explicit expression in terms of radial integrals.
48.1. Demonstrate the approximate unitarity of the parameterization of the mixing matrix $\underline{U}$ in Eq. (48.13).
48.2. Introduce weak isodoublets whose lower components are the fully mixed $(d, s, b)$ expressions in Eq. (48.12). Construct the weak neutral current, and show that it is diagonal in flavor.
49.1. Verify Eq. (49.20) by direct calculation.
49.2. Assume the solar $\nu_{e}$ neutrinos are converted to just one other type of neutrino ( $\nu_{\mu}$ or $\nu_{\tau}$ ) on their way to earth from the sun and take the central value of the SNO results in Fig. 49.3 for the fraction converted. Use the two state analysis in this chapter to compute and plot the implied allowed range of mixing angle $\theta$ and mass difference $\delta \mathrm{m}^{2}$.
50.1. Establish the following traces for massless (relativistic) electrons [see Eqs. (50.26) and (50.21)]:
(a) $\operatorname{tr} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} \gamma_{\sigma} \gamma_{5}=4 \varepsilon_{\mu \nu \rho \sigma}$
(b) $\eta_{\mu \nu}^{(1)}=\frac{-1}{2} \operatorname{tr} \gamma_{\nu}\left(-i \gamma_{\rho} k_{2 \rho}\right)\left(a \gamma_{\mu}+b \gamma_{\mu} \gamma_{5}\right)\left(-\gamma_{5}\right)\left(-i \gamma_{\sigma} k_{1 \sigma}\right)=-2\left(b \eta_{\mu \nu}+a \varepsilon_{\mu \nu \rho \sigma} k_{1 \rho} k_{2 \sigma}\right)$
(c) $\eta_{\mu \nu}^{(2)}=\frac{-1}{2} \operatorname{tr}\left(a \gamma_{\nu}+b \gamma_{\nu} \gamma_{5}\right)\left(-i \gamma_{\rho} k_{2 \rho}\right) \gamma_{\mu}\left(-\gamma_{5}\right)\left(-i \gamma_{\sigma} k_{1 \sigma}\right)=-2\left(b \eta_{\mu \nu}+a \varepsilon_{\mu \nu \rho \sigma} k_{1 \rho} k_{2 \sigma}\right)$
(d) Hence conclude

$$
\begin{aligned}
& \eta_{\mu \nu}^{(1)}=\eta_{\mu \nu}^{(2)}=-2\left(b \eta_{\mu \nu}+a \varepsilon_{\mu \nu \rho \sigma} k_{1 \rho} k_{2 \sigma}\right) \\
& \eta_{\mu \nu}=k_{2 \nu} k_{1 \mu}+k_{2 \mu} k_{1 \nu}-k_{1} \cdot k_{2} \delta_{\mu \nu}
\end{aligned}
$$

50.2. Derive Eqs. (50.32) and (50.33).
50.3. Assume the single-nucleon matrix element of the weak neutral current has the form $\left\langle p^{\prime}\right| \mathcal{J}_{\mu}^{(0)}(0)|p\rangle=(i / \Omega) \bar{u}\left(p^{\prime}\right)\left[F_{1}^{(0)} \gamma_{\mu}+F_{2}^{(0)} \sigma_{\mu \nu} q_{\nu}+F_{A}^{(0)} \gamma_{5} \gamma_{\mu}-i F_{P}^{(0)} \gamma_{5} q_{\mu}\right] u(p)$. Assume the
matrix element of the electromagnetic current has the form in Eq. (42.37). Show that for relativistic electrons the parity-violating asymmetry for $N(\vec{e}, e) N$ has the form [Po87] (here $G_{\mathrm{M}} \equiv F_{1}+2 m F_{2}$ )

$$
\begin{aligned}
\mathcal{A}\left\{\left[\left(F_{1}^{\gamma}\right)^{2}\right.\right. & \left.\left.+q^{2}\left(F_{2}^{\gamma}\right)^{2}\right] \cos ^{2} \frac{\theta}{2}+\frac{q^{2}}{2 m^{2}}\left(G_{\mathrm{M}}^{\gamma}\right)^{2} \sin ^{2} \frac{\theta}{2}\right\}=-\frac{G q^{2}}{2 \pi \alpha \sqrt{2}} \\
& \times\left\{\left[F_{1}^{(0)} F_{1}^{\gamma}+q^{2} F_{2}^{(0)} F_{2}^{\gamma}\right] \cos ^{2} \frac{\theta}{2}+\frac{q^{2}}{2 m^{2}} G_{\mathrm{M}}^{(0)} G_{\mathrm{M}}^{\gamma} \sin ^{2} \frac{\theta}{2}\right. \\
& \left.-\frac{\sin \theta / 2}{m} \sqrt{q^{2} \cos ^{2} \frac{\theta}{2}+\vec{q}^{2} \sin ^{2} \frac{\theta}{2}} G_{\mathrm{M}}^{\gamma}\left(1-4 \sin ^{2} \theta_{W}\right) F_{A}^{(0)}\right\}
\end{aligned}
$$

50.4. Discuss the form factors $F_{i}^{(0)}$ in Prob. 50.3 within the standard model under the following assumptions about the strong interactions:
(a) Point nucleons;
(b) QCD in the nuclear domain of $(u, d)$ quarks and strong isospin invariance;
(c) QCD in the extended domain of ( $u, d, s, c$ ) quarks and strong isospin invariance.
50.5. Consider $\nu_{l}+{ }_{2}^{4} \mathrm{He} \rightarrow \nu_{l}+{ }_{2}^{4} \mathrm{He}$. Calculate the differential cross section under the following assumptions about the strong interactions:
(a) QCD in the nuclear domain of ( $u, d$ ) quarks and strong isospin invariance;
(b) QCD in the extended domain of ( $u, d, s, c$ ) quarks and strong isospin invariance;
(c) Discuss the relation to the parity violation measurement ${ }_{2}^{4} \mathrm{He}(\vec{e}, e){ }_{2}^{4} \mathrm{He}$.
50.6. Carry out the following simplified calculation of ${ }_{1}^{2} \mathrm{H}\left(\vec{e}, e^{\prime}\right)$ in the deep inelastic region [Wa01]:
(a) Assume forward angles with $\theta_{e} \rightarrow 0$; assume also $\sin ^{2} \theta_{W} \approx 1 / 4$. Show $\mathcal{A}=$ $-\left(G q^{2} / 4 \pi \alpha \sqrt{2}\right)\left[\nu W_{2}\left(\nu, q^{2}\right)^{\text {int }} / \nu W_{2}\left(\nu, q^{2}\right)^{\gamma}\right] ;$
(b) For a nucleon, assume just three valence quarks and identical quark distributions; use the quark parton model (chapter 38) to reduce the required ratio of structure functions to a ratio of charges $\left[\sum_{i} 2 Q_{i}^{\gamma} Q_{i}^{(0)}\right] /\left[\sum_{i}\left(Q_{i}^{\gamma}\right)^{2}\right]$;
(c) For the deuteron, take an incoherent sum of structure functions and show $\mathcal{A}_{2_{\mathrm{H}}}=$ $-\left(G q^{2} / 4 \pi \alpha \sqrt{2}\right) 2\left[\left(\sum_{i} Q_{i}^{\gamma} Q_{i}^{(0)}\right)_{p}+\left(\sum_{i} Q_{i}^{\gamma} Q_{i}^{(0)}\right)_{n}\right] /\left[\sum_{i}\left(Q_{i}^{2}\right)_{p}^{\gamma}+\sum_{i}\left(Q_{i}^{2}\right)_{n}^{\gamma}\right] ;$
(d) Hence show that under these assumptions ${ }^{1}$

$$
\mathcal{A}_{2_{\mathrm{H}}}=-\frac{G q^{2}}{2 \pi \alpha \sqrt{2}} \frac{2}{5}
$$

(e) Compare with the experimental results in $[\operatorname{Pr} 78, \operatorname{Pr} 79]$.

The last problem goes beyond the standard model:
50.7. Suppose there were a very heavy charged vector boson $\tilde{W}_{\mu}$, right-handed neutrinos $\left(\nu_{l}\right)_{\mathrm{R}}$, and an interaction with coupling ( $1-\gamma_{5}$ ) in Eqs. (43.39), (43.41), and (43.42).
(a) Discuss the experimental consequences.
(b) Compute the allowed rate for $n \rightarrow p+e^{-}+\left(\nu_{e}\right)_{R}$ in terms of $\left(\tilde{g}, M_{\tilde{W}}\right)$.
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## Appendix A

## Part 1

## A. 1 Meson exchange potentials

Consider the lowest-order scattering operator in nonrelativistic potential scattering

$$
\begin{equation*}
S^{(1)}=\frac{-i}{\hbar c} \int \mathcal{H}_{I}(x) d^{4} x \tag{A.1}
\end{equation*}
$$

In second quantization the interaction hamiltonian with a potential $V_{\text {eff }}$ and distinguishable fermions is given by

$$
\begin{equation*}
\int d^{3} x \mathcal{H}_{I}(x)=\iint d^{3} x d^{3} y \psi_{a}^{\dagger}(x) \psi_{b}^{\dagger}(y) V_{\mathrm{eff}}(\vec{y}-\vec{x}) \psi_{b}(y) \psi_{a}(x) \tag{A.2}
\end{equation*}
$$

The kinematic situation is illustrated in Fig. A1.1. That part of the nonrelativistic field operator that contributes to the matrix element is the following

$$
\begin{equation*}
\psi \doteq \frac{1}{\Omega^{1 / 2}} \sum_{\vec{k} \lambda} a_{\vec{k} \lambda} \chi_{\lambda} e^{i k \cdot x} \tag{A.3}
\end{equation*}
$$

Here $\Omega$ is the quantization volume. The matrix element of the scattering operator for the situation illustrated in Fig. A1.1 thus takes the form

$$
\begin{equation*}
S_{\mathrm{fi}}^{(1)}=\frac{-i}{\hbar c \Omega^{2}}(2 \pi)^{4} \delta^{(4)}\left(k_{1}+k_{2}-k_{3}-k_{4}\right) \tilde{V}_{\mathrm{eff}}(\vec{q}) \tag{A.4}
\end{equation*}
$$

where $\vec{q}=\vec{k}_{1}-\vec{k}_{3}=\vec{k}_{4}-\vec{k}_{2}$. Here spin indices have been suppressed.
The interaction lagrangian density for scalar meson exchange is given by

$$
\begin{equation*}
\mathcal{L}_{I}=g_{s} \bar{\psi} \psi \phi \tag{A.5}
\end{equation*}
$$

The Feynman rules (Fig. A1.1) then yield the following lowest-order S-matrix

$$
\begin{align*}
S_{\mathrm{fi}}= & \left(\frac{-i}{\hbar c}\right)^{2}\left(-g_{s}\right)^{2}(2 \pi)^{4} \delta^{(4)}\left(k_{1}+k_{2}-k_{3}-k_{4}\right) \frac{1}{\Omega^{2}} \frac{\hbar}{i c} \frac{1}{q^{2}+m_{s}^{2}} \\
& \times \bar{u}_{a}\left(k_{3}\right) u_{a}\left(k_{1}\right) \bar{u}_{b}\left(k_{4}\right) u_{b}\left(k_{2}\right) \tag{A.6}
\end{align*}
$$

The limit $M \rightarrow \infty$ represents static sources; in this limit $q_{0}=O(1 / M)$ and $\bar{u} u \rightarrow$ $\delta_{s s^{\prime}}$. A comparison of Eqs. (A.4) and (A.6) then allows the identification

$$
\begin{equation*}
\tilde{V}_{\mathrm{eff}}(\vec{q})=-\frac{g_{s}^{2}}{c^{2}} \frac{1}{\vec{q}^{2}+m_{s}^{2}} \tag{A.7}
\end{equation*}
$$

Note the sign. The Fourier transform of this relation then yields the celebrated Yukawa potential

$$
\begin{align*}
V_{\mathrm{eff}}(r) & =\int e^{i \vec{q} \cdot \vec{r}} \tilde{V}_{\mathrm{eff}}(\vec{q}) \frac{d^{3} q}{(2 \pi)^{3}} \\
& =-\frac{g_{s}^{2}}{4 \pi c^{2}} \frac{e^{-m_{s} r}}{r} \tag{A.8}
\end{align*}
$$

Here all masses are in units of inverse Compton wavelengths $m c / \hbar$.


Fig. A1.1. Kinematics for scattering, and scalar meson exchange.
We summarize the effective potentials obtained in this fashion from various meson exchanges and lagrangian densities. The respective vertices are indicated pictorially in Fig. A1.2.


Fig. A1.2. Pictorial representation of vertices for various types of meson exchange: (a) neutral scalar $\sigma$; (b) neutral vector $\omega$; (c) isovector vector $\vec{\rho}$; (d) isovector pseudoscalar $\vec{\pi}$.

$$
\begin{equation*}
\mathcal{L}_{I} \quad V_{\mathrm{eff}}(r) \tag{A.9}
\end{equation*}
$$

(a) $\quad g_{s} \bar{\psi} \psi \phi \quad-\frac{g_{s}^{2}}{4 \pi c^{2}} \frac{e^{-m_{s} r}}{r}$
(b) $\quad i g_{v} \bar{\psi} \gamma_{\mu} \psi \omega_{\mu} \quad \frac{g_{v}^{2}}{4 \pi} \frac{e^{-m_{\nu} r}}{r}$
(c) $\quad i g_{\rho} \bar{\psi} \gamma_{\mu} \frac{1}{2} \vec{\tau} \psi \cdot \vec{\rho}_{\mu} \quad \frac{g_{\rho}^{2}}{4 \pi} \frac{1}{4} \vec{\tau}_{1} \cdot \vec{\tau}_{2} \frac{e^{-m_{\rho} r}}{r}$
(d)

$$
i g_{\pi} \bar{\psi} \gamma_{5} \vec{\tau} \psi \cdot \vec{\pi}
$$

$$
\frac{g_{\pi}^{2}}{4 \pi c^{2}}\left(\frac{m_{\pi}}{2 M}\right)^{2} \frac{1}{3} \vec{\tau}_{1} \cdot \vec{\tau}_{2}
$$

$$
\times\left\{\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}+S_{12}\left[1+\frac{3}{m_{\pi} r}+\frac{3}{\left(m_{\pi} r\right)^{2}}\right]\right\} \frac{e^{-m_{\pi} r}}{r}
$$

Several comments are relevant here:

- Note the presence of the tensor interaction proportional to $S_{12}$ in the onepion exchange potential (d);
- The neutral vector meson result (b) assumes that the $\omega_{\mu}$ is coupled to the conserved baryon current. Then the interaction is just like that in QED, only with a finite photon mass;
- The pion potential in (d) actually yields a divergent Fourier transform. The one pion exchange potential (OPEP) (d) is obtained in coordinate space if this Fourier transform is interpreted in the following fashion

$$
\begin{equation*}
\frac{\left(\vec{\sigma}^{(1)} \cdot \vec{q}\right)\left(\vec{\sigma}^{(2)} \cdot \vec{q}\right)}{\vec{q}^{2}+m_{\pi}^{2}} \equiv \int e^{-i \vec{q} \cdot \vec{r}}\left[-\left(\vec{\sigma}^{(1)} \cdot \vec{\nabla}\right)\left(\vec{\sigma}^{(2)} \cdot \vec{\nabla}\right)\right] \frac{e^{-m_{\pi} r}}{4 \pi r} d^{3} r \tag{A.10}
\end{equation*}
$$

- Note that the OPEP is still singular at the origin.


## A. $2 \quad b_{\alpha}^{\dagger}$ is a rank- $j$ irreducible tensor operator

The canonical transformation to particles and holes for the situation illustrated in Fig. 5.1 is defined in Eq. (5.3)

$$
\begin{align*}
a_{\alpha}^{\dagger} \equiv c_{\alpha}^{\dagger} & ; \alpha>F \\
b_{\alpha}^{\dagger} \equiv S_{-\alpha} c_{-\alpha} & ; \alpha<F \tag{A.11}
\end{align*}
$$

Here $|-\alpha\rangle=\left|n l s j,-m_{j}\right\rangle \equiv\left|a,-m_{\alpha}\right\rangle$. The goal of this appendix is to show that the hole creation operator $b_{\alpha}^{\dagger}$ is an irreducible tensor operator [Ed74] and hence properly creates an eigenstate of angular momentum. ${ }^{2}$ The additional phase

[^208]$S_{\alpha} \equiv(-1)^{j_{\alpha}-m_{\alpha}}=-S_{-\alpha}$ (recall $j_{\alpha}$ is half-integral) is essential to the argument. The first step in the proof is the construction of the angular momentum operator
\[

$$
\begin{align*}
\hat{\vec{J}}= & \sum_{\alpha \beta} c_{\alpha}^{\dagger}\langle\alpha| \vec{J}|\beta\rangle c_{\beta}=\sum_{n l j m m^{\prime}>F} a_{n l j m}^{\dagger}\langle j m| \vec{J}\left|j m^{\prime}\right\rangle a_{n l j m^{\prime}} \\
& +\sum_{n l j m m^{\prime}<F}\langle j m| \vec{J}\left|j m^{\prime}\right\rangle(-1)^{j-m} b_{n l j-m}(-1)^{j-m^{\prime}} b_{n l j-m^{\prime}}^{\dagger} \tag{A.12}
\end{align*}
$$
\]

Now use the anticommutation relations $(-1)^{j-m} b_{n l j-m}(-1)^{j-m^{\prime}} b_{n l j-m^{\prime}}^{\dagger}=$ $(-1)^{m-m^{\prime}}\left[\delta_{m m^{\prime}}-b_{n l j-m^{\prime}}^{\dagger} b_{n l j-m}\right]$ and the Wigner-Eckart theorem [Ed74], which implies

$$
\begin{align*}
\sum_{m}\langle j m| \vec{J}|j m\rangle & =0 \\
\langle j m| J_{1 q}\left|j m^{\prime}\right\rangle & =(-1)^{m^{\prime}-m+1}\left\langle j-m^{\prime}\right| J_{1 q}|j-m\rangle \tag{A.13}
\end{align*}
$$

A change of dummy summation indices then gives

$$
\begin{equation*}
\hat{\vec{J}}=\sum_{n l j m m^{\prime}>F} a_{n l j m}^{\dagger}\langle j m| \vec{J}\left|j m^{\prime}\right\rangle a_{n l j m^{\prime}}+\sum_{n l j m m^{\prime}<F} b_{n l j m}^{\dagger}\langle j m| \vec{J}\left|j m^{\prime}\right\rangle b_{n l j m^{\prime}} \tag{A.14}
\end{equation*}
$$

One now demonstrates that $b_{\alpha}^{\dagger}=b_{a m_{\alpha}}^{\dagger}$ is an ITO by considering the commutator

$$
\begin{align*}
{\left[\hat{\vec{J}}, b_{a m_{\alpha}}^{\dagger}\right] } & =\sum_{\beta \gamma}\langle\beta| \vec{J}|\gamma\rangle\left[b_{\beta}^{\dagger} b_{\gamma}, b_{\alpha}^{\dagger}\right]=\sum_{\beta \gamma}\langle\beta| \vec{J}|\gamma\rangle \delta_{\alpha \gamma} b_{\beta}^{\dagger} \\
& =\sum_{m_{\alpha}^{\prime}}\left\langle j_{\alpha} m_{\alpha}^{\prime}\right| \vec{J}\left|j_{\alpha} m_{\alpha}\right\rangle b_{a m_{\alpha}^{\prime}}^{\dagger} \tag{A.15}
\end{align*}
$$

This is the definition of an ITO [Ed74].
These arguments can readily be extended to include isospin by taking

$$
\begin{align*}
|\alpha\rangle & =\left|n l \frac{1}{2} j m_{j} ; \frac{1}{2} m_{t}\right\rangle \\
|-\alpha\rangle & =\left|n l \frac{1}{2} j-m_{j} ; \frac{1}{2}-m_{t}\right\rangle \equiv\left|a,-m_{j_{\alpha}}-m_{t_{\alpha}}\right\rangle \\
S_{\alpha} & =(-1)^{j_{\alpha}-m_{j_{\alpha}}}(-1)^{\frac{1}{2}-m_{t_{\alpha}}} \tag{A.16}
\end{align*}
$$

Then the same proof shows $b_{\alpha}^{\dagger}$ is an ITO with respect to both angular momentum and isospin.

## Appendix B

## Part 2

## B. 1 Pressure in MFT

The pressure $p$ can be determined from Eq. (14.12) and the field expansions, or one can use thermodynamics; these two approaches give identical results [Se86]. In this appendix the thermodynamic argument is summarized.

Start from the first law of thermodynamics

$$
\begin{equation*}
d E=-p d V \quad ; B \text { fixed } \tag{B.1}
\end{equation*}
$$

Consider the expression

$$
\begin{equation*}
\frac{\partial \varepsilon}{\partial \rho_{\mathrm{B}}}=\frac{\partial(E / V)}{\partial V} \frac{\partial V}{\partial \rho_{\mathrm{B}}}=\left(-\frac{E}{V^{2}}+\frac{1}{V} \frac{\partial E}{\partial V}\right)\left(-\frac{V^{2}}{B}\right)=\frac{\varepsilon}{\rho_{\mathrm{B}}}+\frac{p}{\rho_{\mathrm{B}}} \tag{B.2}
\end{equation*}
$$

Thus

$$
\begin{equation*}
p=\rho_{\mathrm{B}} \frac{\partial \varepsilon}{\partial \rho_{\mathrm{B}}}-\varepsilon=\rho_{\mathrm{B}}^{2} \frac{\partial}{\partial \rho_{\mathrm{B}}}\left(\frac{\varepsilon}{\rho_{\mathrm{B}}}\right) \tag{B.3}
\end{equation*}
$$

One can keep $\phi_{0}$ fixed here since from Eq. (14.27)

$$
\begin{equation*}
\left(\frac{\partial \varepsilon}{\partial \phi_{0}}\right)_{V, B}=0 \tag{B.4}
\end{equation*}
$$

One then has from Eq. (B.3) and the first of Eqs. (14.26)

$$
\begin{align*}
p= & \frac{g_{v}^{2} \rho_{\mathrm{B}}^{2}}{2 m_{v}^{2}}-\left\{\frac{m_{s}^{2}}{2 g_{s}^{2}}\left(M-M^{*}\right)^{2}+\frac{\gamma}{(2 \pi)^{3}} \int_{0}^{k_{\mathrm{F}}} d^{3} k\left(k^{2}+M^{* 2}\right)^{1 / 2}\right\} \\
& +\rho_{\mathrm{B}}\left\{\frac{\gamma}{(2 \pi)^{3}} 4 \pi k_{\mathrm{F}}^{2}\left(k_{\mathrm{F}}^{2}+M^{* 2}\right)^{1 / 2} \frac{\partial k_{\mathrm{F}}}{\partial \rho_{\mathrm{B}}}\right\} \tag{B.5}
\end{align*}
$$

Note $\rho_{\mathrm{B}}=\gamma k_{\mathrm{F}}^{3} / 6 \pi^{2}$; thus the third and fourth terms can be written in the form

$$
\begin{align*}
& \frac{\gamma}{(2 \pi)^{3}} 4 \pi\left[\frac{1}{3} k_{\mathrm{F}}^{3}\left(k_{\mathrm{F}}^{2}+M^{* 2}\right)^{1 / 2}-\int_{0}^{k_{\mathrm{F}}} k^{2} d k\left(k^{2}+M^{* 2}\right)^{1 / 2}\right] \\
& \quad=\frac{\gamma}{(2 \pi)^{3}} 4 \pi \int_{0}^{k_{\mathrm{F}}} \frac{1}{3} \frac{k^{4}}{\left(k^{2}+M^{* 2}\right)^{1 / 2}} d k \tag{B.6}
\end{align*}
$$

This last equality follows upon a partial integration with $u=k^{3} / 3, d u=$ $k^{2} d k ; d v=k d k /\left(k^{2}+M^{* 2}\right)^{1 / 2}, v=\left(k^{2}+M^{* 2}\right)^{1 / 2}$. Thus we arrive at the following expression for the pressure

$$
\begin{equation*}
p=\frac{g_{v}^{2} \rho_{\mathrm{B}}^{2}}{2 m_{v}^{2}}-\frac{m_{s}^{2}}{2 g_{s}^{2}}\left(M-M^{*}\right)^{2}+\frac{\gamma}{(2 \pi)^{3}} \frac{1}{3} \int_{0}^{k_{\mathrm{F}}} d^{3} k \frac{k^{2}}{\left(k^{2}+M^{* 2}\right)^{1 / 2}} \tag{B.7}
\end{equation*}
$$

This is the result quoted in Eq. (14.26).

## B. 2 Thermodynamic potential and equation of state

First introduce some notation. Order all the single-particle modes and write

$$
\begin{align*}
\left\{n_{\vec{k} \lambda}\right\} & \equiv\left\{n_{1}, n_{2}, n_{3}, \cdots, n_{\infty}\right\} \\
& \equiv\left\{n_{i}\right\} \quad ; i=1,2, \cdots, \infty \tag{B.8}
\end{align*}
$$

The grand partition function is then given by

$$
\begin{align*}
Z_{G}= & \sum_{n_{1}} \cdots \sum_{n_{\infty}} \sum_{\bar{n}_{1}} \cdots \sum_{\bar{n}_{\infty}} \\
& \times\left\langle n_{1}, \cdots, n_{\infty} ; \bar{n}_{1}, \cdots, \bar{n}_{\infty}\right| e^{-\beta(\hat{H}-\mu \hat{B})}\left|n_{1}, \cdots, n_{\infty} ; \bar{n}_{1}, \cdots, \bar{n}_{\infty}\right\rangle \tag{B.9}
\end{align*}
$$

Use $\hat{H}_{\mathrm{MFT}}, \hat{B}$, and the factorization of exponentials

$$
\begin{align*}
Z_{G}= & \exp \left\{-\beta V\left(\frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\frac{1}{2} m_{v}^{2} V_{0}^{2}\right)\right\} \\
& \times \prod_{i} \sum_{n_{i}}\left\langle n_{i}\right| e^{-\beta\left(E_{i}^{*}-\mu^{*}\right) n_{i}}\left|n_{i}\right\rangle \times \prod_{j} \sum_{\bar{n}_{j}}\left\langle\bar{n}_{j}\right| e^{-\beta\left(E_{j}^{*}+\mu^{*}\right) \bar{n}_{j}}\left|\bar{n}_{j}\right\rangle \tag{B.10}
\end{align*}
$$

Here (with $k=|\vec{k}|$ )

$$
\begin{align*}
E_{k}^{*} & \equiv \sqrt{k^{2}+M^{* 2}} \\
\mu^{*} & \equiv \mu-g_{v} V_{0} \tag{B.11}
\end{align*}
$$

There are just two values of the occupation numbers for fermions $n_{i}, \bar{n}_{i}=0,1$. Thus

$$
\begin{align*}
Z_{G}= & \exp \left\{-\beta V\left(\frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\frac{1}{2} m_{v}^{2} V_{0}^{2}\right)\right\} \\
& \times \prod_{i}\left\{1+e^{-\beta\left(E_{i}^{*}-\mu^{*}\right)}\right\} \prod_{j}\left\{1+e^{-\beta\left(E_{j}^{*}+\mu^{*}\right)}\right\} \tag{B.12}
\end{align*}
$$

Thus the thermodynamic potential in Eq. (18.1) is given by

$$
\begin{align*}
\Omega= & V\left(\frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\frac{1}{2} m_{v}^{2} V_{0}^{2}\right)-\frac{1}{\beta} \sum_{i} \ln \left\{1+e^{-\beta\left(E_{i}^{*}-\mu^{*}\right)}\right\} \\
& -\frac{1}{\beta} \sum_{j} \ln \left\{1+e^{-\beta\left(E_{j}^{*}+\mu^{*}\right)}\right\} \tag{B.13}
\end{align*}
$$

Now compute the thermodynamic variables, for example

$$
\begin{equation*}
B=-\left(\frac{\partial \Omega}{\partial \mu}\right)_{T, V}=-\left(\frac{\partial \Omega}{\partial \mu}\right)_{T, V ; \phi_{0}, V_{0}} \tag{B.14}
\end{equation*}
$$

This gives, with $\sum_{i} \rightarrow\left[\gamma V /(2 \pi)^{3}\right] \int d^{3} k$

$$
\begin{equation*}
\rho_{\mathrm{B}}=\frac{\gamma}{(2 \pi)^{3}} \int d^{3} k\left(n_{k}-\bar{n}_{k}\right) \tag{B.15}
\end{equation*}
$$

Here the thermal occupation numbers are defined by

$$
\begin{equation*}
n_{k}=\left[e^{\beta\left(E_{k}^{*}-\mu^{*}\right)}+1\right]^{-1} \quad \bar{n}_{k}=\left[e^{\beta\left(E_{k}^{*}+\mu^{*}\right)}+1\right]^{-1} \tag{B.16}
\end{equation*}
$$

The pressure can be obtained from $p=-\Omega / V$ which gives

$$
\begin{align*}
p= & \frac{1}{2} m_{v}^{2} V_{0}^{2}-\frac{1}{2} m_{s}^{2} \phi_{0}^{2} \\
& +\frac{1}{\beta} \frac{\gamma}{(2 \pi)^{3}} \int d^{3} k\left[\ln \left\{1+e^{-\beta\left(E^{*}-\mu^{*}\right)}\right\}+\ln \left\{1+e^{-\beta\left(E^{*}+\mu^{*}\right)}\right\}\right] \tag{B.17}
\end{align*}
$$

Now integrate by parts. In the first term, for example, define

$$
\begin{array}{rl}
d v=k^{2} d k & u=\ln \left\{1+e^{-\beta\left(E^{*}-\mu^{*}\right)}\right\} \\
v=\frac{1}{3} k^{3} & d u=-\frac{e^{-\beta\left(E^{*}-\mu^{*}\right)}}{1+e^{-\beta\left(E^{*}-\mu^{*}\right)}} \beta \frac{k d k}{E^{*}} \tag{B.18}
\end{array}
$$

Then

$$
\begin{equation*}
p=\frac{1}{2} m_{v}^{2} V_{0}^{2}-\frac{1}{2} m_{s}^{2} \phi_{0}^{2}+\frac{\gamma}{(2 \pi)^{3}} \int d^{3} k \frac{1}{3}\left(n_{k}+\bar{n}_{k}\right) \frac{k^{2}}{\left(k^{2}+M^{* 2}\right)^{1 / 2}} \tag{B.19}
\end{equation*}
$$

The energy is obtained from

$$
\begin{equation*}
\frac{1}{V} E=\frac{1}{V}\langle\langle\hat{H}\rangle\rangle=\frac{1}{V} \frac{\partial(\beta \Omega)}{\partial \beta}+\mu \rho_{\mathrm{B}} \tag{B.20}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\frac{1}{V} E=\frac{1}{2} m_{s}^{2} \phi_{0}^{2}-\frac{1}{2} m_{v}^{2} V_{0}^{2}+g_{v} V_{0} \rho_{\mathrm{B}}+\frac{\gamma}{(2 \pi)^{3}} \int d^{3} k \sqrt{k^{2}+M^{* 2}}\left(n_{k}+\bar{n}_{k}\right) \tag{B.21}
\end{equation*}
$$

The value of the scalar field $\phi_{0}$ is obtained from the minimization of the thermodynamic potential at fixed $(\mu, T, V)$

$$
\begin{equation*}
\left(\frac{\partial \Omega}{\partial \phi_{0}}\right)_{\mu, V, T}=\left(\frac{\partial \Omega}{\partial \phi_{0}}\right)_{\mu, V, T ; V_{0}}=0 \tag{B.22}
\end{equation*}
$$

This leads to the self-consistency condition (recall $M^{*}=M-g_{s} \phi_{0}$ )

$$
\begin{equation*}
\phi_{0}=\frac{g_{s}}{m_{s}^{2}} \frac{\gamma}{(2 \pi)^{3}} \int d^{3} k \frac{M^{*}}{\left(k^{2}+M^{* 2}\right)^{1 / 2}}\left(n_{k}+\bar{n}_{k}\right) \equiv \frac{g_{s}}{m_{s}^{2}} \rho_{s} \tag{B.23}
\end{equation*}
$$

This is identical to the thermal average of the scalar meson field equation for a uniform system. At the end of the calculation, one can replace the vector field by the baryon density

$$
\begin{equation*}
V_{0}=\frac{g_{v}}{m_{v}^{2}} \rho_{\mathrm{B}} \tag{B.24}
\end{equation*}
$$

This is the thermal average of the vector meson field equation for a uniform medium.

## B. $3 \pi-N$ scattering

This material is from [Ch57, Fu59, Fr60].
In the C-M system one can write (in this appendix $q \equiv|\vec{q}|$ )

$$
\begin{equation*}
\left.\frac{d \sigma}{d \Omega}=\sum_{f} \sum_{i}\left|\langle f| f_{1}+f_{2} \frac{\left(\vec{\sigma} \cdot \vec{q}_{2}\right)\left(\vec{\sigma} \cdot \vec{q}_{1}\right)}{\vec{q}^{2}}\right| i\right\rangle\left.\right|^{2} \tag{B.25}
\end{equation*}
$$

Here the matrix element is taken between two-component Pauli spinors. The quantities $f_{1}, f_{2}$ can be related to the amplitudes defined in the text through substitution of the explicit representation for the four-component Dirac spinors in Prob. 13.1 (multiplied by $(E / M)^{1 / 2}$ to get $\bar{u} u=1$ ).

$$
\begin{align*}
f_{1} & =\frac{\left[(W+M)^{2}-\mu^{2}\right]}{16 \pi W^{2}}[A+(W-M) B] \\
f_{2} & =\frac{\left[(W-M)^{2}-\mu^{2}\right]}{16 \pi W^{2}}[-A+(W+M) B] \tag{B.26}
\end{align*}
$$

The isospin structure of the amplitudes is given by

$$
\begin{equation*}
A_{\beta \alpha}=A^{+} \delta_{\beta \alpha}+A^{-} \frac{1}{2}\left[\tau_{\beta}, \tau_{\alpha}\right] \tag{B.27}
\end{equation*}
$$

with a similar relation for $B$. The indices refer to the hermitian components. The amplitude must be a second rank tensor in isospin space, and these are the only two tensors available. These amplitudes are related to those in the channels of total isospin by

$$
\begin{equation*}
A^{+}=\frac{1}{3}\left(2 A_{3 / 2}+A_{1 / 2}\right) \quad A^{-}=\frac{1}{3}\left(A_{1 / 2}-A_{3 / 2}\right) \tag{B.28}
\end{equation*}
$$

Similar relations hold for B. ${ }^{3}$
One can carry out a partial wave analysis in the C-M system. The conventional notation denotes the parity of the channel by $(-1)^{l+1}$ and the angular momentum in the channel by $j=l \pm 1 / 2$. Introduce

$$
\begin{equation*}
f_{l \pm} \equiv \frac{e^{2 i \delta_{l \pm}}-1}{2 i q}=\frac{e^{i \delta_{l \pm}} \sin \delta_{l \pm}}{q} \tag{B.29}
\end{equation*}
$$

Then ${ }^{4}$

$$
\begin{align*}
& f_{1}=\sum_{l=0}^{\infty} f_{l+} P_{l+1}^{\prime}(x)-\sum_{l=2}^{\infty} f_{l-} P_{l-1}^{\prime}(x) \\
& f_{2}=\sum_{l=1}^{\infty}\left(f_{l-}-f_{l+}\right) P_{l}^{\prime}(x) \tag{B.30}
\end{align*}
$$

Here $P_{l}^{\prime}(x) \equiv d P_{l} / d x$ with $x \equiv \cos \theta$.
The scalar functions $A, B$ satisfy fixed momentum transfer dispersion relations ${ }^{5}$

$$
\begin{align*}
A^{ \pm}\left(\nu, \kappa^{2}\right)= & \frac{1}{\pi} \int_{\nu_{0}}^{\infty} d \nu^{\prime} \operatorname{Im} A^{ \pm}\left(\nu^{\prime}, \kappa^{2}\right)\left[\frac{1}{\nu^{\prime}-\nu} \pm \frac{1}{\nu^{\prime}+\nu}\right] \\
B^{ \pm}\left(\nu, \kappa^{2}\right)= & \frac{g^{2}}{2 M}\left[\frac{1}{\nu_{\mathrm{B}}-\nu} \mp \frac{1}{\nu_{\mathrm{B}}+\nu}\right] \\
& +\frac{1}{\pi} \int_{\nu_{0}}^{\infty} d \nu^{\prime} \operatorname{Im} B^{ \pm}\left(\nu^{\prime}, \kappa^{2}\right)\left[\frac{1}{\nu^{\prime}-\nu} \mp \frac{1}{\nu^{\prime}+\nu}\right] \tag{B.31}
\end{align*}
$$

Here

$$
\begin{equation*}
\nu_{0}=\mu-\frac{\kappa^{2}}{M} \quad \nu_{\mathrm{B}}=-\left(\frac{\mu^{2}}{2 M}+\frac{\kappa^{2}}{M}\right) \tag{B.32}
\end{equation*}
$$

The singularity structure of the amplitudes in the complex $\nu$-plane at fixed $\kappa^{2}$ is shown in Fig. B3.1.


Fig. B3.1. Singularity structure of the $\pi-N$ scattering amplitudes in the complex $\nu$-plane at fixed $\kappa^{2}$.

[^209]${ }^{4}$ These relations are derived using the analysis of Jacob and Wick [Ja59] in Probs. 20.1-5.
${ }^{5}$ See Prob. 23.5.

At threshold in the C-M system $q=0$ and $W=M+\mu$, and there is only s-wave scattering so $f_{1}^{\text {th }}=f_{0+}$ and $f_{2}^{\text {th }}=0$. Thus from Eq. (B.26)

$$
\begin{equation*}
f_{0+}^{\mathrm{th}}=f_{1}^{\mathrm{th}}=\frac{1}{4 \pi(1+\mu / M)}(A+\mu B) \tag{B.33}
\end{equation*}
$$

The s-wave scattering length in $\pi-N$ scattering is defined by (note the sign)

$$
\begin{equation*}
f_{0+}^{\mathrm{th}} \equiv a_{0+} \tag{B.34}
\end{equation*}
$$

Inversion of the defining relations for the partial wave amplitudes in the C-M system [Eqs. (B.26)-(B.30)] gives

$$
\begin{align*}
f_{l \pm}= & \frac{1}{32 \pi W^{2}}\left\{\left[(W+M)^{2}-\mu^{2}\right]\left[A_{l}+(W-M) B_{l}\right]\right. \\
& \left.+\left[(W-M)^{2}-\mu^{2}\right]\left[-A_{l \pm 1}+(W+M) B_{l \pm 1}\right]\right\} \tag{B.35}
\end{align*}
$$

Here

$$
\begin{equation*}
A_{l}(s) \equiv \int_{-1}^{1} P_{l}(x) A(s, t, u) d x \quad ; \text { etc. } \tag{B.36}
\end{equation*}
$$

Also in the C-M system

$$
\begin{equation*}
\vec{q}^{2}=\frac{1}{4 W^{2}}\left[(W+M)^{2}-\mu^{2}\right]\left[(W-M)^{2}-\mu^{2}\right] \tag{B.37}
\end{equation*}
$$

## B. 4 The symmetry $S U(2)_{L} \otimes S U(2)_{R}$

The generators for the isospin and chiral transformations in chapter 21 are

$$
\begin{align*}
\hat{T}_{i} & =\int d^{3} x\left[\psi^{\dagger} \frac{1}{2} \tau_{i} \psi-\varepsilon_{i j k} \dot{\pi}_{j} \pi_{k}\right] \\
\hat{T}_{i}^{5} & =\int d^{3} x\left[\psi^{\dagger} \frac{1}{2} \tau_{i} \gamma_{5} \psi+\dot{\pi}_{i} \sigma-\dot{\sigma} \pi_{i}\right] \tag{B.38}
\end{align*}
$$

Equations (21.18) and (21.50) give the canonical (anti-)commutation relations for the fields. It is then a basic exercise in quantum mechanics to show that the isospin generators form an $S U(2)$ algebra (see e.g. [Wa92])

$$
\begin{equation*}
\left[\hat{T}_{i}, \hat{T}_{j}\right]=i \varepsilon_{i j k} \hat{T}_{k} \tag{B.39}
\end{equation*}
$$

Call this isospin subalgebra $S U(2)_{V}$. Now evaluate

$$
\begin{equation*}
\left[\hat{T}_{i}, \hat{T}_{j}^{5}\right]=\int d^{3} x\left\{\psi^{\dagger}\left[\frac{1}{2} \tau_{i}, \frac{1}{2} \tau_{j}\right] \gamma_{5} \psi-i \varepsilon_{i l j} \dot{\pi}_{l} \sigma-i \varepsilon_{i j l} \pi_{l} \dot{\sigma}\right\}=i \varepsilon_{i j k} \hat{T}_{k}^{5} \tag{B.40}
\end{equation*}
$$

In a similar fashion, for $i \neq j$, one has

$$
\begin{equation*}
\left[\hat{T}_{i}^{5}, \hat{T}_{j}^{5}\right]=\int d^{3} x\left\{\psi^{\dagger}\left[\frac{1}{2} \tau_{i}, \frac{1}{2} \tau_{j}\right] \gamma_{5}^{2} \psi-i \dot{\pi}_{i} \pi_{j}+i \pi_{i} \dot{\pi}_{j}\right\}=i \varepsilon_{i j k} \hat{T}_{k} \tag{B.41}
\end{equation*}
$$

Define the linear combinations

$$
\begin{equation*}
\vec{T}_{L} \equiv \frac{1}{2}\left(\vec{T}+\vec{T}_{5}\right) \quad \vec{T}_{R} \equiv \frac{1}{2}\left(\vec{T}-\vec{T}_{5}\right) \tag{B.42}
\end{equation*}
$$

These may be said to correspond to left- and right-handed isospin, respectively. It follows immediately from Eqs. (B.39)-(B.41) that

$$
\begin{align*}
{\left[\hat{T}_{i}^{L}, \hat{T}_{j}^{L}\right] } & =i \varepsilon_{i j k} \hat{T}_{k}^{L} \\
{\left[\hat{T}_{i}^{R}, \hat{T}_{j}^{R}\right] } & =i \varepsilon_{i j k} \hat{T}_{k}^{R} \\
{\left[\hat{T}_{i}^{R}, \hat{T}_{j}^{L}\right] } & =0 \tag{B.43}
\end{align*}
$$

The operators $\hat{\vec{T}}_{L}$ form an $S U(2)$ algebra $S U(2)_{L}$; the operators $\hat{\vec{T}}_{R}$ form an $S U(2)$ algebra $S U(2)_{R}$; and these generators commute with each other. The entire new set of generators thus forms the Lie algebra $S U(2)_{L} \otimes S U(2)_{R}$.

The following quantities are the projection operators for left- and right-handed massless Dirac particles, respectively (note appendix D.2)

$$
\begin{equation*}
P_{\downarrow}=\frac{1}{2}\left(1+\gamma_{5}\right) \quad P_{\uparrow}=\frac{1}{2}\left(1-\gamma_{5}\right) \tag{B.44}
\end{equation*}
$$

They satisfy

$$
\begin{align*}
P_{\downarrow}^{2} & =P_{\downarrow} & P_{\uparrow}^{2}=P_{\uparrow} \\
P_{\downarrow} P_{\uparrow} & =P_{\uparrow} P_{\downarrow}=0 & \tag{B.45}
\end{align*}
$$

Define left- and right-handed Dirac fields by

$$
\begin{equation*}
\psi_{L} \equiv \frac{1}{2}\left(1+\gamma_{5}\right) \psi \quad \psi_{R} \equiv \frac{1}{2}\left(1-\gamma_{5}\right) \psi \tag{B.46}
\end{equation*}
$$

In addition, define the following combination of meson fields

$$
\begin{equation*}
\underline{\chi}=\frac{1}{\sqrt{2}}(\sigma+i \vec{\tau} \cdot \vec{\pi}) \tag{B.47}
\end{equation*}
$$

It is then a matter of straightforward algebra to verify that the lagrangian in Eq. (21.41) can be rewritten as (Prob. 21.7)

$$
\begin{align*}
\mathcal{L}= & -\left[\bar{\psi}_{L} \gamma_{\lambda} \frac{D}{D x_{\lambda}} \psi_{L}+\bar{\psi}_{R} \gamma_{\lambda} \frac{D}{D x_{\lambda}} \psi_{R}\right]+\sqrt{2} g\left(\bar{\psi}_{R} \underline{\chi} \psi_{L}+\bar{\psi}_{L} \underline{\chi}^{\dagger} \psi_{R}\right) \\
& -V\left(\operatorname{tr}\left[\underline{\chi}^{\dagger} \underline{\chi}\right]\right)-\frac{1}{2} \operatorname{tr}\left[\left(\frac{\partial \underline{\chi}}{\partial x_{\lambda}}\right)^{\star}\left(\frac{\partial \underline{\chi}}{\partial x_{\lambda}}\right)\right]-\frac{1}{2} m_{v}^{2} V_{\mu}^{2}-\frac{1}{4} V_{\mu \nu} V_{\mu \nu} \tag{B.48}
\end{align*}
$$

Here $v_{\mu}^{\star} \equiv\left(\vec{v}^{\dagger},+i v_{0}^{\dagger}\right) .{ }^{6}$
Define the $S U(2)$ matrix $\underline{R}$ and its infinitesimal form with $\vec{\omega}=\vec{\varepsilon} \rightarrow 0$ as

$$
\begin{equation*}
\underline{R} \equiv \exp \left\{\frac{i}{2} \vec{\omega} \cdot \vec{\tau}\right\} \rightarrow 1+\frac{i}{2} \vec{\varepsilon} \cdot \vec{\tau} \tag{B.49}
\end{equation*}
$$

${ }^{6}$ A Yang-Mills QHD theory based on this lagrangian is developed in [Se92a].

Since $\underline{R}^{\dagger} \underline{R}=1$ is unitary and the trace is invariant under cyclic permutations, it follows by inspection that the above lagrangian is invariant under the global $S U(2)_{R}$ transformation defined by

$$
\begin{array}{rlr}
\psi_{R} & \rightarrow \underline{R} \psi_{R} & \psi_{L} \rightarrow \psi_{L} \\
\underline{\chi} & \rightarrow \underline{R} \underline{\chi} \tag{B.50}
\end{array}
$$

Similarly, it is invariant under the independent $S U(2)_{L}$ transformation defined by ${ }^{7}$

$$
\begin{array}{rlr}
\psi_{L} & \rightarrow \underline{L} \psi_{L} \quad \psi_{R} \rightarrow \psi_{R} \\
\underline{\chi} & \rightarrow \underline{\chi} \underline{L}^{\dagger} & \tag{B.51}
\end{array}
$$

The infinitesimal forms of these transformations are easily seen to be (Prob. 21.7)

$$
\begin{align*}
& \psi_{R} \rightarrow \underline{R} \psi_{R} \rightarrow\left(1+\frac{i}{2} \vec{\varepsilon} \cdot \vec{\tau}\right) \psi_{R} \\
& \underline{\chi} \rightarrow \underline{R} \underline{\chi}(\sigma, \vec{\pi}) \rightarrow \underline{\chi}\left(\sigma-\frac{1}{2} \vec{\varepsilon} \cdot \vec{\pi}, \vec{\pi}+\frac{1}{2} \vec{\varepsilon} \sigma-\frac{1}{2} \vec{\varepsilon} \times \vec{\pi}\right) \tag{B.52}
\end{align*}
$$

This is the infinitesimal form of a particular combination of chiral and isospin transformations, both of which leave the lagrangian invariant. In the second case

$$
\begin{align*}
& \psi_{L} \rightarrow \underline{L} \psi_{L} \rightarrow\left(1+\frac{i}{2} \vec{\varepsilon} \cdot \vec{\tau}\right) \psi_{L} \\
& \underline{\chi} \rightarrow \underline{\chi}(\sigma, \vec{\pi}) \underline{L}^{\dagger} \rightarrow \underline{\chi}\left(\sigma+\frac{1}{2} \vec{\varepsilon} \cdot \vec{\pi}, \vec{\pi}-\frac{1}{2} \vec{\varepsilon} \sigma-\frac{1}{2} \vec{\varepsilon} \times \vec{\pi}\right) \tag{B.53}
\end{align*}
$$

## B. $5 \pi-\pi$ scattering

In this appendix we discuss some general phenomenology of $\pi-\pi$ scattering [Ch62, Li90]. The process is illustrated in Fig. B5.1.


Fig. B5.1. $\pi-\pi$ scattering.

The general form of the S-matrix is given by

$$
\begin{equation*}
S_{\mathrm{fi}}=-\frac{(2 \pi)^{4} i}{\Omega^{2}} \delta^{(4)}\left(q_{1}+q_{2}-q_{3}-q_{4}\right) \frac{1}{\sqrt{2^{4} \omega_{1} \omega_{2} \omega_{3} \omega_{4}}} T_{\mathrm{fi}} \tag{B.54}
\end{equation*}
$$

${ }^{7}$ Note the matrix multiplication on the right by the adjoint in the second expression.

As before, the Lorentz invariant kinematic variables are defined by

$$
\begin{equation*}
s=-\left(q_{1}+q_{2}\right)^{2} \quad t=-\left(q_{1}-q_{3}\right)^{2} \quad u=-\left(q_{1}-q_{4}\right)^{2} \tag{B.55}
\end{equation*}
$$

They satisfy

$$
\begin{equation*}
s+t+u=4 \mu^{2} \tag{B.56}
\end{equation*}
$$

In the C-M system (Fig. B5.2)


Fig. B5.2. $\pi-\pi$ scattering in the center-of-momentum (C-M) system.

$$
\begin{align*}
s & \equiv W^{2}=4\left(\vec{q}^{2}+\mu^{2}\right)=4 \omega^{2} \\
t & =-2 \vec{q}^{2}(1-\cos \theta) \tag{B.57}
\end{align*}
$$

The cross section is given by

$$
\begin{align*}
d \sigma_{\mathrm{fi}} & =\frac{d \omega_{\mathrm{fi}}}{\text { Flux }} \\
& =\frac{2 \pi}{\Omega^{2}} \delta\left(W_{f}-W_{i}\right) \frac{\left|T_{\mathrm{fi}}\right|^{2}}{(2 \omega)^{4}} \frac{d \rho_{f}}{\text { Flux }} \tag{B.58}
\end{align*}
$$

The incident flux is given by

$$
\begin{equation*}
\text { Flux }=\frac{1}{\Omega} 2 \frac{q}{\omega} \tag{B.59}
\end{equation*}
$$

The density of states is

$$
\begin{equation*}
d \rho_{f}=\frac{\Omega}{(2 \pi)^{3}} d^{3} q \tag{B.60}
\end{equation*}
$$

Since the total energies are $W_{f}=2\left(\vec{q}^{2}+\mu^{2}\right)^{1 / 2}$ and $W_{i}=2 \omega$, one has

$$
\begin{align*}
\frac{d W_{f}}{d q} & =2 \frac{q}{\omega} \\
\frac{d \rho_{f}}{d W_{f}} & =\frac{\Omega q^{2} d \Omega_{q}}{(2 \pi)^{3}} \frac{1}{2 q / \omega}=\frac{\Omega}{2} \frac{q \omega}{(2 \pi)^{3}} d \Omega_{q} \tag{B.61}
\end{align*}
$$

Thus the differential cross section in the C-M system is given by

$$
\begin{equation*}
\left(\frac{d \sigma}{d \Omega}\right)_{\mathrm{CM}}=\frac{1}{(2 \pi)^{2}} \frac{1}{2^{6} \omega^{2}}\left|T_{\mathrm{f} \mathrm{i}}\right|^{2} \equiv\left|f_{\mathrm{CM}}\right|^{2} \tag{B.62}
\end{equation*}
$$

The scattering amplitude is thus ${ }^{8}$

$$
\begin{equation*}
f_{\mathrm{CM}}=-\frac{1}{8 \pi W} T_{\mathrm{fi}} \tag{B.63}
\end{equation*}
$$

One still has a second rank tensor in isospin space $T_{\gamma \delta ; \alpha \beta}$ from which appropriate matrix elements must be evaluated. In terms of hermitian components the scattering amplitude in Fig. B5.1 must have the form

$$
\begin{equation*}
T_{\gamma \delta ; \alpha \beta}=T^{(s)} \delta_{\gamma \delta} \delta_{\alpha \beta}+T^{(u)} \delta_{\gamma \beta} \delta_{\delta \alpha}+T^{(t)} \delta_{\gamma \alpha} \delta_{\delta \beta} \tag{B.64}
\end{equation*}
$$

The amplitudes in states of given total isospin are then

$$
\begin{align*}
& T^{0}=3 T^{(s)}+T^{(u)}+T^{(t)} \\
& T^{1}=T^{(u)}-T^{(t)} \\
& T^{2}=T^{(u)}+T^{(t)} \tag{B.65}
\end{align*}
$$

## B. 6 Chiral transformation properties

In chapter 24 the pion field enters the effective lagrangian through the local $S U(2)$ matrix

$$
\begin{equation*}
\underline{\xi}(x) \underline{\xi}^{\dagger}(x)=\underline{\xi}^{\dagger}(x) \underline{\xi}(x)=1 \tag{B.66}
\end{equation*}
$$

The general non-linear chiral transformation is defined there by

$$
\begin{align*}
\underline{\xi}(x) & \longrightarrow \underline{R} \underline{\xi}(x) \underline{h}^{\dagger}(x)=\underline{h}(x) \underline{\xi}(x) \underline{L}^{\dagger} \\
\underline{N} & \longrightarrow \underline{h}(x) \underline{N} \tag{B.67}
\end{align*}
$$

Here $\underline{R}$ and $\underline{L}$ are independent, global $S U(2)$ matrices, and $\underline{h}(x)$, defined by the equality, is a local $S U(2)$ matrix satisfying

$$
\begin{equation*}
\underline{h}(x) \underline{h}^{\dagger}(x)=\underline{h}^{\dagger}(x) \underline{h}(x)=1 \tag{B.68}
\end{equation*}
$$

These matrix relations can be differentiated to give, for example

$$
\begin{equation*}
\underline{h}\left(\frac{\partial}{\partial x_{\mu}} \underline{h}^{\dagger}\right)=-\left(\frac{\partial}{\partial x_{\mu}} \underline{h}\right) \underline{h}^{\dagger} \tag{B.69}
\end{equation*}
$$

This allows one to move the derivative to the left in this expression, with a minus sign.

[^210]The pion field enters the effectivefermion lagrangian through the combinations

$$
\begin{align*}
& \underline{v}_{\lambda}=-\frac{i}{2}\left(\underline{\xi}^{\dagger} \frac{\partial \underline{\xi}}{\partial x_{\lambda}}+\underline{\xi} \frac{\partial \underline{\xi}^{\dagger}}{\partial x_{\lambda}}\right) \\
& \underline{a}_{\lambda}=-\frac{i}{2}\left(\underline{\xi}^{\dagger} \frac{\partial \underline{\xi}}{\partial x_{\lambda}}-\underline{\xi} \frac{\partial \underline{\xi}^{\dagger}}{\partial x_{\lambda}}\right) \tag{B.70}
\end{align*}
$$

Consider how $\underline{a}_{\lambda}$ changes under the transformation in Eq. (B.67) ${ }^{9}$

$$
\begin{align*}
a_{\lambda} & \rightarrow-\frac{i}{2}\left[h \xi^{\dagger} R^{\dagger} \frac{\partial}{\partial x_{\lambda}}\left(R \xi h^{\dagger}\right)-h \xi L^{\dagger} \frac{\partial}{\partial x_{\lambda}}\left(L \xi^{\dagger} h^{\dagger}\right)\right] \\
& =h a_{\lambda} h^{\dagger}-\frac{i}{2}\left[h \frac{\partial}{\partial x_{\lambda}} h^{\dagger}-h \frac{\partial}{\partial x_{\lambda}} h^{\dagger}\right] \\
& =h a_{\lambda} h^{\dagger} \tag{B.71}
\end{align*}
$$

Here we have use the fact that $R$ and $L$ are global matrices to move them through the derivatives, and we then use Eq. (B.66). The calculation for $v_{\lambda}$ differs only in the relative sign of the term in brackets in the second line, and hence

$$
\begin{equation*}
v_{\lambda} \rightarrow h v_{\lambda} h^{\dagger}-i\left(h \frac{\partial}{\partial x_{\lambda}} h^{\dagger}\right) \tag{B.72}
\end{equation*}
$$

The transformation of the "covariant" derivative of the nucleon field is evaluated as follows

$$
\begin{align*}
\left(\frac{\partial}{\partial x_{\mu}}+i v_{\mu}\right) N & \rightarrow\left[\frac{\partial}{\partial x_{\mu}}+i h v_{\mu} h^{\dagger}+\left(h \frac{\partial}{\partial x_{\mu}} h^{\dagger}\right)\right] h N \\
& =h\left(\frac{\partial}{\partial x_{\mu}}+i v_{\mu}\right) N+\left[\left(\frac{\partial}{\partial x_{\mu}} h\right)+\left(h \frac{\partial}{\partial x_{\mu}} h^{\dagger}\right) h\right] N \\
& =h\left(\frac{\partial}{\partial x_{\mu}}+i v_{\mu}\right) N \tag{B.73}
\end{align*}
$$

Here Eqs. (B.69) and (B.68) have been used to eliminate the term in brackets in the second line.

The $\rho$ field transforms according to

$$
\begin{equation*}
\rho_{\mu} \rightarrow h \rho_{\mu} h^{\dagger} \tag{B.74}
\end{equation*}
$$

The "covariant" derivative of the $\rho$ field is defined according to

$$
\begin{equation*}
D_{\mu} \rho_{\nu} \equiv \frac{\partial \rho_{\nu}}{\partial x_{\mu}}+i\left[v_{\mu}, \rho_{\nu}\right] \tag{B.75}
\end{equation*}
$$

[^211]This quantity evidently transforms as

$$
\begin{align*}
D_{\mu} \rho_{\nu} \rightarrow & \frac{\partial}{\partial x_{\mu}}\left(h \rho_{\nu} h^{\dagger}\right)+i\left[\left\{h v_{\mu} h^{\dagger}-i\left(h \frac{\partial}{\partial x_{\mu}} h^{\dagger}\right)\right\}, h \rho_{\nu} h^{\dagger}\right] \\
= & h D_{\mu} \rho_{\nu} h^{\dagger}+\left(\frac{\partial h}{\partial x_{\mu}}\right) \rho_{\nu} h^{\dagger}+h \rho_{\nu}\left(\frac{\partial h^{\dagger}}{\partial x_{\mu}}\right) \\
& +\left(h \frac{\partial}{\partial x_{\mu}} h^{\dagger}\right) h \rho_{\nu} h^{\dagger}-h \rho_{\nu} h^{\dagger}\left(h \frac{\partial}{\partial x_{\mu}} h^{\dagger}\right) \\
= & h D_{\mu} \rho_{\nu} h^{\dagger} \tag{B.76}
\end{align*}
$$

where the judicious use of Eqs. (B.69) and (B.68) shows that the remaining terms again cancel in arriving at the last equality.

The pion field axial vector field tensor is defined by

$$
\begin{equation*}
a_{\mu \nu} \equiv\left[a_{\mu}, a_{\nu}\right] \tag{B.77}
\end{equation*}
$$

The transformation property of this quantity follows immediately from Eq. (B.71)

$$
\begin{equation*}
a_{\mu \nu} \rightarrow h a_{\mu \nu} h^{\dagger} \tag{B.78}
\end{equation*}
$$

The "covariant" pion field vector field tensor is defined as

$$
\begin{equation*}
v_{\mu \nu} \equiv \frac{\partial v_{\nu}}{\partial x_{\mu}}-\frac{\partial v_{\mu}}{\partial x_{\nu}}+i\left[v_{\mu}, v_{\nu}\right] \tag{B.79}
\end{equation*}
$$

The same techniques, with somewhat more algebra, demonstrate that this quantity again transforms according to

$$
\begin{equation*}
v_{\mu \nu} \rightarrow h v_{\mu \nu} h^{\dagger} \tag{B.80}
\end{equation*}
$$

We leave the proof to the dedicated reader.
We also leave as a problem the proof of the identity of these two tensors (see e.g. [Se97])

$$
\begin{equation*}
v_{\mu \nu}=-i a_{\mu \nu} \tag{B.81}
\end{equation*}
$$

Note that Eq. (B.80) then follows immediately from Eq. (B.71).

## Appendix C

## Part 3

## C. 1 Peierls' inequality

This appendix is taken from [Ma89a]. The claim is that

$$
\begin{equation*}
\left\langle e^{f(x)}\right\rangle \geq e^{\langle f(x)\rangle} \tag{C.1}
\end{equation*}
$$

Here the mean value is computed with any positive weighting function (measure).
For a proof, define first a convex function $\phi(x)$ that has $d^{2} \phi / d x^{2} \geq 0$ in the interval $[a, b]$ as illustrated in Fig. C1.1. Let $x_{0}$ be a point in the interval. The tangent to the curve at that point is given by

$$
\begin{equation*}
y=m\left(x-x_{0}\right)+\phi\left(x_{0}\right) \tag{C.2}
\end{equation*}
$$

The tangent clearly stays below the curve everywhere in the interval

$$
\begin{equation*}
\phi(x) \geq m\left(x-x_{0}\right)+\phi\left(x_{0}\right) \tag{C.3}
\end{equation*}
$$

Now suppose one has a one-to-one parameterization of $x$ in the interval

$$
\begin{equation*}
x=f(t) \tag{C.4}
\end{equation*}
$$

Compute the mean value of $x$ with some positive weighting function $p(t)$ so that the mean value lies in the interval $[a, b]$; identify this mean value with the $x_{0}$ above. Thus

$$
\begin{equation*}
x_{0} \equiv\langle x\rangle=\frac{\int p(t) f(t) d t}{\int p(t) d t} \tag{C.5}
\end{equation*}
$$

Now take a similar mean value of the inequality in Eq. (C.3)

$$
\begin{align*}
\frac{\int p(t) \phi[f(t)] d t}{\int p(t) d t} & \geq m\left[\frac{\int p(t) f(t) d t}{\int p(t) d t}-x_{0}\right]+\phi\left(x_{0}\right) \\
& \geq m\left(x_{0}-x_{0}\right)+\phi\left(x_{0}\right) \\
& \geq \phi\left(x_{0}\right) \tag{C.6}
\end{align*}
$$

Hence

$$
\begin{equation*}
\frac{\int p(t) \phi[f(t)] d t}{\int p(t) d t} \geq \phi\left(\frac{\int p(t) f(t) d t}{\int p(t) d t}\right) \tag{C.7}
\end{equation*}
$$

This is Jensen's inequality. More concisely it states

$$
\begin{equation*}
\langle\phi[f(t)]\rangle \geq \phi[\langle f(t)\rangle] \tag{C.8}
\end{equation*}
$$

Now take as a specific convex function

$$
\begin{equation*}
\phi(x)=e^{x} \tag{C.9}
\end{equation*}
$$

This function is convex on the entire interval $[-\infty,+\infty]$ as illustrated in Fig. C1.2. Hence

$$
\begin{equation*}
\left\langle e^{f(t)}\right\rangle \geq e^{\langle f(t)\rangle} \tag{C.10}
\end{equation*}
$$

Here $x=f(t)$ is any one-to-one mapping. This is the result that was to be proven.


Fig. C1.1. Illustration of convex function used in proof of Peierls' theorem.


Fig. C1.2. $e^{x}$ is convex for all $x$.

## C. 2 Symmetric $(T, S)=\left(\frac{1}{2}, \frac{1}{2}\right)$ state

For $(T, S)=\left(\frac{1}{2}, \frac{1}{2}\right)$ there are two states $(\lambda, \rho)$ of each type. It is shown in the text that one must combine states of the same symmetry. The interchange of a pair of particles will mix the resulting states and only a linear combination can be totally

Table C. 1 Coefficients of $2^{1 / 2} \Psi_{1 / 2,1 / 2}^{N}$ in direct product basis.

| $m_{t_{1}}$ | $m_{t_{2}}$ | $m_{t_{3}}$ | $m_{s_{1}}$ | $m_{s_{2}}$ | $m_{s_{3}}$ | Coefficients | $P_{23} \Psi_{m_{t} m_{s}}^{N}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $1 / 2$ | $1 / 2$ | $-1 / 2$ | $1 / 2$ | $1 / 2$ | $-1 / 2$ | $2 / 3$ | $2 / 3$ |
|  |  |  | $1 / 2$ | $-1 / 2$ | $1 / 2$ | $-1 / 3$ | $-1 / 3$ |
|  |  |  | $-1 / 2$ | $1 / 2$ | $1 / 2$ | $-1 / 3$ | $-1 / 3$ |
| $1 / 2$ | $-1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | $-1 / 2$ | $-1 / 3$ | $-1 / 3$ |
|  |  |  | $1 / 2$ | $-1 / 2$ | $1 / 2$ | $2 / 3$ | $2 / 3$ |
| $-1 / 2$ |  |  | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ | $1 / 2$ |
|  |  |  | $1 / 2$ | $-1 / 2$ | $-1 / 3$ | $-1 / 3$ |  |
|  |  |  | $1 / 2$ | $-1 / 2$ | $1 / 2$ | $-1 / 3$ | $-1 / 3$ |
|  |  |  | $-1 / 2$ | $1 / 2$ | $1 / 2$ | $-1 / 3$ | $-1 / 3$ |
|  |  |  | $2 / 3$ | $2 / 3$ |  |  |  |

symmetric. We demonstrate here that the following combination leads to a totally symmetric state

$$
\begin{equation*}
\Psi_{m_{t}, m_{s}}^{N} \equiv \frac{1}{\sqrt{2}}\left(\Phi_{\frac{1}{2} m_{t}}^{\lambda} \Xi_{\frac{1}{2} m_{s}}^{\lambda}+\Phi_{\frac{1}{2} m_{t}}^{\rho} \Xi_{\frac{1}{2} m_{s}}^{\rho}\right) \tag{C.11}
\end{equation*}
$$

Start with $m_{s}=m_{t}=1 / 2$, and multiply out the above wave function. Call $(\alpha, \beta) \equiv\left(\phi_{1 / 2}, \phi_{-1 / 2}\right)$ etc. Then

$$
\begin{align*}
\sqrt{2} \Psi= & \frac{1}{\sqrt{2}}\left[\phi_{1 / 2}(1) \phi_{-1 / 2}(2)-\phi_{-1 / 2}(1) \phi_{1 / 2}(2)\right] \phi_{1 / 2}(3) \\
& \times \frac{1}{\sqrt{2}}\left[\chi_{1 / 2}(1) \chi_{-1 / 2}(2)-\chi_{-1 / 2}(1) \chi_{1 / 2}(2)\right] \chi_{1 / 2}(3) \\
& +\frac{1}{\sqrt{6}}\left[2 \phi_{1 / 2}(1) \phi_{1 / 2}(2) \phi_{-1 / 2}(3)-\phi_{1 / 2}(1) \phi_{-1 / 2}(2) \phi_{1 / 2}(3)\right. \\
& \left.-\phi_{-1 / 2}(1) \phi_{1 / 2}(2) \phi_{1 / 2}(3)\right] \\
& \times \frac{1}{\sqrt{6}}\left[2 \chi_{1 / 2}(1) \chi_{1 / 2}(2) \chi_{-1 / 2}(3)-\chi_{1 / 2}(1) \chi_{-1 / 2}(2) \chi_{1 / 2}(3)\right. \\
& \left.-\chi_{-1 / 2}(1) \chi_{1 / 2}(2) \chi_{1 / 2}(3)\right] \tag{C.12}
\end{align*}
$$

Read off the coefficients in the product basis $\left|m_{t_{1}} m_{t_{2}} m_{t_{3}} m_{s_{1}} m_{s_{2}} m_{s_{3}}\right\rangle$; they are shown in Table C.1.

The application of $P_{12}$ to this wave function gives +1 since all terms have a definite symmetry under ( $1 \leftrightarrow 2$ ). Apply $P_{23}$ and read off the new coefficients in the direct product basis (last column); they are clearly identical to the starting coefficients (second last column). Application of $P_{13}$ gives an identical result.The terms in the symmetrizing operator $\mathcal{S}=N \sum_{(P)} P$ are linear combinations of products of these particle interchange operators. Hence

$$
\begin{equation*}
\mathcal{S} \Psi_{1 / 2,1 / 2}^{N}=\Psi_{1 / 2,1 / 2}^{N} \tag{C.13}
\end{equation*}
$$

Since $[\mathbf{T}, \mathcal{S}]=[\mathbf{S}, \mathcal{S}]=0$ the indices $\left(m_{s}, m_{t}\right)$ may be lowered with identical results.

## C. 3 Sum rules

In this appendix we derive two sum rules from the master equations for QED that we rewrite as

$$
\begin{align*}
\frac{d e(x, \tau)}{d \tau}= & \frac{\alpha(\tau)}{2 \pi} \int_{0}^{1} d z \int_{0}^{1} d y \delta(z y-x)\left[e(y, \tau) P_{e \leftarrow e}(z)+\gamma(y, \tau) P_{e \leftarrow \gamma}(z)\right] \\
\frac{d \bar{e}(x, \tau)}{d \tau}= & \frac{\alpha(\tau)}{2 \pi} \int_{0}^{1} d z \int_{0}^{1} d y \delta(z y-x)\left[\bar{e}(y, \tau) P_{e \leftarrow e}(z)+\gamma(y, \tau) P_{e \leftarrow \gamma}(z)\right] \\
\frac{d \gamma(x, \tau)}{d \tau}= & \frac{\alpha(\tau)}{2 \pi} \int_{0}^{1} d z \int_{0}^{1} d y \delta(z y-x) \times \\
& {\left[\{e(y, \tau)+\bar{e}(y, \tau)\} P_{\gamma \leftarrow e}(z)+\gamma(y, \tau) P_{\gamma \leftarrow \gamma}(z)\right] } \tag{C.14}
\end{align*}
$$

The number of fermions is conserved. Hence

$$
\begin{equation*}
\int_{0}^{1} d x[e(x, \tau)-\bar{e}(x, \tau)]=N \tag{C.15}
\end{equation*}
$$

Differentiation with respect to $\tau$ gives

$$
\begin{equation*}
\int_{0}^{1} d x\left[\frac{d e(x, \tau)}{d \tau}-\frac{d \bar{e}(x, \tau)}{d \tau}\right]=0 \tag{C.16}
\end{equation*}
$$

This result must hold for all distributions $[e(y, \tau), \bar{e}(y, \tau)]$. It then follows from the integrated difference of the first two of Eqs. (C.14) that

$$
\begin{equation*}
\int_{0}^{1} d z P_{e \leftarrow e}(z)=0 \tag{C.17}
\end{equation*}
$$

Momentum is conserved. Hence

$$
\begin{equation*}
\int_{0}^{1} x[e(x, \tau)+\bar{e}(x, \tau)+\gamma(x, \tau)] d x=1 \tag{C.18}
\end{equation*}
$$

Differentiate with respect to $\tau$

$$
\begin{equation*}
\int_{0}^{1} x d x\left[\frac{d e(x, \tau)}{d \tau}+\frac{d \bar{e}(x, \tau)}{d \tau}+\frac{d \gamma(x, \tau)}{d \tau}\right]=0 \tag{C.19}
\end{equation*}
$$

This result must hold for all distributions $[e(x, \tau), \bar{e}(x, \tau), \gamma(x, \tau)]$. It follows from the integrated sum of Eqs. (C.14), each multiplied by $x$, that

$$
\begin{align*}
\int_{0}^{1} z d z\left[P_{e \hookleftarrow e}(z)+P_{\gamma \leftarrow e}(z)\right] & =0 \\
\int_{0}^{1} z d z\left[2 P_{e \leftarrow \gamma}(z)+P_{\gamma \leftarrow \gamma}(z)\right] & =0 \tag{C.20}
\end{align*}
$$

## Appendix D

## Part 4

## D. 1 Standard model currents

This appendix details the algebra leading from the initial lagrangian to the interaction of the fermion currents with the physical gauge fields. Consider first the leptons.

The lepton lagrangian is

$$
\begin{equation*}
\mathcal{L}_{\text {lepton }}=-\bar{L} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}+\frac{i g^{\prime}}{2} B_{\mu}-\frac{i g}{2} \vec{\tau} \cdot \overrightarrow{A_{\mu}}\right) L-\bar{R} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}+i g^{\prime} B_{\mu}\right) R \tag{D.1}
\end{equation*}
$$

Insert the definitions of the initial gauge fields $\left(B_{\mu}, \mathbf{A}_{\mu}\right)$ in terms of the physical fields

$$
\begin{array}{ll}
\frac{1}{\sqrt{2}}\left(A_{\mu}^{(1)}+i A_{\mu}^{(2)}\right)=W_{\mu}^{\star} & A_{\mu}^{(3)}=\frac{-g Z_{\mu}+g^{\prime} A_{\mu}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} \\
\frac{1}{\sqrt{2}}\left(A_{\mu}^{(1)}-i A_{\mu}^{(2)}\right)=W_{\mu} & B \mu=\frac{g^{\prime} Z_{\mu}+g A_{\mu}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} \tag{D.2}
\end{array}
$$

Recall $\tau_{ \pm} \equiv\left(\tau_{1} \pm i \tau_{2}\right) / 2$ and use

$$
\begin{equation*}
\vec{\tau} \cdot \vec{A}_{\mu} \equiv \sqrt{2}\left(\tau_{+} W_{\mu}+\tau_{-} W_{\mu}^{\star}\right)+\tau_{3} A_{\mu}^{(3)} \tag{D.3}
\end{equation*}
$$

One can thus immediately identify the charge-changing lepton current

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{( \pm)} & =\frac{i g}{\sqrt{2}}\left(\bar{L}_{\mu} \tau_{+} L W_{\mu}+\bar{L} \gamma_{\mu} \tau_{-} L W_{\mu}^{\star}\right) \\
& =\frac{i g}{2 \sqrt{2}}\left[\bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{+} \psi_{l} W_{\mu}+\bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{-} \psi_{l} W_{\mu}^{\star}\right] \tag{D.4}
\end{align*}
$$

Hence

$$
\begin{array}{rlr}
\mathcal{L}_{\text {lepton }}^{( \pm)} & =\frac{g}{2 \sqrt{2}}\left(j_{\mu}^{(+)} W_{\mu}+j_{\mu}^{(-)} W_{\mu}^{\star}\right) & \\
j_{\mu}^{( \pm)} & =i \bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} \psi_{l} & ; \psi_{l}=\binom{\nu_{e}}{e} \tag{D.5}
\end{array}
$$

There are additive contributions to this current from the other lepton doublets.
Next collect coefficients of $A_{\mu}$

$$
\begin{equation*}
\mathcal{L}_{\text {lepton }}^{\gamma}=\frac{i g g^{\prime}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} A_{\mu}\left[\bar{L} \gamma_{\mu}\left(-\frac{1}{2}+\frac{1}{2} \tau_{3}\right) L-\bar{R} \gamma_{\mu} R\right] \tag{D.6}
\end{equation*}
$$

Note the form of the expression in square brackets and recall the definition of the electric charge operator for the fermions as $\hat{Q}=\left(\hat{T}_{3}+\hat{Y} / 2\right)_{W}$. Use

$$
\begin{equation*}
-\bar{e}_{\mathrm{L}} \gamma_{\mu} e_{\mathrm{L}}-\bar{e}_{\mathrm{R}} \gamma_{\mu} e_{\mathrm{R}}=-\bar{e} \gamma_{\mu} e \tag{D.7}
\end{equation*}
$$

Hence the electromagnetic interaction is

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{\gamma} & =e_{p} j_{\mu}^{\gamma} A_{\mu} \\
j_{\mu}^{\gamma} & =(-) i \bar{\psi}_{e} \gamma_{\mu} \psi_{e} \tag{D.8}
\end{align*}
$$

This is just the lagrangian of QED! We have defined

$$
\begin{equation*}
e_{p} \equiv \frac{g g^{\prime}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}}>0 \tag{D.9}
\end{equation*}
$$

Note that here $e_{e}=-e_{p}$, and there is again an additive term in the current for each charged lepton.

Finally, collect the coefficients of $Z_{\mu}$

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{(0)}= & \frac{-i Z_{\mu}}{2\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} \underbrace{\left[\bar{L} \gamma_{\mu}\left(g^{\prime 2}+g^{2} \tau_{3}\right) L+\bar{R} \gamma_{\mu}\left(2 g^{\prime 2}\right) R\right]} \\
& =\bar{L} \gamma_{\mu}\left(g^{2}+g^{\prime 2}\right) \tau_{3} L+\underbrace{\bar{L} \gamma_{\mu}\left(g^{\prime 2}\right)\left(1-\tau_{3}\right) L+\bar{R} \gamma_{\mu}\left(2 g^{\prime 2}\right) R} \\
& =2 g^{\prime 2}\left(\bar{e}_{\mathrm{L}} \gamma_{\mu} e_{\mathrm{L}}+\bar{e}_{\mathrm{R}} \gamma_{\mu} e_{\mathrm{R}}\right) \tag{D.10}
\end{align*}
$$

Hence

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{(0)} & =-\frac{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}}{2} Z_{\mu} j_{\mu}^{(0)} \\
j_{\mu}^{(0)} & =i\left[\bar{L}_{\mu} \tau_{3} L+\frac{2 g^{\prime 2}}{\left(g^{2}+g^{\prime 2}\right)} \bar{\psi}_{e} \gamma_{\mu} \psi_{e}\right] \\
& =i \bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi_{l}-\frac{2 g^{\prime 2}}{\left(g^{2}+g^{\prime 2}\right)} j_{\mu}^{\gamma} \tag{D.11}
\end{align*}
$$

The introduction of the weak mixing angle in Fig. 43.2 then gives the final form of the weak neutral current interaction of the leptons

$$
\begin{align*}
\mathcal{L}_{\text {lepton }}^{(0)} & =-\frac{g}{2 \cos \theta_{W}} Z_{\mu} j_{\mu}^{(0)} \\
j_{\mu}^{(0)} & =i \bar{\psi}_{l} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi_{l}-2 \sin ^{2} \theta_{W} j_{\mu}^{\gamma} \tag{D.12}
\end{align*}
$$

Start from the lagrangian for point nucleons

$$
\begin{align*}
\mathcal{L}_{\text {nucleon }}= & -\bar{N}_{\mathrm{L}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2} B_{\mu}-\frac{i g}{2} \vec{\tau} \cdot \vec{A}_{\mu}\right) N_{\mathrm{L}} \\
& -\bar{p}_{\mathrm{R}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-i g^{\prime} B_{\mu}\right) p_{\mathrm{R}}-\bar{n}_{\mathrm{R}} \gamma_{\mu} \frac{\partial}{\partial x_{\mu}} n_{\mathrm{R}} \tag{D.13}
\end{align*}
$$

Now repeat the above calculation. The charge-changing interaction follows immediately as

$$
\begin{array}{rlr}
\mathcal{L}_{\text {nucleon }}^{( \pm)} & =\frac{g}{2 \sqrt{2}}\left(\mathcal{J}_{\mu}^{(+)} W_{\mu}+\mathcal{J}_{\mu}^{(-)} W_{\mu}^{\star}\right) & \\
\mathcal{J}_{\mu}^{( \pm)}(\text {nucleon }) & =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} \dot{\psi} & ; \psi=\binom{p}{n} \tag{D.14}
\end{array}
$$

The electromagnetic current in this case is identified as ${ }^{1}$

$$
\begin{align*}
J_{\mu}^{\gamma} & =i\left[\bar{N}_{\mathrm{L}} \gamma_{\mu}\left(\frac{1}{2}+\frac{1}{2} \tau_{3}\right) N_{\mathrm{L}}+\bar{p}_{\mathrm{R}} \gamma_{\mu} p_{\mathrm{R}}\right] \\
& =i\left[\bar{p}_{\mathrm{L}} \gamma_{\mu} p_{\mathrm{L}}+\bar{p}_{\mathrm{R}} \gamma_{\mu} p_{\mathrm{R}}\right]=i \bar{p} \gamma_{\mu} p \tag{D.15}
\end{align*}
$$

Hence

$$
\begin{align*}
\mathcal{L}_{\text {nucleon }}^{\gamma} & =e_{p} J_{\mu}^{\gamma} A_{\mu} \\
J_{\mu}^{\gamma}(\text { nucleon }) & =i \bar{p} \gamma_{\mu} p=i \bar{\psi} \gamma_{\mu} \frac{1}{2}\left(1+\tau_{3}\right) \psi \tag{D.16}
\end{align*}
$$

The weak neutral current is identified through

$$
\begin{align*}
\mathcal{L}_{\text {nucleon }}^{(0)}= & \frac{i Z_{\mu}}{2\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} \underbrace{\left[\bar{N}_{\mathrm{L}} \gamma_{\mu}\left(g^{\prime 2}-g^{2} \tau_{3}\right) N_{\mathrm{L}}+\bar{p}_{\mathrm{R}} \gamma_{\mu}\left(2 g^{\prime 2}\right) p_{\mathrm{R}}\right]} \\
& =\bar{N}_{\mathrm{L}} \gamma_{\mu}\left[-\left(g^{2}+g^{\prime 2}\right) \tau_{3}+g^{\prime 2}\left(1+\tau_{3}\right)\right] N_{\mathrm{L}}+\bar{p}_{\mathrm{R}} \gamma_{\mu}\left(2 g^{\prime 2}\right) p_{\mathrm{R}} \\
& =-\left(g^{2}+g^{\prime 2}\right) \bar{N}_{\mathrm{L}} \gamma_{\mu} \tau_{3} N_{\mathrm{L}}+2 g^{\prime 2} \bar{p} \gamma_{\mu} p \tag{D.17}
\end{align*}
$$

Hence

$$
\begin{align*}
\mathcal{L}_{\text {nucleon }}^{(0)} & =-\frac{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}}{2} \mathcal{J}_{\mu}^{(0)} Z_{\mu} \\
\mathcal{J}_{\mu}^{(0)}(\text { nucleon }) & =i\left[\bar{N}_{\mathrm{L}} \gamma_{\mu} \tau_{3} N_{\mathrm{L}}-\frac{2 g^{\prime 2}}{\left(g^{2}+g^{\prime 2}\right)} \bar{p} \gamma_{\mu} p\right] \\
& =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi-\frac{2 g^{\prime 2}}{\left(g^{2}+g^{\prime 2}\right)} J_{\mu}^{\gamma} \text { (nucleon) } \tag{D.18}
\end{align*}
$$

${ }^{1}$ Recall again that $\hat{Q}=\left(\hat{\mathcal{T}}_{3}+\hat{Y} / 2\right)_{W}$.

With the introduction of the weak mixing angle these expressions become

$$
\begin{align*}
\mathcal{L}_{\text {nucleon }}^{(0)} & =-\frac{g}{2 \cos \theta_{W}} \mathcal{J}_{\mu}^{(0)} Z_{\mu} \\
\mathcal{J}_{\mu}^{(0)}(\text { nucleon }) & =i \bar{\psi} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} \psi-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \text { (nucleon) } \tag{D.19}
\end{align*}
$$

When the hadronic structure is described in terms of quarks, the lagrangian of the standard model takes the form

$$
\begin{align*}
\mathcal{L}_{\text {quark }}= & -\bar{q}_{\mathrm{L}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}\left(\frac{1}{3}\right) B_{\mu}-\frac{i g}{2} \vec{\tau} \cdot \vec{A}_{\mu}\right) q_{\mathrm{L}}  \tag{D.20}\\
& -\bar{Q}_{\mathrm{L}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}\left(\frac{1}{3}\right) B_{\mu}-\frac{i g}{2} \vec{\tau} \cdot \vec{A}_{\mu}\right) Q_{\mathrm{L}} \\
& -\bar{u}_{\mathrm{R}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}\left(\frac{4}{3}\right) B_{\mu}\right) u_{\mathrm{R}}-\bar{c}_{\mathrm{R}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}\left(\frac{4}{3}\right) B_{\mu}\right) c_{\mathrm{R}} \\
& -\bar{d}_{\mathrm{R}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}\left(\frac{-2}{3}\right) B_{\mu}\right) d_{\mathrm{R}}-\bar{s}_{\mathrm{R}} \gamma_{\mu}\left(\frac{\partial}{\partial x_{\mu}}-\frac{i g^{\prime}}{2}\left(\frac{-2}{3}\right) B_{\mu}\right) s_{\mathrm{R}}
\end{align*}
$$

The electroweak interactions of the quarks then follow exactly as above. The charge-changing weak interaction is given by

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{( \pm)} & =\frac{g}{2 \sqrt{2}}\left(\mathcal{J}_{\mu}^{(+)} W_{\mu}+\mathcal{J}_{\mu}^{(-)} W_{\mu}^{\star}\right)  \tag{D.21}\\
\mathcal{J}_{\mu}^{( \pm)}(\text {quark }) & =i \bar{q} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} q+i \bar{Q} \gamma_{\mu}\left(1+\gamma_{5}\right) \tau_{ \pm} Q \\
q & \equiv\binom{u}{d \cos \theta_{\mathrm{C}}+s \sin \theta_{\mathrm{C}}} \quad Q \equiv\binom{c}{-d \sin \theta_{\mathrm{C}}+s \cos \theta_{\mathrm{C}}}
\end{align*}
$$

The electromagnetic interaction of the quarks follows as ${ }^{2}$

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{\gamma}= & \frac{i g g^{\prime}}{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}} A_{\mu}\left[\bar{q}_{\mathrm{L}} \gamma_{\mu}\left(\frac{1}{6}+\frac{1}{2} \tau_{3}\right) q_{\mathrm{L}}+\bar{Q}_{\mathrm{L}} \gamma_{\mu}\left(\frac{1}{6}+\frac{1}{2} \tau_{3}\right) Q_{\mathrm{L}}\right. \\
& \left.+\frac{4}{6}\left(\bar{u}_{\mathrm{R}} \gamma_{\mu} u_{\mathrm{R}}+\bar{c}_{\mathrm{R}} \gamma_{\mu} c_{\mathrm{R}}\right)-\frac{2}{6}\left(\bar{d}_{\mathrm{R}} \gamma_{\mu} d_{\mathrm{R}}+\bar{s}_{\mathrm{R}} \gamma_{\mu} s_{\mathrm{R}}\right)\right] \tag{D.22}
\end{align*}
$$

Hence

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{\gamma} & =e_{p} J_{\mu}^{\gamma} A_{\mu} \\
J_{\mu}^{\gamma}(\text { quark }) & =i\left[\frac{2}{3}\left(\bar{u} \gamma_{\mu} u+\bar{c} \gamma_{\mu} c\right)-\frac{1}{3}\left(\bar{d} \gamma_{\mu} d+\bar{s} \gamma_{\mu} s\right)\right] \tag{D.23}
\end{align*}
$$

${ }^{2}$ Recall again that $\hat{Q}=\left(\hat{T}_{3}+\hat{Y} / 2\right)_{W}$.

The weak neutral current interaction is given by ${ }^{3}$

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{(0)}= & \frac{i Z_{\mu}}{2\left(g^{2}+g^{\prime 2}\right)^{1 / 2}}\left[\bar{q}_{\mathrm{L}} \gamma_{\mu}\left(\frac{g^{\prime 2}}{3}-g^{2} \tau_{3}\right) q_{\mathrm{L}}+\bar{Q}_{\mathrm{L}} \gamma_{\mu}\left(\frac{g^{\prime 2}}{3}-g^{2} \tau_{3}\right) Q_{\mathrm{L}}\right. \\
& \left.+\frac{4 g^{\prime 2}}{3}\left(\bar{u}_{\mathrm{R}} \gamma_{\mu} u_{\mathrm{R}}+\bar{c}_{\mathrm{R}} \gamma_{\mu} c_{\mathrm{R}}\right)-\frac{2 g^{\prime 2}}{3}\left(\bar{d}_{\mathrm{R}} \gamma_{\mu} d_{\mathrm{R}}+\bar{s}_{\mathrm{R}} \gamma_{\mu} s_{\mathrm{R}}\right)\right] \\
= & -\frac{i\left(g^{2}+g^{\prime 2}\right)^{1 / 2}}{2} Z_{\mu}\left\{\bar{q}_{\mathrm{L}} \gamma_{\mu} \tau_{3} q_{\mathrm{L}}+\bar{Q}_{\mathrm{L}} \gamma_{\mu} \tau_{3} Q_{\mathrm{L}}\right. \\
& \left.-\frac{2 g^{\prime 2}}{\left(g^{2}+g^{\prime 2}\right)}\left[\frac{2}{3}\left(\bar{u} \gamma_{\mu} u+\bar{c} \gamma_{\mu} c\right)-\frac{1}{3}\left(\bar{d} \gamma_{\mu} d+\bar{s} \gamma_{\mu} s\right)\right]\right\} \tag{D.24}
\end{align*}
$$

It follows that

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{(0)} & =-\frac{\left(g^{2}+g^{\prime 2}\right)^{1 / 2}}{2} \mathcal{J}_{\mu}^{(0)} Z_{\mu}  \tag{D.25}\\
\mathcal{J}_{\mu}^{(0)}(\text { quark }) & =i\left[\bar{q} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} q+\bar{Q} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} Q\right]-\frac{2 g^{\prime 2}}{\left(g^{2}+g^{\prime 2}\right)} J_{\mu}^{\gamma}
\end{align*}
$$

With the introduction of the weak mixing angle these expressions become

$$
\begin{align*}
\mathcal{L}_{\text {quark }}^{(0)} & =-\frac{g}{2 \cos \theta_{W}} \mathcal{J}_{\mu}^{(0)} Z_{\mu}  \tag{D.26}\\
\mathcal{J}_{\mu}^{(0)}(\text { quark }) & =i\left[\bar{q} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} q+\bar{Q} \gamma_{\mu}\left(1+\gamma_{5}\right) \frac{1}{2} \tau_{3} Q\right]-2 \sin ^{2} \theta_{W} J_{\mu}^{\gamma} \text { (quark) }
\end{align*}
$$

## D. 2 Metric and convention conversion tables

In this appendix we give a set of convention and metric conversion tables between the present text and some other standard references (here $\hbar=c=1$ ).

A comparison of the conventions and metric used in Bjorken and Drell [Bj64, Bj65] with those in the present text is shown in Table D.1.

It follows that the conversion of expressions presented in the metric of Bjorken and Drell (used in [Se86, Cu83, Ch84]) to results in the metric used in this text (and in [Wa92]) is obtained by the substitutions shown in Table D. 2 (see [Se86]).

## D. 3 Units and conventions

To define the units and conventions used in this book we first write Maxwell's equations for the electromagnetic field in vacuum with sources. With the use of Heaviside-Lorentz (rationalized c.g.s.) units these equations are, now restoring $c$

[^212]Table D. 1 Convention comparison table (here $\hbar=c=1$ ).

| Bjorken and Drell $[\mathrm{Bj} 64, \mathrm{Bj} 65]$ |  | Present text |
| :---: | :---: | :---: |
| $g_{\mu \nu}=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right)$ | $\leftrightarrow^{a}$ | $\delta_{\mu \nu}$ |
| $a^{\mu}=\left(a^{0}, \vec{a}\right)$ | $\leftrightarrow$ | $a_{\mu}=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)=\left(\mathbf{a}, i a_{0}\right)$ |
| $a_{\mu} b^{\mu}=g_{\mu \nu} a^{\mu} b^{\nu}=a^{0} b^{0}-\vec{a} \cdot \vec{b}$ | $\leftrightarrow$ | $a_{\mu} b_{\mu}=\vec{a} \cdot \vec{b}-a_{0} b_{0}$ |
| $x^{\mu}=(t, \vec{x})$ | $\leftrightarrow$ | $x_{\mu}=(\vec{x}, i t)$ |
| $x_{\mu}=g_{\mu \nu} x^{\nu}=(t,-\vec{x})$ | $\leftrightarrow$ | $x^{\mu} \equiv x_{\mu}$ |
| $\partial_{\mu}=\partial / \partial x^{\mu}=(\partial / \partial t, \vec{\nabla})$ | $\leftrightarrow$ | $\partial / \partial x_{\mu}=(\vec{\nabla}, \partial / i \partial t)$ |
| $\gamma^{\mu}=(\beta, \beta \vec{\alpha})$ | $\leftrightarrow$ | $\gamma_{\mu}=(i \vec{\alpha} \beta, \beta)$ |
| $\gamma^{\mu} \gamma^{\nu}+\gamma^{\nu} \gamma^{\mu}=2 g^{\mu \nu}$ | $\leftrightarrow$ | $\gamma_{\mu} \gamma_{\nu}+\gamma_{\nu} \gamma_{\mu}=2 \delta_{\mu \nu}$ |
| $\gamma^{\mu \dagger}=\gamma^{0} \gamma^{\mu} \gamma^{0}$ | $\leftrightarrow$ | $\gamma_{\mu}^{\dagger}=\gamma_{\mu}$ |
| $\left(i \gamma^{\mu} \partial_{\mu}-M\right) \psi=0$ | $\leftrightarrow$ | $\left(\gamma_{\mu} \partial / \partial x_{\mu}+M\right) \psi=0$ |
| $\left(k_{\mu} \gamma^{\mu}-M\right) u(k)=0$ | $\leftrightarrow$ | $\left(i \gamma_{\mu} k_{\mu}+M\right) u(k)=0$ |
| $\gamma^{5}=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}=\gamma_{5}$ | $\leftrightarrow$ | $\gamma_{5}=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}$ |
| $\sigma^{\mu \nu}=\frac{i}{2}\left[\gamma^{\mu}, \gamma^{\nu}\right]$ | $\leftrightarrow$ | $\sigma_{\mu \nu}=\frac{1}{2 i}\left[\gamma_{\mu}, \gamma_{\nu}\right]$ |

${ }^{a} \quad$ Note $g_{\mu \nu}=g^{\mu \nu}$.
and $\hbar^{4}$

$$
\begin{align*}
\nabla \cdot \mathbf{E} & =\rho \\
\nabla \cdot \mathbf{H} & =0 \\
\nabla \times \mathbf{H}-\frac{1}{c} \frac{\partial \mathbf{E}}{\partial t} & =\mathbf{j} \\
\nabla \times \mathbf{E}+\frac{1}{c} \frac{\partial \mathbf{H}}{\partial t} & =0 \tag{D.27}
\end{align*}
$$

Here $\rho$ and $\mathbf{j}$ are the local charge and current density; the former is measured in e.s.u. and the latter in e.m.u. where 1 e.m.u $=1$ e.s.u./c. The Lorentz force

[^213]Table D. 2 Metric conversion table (from [Se86]).

| Bjorken and Drell <br> [Bj64, Bj65, Co83, Ch84, Se86] |  | Present metric $^{b}$ |
| :---: | :---: | :---: |
| $a_{\mu} b^{\mu}$ | $\rightarrow$ | $-a_{\mu} b_{\mu}$ |
| $g_{\mu \nu}$ | $\rightarrow^{c}$ | $-\delta_{\mu \nu}$ |
| $\gamma^{\mu}$ | $\rightarrow$ | $-\partial / \partial \gamma_{\mu}$ |
| $\partial^{\mu}$ | $\rightarrow$ | $-\gamma_{5}$ |
| $\gamma_{5}$ | $\rightarrow$ | $\partial J_{\mu} / \partial x_{\mu}$ |
| $\partial_{\mu} J^{\mu}$ | $\rightarrow$ | $\sigma_{\mu \nu}$ |
| $\sigma^{\mu \nu}$ | $\rightarrow$ | $i \varepsilon_{\mu \nu \rho \sigma}$ |
| $\varepsilon_{\mu \nu \rho \sigma}$ |  |  |

${ }^{b}$ Some examples:

$$
\begin{array}{rll}
a_{\mu} b^{\mu}=a^{\mu} g_{\mu \nu} b^{\nu} & \xrightarrow{\text { conv }} & a_{\mu}\left(-\delta_{\mu \nu}\right) b_{\nu}=-a_{\mu} b_{\mu} \\
\left(i \gamma^{\mu} \partial_{\mu}-M\right)=\left(i \gamma^{\mu} g_{\mu \nu} \partial^{\nu}-M\right) & \xrightarrow{\text { conv }} & -\left(\gamma_{\mu} \partial / x_{\mu}+M\right) \\
\partial_{\mu} \phi \partial^{\mu} \phi-m_{s}^{2} \phi^{2} & \xrightarrow[\longrightarrow]{\text { conv }} & -\left[\left(\partial \phi / \partial x_{\mu}\right)^{2}+m_{s}^{2} \phi^{2}\right] \\
F^{\mu \nu}=\partial^{\mu} V^{\nu}-\partial^{\nu} V^{\mu} & \xrightarrow{\text { conv }}-\left(\partial V_{\nu} / \partial x_{\mu}-\partial V_{\mu} / \partial x_{\nu}\right)=-F_{\mu \nu} \\
\partial_{\nu} F^{\nu \mu}=\partial^{\lambda} g_{\lambda \nu} F^{\nu \mu} & \xrightarrow{\text { conv }} & -\partial F_{\nu \mu} / \partial x_{\nu}=+\partial F_{\mu \nu} / \partial x_{\nu} \\
\gamma_{\mu} p^{\mu}-M=\gamma^{\nu} g_{\nu \mu} p^{\mu}-M & \xrightarrow[\longrightarrow]{\text { conv }}-\left(i \gamma_{\mu} p_{\mu}+M\right) \\
4(a \cdot b)=\operatorname{tr} a_{\mu} \gamma^{\mu} b_{\nu} \gamma^{\nu} & \xrightarrow{\text { conv }}-\operatorname{tr} a_{\mu} \gamma_{\mu} b_{\nu} \gamma_{\nu}=-4(a \cdot b) \\
4 i \varepsilon_{\mu \nu \rho \sigma}=\operatorname{tr} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} \gamma_{\sigma} \gamma_{5} & \xrightarrow{\text { conv }}\left(-i^{4}\right) \operatorname{tr} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} \gamma_{\sigma} \gamma_{5}=-4 \varepsilon_{\mu \nu \rho \sigma}
\end{array}
$$

${ }^{c}$ The lowering and raising of the Lorentz index on the overall vertex $\Gamma^{\mu}$ itself is controlled by the $g_{\mu \nu}$ in the propagator; thus $\Gamma_{1}^{\mu} g_{\mu \nu} \Gamma_{2}^{\nu} \equiv \Gamma_{1 \mu} g^{\mu \nu} \Gamma_{2 \nu}$.
equation and fine structure constant are given respectively by

$$
\begin{align*}
\mathbf{F} & =e\left(\mathbf{E}+\frac{\mathbf{v}}{c} \times \mathbf{H}\right) \\
\frac{e^{2}}{4 \pi \hbar c} & =\alpha=\frac{1}{137.036} \tag{D.28}
\end{align*}
$$

Introduce the antisymmetric electromagnetic field tensor

$$
F_{\mu \nu}=\left(\begin{array}{cccc}
0 & H_{3} & -H_{2} & -i E_{1}  \tag{D.29}\\
-H_{3} & 0 & H_{1} & -i E_{2} \\
H_{2} & -H_{1} & 0 & -i E_{3} \\
i E_{1} & i E_{2} & i E_{3} & 0
\end{array}\right)
$$

Straightforward algebra then shows that Maxwell's equations can be written in covariant form as

$$
\begin{align*}
\frac{\partial}{\partial x_{\nu}} F_{\mu \nu} & =j_{\mu} \\
\varepsilon_{\mu \nu \rho \sigma} \frac{\partial}{\partial x_{\sigma}} F_{\nu \rho} & =0 \tag{D.30}
\end{align*}
$$

Here $\varepsilon_{\mu \nu \rho \sigma}$ is the completely antisymmetric tensor and repeated Greek indices are summed from one to four. Also

$$
\begin{align*}
x_{\mu} & =(\mathbf{x}, i c t) \\
j_{\mu} & =(\mathbf{j}, i \rho) \tag{D.31}
\end{align*}
$$

The second set of Maxwell's Equations can be satisfied identically with the introduction of a vector potential

$$
\begin{align*}
F_{\mu \nu} & =\frac{\partial}{\partial x_{\mu}} A_{\nu}-\frac{\partial}{\partial x_{\nu}} A_{\mu} \\
A_{\mu} & =(\mathbf{A}, i \Phi) \tag{D.32}
\end{align*}
$$

Comparison with Eq. (D.29) then allows the identification

$$
\begin{align*}
\mathbf{H} & =\nabla \times \mathbf{A} \\
\mathbf{E} & =-\nabla \Phi-\frac{1}{c} \frac{\partial}{\partial t} \mathbf{A} \tag{D.33}
\end{align*}
$$

The present choice of metric and notation for the Dirac equation is presented in appendix D. 1 where it is compared with the notation of Bjorken and Drell $[\mathrm{Bj} 64$, Bj 65 ] and a metric conversion table is included in appendix D.2. ${ }^{5}$

With respect to $\hbar$ and $c$ the situation is somewhat schizophrenic. Generally, in the text the following convention is employed

$$
\begin{equation*}
\hbar=c=1 \tag{D.34}
\end{equation*}
$$

This simplifies the equation displays and makes the physics (and algebra) more transparent. This commonly used convention implies that energies and momenta are actually all inverse lengths. The full set of units can always be restored at the end of any calculation with the relations

$$
\begin{align*}
\hbar c & =197.3 \mathrm{MeV} \mathrm{fm} \\
c & =2.998 \times 10^{10} \mathrm{~cm} / \mathrm{sec} \\
1 \mathrm{fm} & =10^{-13} \mathrm{~cm} \tag{D.35}
\end{align*}
$$

[^214]Rather than have these quantities disappear completely, the author has found it pedagogically useful to have them appear explicitly until the student is comfortable with the new material [Wa92], and that is the approach taken here. Thus the reader will find factors of $\hbar$ and $c$ appearing where in the author's opinion it helps with the understanding; ${ }^{6}$ it should be clear from the context when this is happening.

Some additional conventions:

- When discussing statistical mechanics we consistently use the shorthand

$$
\begin{equation*}
\beta \equiv \frac{1}{k_{B} T} \tag{D.36}
\end{equation*}
$$

Here $k_{B}=1.381 \times 10^{-16} \mathrm{erg}\left({ }^{\circ} \mathrm{K}\right)^{-1}$ is Boltzmann's constant.

- Carets will often be omitted from above operators in the abstract Hilbert space when the operator nature is evident from the context. The matrix notation of a bar under a symbol will similarly often be suppressed once the matrix structure is clearly established.
- In this text the simple model field theory QHD-I is referred to interchangeably as the $\left(\phi, V_{\mu}\right)$ or the ( $\sigma, \omega$ ) model; the second name is frequently used in the literature although it is misleading since, as emphasized in the text, the $\phi$ field should not be associated with the scalar field of the $\sigma$-model.
- We choose to use the shorthand $J_{\mu 5}^{\mathrm{V}} \equiv \mathbf{A}_{\mu}$ for the axial vector current in Part 2; this should cause no confusion with the $S U(2)$ vector meson fields in Part 3.
- Nuclei in this text are denoted by ${ }_{Z}^{\mathrm{B}}$ chemical symbol. Here $B$ is the baryon number (which is identical to the nucleon number $A$ ), $Z$ is the proton number (charge), and the neutron number is $N=B-Z$. While this complete labeling may seem pedantic for light nuclei, it is maintained throughout for clarity and consistency.
${ }^{6}$ See, for example, Probs. 13.1-14.5 (and this appendix).
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Bates Laboratory, 538
Bethe-Goldstone equation, 26, 28, 31, 37, 109
Bethe-Goldstone wave function, 31, 34, 35
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binomial theorem, 340
Bjorken scaling, 382, 387, 392
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Bohr atom, 485, 486
Bohr wave function, 487
Boltzmann collision term, 415
Boltzmann distribution, 418
Boltzmann equation, 417, 418
Boltzmann's constant, 261, 577
Born approximation, $6,68,107,146$
boson exchange, 438-440
bosons, 197, 200, 243
boundary conditions, 277
breaking of chiral symmetry at the
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C-M correction, 149, 509
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canonical transformation to particles and holes, $36,87,551$
Casimir effect, 142
causal limit, 127
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charge density operator, $94,97,98,113$
charge independence, 5
charge operator, 570
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charge renormalization, 421
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Chew-Low effective range formula, 205
Chew-Low static model, 202
chiral $\sigma$ mass, 201
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chiral invariant, 195
chiral limit, 194
chiral perturbation theory, 217, 224, 378
chiral scalar field, 195
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chiral symmetry breaking, 190
chiral symmetry breaking scale, 213, 214
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classical transport theory, 414, 417
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color current, 256
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convection current, 58
convection current density, 57, 76
convex function, 565,566
Cooper pairs, 30
correlation function, 327, 328, 425
correlation length, 109
Coulomb gauge, 53, 54, 58, 273, 421
Coulomb interaction, $3,16,68,69,108$, 238
Coulomb multipole, 69, 70, 530
Coulomb potential, 231
Coulomb sum rule, 238, 544
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Dirac field, 161, 232, 252
Dirac hole theory, 123
Dirac lagrangian density, 351
Dirac matrices, 112, 122, 352, 432
Dirac optical potential, 129, 132, 133
Dirac particle in spherically symmetric vector and scalar fields, 234
Dirac quarks, 391
Dirac radial wave functions, 150
Dirac spinors, 69, 77, 78, 112, 123, 241, 556
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effective action, 355
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Fermi wave number, 19, 21
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four-vectors, 169, 269, 351, 352
free energy, 293, 308, 310, 312, 313, 315
full quark sector, 513
full symmetry group, 463
full symmetry group of the $\sigma$-model, 212
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GIM mechanism, 514
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gluon propagator, 422
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Goldhaber-Teller model, 100, 112
Goldstone bosons, 214, 215
grand partition function, 152, 226-228, 554
Grassmann algebra, 426, 427
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hadronic relativistic transport theory, 413
hadronic response tensor, 384, 403
hadronization, 390,413
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Higgs field, 454
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Hohenberg-Kohn free energy, 228, 244
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instability of the ground state, 99
interaction potential, 316, 319
interaction representation, 431
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internal conversion, 113
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internal symmetry group $S U(n), 308$
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isospin operator, 180, 247
isospin representation, 247
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isotropic three-dimensional simple
harmonic oscillator, 40
isovector current, 187
isovector magnetic moment, 101
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left-handed neutrinos, 447, 519
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Legendre transformation, 226, 228
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lepton fields, 431, 446
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lepton lagrangian, 569
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lepton number, 433, 519, 521
lepton tensor, 384
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leptons, 458, 515
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Liouville's theorem, 414
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localized nuclear density, $55,79,262,474$, 529
localized source, 57, 473
long-range correlations, 35
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Lorentz force, 574
Lorentz transformation, 231, 239, 241, 411, 436
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many degrees of freedom, 266
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many-body forces, 35, 139
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mass term for gauge bosons, 454
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mass term for quarks, 161, 252
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masses and coupling constants, 177
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massive weak vector meson, 455
massless fermions, 448
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Maxwell field tensor, 231
Maxwell's equations, $121,573,576$
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meson exchange, 11
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meson fields, 216
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meson-meson interactions, 380
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metric, 119
metric and convention conversion tables, 573
metric conversion table, 575
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microreversibility, 347, 349, 350
microscopic causality, 117
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mixed symmetry, 371
mixing angle, 515
mixing matrix, 514, 545
modal matrix, 231
model field theory, 295
model hadronic field theories, 207
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momentum fraction of the gluons, 407
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multipoles, 58
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Nambu and Jona-Lasinio model, 242
naturalness, 217, 221
negative energy sea, 124
negative energy states, 145
negative frequency poles, 138
neutral scalar field, 120
neutral vector field, 120
neutral weak vector boson, 439
neutrino cross section, 482, 484, 504-506, $509,512,526,527,540,541$
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weak isospin, 449
weak isospin symmetry, 514
weak magnetism, 507, 508
weak mixing angle, $453,504,570,572,573$
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Wick's theorem, 37
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Wigner's supermultiplet theory, 87,91 , 373
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Wigner-Weisskopf theory of the line width, 110
Wilson fermions, 358,359
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world lines, 316,317

Yang-Mills nonabelian gauge theory, 161, 449
Yang-Mills theory, 118, 247, 251, 296, 306, 461, 514, 559
Yukawa coupling, 255, 379, 457, 458, 541
Yukawa potential, 550
zero-point correction, 139
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[^0]:    ${ }^{1}$ These books, in particular [Pr82], provide an extensive set of references to the original literature. It is impossible to include all the developments in nuclear structure in this part of the book. The references quoted in the text are only those directly relevant to the discussion.

[^1]:    ${ }^{2}$ If $P_{\sigma}$ is the spin exchange operator then $P_{\sigma}\left[{ }^{1} \chi(1,2)\right] \equiv{ }^{1} \chi(2,1)=-{ }^{1} \chi(1,2)$ is odd and, similarly, $P_{\sigma}\left[{ }^{3} \chi(1,2)\right]=+{ }^{3} \chi(1,2)$ is even. Thus from Eqs. (1.9) $P_{\sigma}=\left(1+\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right) / 2$.

[^2]:    ${ }^{3}$ In terms of isospin we assign $T=0$ to the states that are even under particle interchange and $T=1$ to those that are odd, so that the overall wave function is antisymmetric.

[^3]:    ${ }^{4}$ Since the overall wave function is antisymmetric $P_{M} P_{\sigma} P_{\tau}=-1$ (Note $P_{\sigma}^{2}=P_{\tau}^{2}=+1$ ). Thus $P_{M}=-P_{\sigma} P_{\tau}=-\left(1+\vec{\sigma}_{1} \cdot \vec{\sigma}_{2}\right)\left(1+\vec{\tau}_{1} \cdot \vec{\tau}_{2}\right) / 4$ provides an alternate definition.

[^4]:    ${ }^{5}$ Or, more generally, a strong, short-range repulsion.

[^5]:    ${ }^{6}$ Although a hard core provides the way to represent this short-range repulsion within the framework of static two-body potentials, a short-range velocity-dependent potential that becomes repulsive at higher momenta leads to similar results [Du56]. We shall see in chapter 14 that the latter description is obtained as an immediate consequence of relativistic mean field theory.

[^6]:    ${ }^{7}$ Recent nucleon-nucleon potentials can be found in [Ma87, Ma89, St94, Wi95, Or96, Ma01, En03].

[^7]:    ${ }^{1}$ The nucleon number $A$ is identical to the baryon number $B$, which, to the best of our current experimental knowledge, is an exactly conserved quantity; the notation will be used interchangeably throughout this book.

[^8]:    ${ }^{2}$ This assumption is verified quite well in nucleon-nucleus scattering.
    ${ }^{3}$ Note $a \approx t / 2 \ln 9$.

[^9]:    ${ }^{4}$ For more recent measurements of nuclear charge distributions see [de87].

[^10]:    ${ }^{5}$ In this book we use rationalized c.g.s. (Heaviside-Lorentz) units such that the fine structure constant is $\alpha=e^{2} / 4 \pi \hbar c \approx(137.0)^{-1}$. See appendix D.3.

[^11]:    ${ }^{6} \mathrm{~A}$ very useful number to remember is $\hbar c=197.3 \mathrm{MeV} \mathrm{fm}$; also $c=2.998 \times 10^{10} \mathrm{~cm} / \mathrm{sec}$.
    ${ }^{7}$ For a more recent fit see [Mo95a].

[^12]:    ${ }^{8}$ Fits to interior densities of the heaviest known nuclei yield somewhat lower values $k_{\mathrm{F}} \approx 1.36 \pm$ $0.06 \mathrm{fm}^{-1}$ [Se86].

[^13]:    ${ }^{1}$ In writing these anticommutation relations, we have introduced a generalized Pauli principle. The state vector of a collection of nucleons is antisymmetric under the interchange of all coordinates including isotopic spin. There is, to this point in our development, no new physics implied by this assumption.

[^14]:    ${ }^{2}$ While exact over a small enough interval of the spectrum, Fig. 3.2 indicates that this can only be a crude approximation to the entire spectrum. (See, in this regard, [Ma85, Ja89, Ma91].)

[^15]:    ${ }^{3}$ This argument gets one into trouble with the Cooper pairs - the extraordinary eigenvalues that lead to superconductivity (see [Fe71] Chap.10). These eigenvalues are a problem only very close to the Fermi surface, and are unimportant when discussing the bulk properties of nuclear matter.

[^16]:    ${ }^{4}$ To see this, just integrate the radial differential equation over an infinitesimal region across the core boundary.

[^17]:    ${ }^{5}$ From Eq. (4.25) $w(r)$ is of order $c^{2}$ and any integral over $w(r)$ is at least of order $c^{3}$; its effects can readily be included in a power series expansion in $c$.

[^18]:    ${ }^{6}$ The calculations presented are actually of $u(r)=\int_{c_{-}}^{r} \frac{1}{K} \sin [K(r-s)] F(s) d s$ so that $u(c)=0$ as is guaranteed by the presence of the term $w(r)$.

[^19]:    ${ }^{7}$ These results are insensitive to $\mathbf{k}$ and $\mathbf{P}$ [Fe71].
    ${ }^{8}$ See in this connection [We50, We51, Go58].

[^20]:    ${ }^{1}$ If the potential is singular, then the interaction must initially be treated in the independent pair approximation, as in chapter 4, and the Bethe-Goldstone equation solved in the finite nuclear system [Fe71].
    ${ }^{2}$ To make the formal connection with Wick's theorem complete, one may consider the operators to be time dependent with the time of the operator on the left infinitesimally later than that on the right; however, a little reflection will convince the reader that this artifice is unnecessary; Eq. (5.12) is an algebraic identity.

[^21]:    ${ }^{3}$ Strictly speaking $\hat{H}_{1}=\sum_{\alpha>F} \epsilon_{\alpha} a_{\alpha}^{\dagger} a_{\alpha}-\sum_{\alpha<F} \epsilon_{-\alpha} b_{\alpha}^{\dagger} b_{\alpha}$. In the spherically symmetric case $\epsilon_{\alpha}=\epsilon_{a}=\epsilon_{-\alpha}$. It is assumed here that the pairs $\alpha$ and $-\alpha$ are filled below $F$.

[^22]:    ${ }^{4}$ We will find a natural explanation for the occurrence of this strong, attractive, spin-orbit interaction within QHD in Part 2 of this book.

[^23]:    ${ }^{1}$ When the two valence particles interact through a singular two-body potential, one must consider the overlap with the pair wave function as discussed in chapter 4 [Fe71].

[^24]:    ${ }^{3}$ See [Ro59]. Note the sum on even $k$ can be converted to a sum on all $k$ by inserting a factor $\left[1+(-1)^{k}\right] / 2$.

[^25]:    ${ }^{5}$ Equation (6.17) implies that a redefinition $G=(2 j+1) \bar{G}$ extracts most of the state dependence of the coupling constant.
    ${ }^{6}$ The original analysis is due to Racah [Ra43]. The present solution is from Kerman [Ke61]. The same pseudospin technique was used by Anderson in a discussion of superconductivity [An58].

[^26]:    ${ }^{1} H_{\text {nuclear }}$ could be given in terms of potentials, or it could be for a coupled baryon and meson system, or it could be for a system of quarks and gluons; it does not matter at this point. $\mathbf{J}(\mathbf{x})$ and $\rho(\mathrm{x})$ could, for example, contain exchange currents.
    ${ }^{2}$ Although Eq. (7.1) is correct in QCD, some models may have an additional term of $O\left(e^{2} \mathbf{A}^{2}\right)$ in the hamiltonian; the arguments in this section are unaffected by such a term.

[^27]:    ${ }^{3}$ We now revert to the notation where a caret over a symbol denotes an operator in the nuclear Hilbert space.

[^28]:    ${ }^{4}$ Note this is the amplitude for photon absorption.

[^29]:    ${ }^{6}$ One could be dealing with a density operator in second quantization, or expressed in collective coordinates, etc; to test for an ITO, one first constructs the appropriate total angular momentum operator $\hat{\mathbf{J}}$, and then examines the commutation relations (see [Ed74]).

[^30]:    ${ }^{9}$ These axes were originally the photon axes with the $z$-axis along $\mathbf{k}$, but they can now just as well be the nuclear $\{x, y, z\}$ axes in Fig. 7.3; the equivalence of these two interpretations is readily demonstrated by taking out the $M$-dependence in a C-G coefficient with the aid of the WignerEckart theorem - it is the same in both cases. The two interpretations differ only by an overall rotation (with $\hat{R}^{-1} \hat{R}$ inserted everywhere), which leaves the physics unchanged.

[^31]:    ${ }^{10}$ Recall $\alpha=e^{2} / 4 \pi \hbar c$ in the present units; the multipole operators are now dimensionless.
    ${ }^{11}$ Recall $\mathbf{x} \equiv \mathbf{r}$ and $\boldsymbol{x} \equiv|\mathbf{x}| \equiv r$ in these discussions. One has to get all the derivatives off the Bessel functions before they can be expanded - that is the point of the following exercise.

[^32]:    ${ }^{12}$ Note this is for photon emission; for photon absorption one has the opposite sign for this term.
    ${ }^{13}$ This term can become large in electron scattering where, as we shall see, the appropriate ratio is $\hbar q c / m c^{2}$ with $q$ the momentum transfer.

[^33]:    ${ }^{14}$ The charge multipole operators are defined in terms of the charge density operator.

[^34]:    ${ }^{15}$ We work at energies where the electron mass can be neglected.
    ${ }^{16}$ Here $\boldsymbol{q}=|\mathbf{q}|$. (Note we will later define $\mathbf{q}$ with opposite sign.)

[^35]:    ${ }^{4}$ A contemplation of Fig. 8.3 will convince the reader that a single hole in a closed shell has the opposite sign of the quadrupole moment from that of a single particle in the shell.

[^36]:    ${ }^{1}$ To evaluate this commutator, just move the destruction operators over to the right.

[^37]:    ${ }^{3}$ If $V$ is independent of spin and isotopic spin, then the nuclear hamiltonian is invariant under the symmetry group $S U(4)$, which mixes the spin and isotopic spin of a nucleon in the fundamental representation [ Wi 37 ]. All states belonging to an irreducible representation of $S U(4)$ are then degenerate, and with attractive interactions, the ground state belongs to the identity representation. For the particle-hole excitations we have $[4] \otimes[4]=[1] \oplus[15]$ as explicitly illustrated in this model calculation. The situation is analogous to that in particle physics where the internal symmetry structure of the meson multiplets is that of $q \bar{q}$ pairs.
    ${ }^{4}$ Note $B_{\alpha}^{\dagger}= \pm b_{\alpha}^{\dagger}$ for $j_{a}=l_{a} \pm 1 / 2$. Thus there is simply an a-dependent phase relating the two canonical transformations.

[^38]:    ${ }^{5}$ It is shown in [Fe71] that the TDA corresponds to finding the poles of the polarization propagator obtained by summing the forward-going particle-hole insertions on an interaction line; here there is only one particle-hole pair present at any given time. The RPA corresponds to summing these as Feynman diagrams, with both forward and backward propagation in time; now several particle-hole pairs may be present at any instant.

[^39]:    ${ }^{1}$ More realistic description of the effective interaction in nuclei can be found in [Ba75b, Na84, $\mathrm{Br} 87, \mathrm{Br} 88$, Ku90].
    ${ }^{2}$ It can be extended to j -j coupling and heavier nuclei (see $[\mathrm{Br} 64, \mathrm{Fe} 71]$ and Prob. 9.3).

[^40]:    ${ }^{8}$ This model, for transitions to the giant dipole resonance with quantum numbers $J^{\pi}=1^{-}, T=1$ (in even nuclei with $N=Z$ ) was first examined in [Br59a].

[^41]:    ${ }^{9}$ The isoscalar charge density operator for the dipole mode with $L=1$ is given by Eq. (10.17) as $\hat{Q}_{1 M}=\frac{1}{2} \sum_{j} \mathbf{r}(j)_{1 M}$. This is proportional to the center-of-mass coordinate and cannot cause a true internal excitation of the nucleus. Thus there is no transition from the ground state to the [1] supermultiplet with $S=T=0$ and $L=1$ through the charge density operator. The present analysis is applicable to quadrupole $L=2$ and higher charge oscillations of the nucleus.

[^42]:    ${ }^{10}$ Reference [Ti92] clearly displays this supermultiplet in ${ }_{2}^{4} \mathrm{He}$.

[^43]:    ${ }^{1}$ Note from Eq. (8.15) $\mu=\frac{1}{2}\left(\lambda_{p}+\lambda_{n}\right)+\frac{1}{2} \tau_{3}\left(\lambda_{p}-\lambda_{n}\right)$. Since $\left(\lambda_{p}-\lambda_{n}\right) \gg\left(\lambda_{p}+\lambda_{n}\right)$ it is the isovector transitions that dominate the transverse electron scattering cross section.
    ${ }^{2}$ The [15] supermultiplets here are obtained from the spatial states $(2 s)(1 p)_{1^{-}}^{-1}$ and (1d)(1p) $1_{1^{-1} 2^{-} 3^{-}}$ where the total $L$ is indicated with a subscript.

[^44]:    ${ }^{3}$ See chapter 47 for a better understanding of this reduction factor.

[^45]:    ${ }^{2}$ Hint: Establish the virial relation $r(\partial V / \partial r)=\left[\vec{r} \cdot \vec{\nabla}, H_{\text {part }}\right]+2 T_{\text {part }}$ for a particle moving in the potential $V(r)$.

[^46]:    ${ }^{3}$ Do not forget internal conversion. This is an additional contribution to the electromagnetic transition rate due to the direct ejection of atomic electrons; its importance increases with the multipolarity and $Z$, and decreases with energy. One writes $\omega_{f i}^{\text {tot }}=\omega_{f i}^{\gamma}+\omega_{f i}^{\mathrm{int}}$ con $\equiv(1+\xi) \omega_{\mathrm{fi}}^{\gamma}$ and the internal conversion coefficients $\xi$ are tabulated.

[^47]:    ${ }^{1}$ The background references [Sc51a, Jo55, Du56, Mi72] deserve special mention.
    ${ }^{2}$ See also [Gr93].

[^48]:    ${ }^{5}$ Note the hamiltonian density is $\mathcal{H}=-T_{44}=\Pi_{q}(\partial q / \partial t)-\mathcal{L}$ with $\Pi_{q}=\partial \mathcal{L} / \partial(\partial q / \partial t)$.

[^49]:    ${ }^{6}$ These manipulations are formally identical to those carried out in the free field case (Prob. 14.2).

[^50]:    ${ }^{8}$ On the abscissa, once the units are restored, one has $\log \varepsilon=\log \rho c^{2}=\log \rho+\log c^{2}=\log \rho+20.95$; it is $\log \rho$ that is indicated.
    ${ }^{9}$ The properties of the two phases of neutron matter are determined by a Maxwell construction.

[^51]:    ${ }^{1}$ References [Re89, Ga90, Se97] summarize more extensive descriptions within this framework.

[^52]:    ${ }^{2}$ See also Probs. 47.11-47.12.

[^53]:    ${ }^{1}$ The proof is similar to that for the analogous terms in the photon propagator in QED (see [Bj64, Bj65, Wa92]).

[^54]:    ${ }^{2}$ Other choices are possible and have been extensively investigated [Se86, Se92]. The inclusion of $\Delta \varepsilon_{0-\mathrm{PT}}\left(M^{*}\right)$ does not appear to improve the phenomenology.

[^55]:    ${ }^{3}{ }^{1}$ n these figures HF stands for relativistic Hartree-Fock obtained by summing self-consistently the lowest-order self-energy insertion as discussed in [Se86]. When the model parameters are properly renormalized to reproduce the empirical saturation properties, exchange corrections modify the energy density only slightly, and the HF binding energy curve for nuclear matter is then similar to the MFT result.

[^56]:    ${ }^{4}$ The signs and factors follow from the Feynman rules. The iteration of Dyson's equations in this case sums the tadpole diagrams for the baryon Green's function.
    ${ }^{5}$ When expanded in the dimensionless ratio ( $g_{s} \phi_{0} / M$ ), the quantity $\Delta \varepsilon_{0-\mathrm{PT}} / M^{4}$ in Eq. (16.9) is an infinite power series with prescribed coefficients beginning with $\left(g_{s} \phi_{0} / M\right)^{5}$; however, these coefficients are "unnatural" in the sense of chapter 24, and with effective field theory one lets experiment determine the actual value of the coefficients in this Casimir effect.

[^57]:    ${ }^{1}$ The baryon propagator has both a Feynman and finite-density part. We write $G=G_{\mathrm{F}}+G_{\mathrm{D}}$ in Eq. (16.14) and refer to $G_{D}$ (arising from the shifted poles) as the density-dependent part [Se86].

[^58]:    ${ }^{3}$ The nucleon pole term in the relevant absorptive part is independent of the particular form of the $\pi-N$ coupling used.

[^59]:    ${ }^{4}$ The required manipulations are detailed in [Bj64, Wa92].
    ${ }^{5}$ Note that the definition $F_{i}=\left(F_{i}^{S}+\tau_{3} F_{i}^{V}\right) / 2$ used here differs by a factor of 2 from that used in Eq. (10.10) of [Se86] where $F_{i}=F_{i}^{S}+\tau_{3} F_{i}^{V}$.

[^60]:    ${ }^{8}$ For the calculation procedure, see Prob. 17.2 and [Ki86, Hu03].
    ${ }^{9}$ The C-M correction factor here $f_{\mathrm{CM}}=\exp \left\{\vec{q}^{2} b^{2} / 4 A\right\}$ is taken from the simple harmonic oscillator (see [Wa01]) - it is the only nonrelativistic element in the calculation.
    ${ }^{10}$ See chapter 47 for the precise definition of $F_{T}^{2}$.

[^61]:    ${ }^{1}$ We remind the reader that in this book the simple model field theory QHD-I is referred to interchangeably as the ( $\phi, V_{\mu}$ ) or the ( $\sigma, \omega$ ) model; the second name is frequently used in the literature.

[^62]:    ${ }^{2} \mathrm{We}$ assume a single species of baryon in this simple model calculation. There will always be additional additive contributions to the thermodynamic potential arising from other species. For example, even in QHD-I in RMFT, there will be contributions from the free ( $\sigma, \omega$ ) fields.

[^63]:    ${ }^{3}$ They are derived as in [Fe71] (see [Wa86]). References [Fu90, Fu91, Fau91a] contain a much more extensive discussion of QHD at finite temperature.

[^64]:    ${ }^{4}$ We have again suppressed isospin; there is a factor $\delta_{i j}$ with $i, j=1,2$ in the baryon propagator.

[^65]:    ${ }^{1}$ The material on quarks, gluons, and quantum chromodynamics (QCD) will be developed in detail, with appropriate references, in Part 3 of this book. The present chapter is included as background for a simple model calculation of the phase diagram of nuclear matter.

[^66]:    ${ }^{2}$ See [Ch84] for a much more extensive discussion, including Feynman rules with other choices of gauge.
    ${ }^{3}$ All quark indices are now explicit: $i, j=R, G, B$ for color; $l, m=u, d, s, c, \cdots$ for flavor.

[^67]:    ${ }^{5}$ Since gluons are not conserved, the gluon chemical potential vanishes (see Prob. 18.1).

[^68]:    ${ }^{2}$ There is an additional (baryon) ${ }^{2}$-vector vertex, a vector propagator, and external vector lines (Prob. 20.6).

[^69]:    ${ }^{5}$ Note that the "natural" magnitude of the $\pi-N$ scattering lengths is $a_{0} \approx 1 / \mu$.
    ${ }^{6}$ They were first developed within the framework of QHD in [Se79].

[^70]:    ${ }^{1}$ In subsequent developments in this book, carets will often be omitted from above operators in the abstract Hilbert space when the operator nature is evident from the context. The matrix notation of a bar under a symbol will similarly often be suppressed once the matrix structure is clear.

[^71]:    ${ }^{2}$ Note the notation here, $\boldsymbol{\pi}$ is the pion field and not the canonical momentum, which will explicitly be denoted by $\dot{\underline{I}}, \dot{\phi}, \dot{\sigma}$, etc.
    ${ }^{3}$ Just as the angular momentum operators $\vec{J}$ generate rotations.

[^72]:    ${ }^{4}$ Again, this is enough to identify the corresponding current through Noether's theorem; we now judiciously suppress the explicit matrix underlining.

[^73]:    ${ }^{5}$ Which is renormalized order by order.

[^74]:    ${ }^{6}$ As we shall see, and as we shall subsequently do, one should really denote this field with a different notation, say $\varphi$; it is not to be associated with the scalar field $\phi$ of QHD-I.

[^75]:    ${ }^{7}$ The explicit proof, through use of the canonical (anti-)commutation relations, that the operators in Eq. (21.49) do indeed generate the transformation in Eq. (21.43) as the infinitesimal form of the defining Eqs. (21.20) and (21.28) is left as an exercise for the reader (Prob. 21.6).

[^76]:    ${ }^{1}$ This follows, as in the last chapter, from the invariance of the lagrangian under phase transformations of $\psi$ and Noether's theorem (Prob. 22.3).

[^77]:    ${ }^{2}$ Note that if one takes $\left\{g, M, \mu=m_{\pi}\right\}$ from experiment together with $\left\{g_{v}, m_{v}\right\}$, where $g=g_{\pi}$, then the only parameter left in the model is $m_{s}$, the mass of the scalar field.

[^78]:    ${ }^{3}$ What do these additional couplings do to the RMFT of nuclear matter in chapter 14? If one makes a preliminary (invalid) identification of $\phi$ with the scalar field of QHD-I, then $\langle\phi\rangle_{\text {n.m. }} \equiv \phi_{0}$ and $M^{*}=M-g \phi_{0}$. The potential in QHD-I is just $V_{0}=(1 / 2) m_{s}^{2} \phi_{0}^{2}=\left(m_{s}^{2} / 2 g^{2}\right)\left(M-M^{*}\right)^{2}$. The reader can show that in the chiral limit with $\mu^{2}=0$ the potential is now given by $V_{\text {chiral }}=$ $V_{0}\left[\left(M+M^{*}\right)^{2} / 4 M^{2}\right]$. This changes the self-consistency relation for $M^{*}$; new abnormal solutions may be obtained [Le74, Le75]. There is little change from the potential of QHD-I when $M^{*} \approx M$.

[^79]:    ${ }^{1}$ Weinberg's chiral transformation demonstrates that this scalar field decouples in the limit that its mass becomes very large $m_{\sigma}^{2} \rightarrow \infty$ (see [Wa95]).

[^80]:    ${ }^{2}$ Repeated isospin indices in this discussion are summed from 1 to 3.

[^81]:    ${ }^{4}$ One can give a more rigorous basis for this discussion by invoking the N/D solution to dispersion relations where only a certain set of nearby singularities is retained. See [Ch62, Ga66].

[^82]:    ${ }^{5}$ See also the figure in [Li89, Li90] where there is an actual peaked contribution to the driving term in the $N-N$ interaction.

[^83]:    ${ }^{7}$ One must keep the $x=\cos \theta$ dependence in these expressions to get a nonzero result when projecting the amplitude in the $J^{\pi}=\frac{3}{2}^{+}$channel.

[^84]:    ${ }^{9}$ It was shown by Chew and Low [Ch56a] (see also [Fr60]) that the pole term $N(\omega)$ is of the wrong sign, or too small, to lead to low-energy resonances in the other p-waves $\left(\frac{3}{2}{ }^{+}, \frac{1}{2}\right),\left(\frac{1}{2}{ }^{+}, \frac{3}{2}\right),\left(\frac{1}{2}^{+}, \frac{1}{2}\right)$ in $\pi-N$ scattering.

[^85]:    ${ }^{1}$ Note $V_{\mu \nu}=\partial V_{\nu} / \partial x_{\mu}-\partial V_{\mu} / \partial x_{\nu}$ is the vector meson field tensor.
    ${ }^{2}$ Repeated Latin indices are summed from 1 to 3.

[^86]:    ${ }^{3}$ Note that in writing $\mathcal{L}(\tilde{\varphi}, \boldsymbol{\tau} \cdot \pi)$ we lose track of the symmetry of the potential in Fig. 24.1.

[^87]:    ${ }^{4}$ One can do marvelous things with different choices of generalized coordinates in continuum mechanics!
    ${ }^{5}$ We employ the notation $\mathcal{L}_{\sigma} \equiv \mathcal{L}\left(V_{\mu}=0\right)$. The complexity resides in the treatment of the pion field in $\mathcal{L}_{\sigma}$. The vector field can always be restored by using $D / D x_{\lambda}$ in $\mathcal{L}_{\text {fermion }}$ and adding $\mathcal{L}_{V_{\mu}}^{0}$.

[^88]:    ${ }^{7}$ It can also be eliminated in Eq. (24.11) through the use of Weinberg's chiral transformation [We67, We68, We79, Wa95].
    ${ }^{8}$ The conventions used here [Wa95] differ from those of [Se86, Se97]; note also Eq. (24.22) which implies $\underline{\xi}=\underline{\xi}_{S e}^{\dagger}$.

[^89]:    ${ }^{9}$ Other examples include the use of phonons in crystals, the Ginsberg-Landau theory of phase transitions, London's theory of superconductivity, and the Gross-Pitaevskii theory of superfluid ${ }^{4} \mathrm{He}$ [Fe71].
    ${ }^{10} \mathrm{We}$ use $G=10^{-5} / M^{2}$; also $F_{\mu \nu}=\partial A_{\nu} / \partial x_{\mu}-\partial A_{\mu} / \partial x_{\nu}$ and $G_{\mu \nu} \equiv \varepsilon_{\mu \nu \rho \sigma} F_{\rho \sigma}$.

[^90]:    ${ }^{11}$ FST include all non-redundant terms. For example, total derivatives in the lagrangian density do not change the action, and allow partial integrations; fields can be redefined; and in evaluating the energy density along the dynamical path, field equations can be invoked.
    ${ }^{12}$ Chiral perturbation theory starts from an analogous effective lagrangian and expands pion amplitudes in the small parameters $q / M$, and $m_{\pi} / M$.

[^91]:    ${ }^{13}$ The $\nu=5$ terms with ( $\alpha_{1}, \alpha_{2}$ ), which play a role at a higher level of approximation and appear in Table 24.1, are also included.

[^92]:    ${ }^{14}$ Chapter 25 provides an overview of density functional theory.
    ${ }^{15}$ There are some small electromagnetic correction terms included in FST that are not included in this table.

[^93]:    ${ }^{16}$ The differences in energies are just the chemical potentials.
    ${ }^{17}$ For the extension of this work to semi-magic nuclei with $\mathrm{N}=28,50,82,126$ and $\mathrm{Z}=28,50,82$ see [Hu04].
    ${ }^{18}$ There are factors of $(-1)(-i)$ to get from the interaction lagrangian to the S-matrix, wavefunctions for the external particles, and $(2 \pi)^{4} \delta^{(4)}(\Delta p)$ from integration over all space of the contact interaction; the derivatives act on the wavefunctions $e^{-i q \cdot x}$ for a created particle and $e^{i q \cdot x}$ for a particle destroyed.

[^94]:    ${ }^{19}$ We use the same sign convention as in $\pi$-N scattering.
    ${ }^{20}$ See problem 42.7.

[^95]:    ${ }^{1}$ We use the term assembly to refer to a collection of particles.

[^96]:    ${ }^{2}$ The chemical potential $\mu$ now defines the zero of energy.

[^97]:    ${ }^{5}$ An application of effective field theory and density functional theory to strange, superheavy nuclei with $Q=0$ and $|S| / B=1$ is discussed in [Mc02], and to $\Lambda$-hypernuclei in [Mc03].

[^98]:    ${ }^{5}$ Prove this statement (Prob. 27.6).

[^99]:    ${ }^{1}$ As opposed to the very short-distance, high-momentum regime where one can do perturbative QCD.
    ${ }^{2}$ We restore $\hbar$ until the end of this chapter for reasons that will become evident.

[^100]:    ${ }^{3}$ The derivation of these results for a $T$ and $V$ of the form in Eq. (28.15) proceeds in a manner similar to that given in the text for the partition function (Prob. 28.1).

[^101]:    ${ }^{6}$ For generality, these expressions have been written for any number of spatial dimensions; they would apply, for example, to the dynamics of a one-dimensional string, a two-dimensional membrane, or a three-dimensional solid.
    ${ }^{7}$ We could be discussing, for example, sound waves in a gas (cf. [Fe80]).

[^102]:    ${ }^{8}$ This limit should be taken only at the very end of the calculation of the quantity of interest.
    ${ }^{9}$ This is not a ratio, but we will show in the next section how thermodynamic averages will involve the partition function in the form of a ratio.

[^103]:    ${ }^{10}$ This can be validated in perturbation theory for the vacuum Green's functions.
    ${ }^{11}$ Alternatively, one can evaluate Eq. (28.49) in Minkowski space and build in the correct Feynman boundary conditions for the propagators by introducing an adiabatic damping factor in the action. Consider the mass term $\mathcal{L}_{\text {mass }}=-(1 / 2) m^{2} \phi^{2}$ in the lagrangian density, and take $m^{2} \rightarrow m^{2}-i \eta$ where $\eta$ is a positive infinitesimal. See Prob. 28.7.

[^104]:    ${ }^{1}$ In QED in three dimensions one can guarantee physical configurations in the path integral by carrying out the integrations in a particular gauge. For example, one can enforce the Coulomb gauge by adding delta functions in the integrand $\overline{\mathcal{D}}\left(A_{\mu}\right) \delta_{p}(\nabla \cdot \mathbf{A}) \delta_{p}(\phi)$. Here $\delta_{p}$ represents a product over the volume elements $\alpha$ of size $\varepsilon^{4}$ (see [Ab73]). The weighting function now takes the form $\exp \left\{-\frac{1}{2} \int_{0}^{\beta} d \tau \int d^{3} x\left[(\nabla \times \mathbf{A})^{2}+(\partial \mathbf{A} / \partial \tau)^{2}\right]\right\}$. The partition function is then the same result one gets by working in the euclidian metric with $x_{\mu}=(\mathbf{x}, \tau) ; A_{\mu}=(\mathbf{A}, \phi)$, and the decreasing exponentials again lead to convergent path integrals.

[^105]:    ${ }^{3}$ This form of the action ensures both gauge invariance and the correct continuum limit - see the following discussion.

[^106]:    ${ }^{4}$ The introduction of the notion of point splitting to generate gauge-invariant currents is due to Schwinger [Sc51].

[^107]:    ${ }^{5}$ Recall $\hbar=c=1$. Clearly one can generalize to different lattice sizes ( $m, n$ ).
    ${ }^{6}$ For the generating functional $\tilde{W}_{\mathbf{E}}(J)$ one must integrate $\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} d^{2} x$.
    ${ }^{7}$ Overall factors in the measure add a constant to $\ln Z$ and since $\beta F=\beta(E-T S)=-\ln Z$, they add a constant to $S_{\mathrm{vac}}$, the entropy of the vacuum, which is unobservable.

[^108]:    ${ }^{8}$ Note that all the information on coupling strength and lattice spacing is now contained in the single parameter $\sigma$.

[^109]:    ${ }^{2}$ Recall that in quantum mechanics the Hartree (or Hartree-Fock) equations are determined by minimizing the expectation value of the total hamiltonian with a product (or determinant) of single-particle wave functions.
    ${ }^{3}$ There are actually two solutions with $m \neq 0$ corresponding to the two possible directions for the total spin of the lattice. One solution may be selected by starting with finite $H_{\text {ext }}$ and then letting $H_{\text {ext }} \rightarrow 0$. To show it is the stable solution, it is also necessary to show that the solution with $m \neq 0$ has lower free energy that the one with $m=0$ (see [Sc89]).

[^110]:    ${ }^{4}$ Since we worked hard to make that gauge invariant.

[^111]:    ${ }^{5}$ See, e.g. [El75].
    ${ }^{6}$ The exact expression for the contribution to the action from the $i$ th plaquette is $\left(S_{0}\right)_{i}=$ $2 \sigma\left[1-\cos \left(\phi_{1}+\phi_{2}-\phi_{3}-\phi_{4}\right)\right]$. The MFT ansatz discussed here assigns a single angle ( $\left.\phi_{i}-\chi\right)$ and multiplicative constant $m$ to the angular dependence; the phase transition then signals an alignment of the contributions from the plaquettes.

[^112]:    ${ }^{7}$ The case of $d=5$ was investigated previously in [Bh80].

[^113]:    ${ }^{8}$ Padé approximants are ratios of power series, whose expansion reproduces the actual power series to any given order. By using a ratio, one has the possibility of building in singularities which limit the convergence of the original power series. The result in Fig. 30.7 uses the [7,8] approximant.

[^114]:    ${ }^{9}$ This is the analog of the thermodynamic relation (note that here $\beta$ plays the role of $1 / T_{\text {eff }}$ )

[^115]:    ${ }^{1}$ Thus considered as matrices with respect to the site indices $(j, i)$, they are again hermitian.

[^116]:    ${ }^{2}$ The result can actually be established for finite gauge transformations through more general considerations; to illustrate the concepts we are content to prove it here explicitly for infinitesimals.
    ${ }^{3}$ Compare Eqs. (29.15) and (29.16).

[^117]:    ${ }^{9} \sigma$ is given in $1+1$ dimensions by Eq. (31.36) and in $d$ dimensions by Prob. 31.4. Note once again that the single parameter $\sigma$ now contains the entire dependence on coupling constant and lattice spacing.

[^118]:    ${ }^{1}$ We here and henceforth simply use $\bar{S} \equiv S$ for the required action.
    ${ }^{2}$ Remember that the labels ( $j i$ ) here denote the link; they are not the elements of the $n \times n$ matrix.

[^119]:    ${ }^{3}$ The constant $H$ will be treated as a variational parameter determined by a variational principle.

[^120]:    ${ }^{5}$ Note that with a lattice of $N$ intervals in each of $d$ dimensions and with periodic boundary conditions the number of sites is $N_{\text {sites }}=N^{d}$.

[^121]:    ${ }^{1}$ In fact, here, both contributions vanish since $A_{\mu}=\left(0, A_{0}\right)$.

[^122]:    ${ }^{2}$ Recall that even in QED, with finite lattice spacing $a$, these are self-interacting fields.
    ${ }^{3}$ Note $\left[S(U), \oint_{C} d x_{\mu} \tilde{A}_{\mu}\right]=0$ since the action $S(U)=2 \sigma \sum_{\square}\left(1-\frac{1}{\mathcal{N}} \operatorname{Re}\left[\operatorname{tr} \underline{U}_{\square}\right]\right)$ is just a c-number. Thus the exponentials still factor $e^{-S(U)} e^{-S_{J}}=e^{-S(U)-S_{J}}$.

[^123]:    ${ }^{4}$ In the physical world what presumably happens is that the string breaks and a pair of quarks is created from the vacuum to take the places at the ends of the string fragments - a meson turns into two mesons.

[^124]:    ${ }^{7}$ The corresponding result for $S U(\mathcal{N})$ from [Gr73, Po73] is $\beta_{0}=11 \mathcal{N} / 3-2 N_{f} / 3$; here $N_{f}$ is the number of "flavors" of fermions, that is, the number of different types of fermions belonging to

[^125]:    ${ }^{9}$ Recall from chapter 31 that for $S U(2)$ and $d=2$ we had $2 \sigma=4 / g^{2} a^{2}$, and with $d=4$ the $a^{2}$ dependence disappears from this expression (see Prob. 31.4).
    ${ }^{10}$ According to [Ca89] the authors in [Ot84] include the next order correction to Eq. (33.33), which results in $f_{0}(g) \rightarrow f_{1}(g)=\left(8 \pi^{2} \bar{\beta} / 3 \beta_{0}\right)^{51 / 121} f_{0}(g)$, but the factor in front of $f_{0}(g)$ is "purely decorative."
    ${ }^{11}$ The basis for the large-scale Monte Carlo numerical calculations is developed in chapter 35.

[^126]:    ${ }^{12}$ An eigenstate of $\hat{H}$ formed from the nonlinear gluon couplings in the absence of valence quarks.
    ${ }^{13}$ The most recent results from lattice gauge theory calculations can always be found in the proceedings of the latest international "Lattice Conferences" (e.g. [La02, La03]).

[^127]:    ${ }^{1}$ Note $\alpha_{0}$ multiplies the unit matrix, which is here suppressed.

[^128]:    ${ }^{2}$ There are a total of $2(m+n)$ links on the contour $C$ and $p=m n$ plaquettes inside.

[^129]:    ${ }^{1}$ Consider some numbers: In an LGT calculation in $d$ dimensions with $N$ sites along one axis, the number of links is $d N^{d}$. For a lattice of size $16^{4}$ in four dimensions the number of integrations over links in the multiple integrals $=4 \times 16^{4}=262,144$; this must still be multiplied by the number of internal link variables. For the Ising model, the number of spin configurations is $2^{N_{\text {sites }}}=2^{N^{d}}$. For a $64 \times 64$ lattice in 2 dimensions the number of spin configurations, which is the number of terms in the partition function sum, is $2^{64 \times 64}=2^{4096} \approx 10^{1233}$ !

[^130]:    ${ }^{3}$ A little thought will convince the reader that following a single point through very many steps of the Metropolis algorithm is equivalent to taking the distribution of points from one step of the Markov chain to the next one. Since the probability distribution is stable, it is simply reproduced by this process.

[^131]:    ${ }^{2}$ One must rearrange the fermion action so that it is in this form; this is not hard to do since each site is connected to a finite number of links (Prob. 36.8).
    ${ }^{3}$ Use the general matrix relation $\partial(\operatorname{det} \underline{M}) / \partial M_{i j}=\left(\underline{M}^{-1}\right)_{j i}(\operatorname{det} \underline{M})$. The proof of this relation is not difficult if one uses the expansion of the determinant in terms of cofactors (Prob. 36.6).

[^132]:    ${ }^{5}$ Note $\{[\psi(n+1)-\psi(n)]+[\psi(n)-\psi(n-1)]\} / 2 a=[\psi(n+1)-\psi(n-1)] / 2 a$.

[^133]:    ${ }^{7}$ For example, $B=\gamma a$ where $\gamma$ is a constant.

[^134]:    ${ }^{8}$ See, in particular, the presentations by H. Wittigand, L. Giusti, and M. Creutz in [La03].

[^135]:    ${ }^{1}$ Which one does not have in this model.

[^136]:    ${ }^{4}$ Start with $[\mathrm{a} \times \mathrm{b}]_{z}=a_{x} b_{y}-a_{y} b_{x}$ and the spherical components of a vector $v_{ \pm 1}=\mp\left(v_{x} \pm i v_{y}\right) / \sqrt{2}$.
    Then $v_{x}=\left(v_{-1}-v_{+1}\right) / \sqrt{2}$ and $v_{y}=i\left(v_{-1}+v_{+1}\right) / \sqrt{2}$. Thus $[\mathbf{a} \times \mathbf{b}]_{z}=i\left(a_{-1} b_{+1}-a_{+1} b_{-1}\right)$. Now use $r_{1 m}=(4 \pi / 3)^{1 / 2} r Y_{1 m}$; this produces Eq. (37.32).

[^137]:    ${ }^{8}$ Define $\zeta_{i} \equiv \chi_{m_{s}} \eta_{m_{t}}$ with $\left(m_{s}, m_{t}\right)=( \pm 1 / 2, \pm 1 / 2)$. Then in a nonrelativistic quark model with spin-independent interactions one has an internal global $S U(4)$ (flavor) symmetry - this is just Wigner's supermultiplet theory. Here the baryons belong to the totally symmetric irreducible representation one gets from $4 \otimes 4 \otimes 4$; this is the [20] dimensional representation with spinisospin content worked out in the text and shown in Table 37.3.
    ${ }^{9}$ Assume the operators form the identity with respect to color; the color wave function then goes right through the matrix element, and it is normalized.

[^138]:    ${ }^{10}$ Use $\left\langle\Phi^{\rho}\right| I_{3}\left|\Phi^{\lambda}\right\rangle=0$ if $I_{3}$ is diagonal; this follows immediately from the form of Eq. (37.45) and the orthogonality of the mixed-symmetry wave functions.

[^139]:    ${ }^{11}$ The mass terms in the QCD lagrangian for the ( $u, d$ ) quarks are very small (a few MeV ). The inclusion of these mass terms forms a basis for chiral perturbation theory [Ga84, Go92]. Here one uses a nonrenormalizable effective lagrangian (see [Ge93] and chapter 24) in a systematic low-energy approximation scheme. Recent nuclear physics results in chiral perturbation theory are summarized in [Me93].

[^140]:    ${ }^{13}$ Gluons are "dichromatic."

[^141]:    ${ }^{15}$ We have already seen a good example of one type of soliton formation in the discussion of finite nuclei as the solutions to the set of nonlinear, Hartree field equations for given baryon number in chapter 15. Recall the calculated charge densities of finite nuclei shown in Figs.15.2-4.
    ${ }^{16}$ The Skyrme model [Sk61, Sk62] provides just such a description of the nucleon as a soliton solution to the nonlinear, chiral symmetric, meson field equations. The model is discussed in detail in [Bh88, Wa95]; see also [Ch84a].

[^142]:    ${ }^{2}$ That is, periodic boundary conditions in a big box of volume $\Omega$.

[^143]:    ${ }^{4}$ These authors use $W_{1,2} \equiv(1 / m) W_{1,2}^{\text {text }}$ where $W_{1,2}^{\text {text }}$ are the structure functions used here.
    ${ }^{5}$ From the SLAC data the ratio of longitudinal to transverse cross section is given by $R \equiv \sigma_{1} / \sigma_{\mathrm{t}}=$ $0.18 \pm 0.10$ where $W_{1} / W_{2} \equiv\left(1+\nu^{2} / q^{2}\right) \sigma_{\mathrm{t}} /\left(\sigma_{\mathrm{t}}+\sigma_{1}\right)$.

[^144]:    ${ }^{6}$ It is assumed also that the transverse momentum of the parton before the collision can be neglected in comparison with $\sqrt{q^{2}}$, the transverse momentum imparted as $|\vec{p}| \rightarrow \infty$.

[^145]:    7 "Generalized parton distributions (GPD)" include additional momentum transfer variables in the distribution functions, providing a description of exclusive processes [Ji97, Ra97, Di03].

[^146]:    ${ }^{1}$ Here $q_{i}\left(\eta_{i}\right) d \eta_{i}$ is the number of quarks of the $i$ th type carrying momentum between $\eta_{i} p$ and ( $\left.\eta_{i}+d \eta_{i}\right) p$ in the proton in the infinite-momentum frame; it was called $f_{i}\left(\eta_{i}\right) d \eta_{i}$ in the previous chapter.
    ${ }^{2}$ And QCD sum rules can provide constraints on them.

[^147]:    ${ }^{3}$ A discussion of this topic is contained, for example, in [Ge54, Ch84, Wa92].
    ${ }^{4}$ To give full credit, these are often referred to as the DGLAP equations [D o77, Gr72, A177, Mu97].

[^148]:    ${ }^{5}$ In this chapter $\int^{1} d z \delta(1-z) \equiv \int^{1+} d z \delta(1-z)=1$.

[^149]:    ${ }^{8}$ Note that while the derivative is in the resolving power $\tau=\ln \left(q^{2} / q_{0}^{2}\right)$, the integral is only over the momentum fraction $x$; this is why the solution can be obtained relatively easily.

[^150]:    ${ }^{10}$ One should probably use a smaller number for $N_{f}$ as the active quark degrees of freedom in the SLAC experiments.

[^151]:    ${ }^{1}$ See appendix A of $[\mathrm{Fe} 71]$ for the fermion factor of $7 / 8$.

[^152]:    ${ }^{2}$ Recall $c=1$.

[^153]:    ${ }^{3}$ The evolution of the mid-rapidity region is analyzed in $[\mathrm{Bj} 83]$.

[^154]:    ${ }^{6}$ It is only for this distribution, of course, that the ensemble is truly "canonical".
    ${ }^{7}$ An ultra-relativistic quantum molecular dynamics code UrQMD is described in [Ba98].

[^155]:    ${ }^{1}$ Hole theory implies that $v(-\mathbf{k} \lambda)$ is a negative-energy wave function with helicity $\lambda$ with respect to $-\mathbf{k}$.

[^156]:    ${ }^{2}$ This value includes the lowest-order electromagnetic correction to the rate; the uncorrected value is $G_{\mu}^{\text {uncorr. }}=1.024 \times 10^{-5} / m_{p}^{2}$ [Co83]. Henceforth we consistently set $\hbar=c=1$ (appendix D.3).

[^157]:    ${ }^{3}$ CVC was developed before the discovery of the quark substructure of hadrons; indeed, one of the major triumphs of the quark picture with point electroweak couplings is the simple form and symmetry properties of the predicted electroweak currents (see later).

[^158]:    ${ }^{4}$ See, for example, Prob. 42.2.

[^159]:    ${ }^{5}$ Note the factor of $q_{\mu} q_{\nu} / M_{\mathrm{W}}^{2}$ in the numerator, which appears to preclude the possibility of making this a renormalizable theory.

[^160]:    ${ }^{6}$ We will derive the following relations between the coupling constants and masses in the standard model: $G^{\prime} / \sqrt{2}=f^{2} / 8 M_{Z}^{2}=g^{2} / 8 M_{Z}^{2} \cos ^{2} \theta \mathrm{~W}=g^{2} / 8 M_{\mathrm{W}}^{2}=G / \sqrt{2}$.

[^161]:    ${ }^{7}$ Note that the field $\pi=\left(\pi_{1}-i \pi_{2}\right) / \sqrt{2}$ creates $\pi^{-}, \pi^{*}=\left(\pi_{1}+i \pi_{2}\right) / \sqrt{2}$ creates $\pi^{+}$, and $\vec{\tau} \cdot \vec{\pi} \equiv$ $\sqrt{2}\left(\pi \tau_{+}+\pi^{*} \tau_{-}\right)+\pi_{3} \tau_{3}$.

[^162]:    ${ }^{1}$ And similarly for the other leptons.

[^163]:    ${ }^{2}$ There is only one neutrino field in the standard model $\nu_{L} \equiv \frac{1}{2}\left(1+\gamma_{5}\right) \psi_{\nu}$; it describes left-handed neutrinos and right-handed antineutrinos. This is put in by hand, as is the fact that this neutrino is massless $m_{\nu}=0$ (see chapter 49).

[^164]:    ${ }^{3}$ The metric is not complex conjugated in $v_{\mu}^{\star} \equiv\left(\mathbf{v}^{\dagger},+i v_{0}^{\dagger}\right)$.

[^165]:    ${ }^{5}$ Formulation in terms of quarks simply changes the underlying structure of $\mathcal{J}_{\lambda}$ (hadrons). See next chapter.

[^166]:    ${ }^{6}$ Here $\underline{\phi}^{*}$ indicates hermitian adjoint in the Hilbert space, while $\underline{\phi}^{\dagger}$ includes a matrix transpose.

[^167]:    ${ }^{7}$ Note the interesting fact that strong isospin symmetry here comes from the equality of the couplings to the complex doublet in the electroweak sector, where spontaneous symmetry breaking provides the fermion (and gauge boson) masses; the same will hold true with the formulation in terms of quarks where it is the near equality of the (small) masses of the ( $u, d$ ) quarks that is responsible for strong isospin symmetry.

[^168]:    ${ }^{1}$ The extension to include still another (heavy) quark family is discussed in chapter 48.

[^169]:    ${ }^{2}$ See chapter 27.
    ${ }^{3}$ There are additional global invariances.

[^170]:    ${ }^{4}$ If a rate calculation uses $G^{( \pm)}=G_{\mu}$, as in Eqs. (42.53)-(42.55) and Prob. 42.1, then one must reinterpret $F_{i} \rightarrow F_{i} \cos \theta_{\mathrm{C}}$.

[^171]:    ${ }^{1}$ See also the detailed analysis of electron scattering in [Wa01].

[^172]:    ${ }^{2}$ Note again that this is just an algebraic identity, following from the definition of the vector spherical harmonics.

[^173]:    ${ }^{4}$ The nuclear selection rules for Fermi and Gamow-Teller transitions follow immediately from the form of the operators (Prob. 45.4).

[^174]:    ${ }^{1}$ Unless specifically stated otherwise, the phrase neutrino reaction used in this chapter will now refer generically to the production of charged leptons by neutrinos and antineutrinos, as well as to the elastic and inelastic scattering of neutrinos and antineutrinos, by nuclei.

[^175]:    ${ }^{3}$ Use the cyclic property of the trace (tr).

[^176]:    ${ }^{4}$ For charge-changing semileptonic processes in nuclei, one must use the standard model result from Eq. (45.23) that $G^{( \pm)}=G \cos \theta_{\mathrm{C}} \approx 0.974 G$.

[^177]:    ${ }^{5}$ This can be seen directly from the S-matrix for the neutrino reaction on a nucleon. The induced pseudoscalar coupling is proportional to $q_{\lambda}$ and on the lepton current, this gives a contribution proportional to the lepton mass $q_{\lambda} l_{\lambda} \propto m_{l}$. Hence this term does not contribute to the scattering in the ERL where the lepton mass is negligible.
    ${ }^{6}$ This assumes a sufficiently heavy target.

[^178]:    ${ }^{7}$ In a closed-shell atom, the electron distribution is spherically symmetric; the electrostatic potential inside such a spherically symmetric charge distribution is constant, and thus has no effect on the motion of the muon. In addition, if the muon is outside of a nucleus with a spherically symmetric charge distribution, the nucleus acts as a point charge.

[^179]:    ${ }^{8}$ It is sensible to characterize this effect with a single gross factor $\mathcal{R}$ because the $1 s$ wave function continues to be a slowly varying function over the nuclear volume up to medium-weight nuclei.

[^180]:    ${ }^{9}$ If nuclear recoil is included in the density of states, the result is to multiply the expression for the rate by a recoil correction factor $r=\left(1+\nu / M_{T}\right)^{-1}$ (Prob. 46.3).
    ${ }^{10}$ Improved approximations here are (1) average $\phi_{1 s}$ over the actual nuclear transition density; (2) leave the spherically symmetric factor $\phi_{1 s}$ in the nuclear matrix element.

[^181]:    ${ }^{11}$ The first gives rise to the $\beta$-decay of the free neutron; since the proton is stable, the second can take place only inside a nucleus where nuclear binding effects allow it to proceed.

[^182]:    ${ }^{12}$ We leave the calculation of the target recoil correction as a problem (Prob. 46.3); it is usually unimportant since the energy release in $\beta$-decay is small.

[^183]:    ${ }^{1}$ See [Wa01] for the derivation of some general properties of the matrix elements of these multipole operators and their evaluation in several specific cases.

[^184]:    ${ }^{2}$ We here use (chapter 7 ) $d \sigma / d \Omega=4 \pi \sigma_{M} F^{2}\left[1+\left(2 \varepsilon_{1} \sin ^{2} \theta / 2\right) / M_{T}\right]^{-1}$ where $F^{2} \equiv\left(q_{\mu}^{4} / \vec{q}^{4}\right) F_{L}^{2}+$ $\left(q_{\mu}^{2} / 2 \vec{q}^{2}+\tan ^{2} \theta / 2\right) F_{T}^{2}$. Also $f_{\mathrm{SN}}=\left[1+q_{\mu}^{2} /(855 \mathrm{MeV})^{2}\right]^{-2}$ throughout.
    ${ }^{3}$ An overall factor $f_{C M}=e^{y / A}$ is included in all calculations to take into account the C-M motion - see [de66, Wa01]. This factor is also included in the calculations in chapter 11.

[^185]:    ${ }^{4}$ It is assumed for historical reasons in these applications that $G^{( \pm)}=G \cos \theta_{C} \approx G$ in the vector couplings, introducing $a \approx 2.6 \%$ error in these terms. The Particle Data Booklet gives $g_{A} / g_{V}=F_{A}(0) / F_{1}(0)=-1.2573 \pm 0.0028$.

[^186]:    ${ }^{5}$ The actual values used in the fit are given in [Do72]; the $0^{-}$is assumed to behave similarly to the other three states.

[^187]:    ${ }^{6}$ The requisite calculations with this state are carried out in [Do76, Wa01] (see Probs.47.3-4).

[^188]:    ${ }^{7}$ The cross sections are shown for two values of the weak mixing angle $\theta_{W}=0^{\circ}$ and $35^{\circ}$; one can easily interpolate to $\theta_{W}=28.7^{\circ}$ corresponding to $\sin ^{2} \theta_{W}=0.23$. They also assume $F_{A}(0)=$ -1.23 .

[^189]:    ${ }^{8}$ Donnelly has also extended the theoretical analysis to include all possible $p$-shell s.p.m.e.; the effect on the cross section for this transition is not large.

[^190]:    ${ }^{10}$ The calculation is now completely relativistic, except for the $\mathrm{C}-\mathrm{M}$ correction where the previous expression $f_{\mathrm{CM}}$ is used.

[^191]:    ${ }^{11}$ The authors in [Fu97] provide an effective lagrangian treatment that includes the terms of order $q^{2}$ in the electromagnetic form factors.

[^192]:    ${ }^{1}$ Note the change of notation from chapter 44 . Now $D_{\mathrm{CL}} \equiv s_{\mathrm{CL}}$.

[^193]:    ${ }^{2}$ With the GIM mechanism, the corresponding weak neutral current is diagonal in favor (chapter 44).

[^194]:    ${ }^{3}$ Although many explanations have been put forward, there is no simple way to understand why the weak interactions sample this particular combination of quark fields.
    ${ }^{4}$ The following footnote appeared in the first edition of this book [Wa95]: "Most physicists believe the top quark $t$ exists, although at the time of this writing it remains to be discovered." The top quark was indeed subsequently found at Fermilab (see Particle Data Booklet [Pa03]).

[^195]:    ${ }^{5}$ The up-to-date status of the parameter determinations can always be found in the Particle Data Booklet [Pa03].
    ${ }^{6}$ The following sentence also appears in the first edition of this book [Wa95]: "If the neutrinos were to have a small mass, then by analogy, one might also expect mixing in the lepton sector; so far there is no experimental evidence to support this." Subsequent developments in the neutrino sector are discussed in the next chapter.
    ${ }^{7}$ Reference [Ch84] differs in the sign of the $\gamma_{5}$ in the ( $p p Z_{\mu}$ ) and ( $n n Z_{\mu}$ ) couplings in Eq. (48.15); in addition in that reference, the mixing matrix factor is $U_{p n}$ in the ( $n p W_{\mu}^{\star}$ ) vertex.

[^196]:    ${ }^{1}$ One has a tool for actually observing the interior of the solar furnace!

[^197]:    ${ }^{3}$ As well as their antiparticles.
    ${ }^{4}$ The authors in [Ah01] state that their data implies a splitting of the squares of neutrino mass eigenvalues of $<10^{-3} \mathrm{eV}^{2}$.

[^198]:    ${ }^{5}$ The stopped $\pi^{-}$undergo nuclear capture and disappear.

[^199]:    ${ }^{6}$ More accurate measurements of the cross section for the charged current reaction $\nu_{e}+{ }_{6}^{12} \mathrm{C} \rightarrow$ ${ }_{7}^{12} \mathrm{~N}(\mathrm{~g} . \mathrm{s})+e^{-}$discussed in chapter 47 have also been obtained at KARMEN [KA03].

[^200]:    ${ }^{1}$ We briefly restore the caret which explicitly denotes an operator in the nuclear Hilbert space.

[^201]:    ${ }^{2}$ The C-M motion can, in fact, be handled correctly in the usual non-relativistic nuclear physics problem using, for example, the approach in appendix B of [Wa01].

[^202]:    ${ }^{3}$ Here $p_{1} \equiv p$ and $p_{2} \equiv p^{\prime}$ in the previous notation, and we again generalize to include the possibility of inelastic processes.
    ${ }^{4}$ Note $d \sigma^{\dagger}+d \sigma^{\downarrow}=2 d \sigma_{\text {unpolarized }}$.

[^203]:    ${ }^{5}$ Note that the first term is symmetric in $\mu \leftrightarrow \nu$ while the second term is antisymmetric.
    ${ }^{6}$ The proof of this result uses the fact that the current $J_{\mu}^{(0)}$ is conserved.

[^204]:    ${ }^{7}$ Note that this expression is antisymmetric in $\mu \leftrightarrow \nu$.
    ${ }^{8}$ Additional contributions to the parity-violating asymmetry can arise from parity admixtures in the nuclear states coming from weak parity-violating nucleon-nucleon interactions. These contributions are generally negligible, except perhaps at very small $q^{2}$ [Se79a, Dm92].

[^205]:    ${ }^{9}$ This is known as a Rosenbluth separation.
    ${ }^{10}$ Hermiticity of the current implies that the form factors, as defined here, are real.

[^206]:    ${ }^{11}$ This result depends on the assumption of isospin invariance that is broken to $O(\alpha)$ in nuclei.

[^207]:    ${ }^{1}$ For a better treatment see [Ca78].

[^208]:    ${ }^{2}$ While appendix B of [Fe71] provides a concise summary of the essentials, the basic reference for the quantum theory of angular momentum used in this text is [Ed74], and every dedicated reader should keep a copy of that book close at hand.

[^209]:    ${ }^{3}$ These relations are proved by taking appropriate matrix elements and using the theory of angular momenta (Prob. 20.8).

[^210]:    ${ }^{8}$ The sign follows from unitarity (Probs.20.1-4).

[^211]:    ${ }^{9}$ Since the matrix context is now clear, we suppress the underlining for the remainder of this appendix to simplify the notation.

[^212]:    ${ }^{3}$ Here in the first line we write $g^{2} / 3-g^{2} \tau_{3} \equiv g^{\prime 2} / 3+g^{\prime 2} \tau_{3}-\left(g^{2}+g^{2}\right) \tau_{3}$.

[^213]:    ${ }^{4}$ In this case the magnetic field is $\mathbf{H} \equiv \mathrm{B}$.

[^214]:    ${ }^{5}$ Many of the author's collaborators, including his principal collaborator on QHD [Se86, Se97, Se01], choose to use the metric of Bjorken and Drell, which has necessitated mastering both metrics. The conventions used in this text are those in which the author has the most confidence.

