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COVER ILLUSTRATIONS

A Photograph Taken of a Lady Viewing Her Face Using One of the World’s Oldest Ground
and Polished Mirrors. The oldest known manufactured mirrors (ground and polished), made
of obsidian (volcanic glass) have been found in ancient Anatolia in the ruins of the City of Catal
Hiiyiik = “mound at a road-fork” The locations where the mirrors were discovered were dated
6000 to 5900 B.C.E. by Mellaart and his coworkers. That city is located in the South Konya
Plane of Modern Turkey. Thus, these mirrors are about 8000 years old (B.P.). The obsidian
was transported over a distance of more than one hundred miles to the city for processing.
These mirrors can be found at the Museum of Anatolian Civilizations in Ankara. One cannot
fail to be impressed by the quality of this image seen by reflectance from this ancient mirror!
These mirrors had been buried twice. There is an extended history of processing of obsidian
at that site for scrapers, spear, and arrow points and other tools. This very early city contained
an estimated 10,000 individuals at that time(!); it was a center for development of modern
agriculture, Indo-European languages, various crafts, etc., and had established road connec-
tions and trade relations [Enoch, J., Optom. Vision Sci. 83(10):775-781, 2006]. (This figure is
published with permission of Prof. Mellaart, the Director of the Museum of Anatolian Civilizations,
the author, and the editor of the Journal.)

Waveguide Modal Patterns in Vertebrate Eyes (Including Human). This illustration demon-
strates the variety of waveguide modal patterns observed in freshly removed retinas obtained
from normal human, monkey, and rat retinas [Enoch, J., J. Opt. Soc. Am. 53(1):71-85, 1963].
These modal patterns have been recorded in paracentral retinal receptors. Reverse path illu-
mination was employed. These modes were photographed in near monochromatic light. This
figure provides representative modal patterns observed and recorded near terminations of
these photoreceptor waveguides. With variation of wavelength, at cutoff (please refer to the “V”
parameter), it is possible to witness sharp modal pattern alterations. In this figure, the intent
was to show the classes of modal patterns observed in these retinal receptors. (This figure is
reproduced with permission of JOSA and the author.)

Photoreceptors in the Human Eye. This figure shows the first map ever made of the spatial
arrangement of the three cone classes in the human retina. The three colors (red, green, and
blue) indicate cones that are sensitive to the long, middle, and short wavelength ranges of the
visible spectrum and are classified as L, M, and S cones. The image was recorded from a living
human eye using the adaptive optics ophthalmoscope, which was developed by David Williams
lab at the University of Rochester [Liang, J., Williams, D. R., and Miller, D. (1997). Supernormal
vision and high-resolution retinal imaging through adaptive optics, J. Opt. Soc. Am. A 14:2884—
2892]. This image was first published in the journal Nature [Roorda, A., and Williams, D. R.
(1999). The arrangement of the three cone classes in the living human eye, Nature 397:520-522].
(Courtesy of Austin Roorda and David Williams.)
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EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments
in both the basic and applied aspects of the field while retaining the archival, reference book value
of a handbook. This means that it is much more extensive than either the first edition, published
in 1978, or the second edition, with Volumes I and IT appearing in 1995 and Volumes IIT and IV in
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics pos-
sible. Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a
new section devoted to radiometry and photometry. Volume III concerns vision optics only and is
printed entirely in color. In Volume IV there are chapters on the optical properties of materials, non-
linear, quantum and molecular optics. Volume V has extensive sections on fiber optics and x ray and
neutron optics, along with shorter sections on measurements, modulators, and atmospheric optical
properties and turbulence. Several pages of color inserts are provided where appropriate to aid the
reader. A purchaser of the print version of any volume of the Handbook will be able to download
a digital version containing all of the material in that volume in PDF format to one computer (see
download instructions on bound-in card). The combined index for all five volumes can be down-
loaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general
reference for the parts of optics that had matured enough to warrant archival presentation. New chapters
were included on topics that had reached this stage since the second edition, and existing chapters from
the second edition were updated where necessary to provide this compendium. In selecting subjects to
include, we also had to select which subjects to leave out. The criteria we applied were: (1) was it a specific
application of optics rather than a core science or technology and (2) was it a subject in which the role of
optics was peripheral to the central issue addressed. Thus, such topics as medical optics, laser surgery, and
laser materials processing were not included. While applications of optics are mentioned in the chapters
there is no space in the Handbook to include separate chapters devoted to all of the myriad uses of optics
in today’s world. If we had, the third edition would be much longer than it is and much of it would soon
be outdated. We designed the third edition of the Handbook of Optics so that it concentrates on the prin-
ciples of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to
become acquainted with that aspect of optics. They did that and we thank them for the outstanding
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since
OSA’s founding in 1916, give their time and energy to promoting the generation, application,
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief
Associate Editors:

Casimer M. DeCusatis

Jay M. Enoch
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Guifang Li
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PREFACE TO VOLUME il

Volume III of the Handbook of Optics, Third Edition, addresses topics relating to vision and the eye
which are applicable to, or relate to the study of optics. For reasons we do not understand fully, in
recent years, there seems to have been a tendency for the optics and the vision science communi-
ties (the latter group was known in earlier times as “physiological optics”) to drift somewhat apart.
Physiological optics had become a meaningful component within optics during the latter part of
the nineteenth century. As but one example, we urge interested readers to read H. von Helmholtz’s
masterful three-volume Handbook of Physiological Optics (third edition) which was translated by J. P.
C. Southall, of Columbia University, into English by the Optical Society of America in the 1920s.! It
should also be noted that Allvar Gullstrand received the Nobel Prize in Physiology/Medicine in 1911
for his work on model eyes, which was a direct application of thick lens theory. Gullstrand was not
only a professor of ophthalmology at the University of Uppsala, but was also a professor of physi-
ological and physical optics at that institution. He also added five new chapters to the first volume of
Helmbholtz’s treatise published in 1909. Not only is this a remarkable scientific work, but much of it
remains applicable today! The simple fact is that the two groups, optical science and vision science
need each other, or, alternatively, are effectively “joined at the hip.” Thus, here, we seek to provide a
broad view of vision, vision processes, and discussions of areas where vision science interacts with
the ever broadening field of optics.

Obviously, no treatment such as this one can be complete, but we have tried here to present
applicable topics in an orderly manner. In the current edition, we have taken a wide-ranging view of
vision and its relationship with optics. In particular, in recent years, we have seen a rapid increase
of interest in new technologies and applications in the areas of adaptive optics (AO), scanning laser
ophthalmoscopy (SLO), and optical coherence tomography (OCT), amongst others. Separately,
there has been rapid growth of refractive surgery (LASIK, etc.), use of intraocular lenses (IOLs), and
other forms of visual corrections. And, we do not overlook the incredible expansion of information
technology, the broad utilization of computer, video, and other forms of displays which have been
employed in myriad applications (with associated implications in vision).

We want to call the reader’s attention to the three cover illustrations. Here, of course, our choices
were many! We have chosen one for its historical value, it is a photograph taken of a modern young
lady viewing herself in an obsidian mirror in bright sunlight. That obsidian mirror, buried twice
for extended time periods in its history, is ca. 8000 years old (!), and it is one of a number of the
oldest known mirrors. These items are displayed in the Museum of Anatolian Civilizations, located
in Ankara, Turkey? and/or at the Konya Museum in Konya which is in the south-central valley of
Turkey and is located near to the dig site. This photograph falls into the evolving field of archaeolog-
ical optics (not treated in this edition).>* Please consider the quality of the image in that “stone-age”
mirror which was manufactured during the mesolithic or epipaleolithic period! A second figure dis-
plays a wave-guide modal pattern obtained radiating from a single human or primate photoreceptor
in the early 1960s. There is further discussion of this topic in Chap. 8 on biological waveguides. The
third figure is of human parafoveal cone photoreceptors taken from the living human eye by Austin
Roorda (see Chap. 15). It was obtained using adaptive optics technology. The long (seen in red),
middle (seen in green), and short (seen in blue) wavelength absorbing pigments contained in these
individual cone photoreceptors are readily defined.

Please note, with the formation of the section on radiometry and photometry in this edition, the
chapter addressing such measurements (as they pertain to visual optics), written by Dr. Yoshi Ohno,
was relocated to Volume II, Chap. 37. A new, relatively brief, chapter on radiometry and photometry
associated with the Stiles-Crawford effect (of the first kind) (Chap. 9) has been added. It was added
after the chapter on biological waveguides (Chap. 8). This chapter fitted more logically there (where
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the Stiles-Crawford effects are discussed) than in the new section on radiometry and photometry.
The new chapter raises issues suggesting that revision is needed for specification of the visual stimu-
lus (retinal illuminance) in certain test situations, particularly if the entrance pupil of the eye is
larger than about 3 mm in diameter.

The outline of the “Vision” section of the this edition offers the reader a logical progression of
topics addressed. Volume IIT leads off with an extensive chapter on optics of the eye written by Neil
Charman (Chap. 1). This material has been considerably expanded from the earlier version in the
second edition. William S. Geisler and Martin S. Banks reproduced their earlier chapter on visual
performance (Chap. 2); and Denis G. Pelli and Bart Farrell similarly repeated their chapter on psy-
chophysical methods used to test vision (Chap. 3). We are pleased that Prof. Gerald Westheimer
wrote a new chapter on visual acuity and hyperacuity for this edition (Chap. 4). Professors Stephen
A. Burns and Robert H. Webb repeated their chapter on optical generation of the visual stimulus
(Chap. 5). Gerald Westheimer also kindly allowed the editors to reproduce a “classic” article he wrote
some years ago in Vision Research on the topic of the Maxwellian view for inclusion in this edition.
He also added a valuable addendum updating material in that discussion (Chap. 6). These chapters
as a group provide a valuable introduction to this volume. As in other sections of the Handbook of
Optics, all material written is intended to be at the first-year graduate student level. So saying, it is
intended to be readable and readily appreciated by all parties.

The next set of topics is intended to broaden the discussion in several specific areas of interest.
Chap. 7 by David H. Sliney addresses radiation hazards associated with vision and vision testing.
Vasudevan Lakshminarayanan and Jay M. Enoch address biological waveguides in Chap. 8. This
rapidly broadening subject grew out of work on the Stiles-Crawford effects, that is, “the directional
sensitivity of the retina,” first reported in 1933. The 75th anniversary of this discovery was celebrated
recently at the meeting of the Optical Society of America held in Rochester, New York, in 2008. In
Chap. 9, Enoch and Lakshminarayanan speak of issues associated with the specification of the visual
stimulus and the integration of the Stiles-Crawford effect of the first kind (SCE-1). These are mean-
ingful matters associated with photometric and radiometric characterization of visual stimuli.

In Chaps. 10 and 11 David H. Brainard and Andrew Stockman address issues associated with
color vision and colorimetry. The associate editors felt strongly that it was necessary to expand cov-
erage of these topics in the third edition of the handbook. The chapter on refraction and refractive
techniques (Chap. 12) was prepared by a different author, B. Ralph Chou, in this edition. He also
broadened the topics covered from those treated in the second edition. Clifton Schor updated his
chapter on binocular vision (Chap. 13), and John S. Werner, Brooke E. Schefrin, and Arthur Bradley
updated the discussion on the optics of vision and the aging eye (Chap. 14), a very important topic
due to the rapid increase in aging of populations occurring worldwide!

The next portion of this volume addresses new/emerging technology. Donald T. Miller and Austin
Roorda teamed-up to write about the rapidly evolving field of adaptive optics (AO) (Chap. 15). The
reader will find that AO techniques are being combined with other emerging techniques in order
to enhance utility of instruments, those both in development and also now appearing on the mar-
ket. Included are scanning laser ophthalmoscopy (SLO), optical coherence tomography (OCT),
and flood illumination. That is, these emerging technologies offer additional unique advantages.
Interestingly, SLO technology originated some years ago in the laboratory of Prof. Robert H.
Webb (Chap. 5). Optical coherence tomography (OCT), a powerful new tool useful in ophthalmic
examinations (both for study of the anterior and posterior segments of the eye), is discussed by
the researcher, Prof. Dr. Johannes F. deBoer (Chap. 18). New techniques for refractive surgery have
been addressed by Harilaos Ginis and L. Diaz-Santana in Chap. 16. Dr. Barry R. Masters has consid-
ered confocal imaging of the cornea in Chap. 17; and Prof. Barbara K. Pierscionek has addressed the
current state of graded index of refraction in the eye lens (GRIN profiles) in Chap. 19. Perhaps the
Pierscionek chapter might have been better placed earlier in the order of things. Edward S. Bennett
addresses the always very lively field of contact lens optics in Chap. 20 and Dr. Jim Schweigerling
considers the optics of intraocular lenses in Chap. 21.

Clearly, we cannot overlook imaging and display problems associated with modern optical sci-
ence. Thus, from an information processing point of view as applied to optical problems, William
Cowan considers displays for vision research in Chap. 22. And Jeffery Anshel has added to, modified
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and updated, the chapter which James E. Sheedy had written in the second edition of the Handbook
of Optics (Chap. 23). That chapter addressed visual problems and needs of the observer when using
computers—often for long periods of time. Bernice Rogowitz, Thrasyvoulos N. Pappas, and Jan P.
Allerbach discussed human vision and electronic imaging, which is a major issue in the modern
environment (Chap. 24). Finally, Brian H. Tsou and Martin Shenker address visual problems associ-
ated with heads-up displays (Chap. 25). The latter problems have been a particular challenge in the
aviation industry.

Thus, we have tried to cover reasonably “the waterfront” of interactions between man/eye and
instruments (human engineering/ergonomics, if one prefers). And we have sought to address
directly issues related to optics per se. These changes have resulted in a longer volume than in the
past. So saying, we wish to emphasize that the material is not encyclopedic; that is, we wish we had
more material on eye movements, as well as subjects such as aniseikonia or problems encountered
by individuals with unequal image sizes in their two eyes. Relating man to the optical instruments or
images presented is no small thing from a number of points of view. So saying, we sought to achieve
a reasonable balance in topics presented, and in the lengths of these discussions. Obviously, we were
constrained by time and availability of authors. We thank all of our diligent group of authors spread
out around the world and their helpers, as well as the editorial team at McGraw-Hill and those rep-
resenting the Optical Society of America, particularly Editor-in-Chief, Michael Bass!
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GLOSSARY AND FUNDAMENTAL
CONSTANTS

Introduction

Units

Prefixes

This glossary of the terms used in the Handbook represents to a large extent the language of optics.
The symbols are representations of numbers, variables, and concepts. Although the basic list was
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for
many concepts. The symbol ¢ is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of
redundancy, we have also bowed deeply to custom.

The abbreviations for the most common units are given first. They are consistent with most of the
established lists of symbols, such as given by the International Standards Organization ISO' and the
International Union of Pure and Applied Physics, [IUPAP.2

Similarly, a list of the numerical prefixes' that are most frequently used is given, along with both the
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

Symbols

The values of the fundamental constants® are listed following the sections on SI units.

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note
that there is a difference between units and dimensions. An angle has units of degrees or radians and
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this
will encourage more agreement.

XXVii
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen 7 as the imaginary almost arbitrarily. [UPAP lists both i and j, while ISO does not
report on these.

Spectral Variables

These include expressions for the wavelength A, frequency v, wave number o, ® for circular or
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use
Vv for wave number, but, because of typography problems and agreement with ISO and IUPAP, we
have chosen o'; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen & and 7, although £, and fy are sometimes used. ISO and IUPAP do not report
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for
radiance [Wcm2sr'], M for radiant emittance or exitance [Wcm™], E for irradiance or incidance [Wem™],
and I for intensity [Wsr2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably
Smith* and Lloyd® but we have used the revised set, although there are still shortcomings. We have tried to
deal with the vexatious term infensity by using specific intensity when the units are Wem s, field intensity
when they are Wem™, and radiometric intensity when they are Wsr!.

There are two sets to terms for these radiometric quantities, which arise in part from the terms
for different types of reflection, transmission, absorption, and emission. It has been proposed that
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity,
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa).
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning
to electric field, but we have maintained that accepted use. The spectral concentrations of these
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., L,) represent
partial differentiations; a subscript g represents a photon quantity; and a subscript v indicates
a quantity normalized to the response of the eye. Thereby, L, is luminance, E, illuminance, and
M, and I, luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and TUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is
indicated by 7 = n — ik. The real part is the relative refractive index and k is the extinction coefficient.
These are consistent with ISO and TUPAP, but they do not address the complex index or extinction
coefficient.
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Optical Design

For the most part ISO and TUPAP do not address the symbols that are important in this area.

There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-
cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance,
although given many different symbols, were finally called s, and s, since s is an almost universal
symbol for distance. Field angles are 6 and ¢; angles that measure the slope of a ray to the optical
axis are u; u can also be sin u. Wave aberrations are indicated by ij, while third-order ray aberra-
tions are indicated by ¢; and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity
of charge, p for volume charge density, o for surface charge density, etc. There is no guidance from
Refs. 1 and 2 on polarization indication. We chose L and || rather than p and s, partly because s is
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption,
each with good logic. The versions of these quantities dealing with field amplitudes are usually
specified with lower case symbols: 7, t, and a. The versions dealing with power are alternately given
by the uppercase symbols or the corresponding Greek symbols: R and T versus p and 7. We have
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff’s
law that is usually stated symbolically as & = €. The law of conservation of energy for light on a sur-
face is also usually written as a+ p+ 7= 1.

Base S| Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived S| Quantities

energy ] joule
electric charge C coulomb
electric potential \Y% volt
electric capacitance F farad
electric resistance Q ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian

angle ST steradian
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Prefixes

Name Common name Exponent of ten
exa 18

peta 15

tera trillion 12

giga billion 9

mega million
kilo thousand
hecto hundred
deca ten

deci tenth -1
centi hundredth -2
milli thousandth -3
micro millionth -6
nano billionth -9
pico trillionth -12
femto -15
atto -18

g
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S
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Constants

speed of light vacuo [299792458 ms™']

first radiation constant = 27c’h = 3.7417749 X 107'¢ [Wm?]
second radiation constant = hc/k = 0.014838769 [mK]
elementary charge [1.60217733 x 107 C]

free fall constant [9.80665 ms™]

Planck’s constant [6.6260755 X 10734 W]

Boltzmann constant [1.380658 x 1072 JK™]

mass of the electron [9.1093897 x 10~*! kg]

Avogadro constant [6.0221367 X 10% mol™]

Rydberg constant [10973731.534 m™!]

vacuum permittivity [u ~'c7?]

Stefan-Boltzmann constant [5.67051 X 10¥ Wm™ K]
vacuum permeability [477 X 107 NA7]

Bohr magneton [9.2740154 x 10724 JT']

~ 08 00 0N
& 2

QM mZ 3

==

=

General

magnetic induction [Wbm, kgs™' C']
capacitance [f, C* s> m2 kg™]

curvature [m™']

speed of light in vacuo [ms™']

first radiation constant [Wm?]

second radiation constant [mK]

electric displacement [Cm™]

incidance [irradiance] [Wm™]

electronic charge [coulomb]

illuminance [lux, Imm™]

electrical field strength [Vm™]

transition energy [J]

band-gap energy [eV]

focal length [m]

Fermi occupation function, conduction band
Fermi occupation function, valence band

cwﬁ'_‘ﬁ o Omw

<

L b b St
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ez
Z

focal ratio (f/number) [—]
gain per unit length [m™']
gain threshold per unit length [m']
magnetic field strength [Am™, Cs™' m™']
height [m]
irradiance (see also E) [Wm™]
radiant intensity [Wsr™']
nuclear spin quantum number [—]
current [A]
-1
imaginary part of
current density [Am™]
total angular momentum [kg m?* sec™!]
Bessel function of the first kind [—]
radian wave number =277/A [rad cm™]
wave vector [rad cm™]
extinction coefficient [—]
sterance [radiance] [Wm™ sr™]
luminance [cdm™]
inductance [h, m? kg C?]
laser cavity length
direction cosines [—]
angular magnification [—]
radiant exitance [radiant emittance] [Wm™]
linear magnification [—]
effective mass [kg]
modulation transfer function [—]
photon flux [s™!]
carrier (number)density [m~]
real part of the relative refractive index [—]
complex index of refraction [—]
numerical aperture [—]
optical path difference [m]
macroscopic polarization [C m~]
real part of [—]
resistance [Q]
position vector [m]
Seebeck coefficient [VK™]
spin quantum number [—]
path length [m]
object distance [m]
image distance [m]
temperature [K, C]
time [s]
thickness [m]
slope of ray with the optical axis [rad]
Abbe reciprocal dispersion [—]
voltage [V, m? kgs C!]
rectangular coordinates [m]
atomic number [—]
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Greek Symbols

absorption coefficient [cm™]
(power) absorptance (absorptivity)
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diclectric coefficient (constant) [—]
emittance (emissivity) [—]

eccentricity [—]

Re (€)

Im (€)

(power) transmittance (transmissivity) [—]
radiation frequency [Hz]

circular frequency = 27tv [rads™!]
plasma frequency [H,]

wavelength [Wwm, nm]

wave number = 1/A [cm™]

Stefan Boltzmann constant [Wm—2K™!]
reflectance (reflectivity) [—]

angular coordinates [rad, °]

rectangular spatial frequencies [m™!, r™!]
phase [rad, °]

lens power [m 2]

flux [W]

electric susceptibility tensor [—]

solid angle [sr]

=S

Other

R responsivity

exp (x) e*

log, (x) log to the base a of x

In (x) natural log of x

log (x) standard log of x: log,, (x)

z summation

1T product

A finite difference

Ox variation in x

dx total differential

ox partial derivative of x

8(x) Dirac delta function of x

;i Kronecker delta
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1.1 GLOSSARY

EF F focal points
N, N nodal points
P,P”  principal points

Equation (1)
r  distance from axis
R,  radius of curvature at corneal pole
p  corneal asphericity parameter

Equation (2)
s distance from Stiles-Crawford peak
nMm,..  relative luminous efficiency
p  coefficient in S-C equation

Equation (3)
d  pupil diameter

P, ratio of effective to true pupil area

Transmittance and reflectance
T,(A) total transmittance of the eye media
R,(A) reflectance of the retina

A wavelength

Equation (4)
(6,0) angular direction coordinates in visual field

oA

wavelength interval

area of pupil as seen from direction (6,¢)

p(6,¢

)
L,(6,¢) spectral radiance per unit wavelength interval per unit solid angle in direction (6,¢)
)
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1(6,0,1) fraction of incident radiation flux which is transmitted by the eye
m(6,¢,1) areal magnification factor

Equation (5)
1 normalized illuminance
z dimensionless diffraction unit

Equation (6)
y  angular distance from center of Airy diffraction pattern
d  pupil diameter

Equation (7)
0. angular resolution by Rayleigh criterion

Equation (8)
R spatial frequency

R,  reduced spatial frequency

Equation (9)
AF  dioptric error of focus
g number of Rayleigh units of defocus

Equation (10)
B angular diameter of retinal blur circle

Equation (11)
T(R) modulation transfer function

Equation (13)
R () chromatic difference in refraction with respect to 590 nm

Equation (14)
L, equivalent veiling luminance
E  illuminance produced by glare source at eye

@  angle between direction of glare source and visual axis

Equations (15) and (16)
M. (R) threshold modulation on the retina

IT
M, (R) external threshold modulation

Equation (17)
DOFgo total depth-of-focus for an aberration-free eye according to geometrical optics
AF,,  tolerable error of focus
B,  tolerable angular diameter of retinal blur circle
Equation (18)
DOF, total depth-of-focus for an aberration-free eye according to physical optics

Equation (19)
OA  objective amplitude of accommodation

Equation (20)
I object distance
p  interpupillary distance
6] minimum detectable difference in distance
66  stereo acuity
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Equation (21)
M transverse magnification
N factor by which effective interpupillary distance is increased

INTRODUCTION

The human eye (Fig. 1) contains only a few optical components. However, in good lighting condi-
tions when the pupil is small (2 to 3 mm), it is capable of near diffraction-limited performance
close to its axis. Each individual eye also has a very wide field of view (about 65, 75, 60, and 95 deg
in the superior, inferior, nasal, and temporal semimeridians, respectively, for a fixed frontal direc-
tion of gaze, the exact values being dependent upon the individual’s facial geometry). The bin-
ocular field, where the two monocular fields overlap, has a lateral extent of about 120 deg. Optical
image quality, while somewhat degraded in the peripheral field is, in general, adequate to meet the
needs of the neural network which it serves, since the spatial resolution of the neural retina falls
rapidly away from the visual axis (the latter joins the point of regard, the nodal points and the
fovea). The orientation of the visual axis typically differs by a few degrees from that of the optical
axis, as the fovea, where neural resolution is optimal, is usually slightly displaced from the inter-
section of the optical axis with the retina."? Control of ocular aberrations is helped by aspheric
optical surfaces and by the gradients of refractive index in the lens, the lens index progressively
reducing from the lens center toward its outer layers. Off-axis aberrations are further reduced by
the eye’s approximation to a homocentric system, in which the optical and detector surfaces are
concentric with a common center of curvature at the aperture stop.’ Although aberration levels
increase and optical image quality falls as the pupil dilates at lower light levels (to reach a maxi-
mum diameter of about 8 mm, corresponding to a numerical aperture of about 0.25 mm), neu-
ral performance also declines, so that optical and neural performances remain reasonably well
matched. When the eye is in its basic “relaxed” state it is nominally in focus for distant objects. In
the younger eye (<50 years) the power of the crystalline lens can be increased to allow near objects
to be clearly focused, a process known as accommodation. These general characteristics will now
be discussed in more detail.

Temporal

Zonule
Ciliary body
Aqueous

Vitreous

Iris

Retina
mm

0 20

FIGURE 1 Schematic horizontal section of the eye. The bar gives the
approximate scale.
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1.3 OCULAR PARAMETERS AND AMETROPIA

Variation in Ocular Parameters across the Population

In the first few years of life there is substantial overall ocular growth, with axial length increasing
from about 17 mm at birth to about 23 mm by the age of 3 years.** Some growth continues there-
after, the axial length in adults being about 24 mm.”"'? Although most dimensions remain almost
stable during adulthood, the lens continues to grow in thickness and volume, but not diameter,
throughout life. The thickness increases approximately linearly by about 50 percent between birth
and the age of 70,'®1315 there being accompanying changes in its index distribution.'®™" Surface
curvatures, component separations, and axial lengths show considerable variation (~10 percent)
between individuals of the same age, although the refractive indices of the cornea, vitreous, and
aqueous humours are essentially constant.”~>?*?! Figure 2 shows some typical measured adult dis-
tributions of the values of several parameters: most of the distributions shown are approximately
normal (dashed curves), but this is not true for the axial length.

As noted earlier, the optical surfaces may be aspheric. The form of the anterior cornea is par-
ticularly significant. Owing to the large refractive index change at its anterior surface it contributes
about three-quarters of the total refractive power of the eye. Its topography also has obvious relevance
to contact lens design and to the monochromatic aberrations of the eye. It is often modeled as a
conicoid, of the form

r*+pz2—2Rz=0 (1)

where the axis of symmetry lies in the z direction, r is the distance perpendicular to the axis, and
R, is the radius of curvature at the pole of the surface. Figure 3 shows experimental measurements
of the distribution of the parameter p.?»?* The distribution is fairly wide and peaks at a value of

160 160
o} o) o)
E E E
S 5 80 5 80
Z Z Z
0 0 .
7.2 8.0 8.8 2.8 3.6 4.4
Corneal radius (mm) A.C. depth (mm) Lens power (D)
(a) (b) (c)
- .. 400
[ ()
o 5
= = -
5 5
Z Z
200
R | !
-8 0 +8
Axial length (mm) Ocular refraction (D)

(d) (e)

FIGURE 2 Distributions of some dimensional parameters for the adult human eye. (After Stenstrom.?!)
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Number of eyes
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Pvalue

FIGURE 3 Histogram showing the distribution
of the corneal asphericity parameter p. A value of p =1
corresponds to a spherical surface, values between 0 and
1.0 represent prolate (flattening) ellipsoids and p > 1.0
oblate (steepening) ellipsoids. (Based on Refs. 22 and 23.)

about +0.8, corresponding to a flattening ellipsoid in which the radius of curvature is smallest at the
center of the cornea and increases toward the corneal periphery. At the corneal vertex the radius of
curvature is about 7.8 £ 0.25 mm.*>*

The least understood optical feature of the eye is the distribution of refractive index within the
lens. As noted earlier, the lens grows throughout life,!*!>!* with new material being added to the
surface layers (the cortex). The oldest part of the lens is its central region (the nucleus). While there
is general agreement that the refractive index is highest at the lens center and falls toward its outer
layers, the exact form of the gradients involved has proved difficult to measure.’®"!? Description is com-
plicated by the fact that the shape of the lens and its gradients change when the eye accommodates to
view near objects and with age. To illustrate the general trend of the changes with age, Fig. 4 shows some

Age=40yr Age=50yr Age=63yr Age=282yr

FIGURE 4 Contours of refractive index in lenses of
different ages (7 to 82 years). The contour interval is 0.01.
(After Ref. 18.)
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recent in vitro iso index contours for isolated lenses, obtained using magnetic resonance imaging:
when measured in vitro the lenses take up their fully accommodated form. It can be seen that,
with age, the region of relatively constant index at the lens center increases in volume and that
the gradient becomes almost entirely confined to the surface layers of the lens. The central index
remains constant at 1.420 £ 0.075 and the surface index at 1.371 £ 0.004.'® These index distribu-
tions have been modeled as a function of age and accommodation by several authors. (see, e.g.,
Refs. 24-30)

In addition to these general variations, each eye may have its own idiosyncratic peculiarities, such
as small tilts or lateral displacements of surfaces, lack of rotational symmetry about the axis, or irregu-
larities in the shape or centration of the pupil."**! These affect both the refractive error (ametropia)
and the higher-order aberrations.

Ocular Ametropia

If the combination of ocular parameters is such that, with accommodation relaxed, a distant object
of regard is focused on the retinal fovea, the region where the density of the cone receptors is highest
and photopic neural performance is optimal (Fig. 1), the eye is emmetropic. This condition is often
not achieved, in which case the eye is ametropic. If the power of the optical elements is too great for
the axial length, so that the image of the distant object lies anterior to the retina, the eye is myopic.
If, however, the power is insufficient, the eye is hypermetropic (or hyperopic). These defects can be
corrected by the use of appropriately powered diverging (myopia) or converging (hypermetropia)
spectacle or contact lenses to respectively reduce or increase the power of the lens-eye combination.
(see Chap. 20 by Edward S. Bennett and William J. Benjamin for reviews.) Spherical ametropia tends
to be associated with axial length differences, that is, myopic eyes tend to be longer than emmetropic
eyes while hyperopic eyes are shorter.”

In some individuals the ocular dioptrics lack rotational symmetry, one or more optical surfaces
being toroidal, tilted, or displaced from the axis. This leads to the condition of ocular astigmatism, in
which on the visual axis two longitudinally separated, mutually perpendicular, line images of a point
object are formed. In the vast majority of cases (regular astigmatism) the meridians of maximal and
minimal power are perpendicular: there is a strong tendency for the principal meridians to be approxi-
mately horizontal and vertical but this is not always the case. Eyes in which the more powerful merid-
ian is vertical are often described as having with-the-rule astigmatism and those in which it is horizon-
tal as having against-the-rule astigmatism. The former is more common. Correction of astigmatism
can be achieved by including an appropriately oriented cylindrical component in any correcting lens.
It is sometimes convenient to talk of the best-, mean-, or equivalent-sphere correction. This is the power
of spherical lens which brings the circle of least confusion onto the retina: its value is S + C/2, where S
and C are respectively, the spherical and cylindrical dioptric components of the correction.

In addition to spectacle and contact lens corrections, surgical methods of correction for both
spherical and astigmatic errors are now widely used. Most common are those using excimer lasers
which essentially reshape the anterior surface of the cornea by selectively ablating its tissue across
the chosen area to appropriately modify its sphero-cylindrical power. A popular current method is
laser-assisted keratomileusis (LASIK) which involves cutting a thin, uniform “flap” of material from
the anterior cornea and then ablating the underlying corneal stroma to change its curvature. The flap
is then replaced. (see Chap. 16 by L. Diaz-Santana and Harilaos Ginis for details.) Intraocular lenses
can be used to replace the crystalline lens when the latter has lost transparency due to cataract: single-
vision, bifocal and multifocal designs are available and efforts are being made to develop lenses of
dynamically varying power to simulate the accommodative abilities of the younger eye. (see Chap. 21
by Jim Schwiegerling.)

Figure 5 shows representative data for the frequency of occurrence of different spherical!
and astigmatic™ errors in western adults. Myopia is more common in many eastern populations.
Note particularly that the spherical errors are not normally distributed and that a state of near-
emmetropia is most common. It is believed that the correlation of component values required to
achieve near-emmetropia is achieved partly as a result of genetic factors and partly as a result of
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FIGURE 5 Typical adult data for the frequency of occurrence of spherical and cylindrical (astigmatic) refrac-
tive errors, together with the fraction of the population wearing corrective spectacle or contact lenses. (a) Spherical
errors (diopters) in young adult males. (After Stenstrom.?!) (b) Cylindrical errors. (Based on Lyle.>*) Cases in which
the meridian of greatest power is within 30 deg of the horizontal (against-the-rule) and within 30 deg of the vertical
(with-the-rule) are shown: the remaining 4 percent of the population have axes in oblique meridians. (c) Percentage
of the population wearing lenses, as a function of age. (After Farrell and Booth.>)

environmentally influenced growth processes which drive the development of the young eye toward
emmetropia (emmetropization).>

Not all individuals with ametropia actually wear a correction; the fraction of the population that
typically does so is shown in Fig. 5. The increase in lens wear beyond the age of 40 is due to the need
for a near correction for close work, a condition known as presbyopia. This arises as a result of the
natural, progressive failure with age of the eye’s own accommodation system (see “Age-dependent
Changes in Accommodation”).

The widespread existence of ametropia among users of visual instruments such as telescopes and
microscopes, means that it is desirable to make provision for focusing the eyepiece to compensate for
any spherical refractive error of the observer. This is particularly the case where the eyepiece contains a
graticule. Since the refractive errors of the two eyes of an individual may not be identical (anisometro-
pia), differential focusing should be provided for the eyepieces of binocular instruments. As correction
for cylindrical errors is inconvenient to incorporate into eyepieces, astigmatic users of instruments
must usually wear their normal refractive correction. For spectacle wearers, where the distance of the
lenses in front of the eyes is usually 10 to 18 mm, this implies that the exit pupil of the instrument must
have an adequate eye clearance or eye relief (at least 20 mm and preferably 25 mm) to avoid contact
between the spectacle lens and the eyepiece and allow the instrument’s full field to be seen.



1.8

VISION AND VISION OPTICS

1.4 OCULAR TRANSMITTANCE AND RETINAL

ILLUMINANCE

The amount, spectral distribution, and polarization properties of the light reaching the retina are
modified with respect to the original stimulus in a way that depends upon the pupil diameter and
the transmittance characteristics of the eye.

Pupil Diameter

The circular opening in the iris, located approximately tangential to the anterior surface of the lens,
plays the important role of aperture stop of the eye. It therefore controls the amount of light flux
reaching the retina, as well as influencing retinal image quality through its effects on diffraction,
aberration, and depth-of-focus (see Sec. 1.7). It may also affect the amount of scattered light reach-
ing the retina, particularly in older eyes where cataract is present.

What is normally measured and observed is the image of the true pupil as viewed through the
cornea, that is, the entrance pupil of the eye. This is some 13 percent larger in diameter than the true
pupil. Although ambient lighting and its spatial distribution have the most important influence on
entrance pupil diameter (Fig. 6) the latter is also affected by many other factors including age, accom-
modation, emotion, and drugs.*®*” For any scene luminance, the pupils are slightly smaller under
binocular conditions of observation.’® The gradual constriction with age®® helps to account for the
poorer visual performance of older individuals under dim lighting conditions in comparison with
younger individuals.*

The pupil can respond to changes in light level at frequencies up to about 4 Hz.*” Shifts in
pupil center of up to 0.6 mm may occur when the pupil dilates*®*! and these may be of some
significance in relation to the pupil-dependence of ocular aberration and retinal image quality.

l\' O\\
~
O,

Pupil diameter (mm)

0.001 0.01 0.1 1 10 100 1000 10000
Luminance (cd/m?2)

FIGURE 6 Entrance pupil diameter as a function of scene luminance for an
extended visual field and young observers: the filled symbols and full curve show the
weighted average of 6 studies. (After Farrell and Booth.*) Larger pupils are observed
when the illuminated field is of smaller area: the dashed curve and open symbols show
data for a 10 deg illuminated field. (After Winn et al.*®)
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It has been suggested*>* that the major value of light-induced pupillary constriction is that it reduces
retinal illuminance and hence prepares the eye for a return to darkness: following a change to a dark
environment the dilation of the mobile pupil allows substantially better stimulus detection during the
first few minutes of dark adaptation than would be found with a fixed pupil.

Transmittance

Light may be lost by spectrally varying reflection, scattering, and absorption in any of the media
anterior to the retina.* Fresnel reflection losses are in general small, the maximum being 3 to 4 percent
at the anterior cornea. Wavelength-dependent absorption and scattering are much more important:
both tend to increase with age.

The measured transmittance*>* depends to some extent on the measuring technique, in particular
on the extent to which scattered light is included, but representative data are shown in Fig. 7. The
transmittance rises rapidly above about 400 nm, to remain high in the longer wavelength visible and
near infrared. It then falls through several absorption bands, due mainly to water, to reach zero at
about 1400 nm.

Although most of the absorption at ultraviolet wavelengths below 300 nm occurs at the cornea
(where it may disrupt the surface cells, leading to photokeratitis, e.g., snow blindness or welder’s
flash, the lowest damage thresholds of about 0.4 J-cm™ being at 270 nm>°), there is also substantial
absorption in the lens at the short wavelength (roughly 300-400 nm) end of the visible spectrum.
This lenticular absorption increases markedly with age,*'~>* the lens becoming progressively yellower
in appearance,® and can adversely affect color vision.”®” Most of the absorption occurs in the lens
nucleus.” There is evidence that UV absorption in the lens may be a causative factor in some types of
cataract.”® Excessive visible light at the violet-blue end of the spectrum is thought to cause accelerated
aging and resultant visual loss at the retinal level® so that lenticular absorption may have a protective
function. (See also Chap. 7 by David H. Sliney.)

In the foveal region a thin layer of macular pigment, extending over the central few degrees of the
retina®%* and lying anterior to the receptor outer segments®** absorbs heavily at shorter wavelengths
(Fig. 7). It has been argued that this absorption is helpful in reducing the blurring effects of longitu-
dinal chromatic aberration® and in protecting the foveal receptors, which are responsible for detailed
pattern vision, against blue-light damage.® It is, however, notable that the amount of macular pigment
varies widely between individuals.®

100
90
80 /
70 /
60
50 [
10 / NN
20 /4 \ I/ \
20 / Y\
10 \
0 N\
200 400 600 800 1000 1200 1400 1600
Wavelength (nm)

reflectance (%)

Transmittace or equivalent

—— Total transmittance —— Macular pigment —— Equivalent reflectance

FIGURE 7 Spectral dependence of the overall transmittance of the ocular media*® and
the equivalent reflectance of the retina.”>~”7 Also shown is the transmittance at the fovea of
the macular pigment.®
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Since the cornea, lens, and retinal nerve fibre layer all show birefringence, the polarization charac-
teristics of the light entering the eye are modified before it reaches the outer segments of the retinal
receptors. In general these effects are of little practical significance, although they can be demonstrated
and measured by suitable methods.®’

The Stiles-Crawford Effect

One complicating factor when considering the effectiveness of the light flux which enters the eye as
a stimulus to vision is the Stiles-Crawford effect of the first kind SCEL®® (See also Chaps. 8 and 9 by
Jay M. Enoch and Vasudevan Lakshminarayanan in this volume.) This results in light which enters
the periphery of the entrance pupil to reach a given retinal location being less effective at stimulating
the retina than light which passes through the pupil center (Fig. 8). The effect varies slightly with the
individual and is not always symmetric about the center of the pupil. Under photopic conditions,
giving cone vision, there is typically a factor of about 8 between the central effectiveness and that
at the edge of a fully dilated 8-mm pupil; the effect is much weaker under rod-dominated, scotopic
conditions (see Fig. 8).%~! In practice, unless pupil-dilating drugs are used, the natural pupil will only
be large under scotopic conditions and will normally be constricted at photopic levels (see Fig. 6): the
influence of SCE I is still significant, however.

Many equations have been proposed to fit photopic data of the type illustrated in Fig. 8. The
simplest, due to Stiles,”? can be written:

loglo(n/nmax) = _p52 (2)

where 17/ is the relative luminous efficiency and s is the distance within the entrance pupil from
the function peak (in mm). Values of the constant p equal to about 0.07 are typical, the value varying
somewhat with wavelength.”

It is evident that the Stiles-Crawford effect of the first kind results in the photopic retinal stimulus
being somewhat weaker than that predicted on the basis of visible pupil area. This can be accounted
for by using an effective pupil area instead of the actual entrance pupil area. Moon and Spencer”
suggested that the ratio P, of the effective to the true pupil areas could be approximated by:

P, =1-0.0106d*+0.0000417d* (3)

where d is the pupil diameter in mm.
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FIGURE 8 The Stiles-Crawford effect (SCE I) under photopic (open
circles) and scotopic (filled circles) conditions for the same observer, mea-
sured at a position 6 deg from the fovea. The relative luminous efficiency is
plotted as a function of the horizontal pupillary position of the beam. (After
van Loo and Enoch.%®)
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The Stiles-Crawford effect of the second kind (SCE II) involves a shift in the hue of monochromatic
light as it enters different areas of the pupil.”7>7*

Although Fresnel reflection and lenticular absorption variations with pupil position may play
minor roles, there seems little doubt that the Stiles-Crawford effects mainly involve the waveguide
properties of the outer segments of the small-diameter receptors. (See Refs. 63 and 64, and Chap. 8
by Vasudevan Lakshminarayanan and Jay M. Enoch for reviews.) Effectively, the receptor can only
trap light efficiently if the latter is incident in directions within a few degrees of the receptor axis.
For this reason, the receptor outer segments must always be aligned toward the exit pupil of the eye,
rather than perpendicular to the local surface of the eyeball. An obvious advantage of such directional
sensitivity is that it helps to suppress the degrading effects of intraocular stray light. Such light will
be ineffective at stimulating the receptors if it is incident at oblique angles on the retina. As will be
discussed in Chap. 8, it appears that SCE I acts as an amplitude apodizing filter in its effects upon
retinal image quality.

Retinal Reflectance

The function of the optical system of the eye is to deliver an image to the retina. Nevertheless, a
significant amount of this light is reflected when it reaches the retina and underlying structures.
Although such light does not contribute usefully to the process of vision, its existence allows the
development of a variety of clinical instruments for examination of the retina, measurement of
refraction, and other purposes.

Due to its double passage through the eye media, the emergent flux at any wavelength is propor-
tional to the equivalent reflectance T, (A)*R,(A), where T, (A) is the total transmittance of the eye
media and R,(A) is the true retinal reflectance. Equivalent reflectance rises with wavelength across
the visible spectrum, to become quite high in the near infrared.>”>7® Representative values are given
Fig. 7. Absolute levels of equivalent reflectance are affected by the pigmentation of an individual eye.
At the violet end of the visible spectrum the equivalent reflectance falls markedly with age,” due to
the decreased transmittance of the lens. In the same spectral region, equivalent reflectance is usually
lower within the immediate area of the fovea, due to the low transmittance of the macular pigment.

The high equivalent reflectance in the infrared is particularly useful in allowing measurements to
be made of, for example, refraction or aberration, at wavelengths which are essentially invisible to the
patient or subject. In practice, depending upon the wavelength, light may be reflected from structures
anywhere between the anterior surface of the retina and the choroid/sclera interface. Although details
of the nature of the reflections are still imperfectly understood, shorter visible wavelengths appear to
penetrate less deeply before reflection occurs, while the infrared is reflected from the anterior sclera.
At the shorter wavelengths the reflection is almost specular but becomes more diffuse at longer visible
and infrared wavelengths.”-8! Waveguiding effects within the receptors may play some role in deter-
mining the nature of the reflection and the angular distribution of the reflected light.®*-%>

Ocular Radiometry and Retinal llluminance

If we confine ourselves to uniform object fields subtending at least 1 deg at the eye, so that blurring
due to diffraction, aberration or defocus has little effect, the retinal image at moderate field angles
would also be expected to be uniform across its area, except at the edges. Wyszecki and Stiles*” show
that the retinal irradiance in a wavelength interval 6A corresponding to an external stimulus of spec-
tral radiance L ,(6,¢) per unit wavelength interval per cm? per unit solid angle of emission, in a
direction with respect to the eye given by the angular coordinates (6,¢) is:

LM (0)¢) : 6/1 : P(0)¢) : t(ea(b’l)
m(6,9,1)

where p(6,0,A) cm? is the apparent area of the pupil as seen from the direction (6,0); t(6,9,A) is
the fraction of the incident radiant flux transmitted through the eye; and m(6,¢,A) is an areal

(4)
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magnification factor (cm?) relating the area of the retinal image to the angular subtense of the stim-
ulus at the eye, which will vary somewhat with the parameters of the individual eye. If required, the
pupil area p(6,¢,4) can be modified using Eq. (3) to take account of the Stiles-Crawford effect.

Use of Eq. (4) near to the visual axis is straightforward. In the peripheral field, however, complica-
tions arise. With increasing field angle the entrance pupil appears as an ellipse of increasing eccen-
tricity and reduced area: the ratio of the minor diameter to the major diameter falls off somewhat
more slowly than the cosine of the field angle.’%” Also, due to the retina lying on the curved surface
of the quasi-spherical eyeball, both the distance between the exit pupil of the eye and the retina, and
the retinal area corresponding to the image of an object of constant angular subtense diminish with
field angle. Remarkably, theoretical calculations®*=! show that these pupil and retinal effects tend to
compensate one another, so that an extended field of constant luminance (i.e. a Ganzfeld) results in
a retinal illuminance which is almost constant with peripheral field angle. This theoretical result is
broadly confirmed by practical measurements,’! showing that, from the photometric point of view,
the design of the eye as a wide-angle system is remarkably effective.

A useful discussion of the photometric aspects of point and extended sources in relation to the
eye is given by Wright.”?

1.5 FACTORS AFFECTING IN-FOCUS RETINAL
IMAGE QUALITY

The optical quality of the retinal image is degraded by the effects of diffraction, monochromatic and
chromatic aberration, and scattering. The image is often further blurred by defocus, due to errors
in refraction and accommodation. Under many conditions the latter may be the dominant cause
of image degradation. It will, however, be convenient to consider the question of focus in a separate
section.

The Aberration-Free (Diffraction-Limited) Eye

In the absence of aberration or variation in transmittance across the pupil, the only factors influ-
encing the retinal image quality in monochromatic light at optimal focus would be the diffraction
effects associated with the finite wavelength, A, of the light and the pupil diameter, d. For such an
eye, the point-spread function (PSF) is the well-known Airy diffraction pattern® whose normalized
illuminance distribution, I(z), takes the form:

1<Z)Z[M} 5)

z

where ]| (z) is the Bessel function of the first kind of order 1 of the variable z. In the case of the eye,
the dimensionless distance z has the value:
dm - siny
L= 4R smy 6

7 (6)
yis the angular distance from the center of the pattern, measured at the second nodal point, this
being equal to the corresponding angular distance in the object space, measured at the first nodal
point.”*** The angular resolution 6 . for two neighboring equally luminous incoherent object
points, as given by the Rayleigh criterion is then:

1.22A
0 . =———rad (7)

d
6_..is about 1 minute of arc when d is 2.3 mm and A is 555 nm. Evidently the Rayleigh criterion is
somewhat arbitrary, since it assumes that the visual system can just detect the 26 percent drop in
irradiance between the adjacent image peaks; for small pupils actual visual performance is usually
somewhat better than this limit.”® The size of the PSF increases on either side of optimal focus.””
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Images of more complex objects can be obtained by regarding the image as the summation of an
appropriate array of PSFs, that is, by convolving the PSF with the object radiance distribution. The
in-focus line-spread function (LSF), the edge image,'® and the modulation transfer function (MTF)
also take standard forms. The phase transfer function (PTF) is always zero because the diffractive blur
is rotationally symmetrical: this also makes the LSF, edge image, and MTF independent of orientation.
Figure 9 shows the form of the MTF as a function of focus.!®! Extensive tables of numerical values are
given by Levi.!" Relative spatial frequencies, R, in Fig. 9 have been normalized in terms of the cutoff
value beyond which the modulation transfer is always zero. Errors of focus have been expressed in
what Levi calls “Rayleigh units,” i.e., the number of quarter wavelengths of wavefront aberration at
the edge of the pupil. Note from Fig. 9 that the modulation transfer is most sensitive to defocus at
intermediate normalized spatial frequencies (R, = 0.5).10%104

To convert the units of relative spatial frequency and Rayleighs to true spatial frequencies R c/deg
and dioptric errors of focus AF respectively, the following relations may be used:

10°xd xR
R=——L ¢/rad
A
1.746x10* xdx R,
=———— R ¢/deg (8)
A
-3
AF = 2><1;)—2/'Lg diopters 9)
where the entrance pupil diameter d is in mm, the wavelength A is in nm, and g is the number of

Rayleighs of defocus.

Figure 10 illustrates the variation in these parameters as a function of the ocular pupil diameter,
d, for the case where A =555 nm. In such green light and with the typical photopic pupil diameter of
3 mm, the cutoff frequency imposed by diffraction is about 100 c/deg and one Rayleigh of defocus
corresponds to about 0.12 D.

Sets of diffraction-limited ocular MTF curves for various specific combinations of pupil diameter,
wavelength, and defocus have been illustrated by several authors (e.g., Refs. 105-111).

Modulation transfer

1 1
0.4 0.6 . 1.0

Normalized spatial frequency, Ry

FIGURE 9 Modulation transfer functions for a diffraction-limited optical
system with a circular pupil working in monochromatic light. It suffers from the
errors of focus indicated. Defocus is expressed in Rayleighs, that is, the number of

quarter-wavelengths of defocus wavelength aberration. (Based on Levi.'%%)
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FIGURE 10 Values of (a) cutoff frequency R, = 1.0 and (b) dioptric defocus equivalent
to one Rayleigh, for a diffraction-limited eye working in monochromatic light of wavelength
555 nm.

When errors of focus become large, the geometric approximation in which the defocus PSF is a
uniform blur circle becomes increasingly valid.!°b110112-115 The angular diameter, 3 of the retinal blur
circle for a pupil diameter d mm and error of focus AF diopters is

B
The corresponding geometrical optical MTF is

_2,(BR)

T® AR

(11

where R is the spatial frequency (c/deg) and J,(7BR) is the Bessel function of the first kind of order
1 of (mfR). Smith!!* gives detailed consideration to the range of ocular parameters under which the
geometrical optical approximation may reasonably be applied and Chan et al.!*® have demonstrated
experimentally that Eq. (10) usefully predicts blur circle diameters for pupils between 2 and 6 mm
in diameter and defocus between 1 and 12 D.

Monochromatic Ocular Aberrations

In many early studies of ocular aberration, it was common to assume that the eye was symmetrical
about a unique optical axis which differed only slightly from the visual axis. Thus it was expected
that spherical aberration would dominate on axis, with oblique astigmatism, field curvature, and
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coma becoming progressively more important as the field angle increased, although the curved sur-
face of the retina would tend to reduce the impact of field curvature. The assumption was that the
brain would adapt to any distortion, so that this aberration was not important. This simple picture
has been progressively modified with the realisation that exact symmetry about a unique optical axis
rarely occurs and that the fovea does not normally lie where the nominal optical axis intercepts the
retina (the difference is usually a few degrees—see e.g., Refs. 116-118 for discussion of possible axes
for eye). As a result, the patterns of both on- and off-axis aberrations are more complex than was
expected on the basis of early, simple models of the eye.

Recent years have, in fact, seen an enormous expansion in the literature of the aberrations of the
eye, fueled by the development of commercial aberrometers capable of measuring the characteristics
of the individual eye within a few seconds!''*!?* and the demands of refractive surgery, where it was
recognized that although earlier techniques nominally corrected refractive error, they often resulted in
poor visual outcomes due to higher than normal levels of residual aberration.!" Currently, the optical
defects of the eye are usually described in terms of its wavefront aberration under specified condi-
tions, the overall level of aberration being expressed as the root-mean-square (RMS) wavefront error.
Different types of aberration are quantified in terms of the coefficients of the corresponding Zernike
polynomials of polar coordinates in the pupil (e.g., Refs. 119, 121-124, see also Chap. 11 by Virendra
N. Mahajan in Vol. IT as well as Chap. 4 by Virendra N. Mahajan and Chap. 5 by Robert Q. Fugate in
Vol. V), defined according to OSA recommendations,'*!?* although this approach has been criticized
as being inappropriate for eyes in which the wavefront aberration shows locally abrupt variation, as in,
for example, some postsurgical cases.!?>12° In the recommended formulation, each Zernike coefficient
gives the root-mean-square (RMS) wavefront error (in microns) contributed by the particular Zernike
mode: the overall RMS error is given by the square root of the sum of the squares of the individual
coefficients. The set of Zernike coefficients thus gives detailed information on the relative and absolute
importance of the different aberrational defects of any particular eye for the specified conditions of
measurement. In the Zernike description, first-order polynomials simply describe wavefront tilt (i.e.
prismatic effects) and have no effect on image quality. Second-order polynomials describe the sphero-
cylindrical errors of focus which can normally be negated by optical corrections, such as spectacles or
contact lenses. It is the higher-order (third and greater) polynomials which represent the aberrations.
The third-order modes include vertical and horizontal primary coma, and the fourth-order primary
spherical aberration. Iskander et al.'?” have illustrated the effects of some of the individual Zernike
aberrations on the retinal images of a selection of objects. The values of the Zernike coefficients for any
particular eye will, of course, vary with pupil diameter, accommodation, and field angle.

Aberrations on the Visual Axis  Several large-scale studies have addressed the question of the vari-
ation of aberrations between individuals.'?®-1%% Others have considered changes of aberration with
such specific factors as pupil diameter,'** age,'**1%¥ accommodation,!3*-1* refractive error,'**!*” and
time.l487152

Figure 11 shows recent mean data for the variation in total higher-order, axial, RMS wavefront
error with pupil diameter for different age groups.'** As would be expected, aberration levels tend to
increase with pupil diameter: they also increase with age. The Maréchal criterion!® suggests that near
diffraction-limited performance will be given if the RMS error is less than A/14, corresponding to
about 0.04 microns in the green region of the spectrum. It can be seen that this level of aberration is
typically present when the pupil diameter is about 3 mm in younger eyes. As illustrated in Fig. 9, such
a pupil diameter is generally found under luminance conditions of a few hundred cd/m?, correspond-
ing to that occurring on cloudy days. Thus, in most eyes, wavefront aberration is likely to have only a
minor impact on vision under daylight conditions.

To give some insight into the image degradation caused by any level of RMS wavefront aberration,
we can roughly evaluate its blurring effects by equating them with those of an “equivalent defocus,”
that is the spherical error in focus which produces the same magnitude of RMS aberration for the
same pupil size. The equivalent defocus is given by:

age

16.3"2. RMS error

P (12)

Equivalent defocus (diopters) =
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FIGURE 11 Plots of total mean RMS wave aberration as a function of pupil size for
different age groups. (After Applegate et al.!3*) The dashed curves show levels of equivalent
defocus of 0.125, 0.25, and 0.50 D.

where the RMS aberration is measured in microns and the pupil diameter, d, in mm. As examples,
the dashed curves in Fig. 11 indicate equivalent defocus levels of 0.125, 0.25, and 0.50 D. For younger
subjects (20-39 years), the mean HOA is always lower than an equivalent defocus level of 0.25 D, except
at the largest, 7 mm, pupil diameter. For comparison, the reliability of clinical refractive techniques
is around 0.3 D.1**155 Although the assumption that equal RMS errors produce equal degradation
of vision is not completely justified,'>*!>” it is evident that, in most younger, normal eyes, the impact
on vision of optical blur due to axial monochromatic aberrations is likely to be modest under most
conditions, although this may not be true for a minority of individuals.

When the coefficients of the individual Zernike polynomials are considered for eyes in which the
accommodation is relaxed for distance vision, several large-scale studies involving many hundred
normal individuals give very similar results.!?*"13 As an example, the study by Applegate and his
colleagues'** generated mean values for the magnitudes of different types of third- and fourth-order
aberration for different pupil sizes and ages (coefficients for still higher-order Zernike modes are
usually much smaller). Table 1 gives examples of their values for different age groups. Note that,

TABLE 1 Mean Values of the Coefficients (um) and Their Standard Deviations for Individual Third- and Fourth-Order
Zernike Modes for 3- and 6-mm Pupils and Different Subject Age Groups”

Pupil RMS WFE RMS WFE RMS WFE RMS WFE RMS WFE

Age Diameter (um) (wm) (um) (um) (Wm)
(yrs) (mm) Trefoil Coma Tetrafoil 2nd Astig. Sph. ab.
20-29 3 0.029 £ 0.018 0.028 £ 0.019 0.011 £0.010 0.011 £ 0.007 0.013 £ 0.013
30-39 3 0.027 £0.017 0.031 £ 0.022 0.010 + 0.004 0.015 +0.008 0.014 £ 0.010
40-49 3 0.038 £ 0.023 0.036 + 0.020 0.014 +0.008 0.014 £ 0.009 0.016 £ 0.011
50-59 3 0.043 +0.0.027 0.048 +0.028 0.019 £ 0.016 0.018 £0.011 0.014 £ 0.011
60—69 3 0.041 £0.021 0.047 £0.026 0.023 £0.019 0.017 £0.011 0.027 £0.013
70-79 3 0.059 +0.031 0.055 +0.026 0.024 £ 0.014 0.020 £ 0.010 0.030 £ 0.022
20-29 6 0.141 £ 0.089 0.137 £0.076 0.051 £0.025 0.063 £ 0.035 0.132 £ 0.108
30-39 6 0.139 +0.089 0.136 + 0.087 0.056 + 0.030 0.055 + 0.027 0.130 + 0.090
40-49 6 0.187 £ 0.083 0.169 +0.089 0.073 £ 0.048 0.071 £ 0.037 0.193 £ 0.110
50-59 6 0.189 £ 0.097 0.198 £ 0.145 0.072 £0.051 0.073 £0.039 0.197 £0.115
60-69 6 0.196 £ 0.115 0.238 £ 0.134 0.088 + 0.068 0.097 £ 0.070 0.235 +0.141
70-79 6 0.292 £0.175 0.339£0.170 0.113 £ 0.064 0.093 £ 0.060 0.311£0.153

*“The third-order modes are third-order trefoil and coma, the fourth-order are tetrafoil, secondary astigmatism (2nd astig.) and spherical aberration
(sph. ab.). The eyes are accommodated for distance vision.
Source: Applegate et al.'*
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where appropriate, the coefficients for similar, but differently oriented, polynomials have been combined.
Evidently for smaller, 3-mm pupils, third-order coma and trefoil aberrations tend to dominate over fourth-
order aberrations but spherical aberration becomes comparable to coma for the larger 6-mm pupil.

The results of another study'?® are shown in Fig. 12a, where in this case the second-order coef-
ficients are included. Note that the second-order coefficients are much larger than those of the higher
orders implying, not surprisingly, that the optical defects of many eyes are dominated by simple
sphero cylindrical refractive errors.

A somewhat different picture emerges if we average the signed coefficients of the higher-order Zernike
modes, rather than their absolute values (Fig. 12b). It is striking that the coefficients of most modes
now have means close to zero, although individual eyes may have substantial aberration, as is shown
by the relatively large standard deviations. A notable exception is the j = 12, Z,° spherical aberration
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FIGURE 12 Typical data for the wavefront aberration of normal eyes
with relaxed accommodation: 109 subjects, 5.7-mm pupil diameter. (a) Means
of the absolute values of the coefficients of the Zernike modes from the second to
the fifth orders. (b) Means of the signed values of each of the coefficients: among
the higher-order coefficients, only that for j=12 (C 40, spherical aberration) has a
value which differs significantly from zero. (Based on Porter et al.'*®)
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mode, where the mean is positive and differs significantly from zero. Thus the picture that emerges
is that most eyes have a central tendency to be free of all higher-order aberration, except for spheri-
cal aberration, which shows a significant bias toward slightly positive (under corrected) values. The
Zernike coefficients of individual eyes vary randomly about these mean values in a way that presum-
ably depends upon the idiosyncratic surface tilts, decentrations, and other asymmetries of the eye.

When the contributions made by the different optical components of the eye are considered, it
appears that, with accommodation relaxed, the overall level of ocular aberration in the young adult
is reduced by there being a balance between the contributions of the cornea and the lens. This is par-
ticularly the case for spherical aberration and horizontal coma,'-16? although the compensation may
not be found in young eyes with high levels of total aberration'®® or in older eyes.!** The mechanism
by which compensation might be achieved has been discussed by Artal and his colleagues.>'® It is
interesting to note that there is at least some evidence that there may be additional neural compensa-
tion for the aberrations, this being specific to the individual.'®

Since the shape and gradient index characteristics of the lens change with both accommodation and
age, this affects the balance between the corneal and internal aberrations. As accommodation increases,
spherical aberration tends to change from positive to negative.!**-14> With age, aberrations with relaxed
accommodation at fixed pupil diameter also increase.'**13® However, under normal conditions, the
pupil diameter at constant light level decreases with age,” reducing the ocular aberration: image qual-
ity therefore remains almost constant with age, although retinal illuminance is lower.!*> Higher-order
aberrations generally show, at most, only a very weak dependence on refractive error,"*1’ although
the balance between the horizontal coma of the cornea and internal optics may be affected.'®®

Finally we note that measured higher-order aberrations of any individual eye show small fluctua-
tions over time'#152 with frequencies up to at least 20 Hz. Although the causes of these fluctuations
remain to be fully elucidated, the lower-frequency components undoubtedly involve such factors as
tear film changes and the cardiopulmonary system.!*>19%170 Lid pressures during such activities as
reading may also produce longer-term changes.'”!-17?

Off-Axis Aberrations ~ Off-axis, on average increasing amounts of second-order aberration (defocus
and astigmatism) are encountered (Fig. 13). These may show substantial variations with the individual
and with the meridian under study, as may also the relationship between the tangential and sagittal
image shells and the retinal surface.!”#'% While there is little systematic change in the mean oblique
astigmatism with the axial refraction of the eye, myopes tend to have a relatively hyperopic periph-
eral mean-sphere refraction, while that in hyperopes tends to be relatively myopic.'7”178183185 There
may be small changes in peripheral refraction with accommodation'®! and age.'8¢1¢
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FIGURE 13 Oblique astigmatism in human eyes. T and S refer to the tangential and sagittal image
shells, respectively. (After Ferree et al.,'** Jenkins,”> Rempt et al.,'"® Smith et al.,'®' Gustafsonn et al.'®*)
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Higher-order wave aberrations have been studied as a function of field angle by several groups.'8$-1%2

They are generally much less important than the second-order defocus terms but third-order, coma-
like terms rise with field angle to be considerably higher than those in axial vision.!®8192 As on axis,
there appears to be a degree of balancing between the aberrations associated with the anterior cornea
and those of the lens.’”? One problem in using Zernike polynomials to describe off-axis aberrations
is that the associated entrance pupils are elliptical rather than circular as required if the Zernike
approach is to be used: scaling methods to overcome this difficulty have been devised.'**-1%>

Chromatic Aberration

Chromatic aberration arises from the dispersive nature of the ocular media, the refractive index, and
hence the ocular power, being higher at shorter wavelengths. Constringence values for the ocular
media are generally quoted'” as being around 50, although there is evidence that this may need
modification.!””1%8 Atchison and Smith!®® have recently discussed the available data for the different
media and recommend the use of Cauchy’s equation to fit experimental values in the visible and
allow extrapolation into the near infrared. Both longitudinal or axial chromatic aberration (LCA)
and transverse or lateral chromatic aberration (TCA) occur (see, e.g., Refs. 200 and 201 for reviews).
For LCA, what is normally measured experimentally is not the change in power of the eye across
the spectrum but rather the change in its refractive error, or the chromatic difference of refraction.
There are only minor differences in the results of different studies of LCA (e.g., Refs. 175, 202-205)
and the basic variation in ocular refraction with wavelength, equivalent to about 2 D of LCA across
the visible spectrum is well established (Fig. 14). Atchison and Smith'* suggest that when the chro-
matic difference data are set to be zero at 590 nm they can be well fitted by the Cauchy equation
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where the wavelength is in nanometers and the difference in refraction, Rx(A), is in diopters. LCA
has little effect on visual acuity for high-contrast objects in white light.?® This appears to be because
the spectral weighting introduced by the photopic luminosity curve, which is heavily biased toward
the central region of the spectrum, results in the primary effect of the LCA being to degrade modu-
lation transfer at intermediate spatial frequencies rather than at the high spatial frequencies involved
in the high-contrast acuity limit.'” Alternatively, McLellan et al.?” have argued that it is the interac-
tion between the monochromatic and chromatic aberrations of the eye that helps to minimize any
change in image quality with wavelength across the spectrum.

TCA results in a wavelength-dependent change in magnification in the retinal image, the red
image being larger than the blue. Thus in white light the image of an off-axis point is drawn out into
a short radial spectrum whose length in a paraxial model increases with the field angle.?*® TCA there-
fore affects modulation transfer for tangentially oriented grating components of images.?"-20-210

For a centered system, TCA would be zero on the optical axis. Since in the eye there is a ~5 deg
difference (called angle ) in orientation between the visual axis joining the fixation point, nodal
points and fovea of the eye, and the approximate optical axis, some foveal TCA might be expected.
Remarkably, however, the center of the pupil in most eyes lies almost exactly on the visual axis?2!!
so that actual values of foveal TCA are typically only of the order of 0.7 min arc."! Although this
value is less than predicted by simple eye models, it is still large enough to cause some orientation-
dependent image degradation. This may be substantially increased if an artificial pupil is used which,
for any reason, becomes decentered: such a situation may arise when using visual instrumentation
having exit pupils which are much smaller than the entrance pupil of the eye.

With binocular viewing, the TCA associated with small decentrations of the natural pupils and
of the foveas from the optical axis leads to the phenomenon of chromostereopsis, whereby objects of
different colors placed at the same physical distance may appear to the observer to be at different
distances.?!>2!® The exact effect varies with the individual and, when artificial pupils are used, with
the separation of the pupils. It is thus of some practical significance in relation to the design of instru-
ments, such as binocular microscopes, in which interpupillary distance settings may not always be
optimal for the observer.?!¢

In the periphery, TCA may play a significant role in limiting the detection of tangential as opposed
to radial gratings.?!®?" There is as yet no consensus as to its magnitude, although some measurements
have been made.??

Intraocular Scattered Light and Lenticular Fluorescence

A variety of regular and irregular small-scale inhomogeneities exist within the optical media of the
eye. These may serve to scatter light during its passage between the anterior cornea and the retinal
receptors. Further stray light may arise for reflections at the various optical surfaces and the retina
itself, and some light may also penetrate the nominally opaque iris and sclera to reach the internal
eye (diaphany), particularly in eyes with low pigmentation, as in albinos. The main effect of such
light is to reduce the contrast in the retinal image.

Quantitative studies of the effects of stray light on vision were pioneered by Holladay**' and
Stiles,”>> who expressed its impact in terms of an equivalent veiling luminance, L,, cd-m™, that would
produce the same masking effect as a glare source giving an illuminance E lux at the eye, as a function
of the angular distance, @ deg, between the glare source and the fixation point. Vos et al.??* have sum-
marized more recent work by the approximate relationship:
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This expression relates to young adult eyes. Scattering increases throughout life by a factor of at
least 2 to 3 times***2?7 and glare formulas can be modified to take account of this (e.g., Ref. 228).
Roughly a quarter of the stray light comes from the cornea??**** and a further quarter from the retinal
reflections.?"*? The rest comes almost entirely from the lens,*** there being little contribution from
the aqueous or vitreous humors in normal healthy eyes.
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Ohzu and Enoch?* attempted to measure a retinal MTF which included the effects of forward
scatter, by focusing grating images onto the anterior surface of an excised retina in vitro and measur-
ing the image transfer to the far side. They argued that the receptor outer segments effectively act as
a fiber optics bundle and that transmission through this bundle produces image degradation which
supplements to the main optical elements of the eye. More recent psychophysical measurements?*>2%
suggest, however, that forward scatter in the inner retina is negligible, implying that postmortem
changes in the retina may have degraded Ohzu and Enoch’s MTFs.

In addition to the general effects described above, a variety of more regularly organized,
wavelength-dependent, scattering effects in the form of annular haloes or “star” patterns may occur
(see e.g., Refs. 237 and 238 for reviews). These are most easily observed with point sources in an other-
wise dark field, particularly if the pupil is large. Some of these result from diffraction due to ocular
structures with quasi-regular spacing, for example, the corneal epithelial cells or lens fibers,**** others
relate to small-scale refractive irregularities or to higher-order aberrations.**!

Forward scattering of light affects the precision of aberrometry,’*”*%! while back scatter is of
importance in allowing anterior ocular structures to be viewed by clinical examination techniques
such as slit-lamp biomicroscopy and Scheimpflug photography.**

Stray light may also arise as a result of fluorescence in the crystalline lens. This increases with age
and with the occurrence of cataract,”® largely through the progressive accumulation of fluorogens.
Under some circumstances, the emitted fluorescent light can cause a slight reduction in low-contrast
acuity in older individuals*** but in younger adults the effects are probably of little practical signifi-
cance,?® since the cornea absorbs most of the potentially activating short wavelength light.

1.6 FINAL RETINAL IMAGE QUALITY

Experimental estimates of the final quality of the retinal image can be made in three main ways:
by calculation from wavefront aberration or similar data, by psychophysical methods, and by direct
measurement of the light distribution on the retina using a double-pass ophthalmoscopic technique.
Although each method has its limitations, the various methods yield compatible results in the same
subjects and collectively produce a reasonably consistent picture of the changes in retinal image
quality with pupil diameter, retinal location, and age.

Image Quality on the Visual Axis

Calculation from Aberration Data  The optical transfer function (OTF) can be calculated by auto-
correlation of the complex pupil function with its complex conjugate, using methods originally
devised by Hopkins.?*® The pupil function gives the variation in amplitude and phase across the exit
pupil of the system. The phase at each point can be deduced from the corresponding value of the
wavefront aberration (each wavelength of aberration corresponds to 27 radians of phase). It is often
assumed that the amplitude across the pupil is uniform but if imagery under photopic conditions
is being considered, it may be more correct to take account of the Stiles-Crawford effect (SCE I) by
including appropriate amplitude apodization, ideally on an individual basis:**4724 this suggestion
is supported by some experimental evidence.?*>*® The point- and line-spread functions can also be
directly calculated from the wavefront aberration (see Chap. 4 by Glenn D. Boreman in Vol. I and
Chap. 4 by Virendra N. Mahajan and Chap. 5 by Robert Q. Fugate in Vol. V) and appropriate soft-
ware is often included with current commercial aberrometers.

The attractive feature of this approach is that it can allow the OTF (i.e., both the modulation and
phase transfer functions) to be calculated for any orientation. On the other hand, it fails to include
the effects of any scattered light and hence may give too optimistic a view of the final retinal image
quality, particularly in older eyes in which scattering is high: high levels of intraocular scatter may
have the additional effect of reducing the reliability and validity of the aberrometer estimates of
wavefront aberration, the exact effects depending upon the design of the particular aberrometer.?!
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Van Meeteren®” argued that it was appropriate to multiply the aberration-derived MTFs by the MTF
derived by Ohzu and Enoch?* for image transfer through the retina. When this is done, the results
agree quite well with those found by the double-pass ophthalmoscope technique;** although, as
noted earlier, the Ohzu and Enoch MTF may overestimate the effects of retinal degradation. A further
problem with MTFs derived from wavefront measurements is that most aberroscopes estimate the
form of the wavefront from measurements made at a limited number of points across the pupil.2>*2%*
Variations in aberration on a small spatial scale may therefore remain undetected, with consequent
uncertainties in the derived OTFs; this problem was probably greatest with the early designs of aber-
roscope, such as the crossed cylinder device.”

Pyschophysical Comparison Method This method depends upon the comparison of modulation
(contrast) thresholds for a normally viewed series of sinusoidal gratings of differing spatial fre-
quencies with those for similar gratings which are produced directly on the retina by interference
techniques.?*¢2%7

Suppose an observer directly views a sinusoidal grating of spatial frequency R. Then if the grating
has modulation M (R), the modulation of the retinal image will be M (R) - T(R), where T(R) is the
modulation transfer of the eye at this spatial frequency, under the wavelength and pupil diameter
conditions in use. If now the modulation of the grating is steadily reduced until it appears to be just
at threshold, the threshold modulation M, (R) on the retina will be given by

M, (R) = M,(R)-T(R) (15)

where M, (R) is the measured modulation of the external grating at threshold. The reciprocal of
M, (R) is the corresponding conventional contrast sensitivity and its measurement as a function of
R corresponds to the procedure used to establish the contrast sensitivity function.

It is clear that M, (R) corresponds to the threshold for the retina/brain portion of the visual system.
If its value can be independently established, it will be possible to determine T(R). M, (R), in fact,
can be measured by bypassing the dioptrics of the eye and their aberrations and forming a system of
interference fringes directly on the retina. This procedure was originally suggested by Le Grand*®?%’
and has since been progressively improved?*2%* (see Ref. 257 for review). Two mutually coherent
point sources are produced close to the nodal points of the eye and the two resultant divergent beams
overlap on the retina to generate a system of Young’s fringes, whose angular separation, y rads, is
given by y = A/a, where A is the wavelength and a is the source separation, both measured in air. If
the sources have equal intensity, the fringes will nominally be of unit modulation. Fringe modula-
tion can be controlled by varying the relative intensities of the two sources, by adding a uniform
background, or by modulating the two sources with a temporal square-wave and introducing a phase
difference between the two modulations. The contrast threshold M, (R) for the retina brain can then
be measured as a function of R, allowing the modulation transfer for the ocular dioptrics, T(R), to be
deduced from the relationship:

T(R)= My (R)

"My, (®) (16)

There are some problems with this approach. Both sets of thresholds are affected by stray light, but
in different ways. The determination of the external modulation threshold involves light entering
the full pupil whereas for the interferometric measurements only two small regions of the pupil are
used. There may also be problems in maintaining the same threshold criterion for the two types of
grating, particularly when they may differ in color, field size, and possibly speckle characteristics.
Lastly, although the method can in principle give ocular MTFs for any orientation, it yields no phase
information and hence the PTF cannot be determined.

Some other psychophysical methods have been suggested*® but as yet they have not been widely
employed.

Ophthalmoscopic (Double-Pass) Methods When the image of an object is thrown on the retina, some
of the light will be reflected back out of the eye and can be collected by an appropriate observing system
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to form an external image. If, for example, the object is a narrow line, the external image will be the
LSF for the double passage of the eye. It is usual to make the assumption that the retina acts as a dif-
fuse reflector,*® coherence of the image light being lost in the reflection. In this case, earlier workers
assumed that the image suffered two identical stages of image degradation, so that the MTF deduced
from the Fourier transform of the external LSF was the square of the single-pass MTE. Flamant’s
pioneering study®®” with this method used photographic recording, but later workers have all used
electronic imaging methods, initially slit-scanning arrangements with photomultipliers to record
LSFs, and latterly low-noise CCD cameras which allow PSFs to be recorded.?*®?%%-276¢ An important
advance was the realization that in the simple form of the method as employed in earlier studies,
when the same pupil acted as aperture stop for both the entering and exiting light paths, information
on odd-order aberrations and on transverse chromatic aberration was lost.?”* While the estimates of
MTF were potentially correct, the PTF could not be measured. This problem can be overcome for
monochromatic aberrations by arranging the entering and exiting beams so that the entrance pupil is
smaller than the exit pupil.’>?7¢ If the entrance pupil is small enough for the initial image to be effec-
tively diffraction limited, the true single-pass OTF (i.e., both the MTF and the PTF) can be deduced
from the double-pass PTF, at least up to the cutoff frequency imposed by the small entrance pupil.
Some theoretical aspects of this problem have been discussed by Diaz-Santana and Dainty.?”’

The double-pass method has been used to explore the extent to which poorer retinal image quality
contributes to the deterioration in visual performance that is observed in older eyes,?’® and to demon-
strate the changes in retinal image quality with accommodation that are caused by aberrational change
in the crystalline lens.?”® An adaptation allows the basic method to be used to determine an “index of
diffusion” designed to characterize the optical deficit in eyes with age- and disease-related abnormali-
ties of the anterior segment, using encircled energy measurements of the double-pass PSE.28

In all variations of the double-pass method, one problem is that light levels in the outer parts
of any spread function are low, leading to possible truncation errors and to overestimation of the
MTE2! Vos et al.??® attempted to overcome the truncation problem by combining the opthalmo-
scopic estimates of the PSF with measurements of wider-angle entoptic stray light, to produce a real-
istic estimate of the full light profiles in the foveal white-light PSE. A vexing question which has yet to
be fully answered is the identity of the layer or layers at which the retinal reflection occurs: it seems
likely that this is wavelength dependent. If more than one layer is involved, the estimated MTF will
be somewhat too low. However there is evidence that any effect of retinal thickness on the estimated
MTF is small*® and that scattered light from the choroid and deeper retina is guided through the
receptors on its return through the pupil.?*}

Comparison between Methods Only a few direct comparisons of MTF measurements have been
made by different techniques on the same eyes. Campbell and Gubisch** found that their double-
pass MTFs were lower than those determined by the interferometric psychophysical method.?® A
similar result was found by Williams et al.,?®* who noted that agreement between the two techniques
was better if green rather than red light was used for the double-pass measurements, presumably as
a result of reduced retinal and choroidal scatter.?8> Although MTFs derived from early aberrometers,
which only sampled the pupil at a small number of points, tended to be markedly higher than those
derived by other methods, if green light is used with young eyes the three basic methods appear to
yield very similar MTFs: increased entoptic scatter in older eyes may cause larger differences. Liang
and Williams?*® give comparative MTF results obtained by the three techniques with three subjects
with 3-mm pupils. The greatest discrepancies appear to be at intermediate spatial frequencies,
where values of modulation transfer increase in the order double-pass, interferometric, and wave
aberration derived.

Summary of Observed Optical Performance When the eye is corrected for any spherocylindrical
refractive error, all investigators agree that, near the visual axis, the eye’s performance in mono-
chromatic light is reasonably close to the limit set by diffraction for pupil diameters up to 2 mm. As
pupil size is increased further, aberration starts to play a more important role. The increasing impact
of aberration is illustrated by a consideration of the changes in the Strehl intensity ratio,?® the ratio
of the maximum irradiance in the PSF to that which would be found in a truly diffraction-limited
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system. Typical published values®* are shown in Fig. 15. Although differences between individuals
may be expected, the ratio falls steadily as the pupil diameter is increased, indicating the increasing
impact of aberrations. For the smallest natural pupil diameters, the value approaches, but does not
quite reach, the figure of 0.8 which is usually accepted as the minimum required for an optical sys-
tem to closely approximate to being diffraction limited:?*’ direct measures of the MTF for a 1.5-mm
pupil in comparison with the diffraction-limited case support this finding.?’®

The changing balance between diffractive and aberrational effects results in optimal overall
performance usually being achieved with pupil diameters of about 2.5 to 3 mm,?66286:288:289 ¢op-
responding to the diameters of natural pupils under bright, photopic conditions. For still larger
pupils, the degrading effects of aberration dominate and modulation transfer falls. Examples®¢ of
typical estimates of MTE, in this case based on wavefront measurements for different pupil diameters
in young eyes, are shown in Fig. 16. The MTF at constant pupil diameter tends to deteriorate with
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FIGURE 16 Examples of typical foveal MTFs in young, adult eyes for the pupil diameters
indicated. (After Liang and Williams.**®)
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age, due to both increased aberration and scatter.?’® It should be noted that, although transmis-
sion through the eye undoubtedly changes the polarization state of the incident light, the retinal
image quality is apparently nearly independent of the initial state of polarization. However, quality
as recorded by double-pass measurements may vary if polarizing elements are included in both the
entering and exiting light paths.*

Effects of Aberration Correction on Visual Performance Early attempts®! to improve axial visual
performance by correction of monochromatic aberrations were failures, largely because it was
assumed that spherical aberration was always dominant and the same in all eyes. Correction of
longitudinal chromatic aberration also brought no improvement in acuity*” although modest
improvements at intermediate spatial frequencies could be demonstrated.”” The advent of aberrom-
eters capable of rapidly measuring the aberrations of an individual eye has refocused attention on
the possibility that customized aberration correction might yield significantly enhanced vision (e.g.,
Refs. 293-298).

Several potential methods for correcting the monochromatic aberrations have been suggested.
The most effective of these is adaptive optics.?***° This is impractical for everyday use but is being
vigorously explored as a way of obtaining improved images of the retina for clinical diagnostic or
research purposes(e.g., Ref. 301), since near diffraction-limited performance can be achieved through
the full, 7 to 8 mm, drug-dilated eye pupil. For normal purposes, three methods have been suggested.
In the first, spatially modulated excimer laser ablation of the cornea is used to correct the measured
aberrations of the individual eye, as well as any second-order refractive error.?>2% While such “wave-
front-guided” ablation has been effective in reducing ocular aberrations consequent upon laser
refractive surgery, it has yet to succeed in producing eyes which are completely aberration-free, largely
because of factors such as subject-dependent variations in healing which influence the final level of
aberration. The second possible method is the wearing of customized contact lenses, where the local
thicknesses of the lens are manipulated to yield variations in path length which compensate for the
ocular wavefront aberration.?*>** The problem with this approach is that the lens must be stable
against both rotation and decentration on the eye if aberration correction is to be maintained.?*3%
The limited control of lens movement occurring in practice means that adequate correction is dif-
ficult to achieve in normal eyes. Improved performance may, however, be given in clinically abnormal
eyes with high levels of aberration, such as those of keratoconics.’”” The last suggested method, which
has yet to be successfully demonstrated, is to incorporate the aberration correction in an intraocular
lens: this has the theoretical advantage that the position of such a lens and its correction should be
stable in the optical path.

Some of the potential benefits of aberration correction have been demonstrated by Yoon and
Williams.** Figure 17 shows some of their results for eyes under cycloplegia. The contrast sensitiv-
ity function for either a 3- or a 6-mm pupil was measured under four conditions: white light with
only spherocylindrical (second-order) refractive error corrected; with chromatic (but not mono-
chromatic) aberration additionally removed by viewing through a narrow-band green filter; with
monochromatic (but not chromatic) aberrations corrected using adaptive optics; with both mono-
chromatic and chromatic aberrations corrected by using adaptive optics with a green filter. The
retinal illuminances under the various conditions were kept constant with neutral density filters at
14.3 trolands for the 3-mm pupil and 57 trolands for the 6-mm pupil: these correspond to the lower
end of the photopic range (a natural 6-mm pupil diameter is reasonably typical for this level of retinal
illuminance). Yoon and Willliams®* express their results in terms of the “visual benefit” at each spatial
frequency, that is, the ratio of the contrast sensitivity under a particular condition to that achieved
with white-light gratings and just the spherocylindrical refractive error corrected.

It can be seen that useful performance gains are given if both monochromatic and chromatic
aberration can be corrected, particularly for the larger pupil. The benefits are less impressive (<2 at all
spatial frequencies) if only monochromatic aberration is corrected, as would in practice be the case
with corneal ablation, contact lens, or other corrections. It has been argued that these gains may be
still smaller under real-life conditions, due to such factors as inaccurate accommodation, aberrational
changes, and, at the larger natural pupil diameters occurring under mesopic and scotopic conditions,
the limits to performance set by the neural parts of the visual system.***?1° Although in principle
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FIGURE 17 Visual benefit in contrast sensitivity for a subject with (a) a 3-mm
pupil and (b) a 6-mm pupil. In all cases the eye has an optimal spherocylindrical
refractive correction. The benefit is shown for (i) correction of chromatic aberra-
tion only (green light), (ii) correction of monochromatic aberration only (adaptive
optics, white light), and (iii) correction of both chromatic and monochromatic
aberration (adaptive optics, green light). (Based on Yoon and Williams.>*)

chromatic aberration of the eye can be corrected,?*#*1-*11-315 the required multielement lens systems
are relatively bulky and decentration effects may mean that new problems arise in controlling trans-
verse chromatic aberration.?'®

Off-Axis Image Quality

Fewer measurements have been made of off-axis image quality. Psychophysical measurements are
difficult to carry out and aberration data, although available, do not yet appear to have been used to
calculate MTFs. Most of the available measurements have therefore been made by the double-pass
technique.?> 31731 As noted earlier, astigmatism usually increases with field angle, so that the PSFs
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normally lack rotational symmetry and different results for MTF and PTF are obtained at different
orientations and levels of focus. Some representative data are shown in Fig. 18. The results shown
are for the case when the circle of least confusion lies on the retina. Note that the MTF falls with
field angle and that, for objects with strongly oriented structure, image quality will be improved if
the appropriate focal line can be brought onto the retina, or if the peripheral astigmatism is cor-
rected. Williams et al.>!® have suggested that the falloff in optical performance with field angle is
advantageous in helping to prevent aliasing in peripheral vision.

Off-axis MTFs for different pupil diameters and field angles have been approximated as the sum of
two exponential functions®'®*"” or as a single exponential.*?°

Retinal Image Quality with Visual Instruments

When an object (e.g., a display screen) is observed with the naked eye, with no intervening optics,
the spatial frequency spectrum of the retinal image is simply the spectrum of the object multi-
plied by the OTF of the eye under the observing conditions in use. The situation is, however, more
complex when instruments such as microscopes, telescopes, or binoculars are used. In general, it
is incorrect to assume that the OTF of the instrument-eye combination is simply the product of
the individual OTFs. Instead, for any field position the aberrated wavefront from the instrument is
modified by the wavefront aberrations of the eye, the two wavefronts being added together point
by point across the common pupil. Under favorable circumstances where the component aberra-
tions are of opposite sign, this coherent coupling®?'=** can obviously result in the summed aberration
being smaller than the individual wavefront aberrations, and hence in performance being superior
to that which would be expected on the basis of the product of the individual OTFs.

Two factors are of particular importance in this coupling: first, the size and positional relationship
between the instrument’s exit pupil and the ocular entrance pupil and, second, the state of focus of
the eye. It is clear that if the entrance pupil of the eye is smaller than the exit pupil of the instrument
(the two pupils coinciding) the eye pupil will constitute the aperture stop of the combined system.
Movement of the smaller eye pupil within the instrument’s exit pupil will sample different areas of
the instrumental wavefront aberration and may therefore influence retinal image quality. Conversely,
if the exit pupil is smaller than the eye pupil, the instrument’s pupil provides the aperture stop and
controls the aberrations. For example, with an exit pupil of 2-mm diameter or less centered on the eye
pupil, the combined performance would be governed almost entirely by the instrumental aberrations,
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since the eye aberrations would normally be small enough to make a negligible contribution to the
combined wavefront aberration. Any focus error in the instrument or accommodation error in the
observer will add an additional defocus term to the wavefront aberration. This may again be benefi-
cial under some circumstances: for example, instrumental field curvature may be compensated for by
changes in ocular accommodation (Refs. 325 and 326, and see later under “Vergence Input”).

Considerations of this type mean that the MTF of any instrument alone may not be a very good
guide to the visual performance that can be achieved with it.*?”32® One possible solution is to test the
instrument in combination with a model eye which simulates as accurately as possible the aberrations
and focus of the real eye.*” Burton and Haig®® explored the tolerance of the visual system to different
levels and types of wavefront aberration (see also Ref. 331) and concluded that instrumental criteria
based on the Strehl ratio may ultimately be more useful than MTF tests.>*® This suggestion has, how-
ever, been disputed by Mouroulis and Zhang?®*? who feel that other criteria are more informative.

Chromatic aberrations are also of importance. The role of longitudinal chromatic aberration has
been considered by Mouroulis and Woo,***** who find that under some circumstances quite sub-
stantial amounts of instrumental LCA can be tolerated. Further studies support a tolerance of the
order of 2.5 min arc for transverse chromatic aberration, with TCA having greater effects on contrast
sensitivity than high-contrast resolution.** The general question of the design and testing of visual
instruments is well reviewed in Mouroulis.**®

1.7 DEPTH-OF-FOCUS AND ACCOMMODATION

In the foregoing it has been tacitly assumed that the eye is always optimally focused. In practice,
since clear vision is required over a range of distances, exact focus may not always be achieved.
It is of interest that, even if objects are at a fixed distance, small changes in focus may be required to
optimize modulation transfer at different spatial frequencies in the presence of some types of aber-
ration (e.g., spherical aberration®**2%*). With the increasing availability of aberrometers, consider-
able efforts are being devoted to establishing robust criteria for “best focus” (i.e., ocular refraction)
from wavefront data.*0-342

Ocular Depth-of-Focus

As in any optical system, very small changes in ocular focus have little effect on the retinal image
but image quality deteriorates progressively as the error of focus increases (e.g., Fig. 9). For many
practical purposes we would like to know how large the dioptric error of focus can be before image
quality becomes unsatisfactory. However, this immediately raises the question of what we mean by
“unsatisfactory. ” Atchison et al. have, for example, defined the concepts of “noticeable,” “troublesome,”
and “objectionable” blur.*** Noticeable blur is the defocus level at which blur of a set of letters first
becomes detectable, troublesome blur is where the lack of clarity in the letters starts to be irritating,
although the letters may still be readable, and objectionable blur is the level of blur which is unac-
ceptable: the three dioptric limits of blur were found to be in the ratio of about 1.0:1.7:2.3, respec-
tively. Ciuffreda et al. find very similar results when using minor variants of the same criteria.’** In
fact, as will be discussed below, values of depth-of-focus are strongly dependent upon the methodology
and conditions used (see Ref. 345 for a recent review).

In the geometrical optical approximation, for an aberration-free eye the angular diameter of the
retinal blur circle 3 degrees increases linearly with the error of focus AF diopters and pupil diameter
d mm [Eq. (10)]. Thus the limits of the depth-of-focus correspond to the blur circle diameter reach-
ing some assumed tolerable limit 3, degrees: the corresponding value of AF, | is then determined
from [Eq. (10)] to yield for the total geometrical depth-of-focus DOFgo

34.9
DOFg0=2AF —wdiopters (17)

tol — d
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The exact value obtained is, then, dependent on the assumed value of ﬁml. If, say, a value of 2 min
arc is taken, and the pupil diameter is 3 mm, the geometric DOF is about 0.4 D. Note that the
geometric DOF is inversely dependent on the pupil diameter.

When the effects of physical optics are considered, for a diffraction-limited system it is conven-
tional to use the Rayleigh criterion and to say that the limits of depth-of-focus are set by the require-
ment that the optical path difference between light from the center and edge of the pupil should not
exceed a quarter-wavelength [one Rayleigh unit of defocus, see Eq. (9)]. For the eye, this implies that
the total physical optical depth-of-focus (DOFPO) should correspond to 2 Rayleigh units, that is,

41072
DOE, = 0 /ldiopters (18)

d2

where A is in nm and d is in mm. Optimal focus will lie midway through this total depth-of-focus.
Note that, unlike the geometrical approximation, [Eq. (18)] predicts that depth-of-focus will be
inversely proportional to the square of the pupil diameter.

In reality, the ocular depth-of-focus depends on a variety of additional factors. From the purely
optical point of view, even if the eye is diffraction-limited the rate of loss in modulation transfer
with defocus is spatial-frequency-dependent (Fig. 9), so that the detectable error of focus is likely to
depend upon the spatial-frequency content of the object under observation, as well as the pupil diam-
eter. Low spatial frequencies are relatively insensitive to focus change.”*%**® Both monochromatic
and chromatic aberrations will further modify the through-focus characteristics of the retinal image
focus and, in general, will tend to increase the depth-of-focus.

Equally importantly, the perceptible focus changes will depend upon the neural characteristics
of the visual system.*” Under many conditions, the limited capabilities of the retina/brain system
will mean that defocus tolerance may become larger than that expected on purely optical grounds.
With larger pupils and photopic conditions, the Stiles-Crawford effect may play a role in reducing the
effective pupil diameter and increasing the depth-of-focus (see “The Stiles-Crawford effect”). At low
luminances, since only low spatial frequencies can be perceived®® there is an increased tolerance to
defocus blur:*****" a similarly increased tolerance is found in low-vision patients at photopic levels.?

Figure 19 shows a selection of experimental depth-of-focus data obtained by various tech-
niques.**>331-35 Although the exact results depend upon the methods and criteria used, it is clear
that for larger pupils the visual depth-of-focus substantially exceeds the purely optical Rayleigh-limit
predictions. Of more importance from the practical viewpoint, errors of focus in excess of about 0.2 to
0.5 D are likely to lead to perceptible image blur under photopic conditions with pupils of diameter 3
to 4 mm. Thus the eye must either change its focus (accommodate) for the range of distances that are
of interest in everyday life (e.g., from infinity down to 0.2 m or less, corresponding to vergences from
0to 5 D), or use some form of optical aid such as reading glasses.

It is of interest that Goss and Grosvenor®*® concluded from their review of the available clinical
literature that conventional refraction is repeatable to within 0.25 D in approximately 75 percent
of cases and to within 0.50 D in 95 percent of cases: errors in prescription of 0.25 D have been
shown to produce dissatisfaction in many patients and a significant loss in both acuity and con-
trast sensitivity.>*

The Accommodation Response

As with any focusing system, several aspects of accommodation are of interest: its range or ampli-
tude, its speed, its stability, and its time-averaged steady-state characteristics. All of these are age-
dependent and in most of what follows the behavior of young, adult (age around 15 to 35 years)
eyes is described. Discussion of the response is complicated by the fact that, under normal binocular
conditions of observation, accommodation (i.e., the focusing system) is intimately linked with the
vergence system which ensures that the eyes converge appropriately to bring the images of any object
of regard onto the foveas of the two eyes (see “Vergence Input” and “Movements of the Eyes”). Due
to this linkage, accommodation can drive convergence and vice versa. The pupil usually contracts
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FIGURE 19 Examples of experimental measure-
ments of photopic, total monocular depth-of-focus as
a function of pupil diameter (optimal focus lies mid-
way through the total depth-of-focus). The criteria for
determining the depths-of-focus are Campbell***—just-
perceptible blur for a small disc, one subject, white light;
Ogle and Schwartz**!—50-percent probability of resolving
a 20/25 checkerboard, mean of three subjects, white light;
Tucker and Charman?*2>—80-percent probability of achiev-
ing 90 percent of the optimal Snellen acuity, mean of two
subjects, white light; Charman and Whitefoot>>>—detectable
movement of laser speckles, mean of six subjects, 633 nm. The
dashed line gives the depth-of-focus based on Rayleigh’s
quarter-wavelength criterion for an aberration-free eye in
555-nm light.

during near vision (often called accommodative miosis), although it appears that such contraction
is not directly driven by accommodation but is a comovement.*’-*¢? The three functions (accom-
modation, vergence, pupil) are sometimes known as the near triad. One important result of this
linkage is that both the dynamic and static accommodation responses in the two eyes are always
essentially the same, even when one eye is occluded.’*33%* Accommodation is driven by the responses
of the cones of the retina and becomes progressively less effective as lighting levels are lowered from
photopic levels through the mesopic region: at scotopic levels it is inoperative (see “Accuracy of
Response”).363:366

Although details of the neural and physiological mechanisms responsible for accommodation are
beyond the scope of this section (see, e.g., Refs. 367-370 for reviews), it will be helpful to remember
that, in simple terms, the crystalline lens is supported around its equator by a system (the zonule) of
approximately radially oriented zonular fibres. The far ends of these fibres are anchored in the ciliary
body or muscle and neighboring structures. The ciliary body effectively forms a ring surrounding
the lens (Fig. 1). The lens and its thin enclosing capsule are elastic and, if the lens is free of the forces
applied to it by the zonular fibres, its structure is such that its surfaces will naturally assume the rela-
tively steep curvatures required for near vision.

Under conditions of distant viewing, the inner diameter of the ciliary ring is relatively large. This
leads to a correspondingly high tension in the zonular fibers. These tensional forces when applied to
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the periphery of the elastic lens and capsule cause the lens surfaces to flatten slightly, reducing the
optical power to the value required for a clear distance focus. During active accommodation, the cili-
ary ring reduces in diameter. This relaxes the tension in the zonular fibres and allows the surfaces of
the elastic lens to assume a steeper curvature and the power of the lens to increase. Attempts have been
made to model this process (e.g., Refs. 371-374).

Dynamics of Response Typical records of a young subject’s responses to abrupt changes in the
position of an accommodation target are shown in Fig. 20. It can be seen that the change in posi-
tion is followed by a short reaction time, or latency (about 0.4 s) during which the response remains
unchanged. The response then progresses to its new level, the minimum response time typically
being around 0.6 5.>°%375380 Under conditions where there are plentiful cues to target distance this
response usually occurs in a single sweep, but if binocular and other cues to target position apart
from defocus blur are eliminated, the response may become uncertain and may initially be in the
wrong direction, leading to longer response times.*#1-*%3 The response times become larger for larger
dioptric changes.?7-38

Another way of characterizing the response dynamics is in terms of their frequency response char-
acteristics.’®* These may be assessed by determining the gain and phase of the response obtained
when a target is observed whose vergence is changing sinusoidally with time, as a function of the
temporal frequency. It appears that when gain and phase are plotted as a function of the frequency
both vary in an essentially linear fashion, with the cutoff frequency at which response no longer tracks
the stimulus being about 2 Hz.*® It should be stressed that these characteristics are not the output
of a simple reflex system but depend upon higher-order involvement. They are strongly influenced
by training and motivation,**3% and, with repetitive stimuli, by the knowledge that the required
response has a predictable periodic form.*° When the response to an abrupt unexpected step change
in target vergence is analyzed in terms of the corresponding frequency response, much larger phase
lags are given.?®>3° Thus the system does not behave linearly.*®

The importance of perceptual factors in relation to accommodation is exemplified by studies in which
the distance of the target (a Maltese cross) is kept constant but its lateral scale is varied sinusoidally.
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FIGURE 20 Examples of monocular accommodation responses to abrupt step changes in the
vergence of an accommodation stimulus. Note the time interval (latency or reaction time) before each
response starts to change and the time taken to complete the response (response time). Fluctuations
in accommodation can be seen. The lower traces merely show the times at which the stimulus changes
(between vergence levels of 2.38 and 1.33 D) occur.
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Observers usually interpret this size variation at constant distance as a variation in distance of a target
of constant linear size, and change their accommodation accordingly, even though this blurs the reti-
nal image.*®! A similar effect is observed when binocular accommodation is stimulated by apparent
depth elicited by pairs of stereograms at fixed distance.**

Stability of Response  When a target at fixed distance is viewed with steady fixation, the accommo-
dation response typically shows small fluctuations (~0.25 D) occurring at frequencies up to about
5 Hz (see Fig. 20): the fluctuations are correlated in the two eyes (see Refs. 393 and 394 for reviews).
It appears that the lower frequency (0-0.6 Hz) components of the fluctuations may be under neu-
ral control but that higher frequencies (1.0-2.3 Hz) are related to physiological rhythms and other
sources of noise.” The power in the low-frequency components increases as the target luminance
is reduced, while that in the high-frequency components remains stable.>*¢ Similarly, the low-
frequency components increase when the pupil is small and the depth-of-focus is large.*” A peak in
the frequency spectrum at frequencies of 1 to 2 Hz is often observed®®** and is correlated with the
arterial pulse.®*4! The fluctuations appear to have their origin in the crystalline lens and tend to
increase in magnitude as the mean accommodation level increases,**”42-4* although there is some
suggestion that the higher-frequency components diminish at very high stimulus levels.*® There is
some disagreement on the exact nature of the changes with age.*>4%

The possible role of these fluctuations in relation to accommodation control remains conten-
tious. Some have argued that they simply represent plant noise®**4% and are of no utility. Others
suggest that they could both guide the initial direction of the response and help to maintain accurate
focus, 101399407411 the basic hypothesis being that if a fluctuation in one direction improves the clarity
of the image the control system responds by moving the mean level of accommodation in that direc-
tion. Current opinion generally favors the concept that the high-frequency fluctuations represent
plant noise and that any role in accommodation control is played by the lower-frequency components
(below about 0.6 Hz), and that these would be primarily involved in the maintenance of the response
at a steady level, rather than in rapid response changes.*!” In any case, under most circumstances the
fluctuations appear to produce little variation in visual acuity,*!? although their effects can just be
detected.*13414

Accuracy of Response Following pioneering work by Morgan,*'> numerous studies have shown
that, rather than there being one-to-one matching between the dioptric stimulus level and the
corresponding accommodation response, steady-state errors are an intrinsic part of the accom-
modation control system. This is true under both monocular and binocular conditions, although
the magnitude of the errors differs in the two states.*’>*!® These focus errors are often the major
cause of foveal retinal image degradation, rather than the higher-order aberrations discussed earlier
(see “Factors Affecting Retinal Image Quality”). Figure 21a illustrates a schematic response/stimulus
curve. This emphasizes that the steady-state is usually characterized by overaccommodation (accom-
modative “lead”) for distant objects and underaccommodation (“lag”) for near objects. The range of
stimulus vergence over which there is no noticeable image blur is termed the subjective amplitude of
accommodation; it obviously includes depth-of-focus effects. The corresponding, somewhat smaller,
range of actual accommodation response is the objective amplitude of accommodation. Note that a
clinically “emmetropic” or “corrected” subject is usually left with a small myopic refractive error for
objects at infinity, ocular depth-of-focus being relied upon to give clear vision under these circum-
stances.

The slope of the quasi-linear region of the curve depends upon the observing conditions, including
target form and contrast,'°101417-426 gcylar pupil diameter,*”~#2? luminance level,?>%3653¢6:417 and the
acuity of the observer.*1#439-433 The common feature is that, as the quality of the stimulus available to
the visual system degrades, the slope of the central region of the response/stimulus curve diminishes
(see, e.g., Fig. 21b, where the slope falls as the luminance is reduced and cone vision and visual acuity
are gradually lost). To a close approximation, for any individual, as the stimulus degrades the curve
pivots about the point for which stimulus and response are equal, that is, where the curve crosses the
ideal one-to-one stimulus/response line. It is of interest that in many studies it appears that there is
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FIGURE 21 (a) Schematic appearance of a typical accommodation response/
stimulus curve under photopic conditions. The black portion of the curve rep-
resents the range over which the target is seen without noticeable blur, the grey
portions where the lags or leads exceed the ocular depth-of-focus and the target
appears blurred. OA is the objective amplitude of accommodation and SA the
subjective amplitude. The “ideal” line corresponds to equal response and stimulus
values. (b) Typical changes in the lower part of the response/stimulus curve with
target luminance. (Based on Johnson®°) Target luminances are as indicated and the
independently measured dark focus for the same subject is 2.0 D, corresponding
closely to the cross-over point of the two curves.

a linear relationship between the slope of the central region of the response/stimulus curve and the
eye’s minimum angle of resolution under the target and observing conditions in use.***

The extreme case in this process is where the stimulus is either a uniform photopic field completely
lacking in detail (a Ganzfeld), or the field is completely dark. In both cases no spatial information is
available to the accommodation control system and the response/stimulus curve becomes completely
flat. The response remains constant at the somewhat myopic value at which, under normal photopic
conditions with a structured target, response equals stimulus (see, e.g., Fig. 21b). The refractive states
under these stimulus-free, light and dark conditions are known as empty field myopia and dark focus
respectively, and for any individual these states are essentially the same.*>~%

These observations have led to the concept that this intermediate myopic level of accommodation
is, in fact, the tonic level of accommodation (sometimes called the resting state or equilibrium level)
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FIGURE 22 Frequency distribution of tonic accommodation as
estimated by the dark focus. The values shown represent the difference in
autorefractor measurements of refraction in photopic conditions and in
darkness. (After McBrien and Millodot. *°) The mean value of tonic accom-
modation and its standard deviation are 0.91 + 0.53 D (62 young adult
subjects).

to which the system returns in the absence of an adequate stimulus. This implies that accommoda-
tion must actively change from this level to view both distant and near targets. The tonic level varies
somewhat with the individual (Fig. 22) but appears to have a mean value of around 1 D.#374%

Current theories suggest that these characteristics are dictated by the balance between the sympa-
thetic and parasympathetic innervations to the system 368440-442

Vergence Input  As noted earlier, the convergence required to maintain single vision of a near
object during binocular observation provides an input to the control system which supplements
that due to pure defocus blur. This may be particularly useful in stimulating accommodation under
conditions when the accommodation stimulus alone is relatively ineffective, for example, under
mesopic night-driving conditions where the onset of night (or twilight) myopia is delayed when
viewing is binocular.**?

Control system models for the combined accommodation-convergence system, involving both
fast feedback loops and slow adaptive elements, have been proposed by various authors (see, e.g.,
Refs. 368, 440, 444—446).

Application to Instrumentation From the practical point of view, it is evident that errors in accom-
modation and the resultant degradation in retinal image quality will be minimized if targets such as
displays which are viewed by the naked eye are placed at vergences which approximately match the
typical tonic levels of observers, that is, distances of about 1 m. Acuity will then be optimal®*® and
the accommodative effort, and hence potential fatigue, will be minimized. With color displays, the
longitudinal chromatic aberration of the eye means that more accommodative effort is required
for red/black symbol combinations than for blue/black combinations. Only minor variations in
response have, however, been reported when two-color isoluminant symbol/background combina-
tions are used:*7~**" there is no evidence that viewing multichromatic targets results in a less stable
response than that for black-and-white targets.*>!

It is of interest that, when focusing visual instruments, most observers set the focus so that the
light leaving the eyepiece is slightly divergent, that is, they prefer to accommodate slightly when
viewing the instrumental image.*>? This instrument myopia*> correlates closely with the empty field
myopia and dark focus of the individual observer,*>-** suggesting that these myopic states (the
anomalous myopias) have a common origin and that the instrument focus is selected to minimize
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accommodative effort. This implies that fixed-focus visual instruments should not be designed to
have parallel light leaving their eyepieces but that focus should be set so that the image appears at
a vergence of about —1 D.*? In any binocular instrument where the imagery is at infinity and the
optical axes are arranged to be parallel, proximal (psychic) convergence and accommodation often
occur, that is most young users tend to converge and accommodate slightly, leading to a loss in
visual performance.***#> This is presumed to be due to the perception that the targets lie within the
“black box” constituted by the instrument. Smith et al.**® have discussed the various problems that
arise when the focus of binocular instruments is not compatible with the angle between the eyepiece
tubes.

Many visual instruments display field curvature and, provided that the vergences involved are
negative, this can be at least partly compensated for by accommodation by the observer as the field
is scanned.?2>326

Age-Dependent Changes in Accommodation As the lens ages and thickens, its elastic constants
change. This, in combination with other ocular changes, causes the efficiency of the accommodation
system to diminish (see, e.g., Refs. 367-370 for reviews).

The most obvious change is in the amplitude of accommodation (Fig. 23). The mean subjective
amplitude declines steadily from the age of about 10, to reach a small, constant level of about 1 D
by the age of 50-55.%5 This residual subjective amplitude represents depth-of-focus rather than true
accommodation and the corresponding objective amplitude is zero.**® Longitudinal measurements of
objective amplitudes suggest that the decline for any individual is linear with age.***~#¢! Although the
exact values of the constants depend upon the individual subject and the method of measurement,
the amplitude changes might typically be described by an equation of the form

OA =12.7-0.27 (age) (19)
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FIGURE 23 Transverse data for the changes
in subjective amplitude of accommodation with
age. (After Duane.*>®) The full curve represents the
mean result, the dashed curves the limit of the range
found at each age. The data refer to 4200 eyes,
amplitudes being measured at the spectacle point
14 mm anterior to the cornea.
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where OA is the objective amplitude in diopters and the age is in years.**! Note that the conventional
use of a value of 250 mm (i.e., an amplitude of accommodation of 4 D) for the “least distance of
distinct vision” in the calculation of the nominal magnification of eyepieces and other devices is
unlikely to reflect the effective magnification obtained by the individual user.

Apart from the change in amplitude, the general characteristics of the response/stimulus curve
remain robust against age change up to about 35 years, when the slope starts to decline 6462463
The frequency response of the accommodation system maintains its cutoff value at around 2 Hz
up to the age of about 40 but at any lower frequency the gain tends to decrease and the phase lag to
increase with age. There are also changes in the time constants of the responses to step changes in
Stimulus'360,4657467

The loss in amplitude becomes of practical significance when it declines sufficiently to begin to
make it difficult to read at normal reading distances (around 1/3 m). It is tiring to exercise the full
available amplitude of accommodation, so that problems usually start to arise at around the age of
40 when the subjective amplitude has fallen to about 5 D. These difficulties steadily increase as the
amplitude declines further. Initially these problems may be eased by increases in reading distance, or
the use of high light levels to increase depth-of-focus by constricting the pupil, but by the age of about
45 all emmetropes or corrected ametropes inevitably require some form of optical correction for near
work. (See Chap. 14 by John S. Werner, Brooke E. Schefrin, and Arthur Bradley.)

1.8 EYE MODELS

Optical models of the eye have long been used in attempts to better understand its imaging charac-
teristics, the development of refraction, and the optical effects of spectacle and contact lenses (see,
e.g., Refs. 468-470 for reviews). More recently such models have assumed additional importance
in relation to the effects of a variety of surgical procedures for modifying the optics of the eye, such
as corneal refractive surgery and intraocular lens implantation.*”! They have also been used in the
evaluation of retinal radiation hazards.*’>#®> The earlier models were usually limited to describing
behavior in the paraxial region, where rays make small angles with the axis: surfaces were assumed
to be spherical. However recent years have seen the development of a succession of increasingly
sophisticated paraxial and wide-angle models, incorporating such features as aspheric surfaces,
gradient index optics, and accommodation.

Paraxial Models

Figure 24 shows examples of three typical types of paraxial model with spherical refracting surfaces
and media characterized by single values of refractive index, the relevant parameters being given
in Table 2. These paraxial models are useful for predicting the approximate dimensions of paraxial
images (1 deg in the visual field corresponds to about 0.29 mm on the retina) and their changes
with accommodation and correcting lenses. However, they are of more doubtful value in indicating
retinal image quality on axis or in describing images in the peripheral field, and cannot predict the
aberrations of real eyes.

In constructing such models, the values of the parameters are normally selected to be reasonably
representative of those found in real eyes but are then adjusted slightly to make the eye emmetropic.
In schematic eyes, the cornea and lens are each represented by a pair of surfaces (although sometimes
the lens is divided into central nuclear and outer cortical regions, these being assigned different refrac-
tive indices). In the simplified schematic eye a single surface is used for the cornea. It can be seen in
Fig. 24 that in both these eyes the two nodal points are very close together, as also are the two principal
points. This has encouraged the development of reduced eye models, containing a single refractive
surface, where each pair of nodal and principal points collapses to a single point. The cardinal points
of reduced eyes are very close to those of the more complex paraxial models. Accommodation has
been incorporated into several schematic eyes,**#76-#8 some of which incorporate aspheric surfaces
and lenticular index gradients.
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FIGURE 24 Examples of paraxial eye models of
the human eye. In each case F,F’; P,P’; N,N’ represent
the first and second focal, principal, and nodal points
respectively. (a) Unaccommodated schematic eye with
four refracting surfaces. (Le Grand and El Hage.*”*)
(b) Simplified schematic eye with three refracting sur-
faces. (Emsley.*”>) (c) Reduced eye with a single refracting
surface. (Emsley.*”>) Note that progressive reduction in
the number of surfaces used in the model produces only
minor changes in the positions of the cardinal points.

TABLE 2 Parameters of Some Paraxial Models of the Human Eye

Schematic Eye'*

Simplified Schematic Eye*”®

Reduced Eye*”®

Radii of surfaces (mm)

Distances from anterior
cornea (mm)

Refractive indices

Anterior cornea
Posterior cornea
Anterior lens

Po st erior lens

Posterior cornea
Anterior lens
Posterior lens
Retina

Ist principal point P

2nd principal point P’

1st nodal point N
2nd nodal point N”
Ist focal point F
2nd focal point F*

Cornea

Aqueous humour
Lens

Vitreous humour

7.80
6.50
10.20
—6.00

0.55
3.60
7.60
24.20

1.59
1.91
7.20
7.51
-15.09
24.20

1.3771
1.3374
1.4200
1.3360

7.80
10.00
—-6.00

3.60
7.20
23.90

1.55
1.85
7.06
7.36
-14.99
23.90

1.333
1.416
1.333

5.55

5.55
5.55
—-16.67
22.22

4/3
4/3
4/3
4/3
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Wide-Angle Models

Following gradual advances in our knowledge of the form of the aspheric surfaces of the cornea and lens,
together with the lenticular gradients of refractive index, several authors have produced sophisticated
wide-angle eye models and have attempted to validate them by comparing the model predictions with
the off-axis aberrations of real eyes.*’87 It is of interest that a very simple reduced eye model with a single
aspheric refracting surface and a suitably placed pupil (the “Indiana Eye”) can simulate the chromatic,
spherical, and oblique astigmatic aberrations typically found in real eyes. %!

As yet, none of these models is completely successful, but progressive refinement in the experi-
mental data should lead to corresponding improvements in the modeling of the eye’s overall optical
performance. Since, as discussed earlier, there are wide variations in both the on- and off-axis per-
formance of individual eyes, it may be that “personalized” eye models, incorporating parameters as
measured for the particular eye, will eventually prove to be of greatest value for use in predicting the
outcomes of refractive surgery.

1.9 TWO EYES AND STEREOPSIS

Although binocular vision confers a variety of advantages, ranging from an extension of the field of
view to a lowering of contrast thresholds,*? attention here will be largely confined to its relevance
for stereopsis and stereoscopic instruments. The relationship between the typical monocular and
the binocular fields within which stereopsis can occur is shown in Fig. 25.

Just as the second-order wavefront errors (ocular refractions) of the two eyes are usually broadly
similar, recent evidence suggests that the higher-order aberrations tend to show mirror symmetry
between the two eyes:128-13228649 cone directionality (SCE I) also appears to be mirror symmetric.**
In cases where marked interocular differences in image quality occur, it is possible that the brain can
make selective use of the better of the two retinal images under any particular set of observing con-
ditions due to some form of probability summation. Certainly the apparently drastic technique of
monovision contact or intraocular lens correction, in which one eye of a presbyopic observer receives
a distance correction and the other a near correction, appears to work well for many patients and to
yield acceptable vision over a range of distances.*>*7 It may be the studies of monocular perfor-
mance that can sometimes give an unduly pessimistic view of the optical information available under
binocular conditions.
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FIGURE 25 Approximate horizontal angular extents
of the monocular and binocular fields of vision.
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Basics of Stereoscopic Acuity

Due to the lateral separation of the eyes in the head, the apparent angular separations of objects
at differing distances are slightly different for the two eyes. The resultant disparities between the
two retinal images can be used by the visual system to estimate the relative distances of the objects,
although absolute judgment is usually much more dependent upon such monocular cues as per-
spective and size constancy.

In Fig. 264, suppose that the observer can just detect that the two object points A and B lie at dif-
ferent distances, / and I + 8, respectively. Then the corresponding stereo acuity 86 is given by:

60=0,-6=0,—0,

Approximating all angles as being small [i.e., | >> 1, p, where p is the lateral separation of the nodal
points of the two eyes, or interpupillary distance (IPD)], and using the binomial expansion with
omission of higher-order terms in 81 yields:

p-0l _12-66

where 66 is in radians. Thus the minimum detectable difference in object distance is directly pro-
portional to the square of the viewing distance and inversely proportional to the separation between
the eyes (see, e.g., Schor and Flom**® for a more detailed analysis).

Figure 26D plots this approximate predicted value of the just-detectable difference in distance as a
function of the distance /, on the assumption that p = 65 mm and 66 = 10 sec arc. Note that discrimi-
nation of depth becomes very poor at distances in excess of about 500 m.

The interpupillary distance (IPD) varies somewhat between individuals and population
groups.*”® Typical distributions for men and women are illustrated in Fig. 27. Values range between
about 50 and 76 mm. In the real world, of course, binocular cues to distance are supplemented by
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FIGURE 26 (a) Geometry of stereopsis. It is assumed that points A and B can just
be discriminated in depth. (b) Theoretical just discriminable distance 8! as a function of
the object distance [ for the assumed values of p and 66 indicated.
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FIGURE 27 Typical cumulative frequency distributions of interpu-
pillary distance for men and women.**’

a variety of monocular cues such as perspective, overlay (interposition), size constancy, texture,
motion parallax, etc.>

For any observer, 66 varies with such parameters as the target luminance and angular distance
from fixation, and the observation time allowed (e.g., Refs. 501-504), being optimal close to fixa-
tion, with high luminance and extended observation times.*® Values also vary with the nature of the
task involved. Clinical tests of stereoacuity (e.g., Refs. 506 and 507) which are usually carried out at a
distance of 40 cm and are calibrated for an assumed IPD, p, of 65 mm, typically yield normal stereoa-
cuities of about 20 to 40 sec arc (see Fig. 28).5% Two- or three-needle®® or similar tests carried out at
longer distances usually give rather smaller values, of around 5 to 10 sec arc.
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FIGURE 28 Cumulative frequency distribution for stereoscopic acuity, as
measured by various clinical tests at a viewing distance of 400 mm, based on a
sample of 51 adult subjects with normal binocular vision.>%
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Stereoscopic and Related Instruments

The stereoscopic acuity of natural viewing can be enhanced both by extending the effective IPD

from p to Np with the aid of mirrors or prisms and by introducing transverse magnification M

into the optical paths before each eye. This nominally has the effect of changing the just-detectable

distance to

L
MNp

although in practice this improvement in performance is not always fully realized. Such changes will
in general vary the spatial relationships in the perceived image, so that the object appears as having
either enhanced or reduced depth in proportion to its lateral scale. If, for example, the magnification
M is greater than one but N is unity, the object appears nearer but foreshortened. Simple geometri-
cal predictions of such effects are, however, complicated by a variety of factors such as the reduced
depth-of-field of magnifying system (see, e.g., Refs. 501, 510-512).

As a result of the range of IPD values encountered among different potential users (Fig. 27), it is
important that adequate adjustment of IPD be provided (preferably covering 46 to 78 mm), with a
scale so that users can set their own IPD. Convergence should be appropriate to the distance at which
the image is viewed, that is, the angle between the visual axes should be approximately 3.7 deg for each
diopter of accommodation exercised.’'?

ol

(21)

Tolerances in Binocular Instrumentation
and the Problem of Aniseikonia

In the foregoing, it has been assumed that the images available to the two eyes can be successfully
fused to yield full binocular vision. Although this does not demand exact alignment of the two
images, since, for example, horizontal misalignment can be compensated for by appropriate con-
vergence or divergence between the visual axes of the user’s eyes, such compensation is only possible
over a limited range. Several authors have suggested instrumental tolerances appropriate to different
circumstances (particularly duration of use) for vertical misalignment, convergence error, divergence
error, magnification difference, and rotation in the images presented to the eyes by binocular instru-
ments (see, e.g., Refs. 513-515 for reviews). Recommended tolerances on divergence and vertical
misalignment (usually around 3 to 10 min arc) are smaller than those on convergence (around 10 to 20
min arc). These tolerances relate to the eyes: evidently if, for example, an afocal binocular instrument
provides lateral magnification, the tolerances on the alignment of the tubes of the right- and left-eye
optical systems will be reduced accordingly. Cyclofusion to compensate for relative image rotation is
difficult to maintain on a sustained basis: any tolerance is independent of magnification.

Particular interest attaches to the possibility of a magnification difference between the two images
(aniseikonia).>'® In practice, such magnification differences are probably most likely to occur as a
result of refractive spectacle corrections in patients with markedly different refractions in the two eyes
(anisometropia).>" Strictly speaking we are not concerned with the retinal images as such but with the
corresponding perceived images, since it is possible that these may differ in size as a result of neural
as well as purely optical factors. It is conventional to express the relevant magnification differences in
percentage terms. As a rough guide, magnification differences less than 1 percent usually present no
problems and those greater than 5 percent often make it difficult to maintain fusion, leading to dip-
lopia or suppression. It is the range between about 1 and 5 percent of perceived size difference where
disturbing problems in spatial perception may arise but binocular vision is still possible. These may
in turn lead to symptoms such as eyestrain, nausea, and headaches.

In eyes demanding a correction for both spherical and astigmatic errors, size differences may vary
in different meridians, depending upon the axes of the correcting cylinders. The spatial distortions
resulting from horizontal and vertical size differences are different in nature but, in general, objects
may appear tilted and unpleasant instabilities in the perception of space may arise as the head or eyes
turn. To give a rough estimate of the conditions under which significant aniseikonia may occur, we
make use of the crude approximation that the spectacle magnification, expressed in percentage terms
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is about 100aF, where a mm is the distance of the spectacle lens from the eye and F diopter is its
power. Thus the spectacle magnification is around 1.5 percent per diopter (positive for converging
lenses, negative for diverging lenses). Thus, with a spectacle correction, problems may begin to arise
even with quite modest degrees of anisometropia: these are reduced with contact lenses,*'® which
give much lower spectacle magnification since a = 0. Even for ametropic patients without significant
anisometropia, size differences will arise if one eye is corrected with, for example, corneal refractive
surgery and the other with a spectacle lens. Similarly, correction of one eye with an intraocular
lens following cataract surgery while the other eye remains spectacle corrected may also cause
difficulties.’'® Methods for measuring aniseikonia and for its control are discussed in Refs. 516 and 517;
fortunately many patients adapt to modest image size differences.

1.10 MOVEMENTS OF THE EYES

Basics

Movements of the eyes are of significance in relation to visual optics from two major points of
view. First, since under photopic conditions both optical and neural performance are optimal on
the visual axis, the eye movement system must be capable of rapidly directing the eyes so that the
images of the detail of interest fall on the central foveas of both eyes, where visual acuity is highest
(gaze shifting leading to fixation). A scene is explored through a series of such fixational movements
(saccades) between different points within the field.’*>?° Second, the system must be capable of
maintaining the images on the two foveas both when the object is fixed in space (gaze holding) and,
ideally, when it is moving. Any lateral movement of the images with respect to the retina is likely to
result in degraded visual performance, due to the limited temporal resolution of the visual system
and the falloff in acuity with distance from the central fovea.

These challenges to the eye movement control system are further complicated by the fact that
the eyes are mounted in what is, in general, a moving rather than a stationary head. Movements
of the eyes therefore need to be linked to information derived from the vestibular system or laby-
rinth of the inner ear, which signals rotational and translational accelerations of the head. The
compensatory vestibulo-ocular responses take place automatically (i.e., they are reflex movements)
whereas the fixational changes required to foveate a new object are voluntary responses. Details of
the subtle physiological mechanisms which have evolved to meet these requirements will be found
in Refs. 521-524.

Each eye is moved in its orbit by the action of three pairs of extraocular muscles attached to the out-
side of the globe. Their action rotates the eye about an approximate center of rotation lying some
13.5 mm behind the cornea, although there is in fact no unique fixed point within the eye or orbit
around which the eye can rotate to all possible positions that it can assume.’?? In particular, the
“center of rotation” for vertical eye movements lies about 2 mm nearer the cornea than that for hor-
izontal eye movements (mean values 12.3 mm and 14.9 mm, respectively).’?

Although the two eyes can scan a field extending about 45 deg in all directions from the straight-
ahead or primary position, in practice eye movements rarely exceed about 20 deg, fixation on more
peripheral objects usually being achieved by a combination of head and eye movements.

If the angle between the two visual axes does not change during the movement, the latter is
described as a version (or conjugate) movement. However, the lateral separation of the eyes in the
head implies the need for an additional class of movements to cope with the differing convergence
requirements of objects at different distances. These movements, which involve a change in the
angle between the visual axes, are called vergence (or disjunctive) movements. Fixational changes
may in general involve both types of movement, which appear to be under independent neurological
control.>?
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Characteristics of the Movements

The version movements involved in bringing a new part of the visual field onto the fovea (saccades)
are very rapid, being completed in around 100 ms with angular velocities often reaching more than
700 deg/s, depending upon the amplitude of the movement®”>?® (see Fig. 29a): the saccadic latency is
about 200 ms.>?’ Note that the larger saccades tend initially to be inaccurate. Interestingly, it appears
that during the saccade, when the image is moving very rapidly across the retina, vision is largely,
although not completely, suppressed. This saccadic suppression (or perhaps, more appropriately,
saccadic attenuation) results in, for example, the retinal thresholds for brief flashes of light being
elevated, the elevation commencing some 30 to 40 ms before the actual saccadic movement starts.
The subject is normally unaware of this temporary impairment of vision and the exact mechanisms
responsible for it remain controversial,*?>** although an explanation may lie in the masking effect
of the clear images available before and after the saccade.*

Smooth voluntary pursuit movements of small targets which are moving sinusoidally in a hori-
zontal direction are accurate at temporal frequencies up to a few hertz. Their peak velocities range up
to about 25 deg/s. In practice, when a small moving target is tracked, the following movements usu-
ally consist of a mixture of smooth movements and additional corrective saccades (e.g., Ref. 531; see
Fig. 29b). With repetitive or other predictable stimuli, tracking accuracy tends to improve markedly
with experience, largely through the reduction of the phase lag between target and eye.
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FIGURE 29 (a) Time course of saccades of different
sizes. (After Robinson.>*”) The traces have been superimposed
so that the beginning of each saccade occurs at time zero.
(b) Separation of smooth (E_ ) and saccadic (E,) compo-
nents of foveal tracking. (After Collewijn and Tamminga.>®")
T is the target position and E is the eye position.
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When the image of a substantial part of the visual field moves uniformly across the retina, the eyes
tend to rotate in a following movement to approximately stabilize the retinal image, until eventu-
ally the gaze is carried too far from the primary position, when a rapid anticompensatory flick-back
occurs. Thus a continuously moving visual scene, such as the view from a train, causes a series of slow
following movements and fast recoveries, so that a record of the eye movements takes a quasi-regular
sawtooth form. At slow object speeds, the angular velocity of the slow phase is close to that of the field,
but as the field velocity rises, greater lags in eye velocity occur, until at about 100 deg/s the following
movements break down. Although this optokinetic nystagmus is basically a reflex, it can be influenced
by any instructions given to the subject.

The angular speeds of the vergence eye movements (about 5 to 10 deg/s per degree of vergence
are usually described as being much lower than those for version movements. However, studies with
more natural 3-D targets suggest that it is possible for speeds to be much higher (up to 200 deg/s for
35-deg vergence movements®*>*), Vergence movements typically follow a quasi-exponential course
with a time constant of about 300 ms. Their latency is about 200 ms. Although the primary stimulus
for vergence movements is disparity, that is, the difference in position of the images in the two eyes
with respect to their foveas, vergence movements can also be driven by accommodation (see “The
Accommodation Response”) and by perceptual factors such as perspective in line drawings.**

The vergence system is primarily designed to cope with the differences in the directions of the
visual axes of the two eyes which arise from their horizontal separation in the head. However, some
vertical vergence movements and relative torsional movements about the approximate direction of
the visual axis can also occur. Such fusional movements can compensate for corresponding small
relative angular misalignments in the eyes or in the optical systems of binocular or biocular instru-
ments. The maximum amplitude of these movements is normally small (about 1 deg for vertical
movements and a few degrees for cyclofusional movements, see, e.g., Ref. 336). They also take longer
to complete than horizontal vergence movements (some 8 to 10 s as compared to about 1 s). Due to
the limited effectiveness of vertical and torsional vergence movements, it is typically recommended
that in instruments where the two eyes view an image through separate optical systems a 10 min
arc tolerance be set for vertical misalignment and a 30 min arc limit be set for rotational differences
between the two images (see “Tolerances in Binocular Instrumentation”).

532)

Stability of Fixation

When an observer attempts to maintain fixation on a stationary target, it is found that the eyes are
not steady, but that a variety of small-amplitude movements occur. These miniature eye movements
can be broken down into three basic components: tremor, drift, and microsaccades. The frequency
spectrum of the tremor falls essentially linearly with the logarithm of the frequency above 10 Hz,
extending to about 200 Hz.” The amplitude is small (probably less than the angle subtended
at the nodal point of the eye by the diameter of the smallest foveal cones, i.e., about 24 sec arc).
Drift movements are much larger and slower, with amplitudes of about 2 to 5 min arc at velocities
around 4 min/s.>*® The errors in fixation brought about by the slow drifts (which are usually disas-
sociated in the two eyes) are corrected microsaccades: these are correlated in the two eyes. There
are large intersubject differences in both mean microsaccade amplitude (from 1 to 23 min arc) and
intersaccadic interval (from about 300 ms to 5 s),>*° which probably reflect voluntary control under
experimental conditions.

The overall stability of fixation can be illustrated by considering the statistical variation in the
point of fixation (Fig. 30).>4%3*! For most of the time the point of regard lies within a few minutes of
arc of the target. Although it has been suggested that these small eye movements could have some role
in reducing potential aliasing problems,**? experiments measuring contrast sensitivity for briefly
presented interference fringes on the retina suggest that this is unlikely.** Interestingly, when a suit-
able optical arrangement is used to counteract these small changes in fixation and stabilize the image
on the retina, the visual image may fragment or even disappear completely,>*® so that these small
movements are important for normal visual perception. Fincham’s suggestion®! that small eye move-
ments are of importance to the ability of the eye to respond correctly to a change in accommodation
stimulus has never been properly explored.
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FIGURE 30 Stability of fixation for two subjects. The
contours define areas within which the point of fixation was
to be found for 25, 50, 75, and 100 percent of the time. (After
Bennet-Clark.>*")

CONCLUSION

Recent years have seen considerable advances in our understanding of the aberrations of the eye and
their dependence on factors such as pupil size, age, and field angle. The refractive index distribution
of the lens remains to be fully elucidated, although substantial progress has been made. In general,
it appears that the optical characteristics of the eye are such that the natural retinal image quality
under different conditions of lighting, field, and age is well matched to the corresponding needs of
the neural parts of the visual system. Those aberrations which are present may well be useful in such
roles as guidance of the accommodation response, expansion of the depth-of-focus, and control of
aliasing.
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2.1 GLOSSARY

amplitude
interpupillary distance
effective area of the entrance pupil

A
a
4,
C  contrast
¢,  maximum concentration of photopigment
d  horizontal disparity
d,  distance from the image plane to the exit pupil of an optical system
d,  average disparity between two points and the convergence point
E(A)  photopic spectral illuminance distribution
E(A) spectral irradiance distribution
f  spatial frequency of a sinusoid
I half-bleaching constant
], maximum photocurrent
I length of outer segment
) photopic spectral luminance distribution
spectral radiance distribution
magnificaton of the exit pupil relative to the actual pupil
total effective photons absorbed per second
index of refraction of the media where the image plane is located

A)

m

N

nr

n(A)  spectral photon-flux irradiance distribution

p  proportion of unbleached photopigment

t ~ time constant of photopigment regeneration

A transmittance function of the ocular media

A

standard photopic spectral sensitivity function of the human visual system
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a(A)  absorptance spectrum
AC  contrast increment or decrement
Af  frequency increment or decrement
Az  distance between any pair of points in the depth dimension
€  retinal eccentricity
&) extinction spectrum
6 convergence angle of the eyes
6  orientation of a sinusoid
Kk collection area, or aperture, of a photoreceptor
A wavelength of the light in a vacuum
& isomerization efficiency
Y covariance matrix for a gaussian noise process
o,  half-saturation constant
T  time interval
Tt optimum time interval
®(-)  cumulative standard normal probability function
) phase of a sinusoid
2.2 INTRODUCTION

Physiological optics concerns the study of (1) how images are formed in biological eyes, (2) how
those images are processed in the visual parts of the nervous system, and (3) how the properties of
image formation and neural processing manifest themselves in the perceptual performance of the
organism. The previous chapter reviewed image formation; this chapter briefly describes the neural
processing of visual information in the early levels of the human visual system, and summarizes,
somewhat more extensively, what is known about human visual performance.

An enormous amount of information about the physical environment is contained in the
light reaching the cornea of the eye. This information is critical for many of the tasks the human
observer must perform, including identification of objects and materials, determination of the
three-dimensional structure of the environment, navigation through the environment, prediction of
object trajectories, manipulation of objects, and communication with other individuals. The perfor-
mance of a human observer in a given visual task is limited by the amount of information available
in the light at the cornea and by the amount (and type) of information encoded and transmitted
by the successive stages of visual processing. This chapter presents a concise description of visual
performance in a number of fundamental visual tasks. It also presents a concise description of the
physiological and psychological factors believed to underlie performance in those tasks. Two major
criteria governed the selection of the material to be presented. First, we attempted to focus on quanti-
tative data and theories that should prove useful for developing rigorous models or characterizations
of visual performance. Second, we attempted to focus on data and theories that have a firm empirical
basis, including at least some knowledge of the underlying biological mechanisms.

2.3 OPTICS, ANATOMY, PHYSIOLOGY OF THE

VISUAL SYSTEM

Image Formation

The processing of visual information begins with the optics of the eye, which consists of three major
components: the cornea, pupil, and lens. The optical components are designed to form a sharp
image at the layer of the photoreceptors in the retina. Neil Charman (Chap. 1) discusses many of
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the details concerning how these optical components affect image quality. We briefly describe a few
of the most useful formulas and methods for computing the approximate size, location, quality, and
intensity of images formed at the photoreceptors. Our aim is to provide descriptions of image
formation that might prove useful for developing models or characterizations of performance in
perceptual tasks.

The sizes and locations of retinal images can be found by projecting points on the objects along
straight lines through the image (posterior) nodal point until they intersect the retinal surface. The
intersections with the retinal surface give the image locations corresponding to the points on the
objects. The angles between pairs of projection lines are visual angles. Image locations are usu-
ally described in terms of the visual angles that projection lines make with respect to a reference
projection line (the visual axis), which passes through the nodal point and the center of the fovea.
The radial visual angle between a projection line from an object and the visual axis is the object’s
eccentricity. Image sizes are often described by the visual angles between key points on the object.
For purposes of computing the size and location of images, it is usually sufficient to use a simplified
model of the eye’s optics, such as the reduced eye, which consists of a single spherical refracting surface
(radius of curvature = 5.5 mm) and a retinal surface located 16.7 mm behind the nodal point (see
Fig. 2¢, Chap. 1).

A general method for computing the quality of retinal images is by convolution with a point-
spread function h(x, y). Specifically, if o(x, ) is the luminance (or radiance) of the object, and i(x, y)
is the image illuminance (or irradiance), then

i(x, y)=0(x,y)**h(x,y) (1)

where #: represents the two-dimensional convolution operator. The shape of the point-spread func-
tion varies with wavelength and with retinal location. The precise way to deal with wavelength is
to perform a separate convolution for each wavelength in the spectral luminance distribution of
the object. In practice, it often suffices to convolve with a single point-spread function, which is
the weighted average, across wavelength, of the monochromatic point-spread functions, where the
weights are given by the shape of the spectral luminance distribution. To deal with retinal location,
one can make use of the fact that the human point-spread function changes only gradually with
retinal eccentricity out to about 20 deg;' thus, a large proportion of the visual field can be divided
into a few annular regions, each with a different point-spread function.

Calculation of the point-spread function is normally accomplished by finding the transfer
function, H(u, v).>* (The point-spread function can be obtained, if desired, by an inverse Fourier
transform.) The transfer function is given by the autocorrelation of the generalized pupil function
followed by normalization to a peak value of 1.0:

T(uv)=p(x,y)e™ 1D @@ p(x, y)e™™ I M| _ 5 v it o v (2)
T(u,v)

Hu,v)=—7= 3

WI=700 (3)

where 4 is the wavelength of the light in a vacuum, #_is the index of refraction of the media where
the image plane is located, d, is the distance from the image plane to the exit pupil of the optical sys-
tem, and m is the magnification of the exit pupil relative to the actual pupil. The generalized pupil
function is the product of the simple pupil function, p(x, y) (transmittance as a function of position
within the actual pupil), and the aberration function, e/**%, The exit pupil is the apparent pupil,
when viewed from the image plane. The size of and distance to the exit pupil can be found by ray-
tracing a schematic eye. For the Le Grand eye, the relevant parameters are approximately as follows:
m=1.03, d,=20.5 mm, and n = 1.336. Average values of the monochromatic and chromatic aberra-
tions are available (see Chap. 1) and can be used as estimates of W(x, y, A).

Equation (3) can be used to compute approximate point-spread functions (and hence image
quality) for many stimulus conditions. However, for some conditions, direct measurements
(or psychophysical measurements) of the point-spread function are also available (see Chap. 1),
and are easier to deal with. For broadband (white) light and a well-accommodated eye, the axial
point-spread functions directly measured by Campbell and Gubisch* are representative. A useful set
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of monochromatic point-spread functions was measured at various eccentricities by Navarro et al.!
These point-spread functions can be used directly in Eq. (1) to compute approximate image quality.
The approximate retinal irradiance for extended objects is given by the following formula:

A
»

E,(A) 3783 L (M)t(A) 4)
where E (A) is the retinal spectral irradiance distribution (watts - m™2-nm™), L (A) is the spectral
radiance distribution of the object (watts - m™2 - sr™'- nm™!), #(A) is the transmittance of the ocular
media (see Chap. 1), and A is the effective area of the entrance pupil (mm?). [Note, AP =f plxim’,
ylm’) dx dy, where m’ is magnification of the entrance pupil relative to the actual pupil; the entrance
pupil is the apparent size of the pupil when viewed from outside the eye.]

Photopic retinal illuminance, E(A) (candelas- nm™), is computed by an equivalent formula
where the spectral radiance distribution, L (4), is replaced by the spectral luminance distribution,
L(A) (candelas - m 2 - nm '), defined by

L(A)=683V(A)L,(A) ()

where V(A) is the standard photopic spectral sensitivity function of the human visual system.’

In theoretical calculations, it is often useful to express light levels in terms of photon flux rather
than in terms of watts. The photon-flux irradiance on the retina, n(4) (quanta - sec™' - deg™? - nm™')
is computed by multiplying the retinal irradiance, E (1), by 8.4801 x 10~® which converts m” to deg?
(based upon the reduced eye), and by A/ch which converts watts into quanta/sec (where ¢ is the speed
of light in a vacuum, and h is Planck’s constant). Thus,

n(1)=1.53x10° APLe(ic)t(/l)/l (6)
and, by substitution of Eq. (5) into Eq. (6),
_ ;. L)
n(A)=2.24x10 A, _V(l) tA)A (7)

Most light-measuring devices report radiance, L (), or luminance, L(A); Eqs. (6) and (7) allow
conversion to retinal photon-flux irradiance, n(A). For more details on the calculation of retinal
intensity, see Wyszecki and Stiles.’

Image Sampling by the Photoreceptors

The image formed at the receptor layer is described by a four-dimensional function n(x, y, t, 4),
which gives the mean photon-flux irradiance (quanta - sec™' - deg? - nm™) as a function of space
(x, ), time (t), and wavelength (A). This four-dimensional function also describes the photon noise
in the image. Specifically, photon noise is adequately described as an inhomogeneous Poisson pro-
cess; thus, the variance in the number of photons incident in a given interval of space, time, and
wavelength is equal to the mean number of photons incident in that same interval.

The photoreceptors encode the (noisy) retinal image into a discrete representation in space and
wavelength, and a more continuous representation in time. The image sampling process is a crucial
step in vision that can, and often does, result in significant information loss. The losses occur because
physical and physiological constraints make it impossible to sample all four dimensions with suf-
ficiently high resolution.

As shown in the schematic diagram in Fig. 1, there are two major types of photoreceptors: rods
and cones. They play very different functional roles in vision; rods subserve vision at low light levels
and cones at high light levels. There are three types of cones, each with a different spectral sensitivity
(which is the result of having different photopigments in the outer segment). The “long” (L), “middle”
(M), and “short” (S) wavelength cones have peak spectral sensitivities at wavelengths of approxi-
mately 570, 540, and 440 nm, respectively. Information about the spectral wavelength distribution of
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Invaginating
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FIGURE 1 Schematic diagram of the retinal neurons and their major synaptic connections. Note that rods, rod
bipolar cells, and rod amacrine cells are absent in the fovea. (From Ref. 263.)
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the light falling on the retina is encoded by the relative activities of the L, M, and S cones. All rods have
the same spectral sensitivity (and the same photopigment), peaking at about 500 nm.

The quality of spatial, temporal, and wavelength information encoded by the photoreceptors
depends upon: (1) the spatial distribution of the photoreceptors across the retina, (2) the efficiency
with which individual photoreceptors absorb light at different wavelengths (the absorptance spectrum),
(3) the area over which the individual photoreceptors collect light (the receptor aperture), and (4) the
length of time over which the individual photoreceptors integrate light.

The spatial distribution of cones and rods is highly nonuniform. Figure 2a shows the typical den-
sity distribution of rod and cone photoreceptors across the retina (although there are individual dif-
ferences; e.g., see Ref. 6). Cone density decreases precipitously with eccentricity; rods are absent in
the fovea and reach a peak density at 20 deg. If the receptor lattice were perfectly regular, the highest
unambiguously resolvable spatial frequency (the Nyquist limit), would be half the linear density
(in cells - deg™"). Under normal viewing conditions, the Nyquist limit does not affect vision in the
fovea because the eye’s optics eliminate spatial frequencies at and above the limit. However, the
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FIGURE 2 (a) Linear density of cones, rods, and ganglion cells as a function of eccentricity in the human

retina. (The data were modified from Refs. 6 and 32.) Conversion from cells/mm? to cells/deg® was computed assum-
ing a posterior nodal point 16.68 mm from the retina, and a retinal radius of curvature of 12.1 mm. Conversion
to cells/deg was obtained by taking the square root of areal density. Ganglion cell density in the central 10 deg
was derived assuming a 3:1 ratio of ganglion cells to cones in the fovea.’? (b)) Human cone outer segment length.
(Modified from Ref. 125.) (c¢) Human cone inner segment, cone outer segment, and rod diameter as a function of
eccentricity. (Modified from Ref. 125.)
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presentation of interference fringes (which avoid degradation by the eye’s optics) yields visible spatial
aliasing for spatial frequencies above the Nyquist limit.””

The densities and retinal distributions of the three cone types are quite different. The S cones
form a rather regular lattice comprising less the 2 percent of cones in the central fovea and some-
what less than 10 percent of the cones elsewhere;'*!? they may be absent in the central 20" to 25" of
the fovea.' It is much more difficult to distinguish individual L and M cones anatomically, so their
densities and distributions are less certain. Psychophysical evidence indicates that the ratio of L to M
cones is approximately 2:1,'15 but the available physiological data in monkey suggest a ratio closer
to 1:1.1617

From the Beer-Lambert law, the absorptance spectrum of a receptor depends upon the concentra-
tion of the photopigment, ¢ p, in the receptor outer segment, the length of the outer segment, [, and
the extinction spectrum, £(4), of the photopigment,

a(A)=1-10"%reH (8)

where ¢, is the concentration of photopigment in the dark-adapted eye and p is proportion of
unbleached photopigment. The specific absorptance spectra for the different classes of receptor are
described in Chap. 11 by Andrew Stockman and David H. Brainard. At the peak wavelength, the photo-
receptors absorb approximately 50 percent of the incident photons (although there are some vari