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COVER ILLUSTRATIONS

A Photograph Taken of a Lady Viewing Her Face Using One of the World’s Oldest Ground 
and Polished Mirrors.  The oldest known manufactured mirrors (ground and polished), made 
of obsidian (volcanic glass) have been found in ancient Anatolia in the ruins of the City of Çatal 
Hüyük = “mound at a road-fork.” The locations where the mirrors were discovered were dated 
6000 to 5900 B.C.E. by Mellaart and his coworkers. That city is located in the South Konya 
Plane of Modern Turkey. Thus, these mirrors are about 8000 years old (B.P.). The obsidian 
was transported over a distance of more than one hundred miles to the city for processing. 
These mirrors can be found at the Museum of Anatolian Civilizations in Ankara. One cannot 
fail to be impressed by the quality of this image seen by refl ectance from this ancient mirror! 
These mirrors had been buried twice. There is an extended history of processing of obsidian 
at that site for scrapers, spear, and arrow points and other tools. This very early city contained 
an estimated 10,000 individuals at that time(!); it was a center for development of modern 
agriculture, Indo-European languages, various crafts, etc., and had established road connec-
tions and trade relations [Enoch, J., Optom. Vision Sci. 83(10):775–781, 2006]. (This fi gure is 
published with permission of Prof. Mellaart, the Director of the Museum of Anatolian Civilizations, 
the author, and the editor of the Journal.)

Waveguide Modal Patterns in Vertebrate Eyes (Including Human).  This illustration demon-
strates the variety of waveguide modal patterns observed in freshly removed retinas obtained 
from normal human, monkey, and rat retinas [Enoch, J., J. Opt. Soc. Am. 53(1):71–85, 1963]. 
These modal patterns have been recorded in paracentral retinal receptors. Reverse path illu-
mination was employed. These modes were photographed in near monochromatic light. This 
fi gure provides representative modal patterns observed and recorded near terminations of 
these photoreceptor waveguides. With variation of wavelength, at cutoff (please refer to the “V” 
parameter), it is possible to witness sharp modal pattern alterations. In this fi gure, the intent 
was to show the classes of modal patterns observed in these retinal receptors. (This fi gure is 
reproduced with permission of JOSA and the author.)

Photoreceptors in the Human Eye. This fi gure shows the fi rst map ever made of the spatial 
arrangement of the three cone classes in the human retina. The three colors (red, green, and 
blue) indicate cones that are sensitive to the long, middle, and short wavelength ranges of the 
visible spectrum and are classifi ed as L, M, and S cones. The image was recorded from a living 
human eye using the adaptive optics ophthalmoscope, which was developed by David Williams’ 
lab at the University of Rochester [Liang, J., Williams, D. R., and Miller, D. (1997). Supernormal 
vision and high-resolution retinal imaging through adaptive optics, J. Opt. Soc. Am. A 14:2884–
2892]. This image was fi rst published in the journal Nature [Roorda, A., and Williams, D. R. 
(1999). The arrangement of the three cone classes in the living human eye, Nature 397:520–522]. 
(Courtesy of Austin Roorda and David Williams.)
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EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics pos-
sible. Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a 
new section devoted to radiometry and photometry. Volume III concerns vision optics only and is 
printed entirely in color. In Volume IV there are chapters on the optical properties of materials, non-
linear, quantum and molecular optics. Volume V has extensive sections on fiber optics and x ray and 
neutron optics, along with shorter sections on measurements, modulators, and atmospheric optical 
properties and turbulence. Several pages of color inserts are provided where appropriate to aid the 
reader. A purchaser of the print version of any volume of the Handbook will be able to download 
a digital version containing all of the material in that volume in PDF format to one computer (see 
download instructions on bound-in card). The combined index for all five volumes can be down-
loaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New chapters  
were included on topics that had reached this stage since the second edition, and existing chapters from 
the second edition were updated where necessary to provide this compendium. In selecting subjects to 
include, we also had to select which subjects to leave out. The criteria we applied were: (1) was it a specific 
application of optics rather than a core science or technology and (2) was it a subject in which the role of 
optics was peripheral to the central issue addressed. Thus, such topics as medical optics, laser surgery, and 
laser materials processing were not included. While applications of optics are mentioned in the chapters  
there is no space in the Handbook to include separate chapters devoted to all of the myriad uses of optics 
in today’s world. If we had, the third edition would be much longer than it is and much of it would soon 
be outdated. We designed the third edition of the Handbook of Optics so that it concentrates on the prin-
ciples of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors:

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland
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PREFACE TO VOLUME III

Volume III of the Handbook of Optics, Third Edition, addresses topics relating to vision and the eye 
which are applicable to, or relate to the study of optics. For reasons we do not understand fully, in 
recent years, there seems to have been a tendency for the optics and the vision science communi-
ties (the latter group was known in earlier times as “physiological optics”) to drift somewhat apart. 
Physiological optics had become a meaningful component within optics during the latter part of 
the nineteenth century. As but one example, we urge interested readers to read H. von Helmholtz’s 
masterful three-volume Handbook of Physiological Optics (third edition) which was translated by J. P. 
C. Southall, of Columbia University, into English by the Optical Society of America in the 1920s.1 It 
should also be noted that Allvar Gullstrand received the Nobel Prize in Physiology/Medicine in 1911 
for his work on model eyes, which was a direct application of thick lens theory. Gullstrand was not 
only a professor of ophthalmology at the University of Uppsala, but was also a professor of physi-
ological and physical optics at that institution. He also added five new chapters to the first volume of 
Helmholtz’s treatise published in 1909. Not only is this a remarkable scientific work, but much of it 
remains applicable today! The simple fact is that the two groups, optical science and vision science 
need each other, or, alternatively, are effectively “joined at the hip.” Thus, here, we seek to provide a 
broad view of vision, vision processes, and discussions of areas where vision science interacts with 
the ever broadening field of optics.

Obviously, no treatment such as this one can be complete, but we have tried here to present 
applicable topics in an orderly manner. In the current edition, we have taken a wide-ranging view of 
vision and its relationship with optics. In particular, in recent years, we have seen a rapid increase 
of interest in new technologies and applications in the areas of adaptive optics (AO), scanning laser 
ophthalmoscopy (SLO), and optical coherence tomography (OCT), amongst others. Separately, 
there has been rapid growth of refractive surgery (LASIK, etc.), use of intraocular lenses (IOLs), and 
other forms of visual corrections. And, we do not overlook the incredible expansion of information 
technology, the broad utilization of computer, video, and other forms of displays which have been 
employed in myriad applications (with associated implications in vision). 

We want to call the reader’s attention to the three cover illustrations. Here, of course, our choices 
were many! We have chosen one for its historical value, it is a photograph taken of a modern young 
lady viewing herself in an obsidian mirror in bright sunlight. That obsidian mirror, buried twice 
for extended time periods in its history, is ca. 8000 years old (!), and it is one of a number of the 
oldest known mirrors. These items are displayed in the Museum of Anatolian Civilizations, located 
in Ankara, Turkey2 and/or at the Konya Museum in Konya which is in the south-central valley of 
Turkey and is located near to the dig site. This photograph falls into the evolving field of archaeolog-
ical optics (not treated in this edition).3,4 Please consider the quality of the image in that “stone-age” 
mirror which was manufactured during the mesolithic or epipaleolithic period! A second figure dis-
plays a wave-guide modal pattern obtained radiating from a single human or primate photoreceptor 
in the early 1960s. There is further discussion of this topic in Chap. 8 on biological waveguides. The 
third figure is of human parafoveal cone photoreceptors taken from the living human eye by Austin 
Roorda (see Chap. 15). It was obtained using adaptive optics technology. The long (seen in red), 
middle (seen in green), and short (seen in blue) wavelength absorbing pigments contained in these 
individual cone photoreceptors are readily defined.     

Please note, with the formation of the section on radiometry and photometry in this edition, the 
chapter addressing such measurements (as they pertain to visual optics), written by Dr. Yoshi Ohno, 
was relocated to Volume II, Chap. 37. A new, relatively brief, chapter on radiometry and photometry 
associated with the Stiles-Crawford effect (of the first kind) (Chap. 9) has been added. It was added 
after the chapter on biological waveguides (Chap. 8). This chapter fitted more logically there (where 
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the Stiles-Crawford effects are discussed) than in the new section on radiometry and photometry. 
The new chapter raises issues suggesting that revision is needed for specification of the visual stimu-
lus (retinal illuminance) in certain test situations, particularly if the entrance pupil of the eye is 
larger than about 3 mm in diameter. 

The outline of the “Vision” section of the this edition offers the reader a logical progression of 
topics addressed. Volume III leads off with an extensive chapter on optics of the eye written by Neil 
Charman (Chap. 1). This material has been considerably expanded from the earlier version in the 
second edition. William S. Geisler and Martin S. Banks reproduced their earlier chapter on visual 
performance (Chap. 2); and Denis G. Pelli and Bart Farrell similarly repeated their chapter on psy-
chophysical methods used to test vision (Chap. 3). We are pleased that Prof. Gerald Westheimer 
wrote a new chapter on visual acuity and hyperacuity for this edition (Chap. 4). Professors Stephen 
A. Burns and Robert H. Webb repeated their chapter on optical generation of the visual stimulus 
(Chap. 5). Gerald Westheimer also kindly allowed the editors to reproduce a “classic” article he wrote 
some years ago in Vision Research on the topic of the Maxwellian view for inclusion in this edition. 
He also added a valuable addendum updating material in that discussion (Chap. 6). These chapters 
as a group provide a valuable introduction to this volume. As in other sections of the Handbook of 
Optics, all material written is intended to be at the first-year graduate student level. So saying, it is 
intended to be readable and readily appreciated by all parties.

The next set of topics is intended to broaden the discussion in several specific areas of interest. 
Chap. 7 by David H. Sliney addresses radiation hazards associated with vision and vision testing. 
Vasudevan Lakshminarayanan and Jay M. Enoch address biological waveguides in Chap. 8. This 
rapidly broadening subject grew out of work on the Stiles-Crawford effects, that is, “the directional 
sensitivity of the retina,” first reported in 1933. The 75th anniversary of this discovery was celebrated 
recently at the meeting of the Optical Society of America held in Rochester, New York, in 2008. In 
Chap. 9, Enoch and Lakshminarayanan speak of issues associated with the specification of the visual 
stimulus and the integration of the Stiles-Crawford effect of the first kind (SCE-1). These are mean-
ingful matters associated with photometric and radiometric characterization of visual stimuli.  

In Chaps. 10 and 11 David H. Brainard and Andrew Stockman address issues associated with 
color vision and colorimetry. The associate editors felt strongly that it was necessary to expand cov-
erage of these topics in the third edition of the handbook. The chapter on refraction and refractive 
techniques (Chap. 12) was prepared by a different author, B. Ralph Chou, in this edition. He also 
broadened the topics covered from those treated in the second edition. Clifton Schor updated his 
chapter on binocular vision (Chap. 13), and John S. Werner, Brooke E. Schefrin, and Arthur Bradley 
updated the discussion on the optics of vision and the aging eye (Chap. 14), a very important topic 
due to the rapid increase in aging of populations occurring worldwide!  

The next portion of this volume addresses new/emerging technology. Donald T. Miller and Austin 
Roorda teamed-up to write about the rapidly evolving field of adaptive optics (AO) (Chap. 15). The 
reader will find that AO techniques are being combined with other emerging techniques in order 
to enhance utility of instruments, those both in development and also now appearing on the mar-
ket. Included are scanning laser ophthalmoscopy (SLO), optical coherence tomography (OCT), 
and flood illumination. That is, these emerging technologies offer additional unique advantages. 
Interestingly, SLO technology originated some years ago in the laboratory of Prof. Robert H. 
Webb (Chap. 5). Optical coherence tomography (OCT), a powerful new tool useful in ophthalmic 
examinations (both for study of the anterior and posterior segments of the eye), is discussed by 
the researcher, Prof. Dr. Johannes F. deBoer (Chap. 18). New techniques for refractive surgery have 
been addressed by Harilaos Ginis and L. Diaz-Santana in Chap. 16. Dr. Barry R. Masters has consid-
ered confocal imaging of the cornea in Chap. 17; and Prof. Barbara K. Pierscionek has addressed the 
current state of graded index of refraction in the eye lens (GRIN profiles) in Chap. 19. Perhaps the 
Pierscionek chapter might have been better placed earlier in the order of things. Edward S. Bennett 
addresses the always very lively field of contact lens optics in Chap. 20 and Dr. Jim Schweigerling 
considers the optics of intraocular lenses in Chap. 21. 

Clearly, we cannot overlook imaging and display problems associated with modern optical sci-
ence. Thus, from an information processing point of view as applied to optical problems, William 
Cowan considers displays for vision research in Chap. 22. And Jeffery Anshel has added to, modified 
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and updated, the chapter which James E. Sheedy had written in the second edition of the Handbook 
of Optics (Chap. 23). That chapter addressed visual problems and needs of the observer when using 
computers—often for long periods of time. Bernice Rogowitz, Thrasyvoulos N. Pappas, and Jan P. 
Allerbach discussed human vision and electronic imaging, which is a major issue in the modern 
environment (Chap. 24). Finally, Brian H. Tsou and Martin Shenker address visual problems associ-
ated with heads-up displays (Chap. 25). The latter problems have been a particular challenge in the 
aviation industry. 

Thus, we have tried to cover reasonably “the waterfront” of interactions between man/eye and 
instruments (human engineering/ergonomics, if one prefers). And we have sought to address 
directly issues related to optics per se. These changes have resulted in a longer volume than in the 
past. So saying, we wish to emphasize that the material is not encyclopedic; that is, we wish we had 
more material on eye movements, as well as subjects such as aniseikonia or problems encountered 
by individuals with unequal image sizes in their two eyes. Relating man to the optical instruments or 
images presented is no small thing from a number of points of view. So saying, we sought to achieve 
a reasonable balance in topics presented, and in the lengths of these discussions. Obviously, we were 
constrained by time and availability of authors. We thank all of our diligent group of authors spread 
out around the world and their helpers, as well as the editorial team at McGraw-Hill and those rep-
resenting the Optical Society of America, particularly Editor-in-Chief, Michael Bass!
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GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.
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Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, ω for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band

xxx  GLOSSARY AND FUNDAMENTAL CONSTANTS



FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 sec–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)

GLOSSARY AND FUNDAMENTAL CONSTANTS  xxxi



� diclectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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OPTICS OF THE EYE

Neil Charman
Department of Optometry and Vision Sciences 
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1.1 GLOSSARY

 F, F′ focal points

 N, N′ nodal points

 P, P′ principal points

Equation (1)
 r distance from axis

 R0 radius of curvature at corneal pole

 p corneal asphericity parameter

Equation (2)
 s distance from Stiles-Crawford peak

 h/hmax relative luminous effi ciency

 r coeffi cient in S-C equation

Equation (3)
 d pupil diameter

 PA ratio of effective to true pupil area

Transmittance and refl ectance
 TE(l) total transmittance of the eye media

 RR(l) refl ectance of the retina

 l wavelength

Equation (4)
 (q,f) angular direction coordinates in visual fi eld

 d(l) wavelength interval

 Lel(q,f) spectral radiance per unit wavelength interval per unit solid angle in direction (q,f)

 p(q,f) area of pupil as seen from direction (q,f)
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 t(q,f,l) fraction of incident radiation fl ux which is transmitted by the eye

 m(q,f,l) areal magnifi cation factor

Equation (5)
 I normalized illuminance
 z dimensionless diffraction unit

Equation (6)
 g angular distance from center of Airy diffraction pattern
 d pupil diameter

Equation (7)
 qmin angular resolution by Rayleigh criterion

Equation (8)
 R spatial frequency
 RR reduced spatial frequency

Equation (9)
 ΔF dioptric error of focus
 g number of Rayleigh units of defocus

Equation (10)
 b angular diameter of retinal blur circle

Equation (11)
 T(R) modulation transfer function

Equation (13)
 Rx(l) chromatic difference in refraction with respect to 590 nm

 Equation (14)
 Leq equivalent veiling luminance
 E illuminance produced by glare source at eye
 w angle between direction of glare source and visual axis

Equations (15) and (16)
 MIT(R) threshold modulation on the retina
 MOT(R) external threshold modulation

Equation (17)
DOFgo total depth-of-focus for an aberration-free eye according to geometrical optics

 ΔFtol  tolerable error of focus
 btol tolerable angular diameter of retinal blur circle

Equation (18)
DOFpo total depth-of-focus for an aberration-free eye according to physical optics

Equation (19)
 OA objective amplitude of accommodation

Equation (20)
 l object distance
 p interpupillary distance
 d l minimum detectable difference in distance
 dq stereo acuity
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Equation (21)
 M transverse magnifi cation

 N factor by which effective interpupillary distance is increased

1.2 INTRODUCTION

The human eye (Fig. 1) contains only a few optical components. However, in good lighting condi-
tions when the pupil is small (2 to 3 mm), it is capable of near diffraction-limited performance 
close to its axis. Each individual eye also has a very wide field of view (about 65, 75, 60, and 95 deg 
in the superior, inferior, nasal, and temporal semimeridians, respectively, for a fixed frontal direc-
tion of gaze, the exact values being dependent upon the individual’s facial geometry). The bin-
ocular field, where the two monocular fields overlap, has a lateral extent of about 120 deg. Optical 
image quality, while somewhat degraded in the peripheral field is, in general, adequate to meet the 
needs of the neural network which it serves, since the spatial resolution of the neural retina falls 
rapidly away from the visual axis (the latter joins the point of regard, the nodal points and the 
fovea). The orientation of the visual axis typically differs by a few degrees from that of the optical 
axis, as the fovea, where neural resolution is optimal, is usually slightly displaced from the inter-
section of the optical axis with the retina.1,2 Control of ocular aberrations is helped by aspheric 
optical surfaces and by the gradients of refractive index in the lens, the lens index progressively 
reducing from the lens center toward its outer layers. Off-axis aberrations are further reduced by 
the eye’s approximation to a homocentric system, in which the optical and detector surfaces are 
concentric with a common center of curvature at the aperture stop.3 Although aberration levels 
increase and optical image quality falls as the pupil dilates at lower light levels (to reach a maxi-
mum diameter of about 8 mm, corresponding to a numerical aperture of about 0.25 mm), neu-
ral performance also declines, so that optical and neural performances remain reasonably well 
matched. When the eye is in its basic “relaxed” state it is nominally in focus for distant objects. In 
the younger eye (<50 years) the power of the crystalline lens can be increased to allow near objects 
to be clearly focused, a process known as accommodation. These general characteristics will now 
be discussed in more detail.
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FIGURE 1 Schematic horizontal section of the eye. The bar gives the 
approximate scale. 
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1.3 OCULAR PARAMETERS AND AMETROPIA

Variation in Ocular Parameters across the Population

In the first few years of life there is substantial overall ocular growth, with axial length increasing 
from about 17 mm at birth to about 23 mm by the age of 3 years.4–6 Some growth continues there-
after, the axial length in adults being about 24 mm.7–12 Although most dimensions remain almost 
stable during adulthood, the lens continues to grow in thickness and volume, but not diameter, 
throughout life. The thickness increases approximately linearly by about 50 percent between birth 
and the age of 70,10,13–15 there being accompanying changes in its index distribution.16–19 Surface 
curvatures, component separations, and axial lengths show considerable variation (~10 percent) 
between individuals of the same age, although the refractive indices of the cornea, vitreous, and 
aqueous humours are essentially constant.7–9,20,21 Figure 2 shows some typical measured adult dis-
tributions of the values of several parameters: most of the distributions shown are approximately 
normal (dashed curves), but this is not true for the axial length.

As noted earlier, the optical surfaces may be aspheric. The form of the anterior cornea is par-
ticularly significant. Owing to the large refractive index change at its anterior surface it contributes 
about three-quarters of the total refractive power of the eye. Its topography also has obvious relevance 
to contact lens design and to the monochromatic aberrations of the eye. It is often modeled as a 
conicoid, of the form

  r2 + pz2 – 2R0z = 0 (1)

where the axis of symmetry lies in the z direction, r is the distance perpendicular to the axis, and 
R0 is the radius of curvature at the pole of the surface. Figure 3 shows experimental measurements 
of the distribution of the parameter p.22,23 The distribution is fairly wide and peaks at a value of 
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about +0.8, corresponding to a flattening ellipsoid in which the radius of curvature is smallest at the 
center of the cornea and increases toward the corneal periphery. At the corneal vertex the radius of 
curvature is about 7.8 ± 0.25 mm.22,23

The least understood optical feature of the eye is the distribution of refractive index within the 
lens. As noted earlier, the lens grows throughout life,10,13,14 with new material being added to the 
surface layers (the cortex). The oldest part of the lens is its central region (the nucleus). While there 
is general agreement that the refractive index is highest at the lens center and falls toward its outer 
layers, the exact form of the gradients involved has proved difficult to measure.16–19 Description is com-
plicated by the fact that the shape of the lens and its gradients change when the eye accommodates to 
view near objects and with age. To illustrate the general trend of the changes with age, Fig. 4 shows some 
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recent in vitro iso index contours for isolated lenses, obtained using magnetic resonance imaging: 
when measured in vitro the lenses take up their fully accommodated form. It can be seen that, 
with age, the region of relatively constant index at the lens center increases in volume and that 
the gradient becomes almost entirely confined to the surface layers of the lens. The central index 
remains constant at 1.420 ± 0.075 and the surface index at 1.371 ± 0.004.18 These index distribu-
tions have been modeled as a function of age and accommodation by several authors. (see, e.g., 
Refs. 24–30)

In addition to these general variations, each eye may have its own idiosyncratic peculiarities, such 
as small tilts or lateral displacements of surfaces, lack of rotational symmetry about the axis, or irregu-
larities in the shape or centration of the pupil.1,2,31 These affect both the refractive error (ametropia) 
and the higher-order aberrations.

Ocular Ametropia

If the combination of ocular parameters is such that, with accommodation relaxed, a distant object 
of regard is focused on the retinal fovea, the region where the density of the cone receptors is highest 
and photopic neural performance is optimal (Fig. 1)¸ the eye is emmetropic. This condition is often 
not achieved, in which case the eye is ametropic. If the power of the optical elements is too great for 
the axial length, so that the image of the distant object lies anterior to the retina, the eye is myopic. 
If, however, the power is insufficient, the eye is hypermetropic (or hyperopic). These defects can be 
corrected by the use of appropriately powered diverging (myopia) or converging (hypermetropia) 
spectacle or contact lenses to respectively reduce or increase the power of the lens-eye combination. 
(see Chap. 20 by Edward S. Bennett and William J. Benjamin for reviews.) Spherical ametropia tends 
to be associated with axial length differences, that is, myopic eyes tend to be longer than emmetropic 
eyes while hyperopic eyes are shorter.32

In some individuals the ocular dioptrics lack rotational symmetry, one or more optical surfaces 
being toroidal, tilted, or displaced from the axis. This leads to the condition of ocular astigmatism, in 
which on the visual axis two longitudinally separated, mutually perpendicular, line images of a point 
object are formed. In the vast majority of cases (regular astigmatism) the meridians of maximal and 
minimal power are perpendicular: there is a strong tendency for the principal meridians to be approxi-
mately horizontal and vertical but this is not always the case. Eyes in which the more powerful merid-
ian is vertical are often described as having with-the-rule astigmatism and those in which it is horizon-
tal as having against-the-rule astigmatism. The former is more common. Correction of astigmatism 
can be achieved by including an appropriately oriented cylindrical component in any correcting lens. 
It is sometimes convenient to talk of the best-, mean-, or equivalent-sphere correction. This is the power 
of spherical lens which brings the circle of least confusion onto the retina: its value is S + C/2, where S 
and C are respectively, the spherical and cylindrical dioptric components of the correction.

In addition to spectacle and contact lens corrections, surgical methods of correction for both 
spherical and astigmatic errors are now widely used. Most common are those using excimer lasers 
which essentially reshape the anterior surface of the cornea by selectively ablating its tissue across 
the chosen area to appropriately modify its sphero-cylindrical power. A popular current method is 
laser-assisted keratomileusis (LASIK) which involves cutting a thin, uniform “flap” of material from 
the anterior cornea and then ablating the underlying corneal stroma to change its curvature. The flap 
is then replaced. (see Chap. 16 by L. Diaz-Santana and Harilaos Ginis for details.) Intraocular lenses 
can be used to replace the crystalline lens when the latter has lost transparency due to cataract: single-
vision, bifocal and multifocal designs are available and efforts are being made to develop lenses of 
dynamically varying power to simulate the accommodative abilities of the younger eye. (see Chap. 21 
by Jim Schwiegerling.)

Figure 5 shows representative data for the frequency of occurrence of different spherical21 
and astigmatic34 errors in western adults. Myopia is more common in many eastern populations. 
Note particularly that the spherical errors are not normally distributed and that a state of near-
emmetropia is most common. It is believed that the correlation of component values required to 
achieve near-emmetropia is achieved partly as a result of genetic factors and partly as a result of 
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environmentally influenced growth processes which drive the development of the young eye toward 
emmetropia (emmetropization).33

Not all individuals with ametropia actually wear a correction; the fraction of the population that 
typically does so is shown in Fig. 5. The increase in lens wear beyond the age of 40 is due to the need 
for a near correction for close work, a condition known as presbyopia. This arises as a result of the 
natural, progressive failure with age of the eye’s own accommodation system (see “Age-dependent 
Changes in Accommodation”).

The widespread existence of ametropia among users of visual instruments such as telescopes and 
microscopes, means that it is desirable to make provision for focusing the eyepiece to compensate for 
any spherical refractive error of the observer. This is particularly the case where the eyepiece contains a 
graticule. Since the refractive errors of the two eyes of an individual may not be identical (anisometro-
pia), differential focusing should be provided for the eyepieces of binocular instruments. As correction 
for cylindrical errors is inconvenient to incorporate into eyepieces, astigmatic users of instruments 
must usually wear their normal refractive correction. For spectacle wearers, where the distance of the 
lenses in front of the eyes is usually 10 to 18 mm, this implies that the exit pupil of the instrument must 
have an adequate eye clearance or eye relief (at least 20 mm and preferably 25 mm) to avoid contact 
between the spectacle lens and the eyepiece and allow the instrument’s full field to be seen.
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1. 4  OCULAR TRANSMITTANCE AND RETINAL 
ILLUMINANCE

The amount, spectral distribution, and polarization properties of the light reaching the retina are 
modified with respect to the original stimulus in a way that depends upon the pupil diameter and 
the transmittance characteristics of the eye.

Pupil Diameter

The circular opening in the iris, located approximately tangential to the anterior surface of the lens, 
plays the important role of aperture stop of the eye. It therefore controls the amount of light flux 
reaching the retina, as well as influencing retinal image quality through its effects on diffraction, 
aberration, and depth-of-focus (see Sec. 1.7). It may also affect the amount of scattered light reach-
ing the retina, particularly in older eyes where cataract is present.

What is normally measured and observed is the image of the true pupil as viewed through the 
cornea, that is, the entrance pupil of the eye. This is some 13 percent larger in diameter than the true 
pupil. Although ambient lighting and its spatial distribution have the most important influence on 
entrance pupil diameter (Fig.  6) the latter is also affected by many other factors including age, accom-
modation, emotion, and drugs.36,37 For any scene luminance, the pupils are slightly smaller under 
binocular conditions of observation.38 The gradual constriction with age36 helps to account for the 
poorer visual performance of older individuals under dim lighting conditions in comparison with 
younger individuals.39

The pupil can respond to changes in light level at frequencies up to about 4 Hz.37 Shifts in 
pupil center of up to 0.6 mm may occur when the pupil dilates40,41 and these may be of some 
significance in relation to the pupil-dependence of ocular aberration and retinal image quality. 
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It has been suggested42,43 that the major value of light-induced pupillary constriction is that it reduces 
retinal illuminance and hence prepares the eye for a return to darkness: following a change to a dark 
environment the dilation of the mobile pupil allows substantially better stimulus detection during the 
first few minutes of dark adaptation than would be found with a fixed pupil.

Transmittance

Light may be lost by spectrally varying reflection, scattering, and absorption in any of the media 
anterior to the retina.44 Fresnel reflection losses are in general small, the maximum being 3 to 4 percent 
at the anterior cornea. Wavelength-dependent absorption and scattering are much more important: 
both tend to increase with age.

The measured transmittance45–49 depends to some extent on the measuring technique, in particular 
on the extent to which scattered light is included, but representative data are shown in Fig. 7. The 
transmittance rises rapidly above about 400 nm, to remain high in the longer wavelength visible and 
near infrared. It then falls through several absorption bands, due mainly to water, to reach zero at 
about 1400 nm.

Although most of the absorption at ultraviolet wavelengths below 300 nm occurs at the cornea 
(where it may disrupt the surface cells, leading to photokeratitis, e.g., snow blindness or welder’s 
flash, the lowest damage thresholds of about 0.4 J . cm–2 being at 270 nm50), there is also substantial 
absorption in the lens at the short wavelength (roughly 300–400 nm) end of the visible spectrum. 
This lenticular absorption increases markedly with age,51–54 the lens becoming progressively yellower 
in appearance,55 and can adversely affect color vision.56,57 Most of the absorption occurs in the lens 
nucleus.58 There is evidence that UV absorption in the lens may be a causative factor in some types of 
cataract.59 Excessive visible light at the violet-blue end of the spectrum is thought to cause accelerated 
aging and resultant visual loss at the retinal level60 so that lenticular absorption may have a protective 
function. (See also Chap. 7 by David H. Sliney.)

In the foveal region a thin layer of macular pigment, extending over the central few degrees of the 
retina61,62 and lying anterior to the receptor outer segments63,64 absorbs heavily at shorter wavelengths 
(Fig. 7). It has been argued that this absorption is helpful in reducing the blurring effects of longitu-
dinal chromatic aberration65 and in protecting the foveal receptors, which are responsible for detailed 
pattern vision, against blue-light damage.66 It is, however, notable that the amount of macular pigment 
varies widely between individuals.64
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Since the cornea, lens, and retinal nerve fibre layer all show birefringence, the polarization charac-
teristics of the light entering the eye are modified before it reaches the outer segments of the retinal 
receptors. In general these effects are of little practical significance, although they can be demonstrated 
and measured by suitable methods.67

The Stiles-Crawford Effect

One complicating factor when considering the effectiveness of the light flux which enters the eye as 
a stimulus to vision is the Stiles-Crawford effect of the first kind SCEI.68 (See also Chaps. 8 and 9 by 
Jay M. Enoch and Vasudevan Lakshminarayanan in this volume.) This results in light which enters 
the periphery of the entrance pupil to reach a given retinal location being less effective at stimulating 
the retina than light which passes through the pupil center (Fig. 8). The effect varies slightly with the 
individual and is not always symmetric about the center of the pupil. Under photopic conditions, 
giving cone vision, there is typically a factor of about 8 between the central effectiveness and that 
at the edge of a fully dilated 8-mm pupil; the effect is much weaker under rod-dominated, scotopic 
conditions (see Fig. 8).69–71 In practice, unless pupil-dilating drugs are used, the natural pupil will only 
be large under scotopic conditions and will normally be constricted at photopic levels (see Fig. 6): the 
influence of SCE I is still significant, however.

Many equations have been proposed to fit photopic data of the type illustrated in Fig. 8. The 
simplest, due to Stiles,72 can be written:

 log10(h/hmax) = –rs2 (2)

where h/hmax is the relative luminous efficiency and s is the distance within the entrance pupil from 
the function peak (in mm). Values of the constant r equal to about 0.07 are typical, the value varying 
somewhat with wavelength.72

It is evident that the Stiles-Crawford effect of the first kind results in the photopic retinal stimulus 
being somewhat weaker than that predicted on the basis of visible pupil area. This can be accounted 
for by using an effective pupil area instead of the actual entrance pupil area. Moon and Spencer73 
suggested that the ratio PA of the effective to the true pupil areas could be approximated by:

 PA = 1 – 0.0106d2 + 0.0000417d 4 (3)

where d is the pupil diameter in mm.
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The Stiles-Crawford effect of the second kind (SCE II) involves a shift in the hue of monochromatic 
light as it enters different areas of the pupil.70,72,74

Although Fresnel reflection and lenticular absorption variations with pupil position may play 
minor roles, there seems little doubt that the Stiles-Crawford effects mainly involve the waveguide 
properties of the outer segments of the small-diameter receptors. (See Refs. 63 and 64, and Chap. 8 
by Vasudevan Lakshminarayanan and Jay M. Enoch for reviews.) Effectively, the receptor can only 
trap light efficiently if the latter is incident in directions within a few degrees of the receptor axis. 
For this reason, the receptor outer segments must always be aligned toward the exit pupil of the eye, 
rather than perpendicular to the local surface of the eyeball. An obvious advantage of such directional 
sensitivity is that it helps to suppress the degrading effects of intraocular stray light. Such light will 
be ineffective at stimulating the receptors if it is incident at oblique angles on the retina. As will be 
discussed in Chap. 8, it appears that SCE I acts as an amplitude apodizing filter in its effects upon 
retinal image quality.

Retinal Reflectance

The function of the optical system of the eye is to deliver an image to the retina. Nevertheless, a 
significant amount of this light is reflected when it reaches the retina and underlying structures. 
Although such light does not contribute usefully to the process of vision, its existence allows the 
development of a variety of clinical instruments for examination of the retina, measurement of 
refraction, and other purposes.

Due to its double passage through the eye media, the emergent flux at any wavelength is propor-
tional to the equivalent reflectance TE(l)2 RR(l), where TE(l) is the total transmittance of the eye 
media and RR(l) is the true retinal reflectance. Equivalent reflectance rises with wavelength across 
the visible spectrum, to become quite high in the near infrared.62,75–78 Representative values are given 
Fig. 7. Absolute levels of equivalent reflectance are affected by the pigmentation of an individual eye. 
At the violet end of the visible spectrum the equivalent reflectance falls markedly with age,79 due to 
the decreased transmittance of the lens. In the same spectral region, equivalent reflectance is usually 
lower within the immediate area of the fovea, due to the low transmittance of the macular pigment.

The high equivalent reflectance in the infrared is particularly useful in allowing measurements to 
be made of, for example, refraction or aberration, at wavelengths which are essentially invisible to the 
patient or subject. In practice, depending upon the wavelength, light may be reflected from structures 
anywhere between the anterior surface of the retina and the choroid/sclera interface. Although details 
of the nature of the reflections are still imperfectly understood, shorter visible wavelengths appear to 
penetrate less deeply before reflection occurs, while the infrared is reflected from the anterior sclera. 
At the shorter wavelengths the reflection is almost specular but becomes more diffuse at longer visible 
and infrared wavelengths.79–81 Waveguiding effects within the receptors may play some role in deter-
mining the nature of the reflection and the angular distribution of the reflected light.82–85

Ocular Radiometry and Retinal Illuminance

If we confine ourselves to uniform object fields subtending at least 1 deg at the eye, so that blurring 
due to diffraction, aberration or defocus has little effect, the retinal image at moderate field angles 
would also be expected to be uniform across its area, except at the edges. Wyszecki and Stiles37 show 
that the retinal irradiance in a wavelength interval dl corresponding to an external stimulus of spec-
tral radiance Lel(q,f) per unit wavelength interval per cm2 per unit solid angle of emission, in a 
direction with respect to the eye given by the angular coordinates (q,f) is:

L p t

m
eλ θ φ δλ θ φ θ φ λ

θ φ λ
( , ) ( , ) ( , , )

( , , )

⋅ ⋅ ⋅
 (4)

where p(q,f,l) cm2 is the apparent area of the pupil as seen from the direction (q,f); t(q,f,l) is 
the fraction of the incident radiant flux transmitted through the eye; and m(q,f,l) is an areal 
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magnification factor (cm2) relating the area of the retinal image to the angular subtense of the stim-
ulus at the eye, which will vary somewhat with the parameters of the individual eye. If required, the 
pupil area p(q,f,l) can be modified using Eq. (3) to take account of the Stiles-Crawford effect.

Use of Eq. (4) near to the visual axis is straightforward. In the peripheral field, however, complica-
tions arise. With increasing field angle the entrance pupil appears as an ellipse of increasing eccen-
tricity and reduced area: the ratio of the minor diameter to the major diameter falls off somewhat 
more slowly than the cosine of the field angle.86,87 Also, due to the retina lying on the curved surface 
of the quasi-spherical eyeball, both the distance between the exit pupil of the eye and the retina, and 
the retinal area corresponding to the image of an object of constant angular subtense diminish with 
field angle. Remarkably, theoretical calculations88–91 show that these pupil and retinal effects tend to 
compensate one another, so that an extended field of constant luminance (i.e. a Ganzfeld) results in 
a retinal illuminance which is almost constant with peripheral field angle. This theoretical result is 
broadly confirmed by practical measurements,91 showing that, from the photometric point of view, 
the design of the eye as a wide-angle system is remarkably effective.

A useful discussion of the photometric aspects of point and extended sources in relation to the 
eye is given by Wright.92

1.5 FACTORS AFFECTING IN-FOCUS RETINAL 
IMAGE QUALITY

The optical quality of the retinal image is degraded by the effects of diffraction, monochromatic and 
chromatic aberration, and scattering. The image is often further blurred by defocus, due to errors 
in refraction and accommodation. Under many conditions the latter may be the dominant cause 
of image degradation. It will, however, be convenient to consider the question of focus in a separate 
section.

The Aberration-Free (Diffraction-Limited) Eye

In the absence of aberration or variation in transmittance across the pupil, the only factors influ-
encing the retinal image quality in monochromatic light at optimal focus would be the diffraction 
effects associated with the finite wavelength, l, of the light and the pupil diameter, d. For such an 
eye, the point-spread function (PSF) is the well-known Airy diffraction pattern93 whose normalized 
illuminance distribution, I(z), takes the form:

 I z
J z

z
( )

( )
=

⎡
⎣⎢

⎤
⎦⎥

2 1

2

 (5)

where J1(z) is the Bessel function of the first kind of order 1 of the variable z. In the case of the eye, 
the dimensionless distance z has the value:

 z
d

=
⋅π γ
λ
sin

 (6)

g is the angular distance from the center of the pattern, measured at the second nodal point, this 
being equal to the corresponding angular distance in the object space, measured at the first nodal 
point.94,95 The angular resolution qmin for two neighboring equally luminous incoherent object 
points, as given by the Rayleigh criterion is then:

 θ λ
min

.= 1 22
d

rad  (7)

qmin is about 1 minute of arc when d is 2.3 mm and l is 555 nm. Evidently the Rayleigh criterion is 
somewhat arbitrary, since it assumes that the visual system can just detect the 26 percent drop in 
irradiance between the adjacent image peaks; for small pupils actual visual performance is usually 
somewhat better than this limit.96 The size of the PSF increases on either side of optimal focus.97–99
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Images of more complex objects can be obtained by regarding the image as the summation of an 
appropriate array of PSFs, that is, by convolving the PSF with the object radiance distribution.94 The 
in-focus line-spread function (LSF), the edge image,100 and the modulation transfer function (MTF) 
also take standard forms. The phase transfer function (PTF) is always zero because the diffractive blur 
is rotationally symmetrical: this also makes the LSF, edge image, and MTF independent of orientation. 
Figure 9 shows the form of the MTF as a function of focus.101 Extensive tables of numerical values are 
given by Levi.102 Relative spatial frequencies, RR, in Fig. 9 have been normalized in terms of the cutoff 
value beyond which the modulation transfer is always zero. Errors of focus have been expressed in 
what Levi calls “Rayleigh units,” i.e., the number of quarter wavelengths of wavefront aberration at 
the edge of the pupil. Note from Fig. 9 that the modulation transfer is most sensitive to defocus at 
intermediate normalized spatial frequencies (RR ≈ 0.5).103,104

To convert the units of relative spatial frequency and Rayleighs to true spatial frequencies R c/deg 
and dioptric errors of focus ΔF respectively, the following relations may be used:

R
d RR=

× ×106

λ
/c rad

         =
× × ×1 746 104.

/deg
d RR

λ
c  (8)

 ΔF
g

d
=

× −2 10 3

2

λ
diopters (9)

where the entrance pupil diameter d is in mm, the wavelength l is in nm, and g is the number of 
Rayleighs of defocus.

Figure 10 illustrates the variation in these parameters as a function of the ocular pupil diameter, 
d, for the case where l = 555 nm. In such green light and with the typical photopic pupil diameter of 
3 mm, the cutoff frequency imposed by diffraction is about 100 c/deg and one Rayleigh of defocus 
corresponds to about 0.12 D.

Sets of diffraction-limited ocular MTF curves for various specific combinations of pupil diameter, 
wavelength, and defocus have been illustrated by several authors (e.g., Refs. 105–111).
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When errors of focus become large, the geometric approximation in which the defocus PSF is a 
uniform blur circle becomes increasingly valid.101,110,112–115 The angular diameter, b of the retinal blur 
circle for a pupil diameter d mm and error of focus ΔF diopters is

 β
π

= ⋅ ⋅0 18. d FΔ
deg  (10)

The corresponding geometrical optical MTF is

 T R
J R

R
( )

( )
=

2 1 πβ
πβ  (11)

where R is the spatial frequency (c/deg) and J1(pbR) is the Bessel function of the first kind of order 
1 of (pbR). Smith114 gives detailed consideration to the range of ocular parameters under which the 
geometrical optical approximation may reasonably be applied and Chan et al.115 have demonstrated 
experimentally that Eq. (10) usefully predicts blur circle diameters for pupils between 2 and 6 mm 
in diameter and defocus between 1 and 12 D.

Monochromatic Ocular Aberrations

In many early studies of ocular aberration, it was common to assume that the eye was symmetrical 
about a unique optical axis which differed only slightly from the visual axis. Thus it was expected 
that spherical aberration would dominate on axis, with oblique astigmatism, field curvature, and 
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coma becoming progressively more important as the field angle increased, although the curved sur-
face of the retina would tend to reduce the impact of field curvature. The assumption was that the 
brain would adapt to any distortion, so that this aberration was not important. This simple picture 
has been progressively modified with the realisation that exact symmetry about a unique optical axis 
rarely occurs and that the fovea does not normally lie where the nominal optical axis intercepts the 
retina (the difference is usually a few degrees—see e.g., Refs. 116–118 for discussion of possible axes 
for eye). As a result, the patterns of both on- and off-axis aberrations are more complex than was 
expected on the basis of early, simple models of the eye.

Recent years have, in fact, seen an enormous expansion in the literature of the aberrations of the 
eye, fueled by the development of commercial aberrometers capable of measuring the characteristics 
of the individual eye within a few seconds119,120 and the demands of refractive surgery, where it was 
recognized that although earlier techniques nominally corrected refractive error, they often resulted in 
poor visual outcomes due to higher than normal levels of residual aberration.119 Currently, the optical 
defects of the eye are usually described in terms of its wavefront aberration under specified condi-
tions, the overall level of aberration being expressed as the root-mean-square (RMS) wavefront error. 
Different types of aberration are quantified in terms of the coefficients of the corresponding Zernike 
polynomials of polar coordinates in the pupil (e.g., Refs. 119, 121–124, see also Chap. 11 by Virendra 
N. Mahajan in Vol. II as well as Chap. 4 by Virendra N. Mahajan and Chap. 5 by Robert Q. Fugate in 
Vol. V), defined according to OSA recommendations,123,124 although this approach has been criticized 
as being inappropriate for eyes in which the wavefront aberration shows locally abrupt variation, as in, 
for example, some postsurgical cases.125,126 In the recommended formulation, each Zernike coefficient 
gives the root-mean-square (RMS) wavefront error (in microns) contributed by the particular Zernike 
mode: the overall RMS error is given by the square root of the sum of the squares of the individual 
coefficients. The set of Zernike coefficients thus gives detailed information on the relative and absolute 
importance of the different aberrational defects of any particular eye for the specified conditions of 
measurement. In the Zernike description, first-order polynomials simply describe wavefront tilt (i.e. 
prismatic effects) and have no effect on image quality. Second-order polynomials describe the sphero-
cylindrical errors of focus which can normally be negated by optical corrections, such as spectacles or 
contact lenses. It is the higher-order (third and greater) polynomials which represent the aberrations. 
The third-order modes include vertical and horizontal primary coma, and the fourth-order primary 
spherical aberration. Iskander et al.127 have illustrated the effects of some of the individual Zernike 
aberrations on the retinal images of a selection of objects. The values of the Zernike coefficients for any 
particular eye will, of course, vary with pupil diameter, accommodation, and field angle.

Aberrations on the Visual Axis Several large-scale studies have addressed the question of the vari-
ation of aberrations between individuals.128–133 Others have considered changes of aberration with 
such specific factors as pupil diameter,134 age,134–138 accommodation,139–144 refractive error,146,147 and 
time.148–152

Figure 11 shows recent mean data for the variation in total higher-order, axial, RMS wavefront 
error with pupil diameter for different age groups.134 As would be expected, aberration levels tend to 
increase with pupil diameter: they also increase with age. The Maréchal criterion153 suggests that near 
diffraction-limited performance will be given if the RMS error is less than l/14, corresponding to 
about 0.04 microns in the green region of the spectrum. It can be seen that this level of aberration is 
typically present when the pupil diameter is about 3 mm in younger eyes. As illustrated in Fig. 9, such 
a pupil diameter is generally found under luminance conditions of a few hundred cd/m2, correspond-
ing to that occurring on cloudy days. Thus, in most eyes, wavefront aberration is likely to have only a 
minor impact on vision under daylight conditions.

To give some insight into the image degradation caused by any level of RMS wavefront aberration, 
we can roughly evaluate its blurring effects by equating them with those of an “equivalent defocus,” 
that is the spherical error in focus which produces the same magnitude of RMS aberration for the 
same pupil size. The equivalent defocus is given by:

 Equivalent defocus (diopters) = 
16 31 2

2

. / ⋅ RMS error

d
 (12)
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where the RMS aberration is measured in microns and the pupil diameter, d, in mm. As examples, 
the dashed curves in Fig. 11 indicate equivalent defocus levels of 0.125, 0.25, and 0.50 D. For younger 
subjects (20–39 years), the mean HOA is always lower than an equivalent defocus level of 0.25 D, except 
at the largest, 7 mm, pupil diameter. For comparison, the reliability of clinical refractive techniques 
is around ±0.3 D.154,155 Although the assumption that equal RMS errors produce equal degradation 
of vision is not completely justified,156,157 it is evident that, in most younger, normal eyes, the impact 
on vision of optical blur due to axial monochromatic aberrations is likely to be modest under most 
conditions, although this may not be true for a minority of individuals.
When the coefficients of the individual Zernike polynomials are considered for eyes in which the 
accommodation is relaxed for distance vision, several large-scale studies involving many hundred 
normal individuals give very similar results.128–134 As an example, the study by Applegate and his 
colleagues134 generated mean values for the magnitudes of different types of third- and fourth-order 
aberration for different pupil sizes and ages (coefficients for still higher-order Zernike modes are 
usually much smaller). Table 1 gives examples of their values for different age groups. Note that, 
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TABLE 1 Mean Values of the Coefficients (μm) and Their Standard Deviations for Individual Third- and Fourth-Order 
Zernike Modes for 3- and 6-mm Pupils and Different Subject Age Groups∗

  Pupil RMS WFE RMS WFE RMS WFE RMS WFE RMS WFE
Age Diameter  (μm) (μm) (μm) (μm) (μm)
(yrs) (mm) Trefoil Coma Tetrafoil 2nd Astig. Sph. ab.

 20–29 3 0.029 ± 0.018 0.028 ± 0.019 0.011 ± 0.010 0.011 ± 0.007 0.013 ± 0.013
 30–39 3 0.027 ± 0.017 0.031 ± 0.022 0.010 ± 0.004 0.015 ± 0.008 0.014 ± 0.010
 40–49 3 0.038 ± 0.023 0.036 ± 0.020 0.014 ± 0.008 0.014 ± 0.009 0.016 ± 0.011
 50–59 3 0.043 ± 0.0.027 0.048 ± 0.028 0.019 ± 0.016 0.018 ± 0.011 0.014 ± 0.011
 60–69 3 0.041 ± 0.021 0.047 ± 0.026 0.023 ± 0.019 0.017 ± 0.011 0.027 ± 0.013
 70–79 3 0.059 ± 0.031 0.055 ± 0.026 0.024 ± 0.014 0.020 ± 0.010 0.030 ± 0.022
 20–29 6 0.141 ± 0.089 0.137 ± 0.076 0.051 ± 0.025 0.063 ± 0.035 0.132 ± 0.108
 30–39 6 0.139 ± 0.089 0.136 ± 0.087 0.056 ± 0.030 0.055 ± 0.027 0.130 ± 0.090
 40–49 6 0.187 ± 0.083 0.169 ± 0.089 0.073 ± 0.048 0.071 ± 0.037 0.193 ± 0.110
 50–59 6 0.189 ± 0.097 0.198 ± 0.145 0.072 ± 0.051 0.073 ± 0.039 0.197 ± 0.115
 60–69 6 0.196 ± 0.115 0.238 ± 0.134 0.088 ± 0.068 0.097 ± 0.070 0.235 ± 0.141
 70–79 6 0.292 ± 0.175 0.339 ± 0.170 0.113 ± 0.064 0.093 ± 0.060 0.311 ± 0.153

∗The third-order modes are third-order trefoil and coma, the fourth-order are tetrafoil, secondary astigmatism (2nd astig.) and spherical aberration 
(sph. ab.). The eyes are accommodated for distance vision.

Source: Applegate et al.134
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where appropriate, the coefficients for similar, but differently oriented, polynomials have been combined. 
Evidently for smaller, 3-mm pupils, third-order coma and trefoil aberrations tend to dominate over fourth-
order aberrations but spherical aberration becomes comparable to coma for the larger 6-mm pupil.

The results of another study128 are shown in Fig. 12a, where in this case the second-order coef-
ficients are included. Note that the second-order coefficients are much larger than those of the higher 
orders implying, not surprisingly, that the optical defects of many eyes are dominated by simple 
sphero cylindrical refractive errors.

A somewhat different picture emerges if we average the signed coefficients of the higher-order Zernike 
modes, rather than their absolute values (Fig. 12b). It is striking that the coefficients of most modes 
now have means close to zero, although individual eyes may have substantial aberration, as is shown 
by the relatively large standard deviations. A notable exception is the j = 12, Z4
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mode, where the mean is positive and differs significantly from zero. Thus the picture that emerges 
is that most eyes have a central tendency to be free of all higher-order aberration, except for spheri-
cal aberration, which shows a significant bias toward slightly positive (under corrected) values. The 
Zernike coefficients of individual eyes vary randomly about these mean values in a way that presum-
ably depends upon the idiosyncratic surface tilts, decentrations, and other asymmetries of the eye.

When the contributions made by the different optical components of the eye are considered, it 
appears that, with accommodation relaxed, the overall level of ocular aberration in the young adult 
is reduced by there being a balance between the contributions of the cornea and the lens. This is par-
ticularly the case for spherical aberration and horizontal coma,158–162 although the compensation may 
not be found in young eyes with high levels of total aberration163 or in older eyes.164 The mechanism 
by which compensation might be achieved has been discussed by Artal and his colleagues.2,165 It is 
interesting to note that there is at least some evidence that there may be additional neural compensa-
tion for the aberrations, this being specific to the individual.166

Since the shape and gradient index characteristics of the lens change with both accommodation and 
age, this affects the balance between the corneal and internal aberrations. As accommodation increases, 
spherical aberration tends to change from positive to negative.139–145 With age, aberrations with relaxed 
accommodation at fixed pupil diameter also increase.134–138 However, under normal conditions, the 
pupil diameter at constant light level decreases with age,37 reducing the ocular aberration: image qual-
ity therefore remains almost constant with age, although retinal illuminance is lower.135 Higher-order 
aberrations generally show, at most, only a very weak dependence on refractive error,147,167 although 
the balance between the horizontal coma of the cornea and internal optics may be affected.168

Finally we note that measured higher-order aberrations of any individual eye show small fluctua-
tions over time148–152 with frequencies up to at least 20 Hz. Although the causes of these fluctuations 
remain to be fully elucidated, the lower-frequency components undoubtedly involve such factors as 
tear film changes and the cardiopulmonary system.152,169,170 Lid pressures during such activities as 
reading may also produce longer-term changes.171–173

Off-Axis Aberrations Off-axis, on average increasing amounts of second-order aberration (defocus 
and astigmatism) are encountered (Fig. 13). These may show substantial variations with the individual 
and with the meridian under study, as may also the relationship between the tangential and sagittal 
image shells and the retinal surface.174–187 While there is little systematic change in the mean oblique 
astigmatism with the axial refraction of the eye, myopes tend to have a relatively hyperopic periph-
eral mean-sphere refraction, while that in hyperopes tends to be relatively myopic.177,178,183,185 There 
may be small changes in peripheral refraction with accommodation181 and age.186,187
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Higher-order wave aberrations have been studied as a function of field angle by several groups.188–192 
They are generally much less important than the second-order defocus terms but third-order, coma-
like terms rise with field angle to be considerably higher than those in axial vision.188–192 As on axis, 
there appears to be a degree of balancing between the aberrations associated with the anterior cornea 
and those of the lens.192 One problem in using Zernike polynomials to describe off-axis aberrations 
is that the associated entrance pupils are elliptical rather than circular as required if the Zernike 
approach is to be used: scaling methods to overcome this difficulty have been devised.193–195

Chromatic Aberration

Chromatic aberration arises from the dispersive nature of the ocular media, the refractive index, and 
hence the ocular power, being higher at shorter wavelengths. Constringence values for the ocular 
media are generally quoted196 as being around 50, although there is evidence that this may need 
modification.197,198 Atchison and Smith199 have recently discussed the available data for the different 
media and recommend the use of Cauchy’s equation to fit experimental values in the visible and 
allow extrapolation into the near infrared. Both longitudinal or axial chromatic aberration (LCA) 
and transverse or lateral chromatic aberration (TCA) occur (see, e.g., Refs. 200 and 201 for reviews).
For LCA, what is normally measured experimentally is not the change in power of the eye across 
the spectrum but rather the change in its refractive error, or the chromatic difference of refraction. 
There are only minor differences in the results of different studies of LCA (e.g., Refs. 175, 202–205) 
and the basic variation in ocular refraction with wavelength, equivalent to about 2 D of LCA across 
the visible spectrum is well established (Fig. 14). Atchison and Smith199 suggest that when the chro-
matic difference data are set to be zero at 590 nm they can be well fitted by the Cauchy equation
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where the wavelength is in nanometers and the difference in refraction, Rx(l), is in diopters. LCA 
has little effect on visual acuity for high-contrast objects in white light.206 This appears to be because 
the spectral weighting introduced by the photopic luminosity curve, which is heavily biased toward 
the central region of the spectrum, results in the primary effect of the LCA being to degrade modu-
lation transfer at intermediate spatial frequencies rather than at the high spatial frequencies involved 
in the high-contrast acuity limit.107 Alternatively, McLellan et al.207 have argued that it is the interac-
tion between the monochromatic and chromatic aberrations of the eye that helps to minimize any 
change in image quality with wavelength across the spectrum.

TCA results in a wavelength-dependent change in magnification in the retinal image, the red 
image being larger than the blue. Thus in white light the image of an off-axis point is drawn out into 
a short radial spectrum whose length in a paraxial model increases with the field angle.208 TCA there-
fore affects modulation transfer for tangentially oriented grating components of images.201,209,210

For a centered system, TCA would be zero on the optical axis. Since in the eye there is a ~5 deg 
difference (called angle a) in orientation between the visual axis joining the fixation point, nodal 
points and fovea of the eye, and the approximate optical axis, some foveal TCA might be expected. 
Remarkably, however, the center of the pupil in most eyes lies almost exactly on the visual axis1,200,211 
so that actual values of foveal TCA are typically only of the order of 0.7 min arc.1,211 Although this 
value is less than predicted by simple eye models, it is still large enough to cause some orientation-
dependent image degradation. This may be substantially increased if an artificial pupil is used which, 
for any reason, becomes decentered: such a situation may arise when using visual instrumentation 
having exit pupils which are much smaller than the entrance pupil of the eye.

With binocular viewing, the TCA associated with small decentrations of the natural pupils and 
of the foveas from the optical axis leads to the phenomenon of chromostereopsis, whereby objects of 
different colors placed at the same physical distance may appear to the observer to be at different 
distances.212–218 The exact effect varies with the individual and, when artificial pupils are used, with 
the separation of the pupils. It is thus of some practical significance in relation to the design of instru-
ments, such as binocular microscopes, in which interpupillary distance settings may not always be 
optimal for the observer.216

In the periphery, TCA may play a significant role in limiting the detection of tangential as opposed 
to radial gratings.210,219 There is as yet no consensus as to its magnitude, although some measurements 
have been made.220

Intraocular Scattered Light and Lenticular Fluorescence

A variety of regular and irregular small-scale inhomogeneities exist within the optical media of the 
eye. These may serve to scatter light during its passage between the anterior cornea and the retinal 
receptors. Further stray light may arise for reflections at the various optical surfaces and the retina 
itself, and some light may also penetrate the nominally opaque iris and sclera to reach the internal 
eye (diaphany), particularly in eyes with low pigmentation, as in albinos. The main effect of such 
light is to reduce the contrast in the retinal image.

Quantitative studies of the effects of stray light on vision were pioneered by Holladay221 and 
Stiles,222 who expressed its impact in terms of an equivalent veiling luminance, Leq cd . m–2, that would 
produce the same masking effect as a glare source giving an illuminance E lux at the eye, as a function 
of the angular distance, w deg, between the glare source and the fixation point. Vos et al.223 have sum-
marized more recent work by the approximate relationship:
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This expression relates to young adult eyes. Scattering increases throughout life by a factor of at 
least 2 to 3 times224–227 and glare formulas can be modified to take account of this (e.g., Ref. 228). 
Roughly a quarter of the stray light comes from the cornea229,230 and a further quarter from the retinal 
reflections.231,232 The rest comes almost entirely from the lens,233 there being little contribution from 
the aqueous or vitreous humors in normal healthy eyes.
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Ohzu and Enoch234 attempted to measure a retinal MTF which included the effects of forward 
scatter, by focusing grating images onto the anterior surface of an excised retina in vitro and measur-
ing the image transfer to the far side. They argued that the receptor outer segments effectively act as 
a fiber optics bundle and that transmission through this bundle produces image degradation which 
supplements to the main optical elements of the eye. More recent psychophysical measurements235,236 
suggest, however, that forward scatter in the inner retina is negligible, implying that postmortem 
changes in the retina may have degraded Ohzu and Enoch’s MTFs.

In addition to the general effects described above, a variety of more regularly organized, 
wavelength-dependent, scattering effects in the form of annular haloes or “star” patterns may occur 
(see e.g., Refs. 237 and 238 for reviews). These are most easily observed with point sources in an other-
wise dark field, particularly if the pupil is large. Some of these result from diffraction due to ocular 
structures with quasi-regular spacing, for example, the corneal epithelial cells or lens fibers,239,240 others 
relate to small-scale refractive irregularities or to higher-order aberrations.241

Forward scattering of light affects the precision of aberrometry,137,241 while back scatter is of 
importance in allowing anterior ocular structures to be viewed by clinical examination techniques 
such as slit-lamp biomicroscopy and Scheimpflug photography.242

Stray light may also arise as a result of fluorescence in the crystalline lens. This increases with age 
and with the occurrence of cataract,243 largely through the progressive accumulation of fluorogens. 
Under some circumstances, the emitted fluorescent light can cause a slight reduction in low-contrast 
acuity in older individuals244 but in younger adults the effects are probably of little practical signifi-
cance,245 since the cornea absorbs most of the potentially activating short wavelength light.

1.6  FINAL RETINAL IMAGE QUALITY

Experimental estimates of the final quality of the retinal image can be made in three main ways: 
by calculation from wavefront aberration or similar data, by psychophysical methods, and by direct 
measurement of the light distribution on the retina using a double-pass ophthalmoscopic technique. 
Although each method has its limitations, the various methods yield compatible results in the same 
subjects and collectively produce a reasonably consistent picture of the changes in retinal image 
quality with pupil diameter, retinal location, and age.

Image Quality on the Visual Axis

Calculation from Aberration Data The optical transfer function (OTF) can be calculated by auto-
correlation of the complex pupil function with its complex conjugate, using methods originally 
devised by Hopkins.246 The pupil function gives the variation in amplitude and phase across the exit 
pupil of the system. The phase at each point can be deduced from the corresponding value of the 
wavefront aberration (each wavelength of aberration corresponds to 2p radians of phase). It is often 
assumed that the amplitude across the pupil is uniform but if imagery under photopic conditions 
is being considered, it may be more correct to take account of the Stiles-Crawford effect (SCE I) by 
including appropriate amplitude apodization, ideally on an individual basis:209,247,248 this suggestion 
is supported by some experimental evidence.249,250 The point- and line-spread functions can also be 
directly calculated from the wavefront aberration (see Chap. 4 by Glenn D. Boreman in Vol. I and 
Chap. 4 by Virendra N. Mahajan and Chap. 5 by Robert Q. Fugate in Vol. V) and appropriate soft-
ware is often included with current commercial aberrometers.

The attractive feature of this approach is that it can allow the OTF (i.e., both the modulation and 
phase transfer functions) to be calculated for any orientation. On the other hand, it fails to include 
the effects of any scattered light and hence may give too optimistic a view of the final retinal image 
quality, particularly in older eyes in which scattering is high: high levels of intraocular scatter may 
have the additional effect of reducing the reliability and validity of the aberrometer estimates of 
wavefront aberration, the exact effects depending upon the design of the particular aberrometer.251 
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Van Meeteren209 argued that it was appropriate to multiply the aberration-derived MTFs by the MTF 
derived by Ohzu and Enoch234 for image transfer through the retina. When this is done, the results 
agree quite well with those found by the double-pass ophthalmoscope technique;252 although, as 
noted earlier, the Ohzu and Enoch MTF may overestimate the effects of retinal degradation. A further 
problem with MTFs derived from wavefront measurements is that most aberroscopes estimate the 
form of the wavefront from measurements made at a limited number of points across the pupil.253,254 
Variations in aberration on a small spatial scale may therefore remain undetected, with consequent 
uncertainties in the derived OTFs; this problem was probably greatest with the early designs of aber-
roscope, such as the crossed cylinder device.252

Pyschophysical Comparison Method This method depends upon the comparison of modulation 
(contrast) thresholds for a normally viewed series of sinusoidal gratings of differing spatial fre-
quencies with those for similar gratings which are produced directly on the retina by interference 
techniques.256,257

Suppose an observer directly views a sinusoidal grating of spatial frequency R. Then if the grating 
has modulation M0(R), the modulation of the retinal image will be M0(R) . T(R), where T(R) is the 
modulation transfer of the eye at this spatial frequency, under the wavelength and pupil diameter 
conditions in use. If now the modulation of the grating is steadily reduced until it appears to be just 
at threshold, the threshold modulation MIT(R) on the retina will be given by

 MIT(R) = MOT(R) . T(R) (15)

where MOT(R) is the measured modulation of the external grating at threshold. The reciprocal of 
MOT(R) is the corresponding conventional contrast sensitivity and its measurement as a function of 
R corresponds to the procedure used to establish the contrast sensitivity function.

It is clear that MIT(R) corresponds to the threshold for the retina/brain portion of the visual system. 
If its value can be independently established, it will be possible to determine T(R). MIT(R), in fact, 
can be measured by bypassing the dioptrics of the eye and their aberrations and forming a system of 
interference fringes directly on the retina. This procedure was originally suggested by Le Grand256,257 
and has since been progressively improved258–264 (see Ref. 257 for review). Two mutually coherent 
point sources are produced close to the nodal points of the eye and the two resultant divergent beams 
overlap on the retina to generate a system of Young’s fringes, whose angular separation, g rads, is 
given by g  = l/a, where l is the wavelength and a is the source separation, both measured in air. If 
the sources have equal intensity, the fringes will nominally be of unit modulation. Fringe modula-
tion can be controlled by varying the relative intensities of the two sources, by adding a uniform 
background, or by modulating the two sources with a temporal square-wave and introducing a phase 
difference between the two modulations. The contrast threshold MIT(R) for the retina brain can then 
be measured as a function of R, allowing the modulation transfer for the ocular dioptrics, T(R), to be 
deduced from the relationship:
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There are some problems with this approach. Both sets of thresholds are affected by stray light, but 
in different ways. The determination of the external modulation threshold involves light entering 
the full pupil whereas for the interferometric measurements only two small regions of the pupil are 
used. There may also be problems in maintaining the same threshold criterion for the two types of 
grating, particularly when they may differ in color, field size, and possibly speckle characteristics. 
Lastly, although the method can in principle give ocular MTFs for any orientation, it yields no phase 
information and hence the PTF cannot be determined.

Some other psychophysical methods have been suggested265 but as yet they have not been widely 
employed.

Ophthalmoscopic (Double-Pass) Methods When the image of an object is thrown on the retina, some 
of the light will be reflected back out of the eye and can be collected by an appropriate observing system 
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to form an external image. If, for example, the object is a narrow line, the external image will be the 
LSF for the double passage of the eye. It is usual to make the assumption that the retina acts as a dif-
fuse reflector,266 coherence of the image light being lost in the reflection. In this case, earlier workers 
assumed that the image suffered two identical stages of image degradation, so that the MTF deduced 
from the Fourier transform of the external LSF was the square of the single-pass MTF. Flamant’s 
pioneering study267 with this method used photographic recording, but later workers have all used 
electronic imaging methods, initially slit-scanning arrangements with photomultipliers to record 
LSFs, and latterly low-noise CCD cameras which allow PSFs to be recorded.266,268–276 An important 
advance was the realization that in the simple form of the method as employed in earlier studies, 
when the same pupil acted as aperture stop for both the entering and exiting light paths, information 
on odd-order aberrations and on transverse chromatic aberration was lost.274 While the estimates of 
MTF were potentially correct, the PTF could not be measured. This problem can be overcome for 
monochromatic aberrations by arranging the entering and exiting beams so that the entrance pupil is 
smaller than the exit pupil.275,276 If the entrance pupil is small enough for the initial image to be effec-
tively diffraction limited, the true single-pass OTF (i.e., both the MTF and the PTF) can be deduced 
from the double-pass PTF, at least up to the cutoff frequency imposed by the small entrance pupil. 
Some theoretical aspects of this problem have been discussed by Diaz-Santana and Dainty.277

The double-pass method has been used to explore the extent to which poorer retinal image quality 
contributes to the deterioration in visual performance that is observed in older eyes,278 and to demon-
strate the changes in retinal image quality with accommodation that are caused by aberrational change 
in the crystalline lens.279 An adaptation allows the basic method to be used to determine an “index of 
diffusion” designed to characterize the optical deficit in eyes with age- and disease-related abnormali-
ties of the anterior segment, using encircled energy measurements of the double-pass PSF.280

In all variations of the double-pass method, one problem is that light levels in the outer parts 
of any spread function are low, leading to possible truncation errors and to overestimation of the 
MTF.281 Vos et al.223 attempted to overcome the truncation problem by combining the opthalmo-
scopic estimates of the PSF with measurements of wider-angle entoptic stray light, to produce a real-
istic estimate of the full light profiles in the foveal white-light PSF. A vexing question which has yet to 
be fully answered is the identity of the layer or layers at which the retinal reflection occurs: it seems 
likely that this is wavelength dependent. If more than one layer is involved, the estimated MTF will 
be somewhat too low. However there is evidence that any effect of retinal thickness on the estimated 
MTF is small282 and that scattered light from the choroid and deeper retina is guided through the 
receptors on its return through the pupil.283

Comparison between Methods Only a few direct comparisons of MTF measurements have been 
made by different techniques on the same eyes. Campbell and Gubisch266 found that their double-
pass MTFs were lower than those determined by the interferometric psychophysical method.260 A 
similar result was found by Williams et al.,284 who noted that agreement between the two techniques 
was better if green rather than red light was used for the double-pass measurements, presumably as 
a result of reduced retinal and choroidal scatter.285 Although MTFs derived from early aberrometers, 
which only sampled the pupil at a small number of points, tended to be markedly higher than those 
derived by other methods, if green light is used with young eyes the three basic methods appear to 
yield very similar MTFs: increased entoptic scatter in older eyes may cause larger differences. Liang 
and Williams286 give comparative MTF results obtained by the three techniques with three subjects 
with 3-mm pupils. The greatest discrepancies appear to be at intermediate spatial frequencies, 
where values of modulation transfer increase in the order double-pass, interferometric, and wave 
aberration derived.

Summary of Observed Optical Performance When the eye is corrected for any spherocylindrical 
refractive error, all investigators agree that, near the visual axis, the eye’s performance in mono-
chromatic light is reasonably close to the limit set by diffraction for pupil diameters up to 2 mm. As 
pupil size is increased further, aberration starts to play a more important role. The increasing impact 
of aberration is illustrated by a consideration of the changes in the Strehl intensity ratio,287 the ratio 
of the maximum irradiance in the PSF to that which would be found in a truly diffraction-limited 
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system. Typical published values89,288 are shown in Fig. 15. Although differences between individuals 
may be expected, the ratio falls steadily as the pupil diameter is increased, indicating the increasing 
impact of aberrations. For the smallest natural pupil diameters, the value approaches, but does not 
quite reach, the figure of 0.8 which is usually accepted as the minimum required for an optical sys-
tem to closely approximate to being diffraction limited:287 direct measures of the MTF for a 1.5-mm 
pupil in comparison with the diffraction-limited case support this finding.276

The changing balance between diffractive and aberrational effects results in optimal overall 
performance usually being achieved with pupil diameters of about 2.5 to 3 mm,266,286,288,289 cor-
responding to the diameters of natural pupils under bright, photopic conditions. For still larger 
pupils, the degrading effects of aberration dominate and modulation transfer falls. Examples286 of 
typical estimates of MTF, in this case based on wavefront measurements for different pupil diameters 
in young eyes, are shown in Fig. 16. The MTF at constant pupil diameter tends to deteriorate with 
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age, due to both increased aberration and scatter.278 It should be noted that, although transmis-
sion through the eye undoubtedly changes the polarization state of the incident light, the retinal 
image quality is apparently nearly independent of the initial state of polarization. However, quality 
as recorded by double-pass measurements may vary if polarizing elements are included in both the 
entering and exiting light paths.290

Effects of Aberration Correction on Visual Performance Early attempts291 to improve axial visual 
performance by correction of monochromatic aberrations were failures, largely because it was 
assumed that spherical aberration was always dominant and the same in all eyes. Correction of 
longitudinal chromatic aberration also brought no improvement in acuity292 although modest 
improvements at intermediate spatial frequencies could be demonstrated.99 The advent of aberrom-
eters capable of rapidly measuring the aberrations of an individual eye has refocused attention on 
the possibility that customized aberration correction might yield significantly enhanced vision (e.g., 
Refs. 293–298).

Several potential methods for correcting the monochromatic aberrations have been suggested. 
The most effective of these is adaptive optics.299,300 This is impractical for everyday use but is being 
vigorously explored as a way of obtaining improved images of the retina for clinical diagnostic or 
research purposes(e.g., Ref. 301), since near diffraction-limited performance can be achieved through 
the full, 7 to 8 mm, drug-dilated eye pupil. For normal purposes, three methods have been suggested. 
In the first, spatially modulated excimer laser ablation of the cornea is used to correct the measured 
aberrations of the individual eye, as well as any second-order refractive error.293–298 While such “wave-
front-guided” ablation has been effective in reducing ocular aberrations consequent upon laser 
refractive surgery, it has yet to succeed in producing eyes which are completely aberration-free, largely 
because of factors such as subject-dependent variations in healing which influence the final level of 
aberration. The second possible method is the wearing of customized contact lenses, where the local 
thicknesses of the lens are manipulated to yield variations in path length which compensate for the 
ocular wavefront aberration.302,303 The problem with this approach is that the lens must be stable 
against both rotation and decentration on the eye if aberration correction is to be maintained.304–308 
The limited control of lens movement occurring in practice means that adequate correction is dif-
ficult to achieve in normal eyes. Improved performance may, however, be given in clinically abnormal 
eyes with high levels of aberration, such as those of keratoconics.307 The last suggested method, which 
has yet to be successfully demonstrated, is to incorporate the aberration correction in an intraocular 
lens: this has the theoretical advantage that the position of such a lens and its correction should be 
stable in the optical path.

Some of the potential benefits of aberration correction have been demonstrated by Yoon and 
Williams.300 Figure 17 shows some of their results for eyes under cycloplegia. The contrast sensitiv-
ity function for either a 3- or a 6-mm pupil was measured under four conditions: white light with 
only spherocylindrical (second-order) refractive error corrected; with chromatic (but not mono-
chromatic) aberration additionally removed by viewing through a narrow-band green filter; with 
monochromatic (but not chromatic) aberrations corrected using adaptive optics; with both mono-
chromatic and chromatic aberrations corrected by using adaptive optics with a green filter. The 
retinal illuminances under the various conditions were kept constant with neutral density filters at 
14.3 trolands for the 3-mm pupil and 57 trolands for the 6-mm pupil: these correspond to the lower 
end of the photopic range (a natural 6-mm pupil diameter is reasonably typical for this level of retinal 
illuminance). Yoon and Willliams300 express their results in terms of the “visual benefit” at each spatial 
frequency, that is, the ratio of the contrast sensitivity under a particular condition to that achieved 
with white-light gratings and just the spherocylindrical refractive error corrected.

It can be seen that useful performance gains are given if both monochromatic and chromatic 
aberration can be corrected, particularly for the larger pupil. The benefits are less impressive (<2 at all 
spatial frequencies) if only monochromatic aberration is corrected, as would in practice be the case 
with corneal ablation, contact lens, or other corrections. It has been argued that these gains may be 
still smaller under real-life conditions, due to such factors as inaccurate accommodation, aberrational 
changes, and, at the larger natural pupil diameters occurring under mesopic and scotopic conditions, 
the limits to performance set by the neural parts of the visual system.309,310 Although in principle 
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chromatic aberration of the eye can be corrected,204,291,311–315 the required multielement lens systems 
are relatively bulky and decentration effects may mean that new problems arise in controlling trans-
verse chromatic aberration.316

Off-Axis Image Quality

Fewer measurements have been made of off-axis image quality. Psychophysical measurements are 
difficult to carry out and aberration data, although available, do not yet appear to have been used to 
calculate MTFs. Most of the available measurements have therefore been made by the double-pass 
technique.272, 317–319 As noted earlier, astigmatism usually increases with field angle, so that the PSFs 
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FIGURE 17 Visual benefit in contrast sensitivity for a subject with (a) a 3-mm 
pupil and (b) a 6-mm pupil. In all cases the eye has an optimal spherocylindrical 
refractive correction. The benefit is shown for (i) correction of chromatic aberra-
tion only (green light), (ii) correction of monochromatic aberration only (adaptive 
optics, white light), and (iii) correction of both chromatic and monochromatic 
aberration (adaptive optics, green light). (Based on Yoon and Williams.300)
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normally lack rotational symmetry and different results for MTF and PTF are obtained at different 
orientations and levels of focus. Some representative data are shown in Fig. 18. The results shown 
are for the case when the circle of least confusion lies on the retina. Note that the MTF falls with 
field angle and that, for objects with strongly oriented structure, image quality will be improved if 
the appropriate focal line can be brought onto the retina, or if the peripheral astigmatism is cor-
rected. Williams et al.319 have suggested that the falloff in optical performance with field angle is 
advantageous in helping to prevent aliasing in peripheral vision.
Off-axis MTFs for different pupil diameters and field angles have been approximated as the sum of 
two exponential functions318,319 or as a single exponential.320

Retinal Image Quality with Visual Instruments

When an object (e.g., a display screen) is observed with the naked eye, with no intervening optics, 
the spatial frequency spectrum of the retinal image is simply the spectrum of the object multi-
plied by the OTF of the eye under the observing conditions in use. The situation is, however, more 
complex when instruments such as microscopes, telescopes, or binoculars are used. In general, it 
is incorrect to assume that the OTF of the instrument-eye combination is simply the product of 
the individual OTFs. Instead, for any field position the aberrated wavefront from the instrument is 
modified by the wavefront aberrations of the eye, the two wavefronts being added together point 
by point across the common pupil. Under favorable circumstances where the component aberra-
tions are of opposite sign, this coherent coupling321–324 can obviously result in the summed aberration 
being smaller than the individual wavefront aberrations, and hence in performance being superior 
to that which would be expected on the basis of the product of the individual OTFs.

Two factors are of particular importance in this coupling: first, the size and positional relationship 
between the instrument’s exit pupil and the ocular entrance pupil and, second, the state of focus of 
the eye. It is clear that if the entrance pupil of the eye is smaller than the exit pupil of the instrument 
(the two pupils coinciding) the eye pupil will constitute the aperture stop of the combined system. 
Movement of the smaller eye pupil within the instrument’s exit pupil will sample different areas of 
the instrumental wavefront aberration and may therefore influence retinal image quality. Conversely, 
if the exit pupil is smaller than the eye pupil, the instrument’s pupil provides the aperture stop and 
controls the aberrations. For example, with an exit pupil of 2-mm diameter or less centered on the eye 
pupil, the combined performance would be governed almost entirely by the instrumental aberrations, 
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since the eye aberrations would normally be small enough to make a negligible contribution to the 
combined wavefront aberration. Any focus error in the instrument or accommodation error in the 
observer will add an additional defocus term to the wavefront aberration. This may again be benefi-
cial under some circumstances: for example, instrumental field curvature may be compensated for by 
changes in ocular accommodation (Refs. 325 and 326, and see later under “Vergence Input”).

Considerations of this type mean that the MTF of any instrument alone may not be a very good 
guide to the visual performance that can be achieved with it.327,328 One possible solution is to test the 
instrument in combination with a model eye which simulates as accurately as possible the aberrations 
and focus of the real eye.329 Burton and Haig330 explored the tolerance of the visual system to different 
levels and types of wavefront aberration (see also Ref. 331) and concluded that instrumental criteria 
based on the Strehl ratio may ultimately be more useful than MTF tests.328 This suggestion has, how-
ever, been disputed by Mouroulis and Zhang332 who feel that other criteria are more informative.

Chromatic aberrations are also of importance. The role of longitudinal chromatic aberration has 
been considered by Mouroulis and Woo,332,323 who find that under some circumstances quite sub-
stantial amounts of instrumental LCA can be tolerated. Further studies support a tolerance of the 
order of 2.5 min arc for transverse chromatic aberration, with TCA having greater effects on contrast 
sensitivity than high-contrast resolution.334 The general question of the design and testing of visual 
instruments is well reviewed in Mouroulis.335

1.7 DEPTH-OF-FOCUS AND ACCOMMODATION

In the foregoing it has been tacitly assumed that the eye is always optimally focused. In practice, 
since clear vision is required over a range of distances, exact focus may not always be achieved. 
It is of interest that, even if objects are at a fixed distance, small changes in focus may be required to 
optimize modulation transfer at different spatial frequencies in the presence of some types of aber-
ration (e.g., spherical aberration334–339). With the increasing availability of aberrometers, consider-
able efforts are being devoted to establishing robust criteria for “best focus” (i.e., ocular refraction) 
from wavefront data.340–342

Ocular Depth-of-Focus

As in any optical system, very small changes in ocular focus have little effect on the retinal image 
but image quality deteriorates progressively as the error of focus increases (e.g., Fig. 9). For many 
practical purposes we would like to know how large the dioptric error of focus can be before image 
quality becomes unsatisfactory. However, this immediately raises the question of what we mean by 
“unsatisfactory. ” Atchison et al. have, for example, defined the concepts of “noticeable,” “troublesome,” 
and “objectionable” blur.343 Noticeable blur is the defocus level at which blur of a set of letters first 
becomes detectable, troublesome blur is where the lack of clarity in the letters starts to be irritating, 
although the letters may still be readable, and objectionable blur is the level of blur which is unac-
ceptable: the three dioptric limits of blur were found to be in the ratio of about 1.0:1.7:2.3, respec-
tively. Ciuffreda et al. find very similar results when using minor variants of the same criteria.344 In 
fact, as will be discussed below, values of depth-of-focus are strongly dependent upon the methodology 
and conditions used (see Ref. 345 for a recent review).

In the geometrical optical approximation, for an aberration-free eye the angular diameter of the 
retinal blur circle b degrees increases linearly with the error of focus ΔF diopters and pupil diameter 
d mm [Eq. (10)]. Thus the limits of the depth-of-focus correspond to the blur circle diameter reach-
ing some assumed tolerable limit btol degrees: the corresponding value of ΔFtol is then determined 
from [Eq. (10)] to yield for the total geometrical depth-of-focus DOFgo

 DOF dioptersgo tol
tol= =2

34 9
ΔF

d

( . )β
 (17)
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The exact value obtained is, then, dependent on the assumed value of btol. If, say, a value of 2 min 
arc is taken, and the pupil diameter is 3 mm, the geometric DOF is about 0.4 D. Note that the 
geometric DOF is inversely dependent on the pupil diameter.

When the effects of physical optics are considered, for a diffraction-limited system it is conven-
tional to use the Rayleigh criterion and to say that the limits of depth-of-focus are set by the require-
ment that the optical path difference between light from the center and edge of the pupil should not 
exceed a quarter-wavelength [one Rayleigh unit of defocus, see Eq. (9)]. For the eye, this implies that 
the total physical optical depth-of-focus (DOFpo) should correspond to 2 Rayleigh units, that is,

DOF diopterspo =
−4 10 3

2

. λ
d

 (18)

where l is in nm and d is in mm. Optimal focus will lie midway through this total depth-of-focus. 
Note that, unlike the geometrical approximation, [Eq. (18)] predicts that depth-of-focus will be 
inversely proportional to the square of the pupil diameter.

In reality, the ocular depth-of-focus depends on a variety of additional factors. From the purely 
optical point of view, even if the eye is diffraction-limited the rate of loss in modulation transfer 
with defocus is spatial-frequency-dependent (Fig. 9), so that the detectable error of focus is likely to 
depend upon the spatial-frequency content of the object under observation, as well as the pupil diam-
eter. Low spatial frequencies are relatively insensitive to focus change.94–96,346 Both monochromatic 
and chromatic aberrations will further modify the through-focus characteristics of the retinal image 
focus and, in general, will tend to increase the depth-of-focus.

Equally importantly, the perceptible focus changes will depend upon the neural characteristics 
of the visual system.347 Under many conditions, the limited capabilities of the retina/brain system 
will mean that defocus tolerance may become larger than that expected on purely optical grounds. 
With larger pupils and photopic conditions, the Stiles-Crawford effect may play a role in reducing the 
effective pupil diameter and increasing the depth-of-focus (see “The Stiles-Crawford effect”). At low 
luminances, since only low spatial frequencies can be perceived348 there is an increased tolerance to 
defocus blur:349,350 a similarly increased tolerance is found in low-vision patients at photopic levels.96

Figure 19 shows a selection of experimental depth-of-focus data obtained by various tech-
niques.349,351–354 Although the exact results depend upon the methods and criteria used, it is clear 
that for larger pupils the visual depth-of-focus substantially exceeds the purely optical Rayleigh-limit 
predictions. Of more importance from the practical viewpoint, errors of focus in excess of about 0.2 to 
0.5 D are likely to lead to perceptible image blur under photopic conditions with pupils of diameter 3 
to 4 mm. Thus the eye must either change its focus (accommodate) for the range of distances that are 
of interest in everyday life (e.g., from infinity down to 0.2 m or less, corresponding to vergences from 
0 to 5 D), or use some form of optical aid such as reading glasses.

It is of interest that Goss and Grosvenor355 concluded from their review of the available clinical 
literature that conventional refraction is repeatable to within 0.25 D in approximately 75 percent 
of cases and to within 0.50 D in 95 percent of cases: errors in prescription of 0.25 D have been 
shown to produce dissatisfaction in many patients and a significant loss in both acuity and con-
trast sensitivity.356

The Accommodation Response

As with any focusing system, several aspects of accommodation are of interest: its range or ampli-
tude, its speed, its stability, and its time-averaged steady-state characteristics. All of these are age-
dependent and in most of what follows the behavior of young, adult (age around 15 to 35 years) 
eyes is described. Discussion of the response is complicated by the fact that, under normal binocular 
conditions of observation, accommodation (i.e., the focusing system) is intimately linked with the 
vergence system which ensures that the eyes converge appropriately to bring the images of any object 
of regard onto the foveas of the two eyes (see “Vergence Input” and “Movements of the Eyes”). Due 
to this linkage, accommodation can drive convergence and vice versa. The pupil usually contracts 
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during near vision (often called accommodative miosis), although it appears that such contraction 
is not directly driven by accommodation but is a comovement.357–362 The three functions (accom-
modation, vergence, pupil) are sometimes known as the near triad. One important result of this 
linkage is that both the dynamic and static accommodation responses in the two eyes are always 
essentially the same, even when one eye is occluded.363,364 Accommodation is driven by the responses 
of the cones of the retina and becomes progressively less effective as lighting levels are lowered from 
photopic levels through the mesopic region: at scotopic levels it is inoperative (see “Accuracy of 
Response”).365,366

Although details of the neural and physiological mechanisms responsible for accommodation are 
beyond the scope of this section (see, e.g., Refs. 367–370 for reviews), it will be helpful to remember 
that, in simple terms, the crystalline lens is supported around its equator by a system (the zonule) of 
approximately radially oriented zonular fibres. The far ends of these fibres are anchored in the ciliary 
body or muscle and neighboring structures. The ciliary body effectively forms a ring surrounding 
the lens (Fig. 1). The lens and its thin enclosing capsule are elastic and, if the lens is free of the forces 
applied to it by the zonular fibres, its structure is such that its surfaces will naturally assume the rela-
tively steep curvatures required for near vision.

Under conditions of distant viewing, the inner diameter of the ciliary ring is relatively large. This 
leads to a correspondingly high tension in the zonular fibers. These tensional forces when applied to 

3.2

2.8

2.4

2.0

Campbell (1957)
Ogle & Schwartz (1959)
Tucker & Charman (1975)
Charman & Whitefoot (1977)

1.6

To
ta

l d
ep

th
 o

f 
fo

cu
s 

(d
)

1.2

0.8

0.4

0
0 21 3 4 5

Pupil diameter (mm)
6 7 8

FIGURE 19 Examples of experimental measure-
ments of photopic, total monocular depth-of-focus as 
a function of pupil diameter (optimal focus lies mid-
way through the total depth-of-focus). The criteria for 
determining the depths-of-focus are Campbell349—just-
perceptible blur for a small disc, one subject, white light; 
Ogle and Schwartz351—50-percent probability of resolving 
a 20/25 checkerboard, mean of three subjects, white light; 
Tucker and Charman352—80-percent probability of achiev-
ing 90 percent of the optimal Snellen acuity, mean of two 
subjects, white light; Charman and Whitefoot353—detectable 
movement of laser speckles, mean of six subjects, 633 nm. The 
dashed line gives the depth-of-focus based on Rayleigh’s 
quarter-wavelength criterion for an aberration-free eye in 
555-nm light. 



OPTICS OF THE EYE  1.31

the periphery of the elastic lens and capsule cause the lens surfaces to flatten slightly, reducing the 
optical power to the value required for a clear distance focus. During active accommodation, the cili-
ary ring reduces in diameter. This relaxes the tension in the zonular fibres and allows the surfaces of 
the elastic lens to assume a steeper curvature and the power of the lens to increase. Attempts have been 
made to model this process (e.g., Refs. 371–374).

Dynamics of Response Typical records of a young subject’s responses to abrupt changes in the 
position of an accommodation target are shown in Fig. 20. It can be seen that the change in posi-
tion is followed by a short reaction time, or latency (about 0.4 s) during which the response remains 
unchanged. The response then progresses to its new level, the minimum response time typically 
being around 0.6 s.360,375–380 Under conditions where there are plentiful cues to target distance this 
response usually occurs in a single sweep, but if binocular and other cues to target position apart 
from defocus blur are eliminated, the response may become uncertain and may initially be in the 
wrong direction, leading to longer response times.381–383 The response times become larger for larger 
dioptric changes.377–380

Another way of characterizing the response dynamics is in terms of their frequency response char-
acteristics.384 These may be assessed by determining the gain and phase of the response obtained 
when a target is observed whose vergence is changing sinusoidally with time, as a function of the 
temporal frequency. It appears that when gain and phase are plotted as a function of the frequency 
both vary in an essentially linear fashion, with the cutoff frequency at which response no longer tracks 
the stimulus being about 2 Hz.385 It should be stressed that these characteristics are not the output 
of a simple reflex system but depend upon higher-order involvement. They are strongly influenced 
by training and motivation,386–389 and, with repetitive stimuli, by the knowledge that the required 
response has a predictable periodic form.390 When the response to an abrupt unexpected step change 
in target vergence is analyzed in terms of the corresponding frequency response, much larger phase 
lags are given.385,390 Thus the system does not behave linearly.385

The importance of perceptual factors in relation to accommodation is exemplified by studies in which 
the distance of the target (a Maltese cross) is kept constant but its lateral scale is varied sinusoidally. 
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Observers usually interpret this size variation at constant distance as a variation in distance of a target 
of constant linear size, and change their accommodation accordingly, even though this blurs the reti-
nal image.381 A similar effect is observed when binocular accommodation is stimulated by apparent 
depth elicited by pairs of stereograms at fixed distance.392

Stability of Response When a target at fixed distance is viewed with steady fixation, the accommo-
dation response typically shows small fluctuations (∼0.25 D) occurring at frequencies up to about 
5 Hz (see Fig. 20): the fluctuations are correlated in the two eyes (see Refs. 393 and 394 for reviews). 
It appears that the lower frequency (0–0.6 Hz) components of the fluctuations may be under neu-
ral control but that higher frequencies (1.0–2.3 Hz) are related to physiological rhythms and other 
sources of noise.395 The power in the low-frequency components increases as the target luminance 
is reduced, while that in the high-frequency components remains stable.395,396 Similarly, the low-
frequency components increase when the pupil is small and the depth-of-focus is large.397 A peak in 
the frequency spectrum at frequencies of 1 to 2 Hz is often observed398,399 and is correlated with the 
arterial pulse.400,401 The fluctuations appear to have their origin in the crystalline lens and tend to 
increase in magnitude as the mean accommodation level increases,397,402–404 although there is some 
suggestion that the higher-frequency components diminish at very high stimulus levels.395 There is 
some disagreement on the exact nature of the changes with age.395,405

The possible role of these fluctuations in relation to accommodation control remains conten-
tious. Some have argued that they simply represent plant noise384,406 and are of no utility. Others 
suggest that they could both guide the initial direction of the response and help to maintain accurate 
focus,101,399,407–411 the basic hypothesis being that if a fluctuation in one direction improves the clarity 
of the image the control system responds by moving the mean level of accommodation in that direc-
tion. Current opinion generally favors the concept that the high-frequency fluctuations represent 
plant noise and that any role in accommodation control is played by the lower-frequency components 
(below about 0.6 Hz), and that these would be primarily involved in the maintenance of the response 
at a steady level, rather than in rapid response changes.410 In any case, under most circumstances the 
fluctuations appear to produce little variation in visual acuity,412 although their effects can just be 
detected.413,414

Accuracy of Response Following pioneering work by Morgan,415 numerous studies have shown 
that, rather than there being one-to-one matching between the dioptric stimulus level and the 
corresponding accommodation response, steady-state errors are an intrinsic part of the accom-
modation control system. This is true under both monocular and binocular conditions, although 
the magnitude of the errors differs in the two states.415,416 These focus errors are often the major
cause of foveal retinal image degradation, rather than the higher-order aberrations discussed earlier
(see “Factors Affecting Retinal Image Quality”). Figure 21a illustrates a schematic response/stimulus 
curve. This emphasizes that the steady-state is usually characterized by overaccommodation (accom-
modative “lead”) for distant objects and underaccommodation (“lag”) for near objects. The range of 
stimulus vergence over which there is no noticeable image blur is termed the subjective amplitude of 
accommodation; it obviously includes depth-of-focus effects. The corresponding, somewhat smaller, 
range of actual accommodation response is the objective amplitude of accommodation. Note that a 
clinically “emmetropic” or “corrected” subject is usually left with a small myopic refractive error for 
objects at infinity, ocular depth-of-focus being relied upon to give clear vision under these circum-
stances.

The slope of the quasi-linear region of the curve depends upon the observing conditions, including 
target form and contrast,100,101,417–426 ocular pupil diameter,427–429 luminance level,350,365,366,417 and the 
acuity of the observer.418,430–433 The common feature is that, as the quality of the stimulus available to 
the visual system degrades, the slope of the central region of the response/stimulus curve diminishes 
(see, e.g., Fig. 21b, where the slope falls as the luminance is reduced and cone vision and visual acuity 
are gradually lost). To a close approximation, for any individual, as the stimulus degrades the curve 
pivots about the point for which stimulus and response are equal, that is, where the curve crosses the 
ideal one-to-one stimulus/response line. It is of interest that in many studies it appears that there is 
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a linear relationship between the slope of the central region of the response/stimulus curve and the 
eye’s minimum angle of resolution under the target and observing conditions in use.434

The extreme case in this process is where the stimulus is either a uniform photopic field completely 
lacking in detail (a Ganzfeld), or the field is completely dark. In both cases no spatial information is 
available to the accommodation control system and the response/stimulus curve becomes completely 
flat. The response remains constant at the somewhat myopic value at which, under normal photopic 
conditions with a structured target, response equals stimulus (see, e.g., Fig. 21b). The refractive states 
under these stimulus-free, light and dark conditions are known as empty field myopia and dark focus 
respectively, and for any individual these states are essentially the same.435–438

These observations have led to the concept that this intermediate myopic level of accommodation 
is, in fact, the tonic level of accommodation (sometimes called the resting state or equilibrium level) 
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to which the system returns in the absence of an adequate stimulus. This implies that accommoda-
tion must actively change from this level to view both distant and near targets. The tonic level varies 
somewhat with the individual (Fig. 22) but appears to have a mean value of around 1 D.437,439

Current theories suggest that these characteristics are dictated by the balance between the sympa-
thetic and parasympathetic innervations to the system.368,440–442

Vergence Input As noted earlier, the convergence required to maintain single vision of a near 
object during binocular observation provides an input to the control system which supplements 
that due to pure defocus blur. This may be particularly useful in stimulating accommodation under 
conditions when the accommodation stimulus alone is relatively ineffective, for example, under 
mesopic night-driving conditions where the onset of night (or twilight) myopia is delayed when 
viewing is binocular.443

Control system models for the combined accommodation-convergence system, involving both 
fast feedback loops and slow adaptive elements, have been proposed by various authors (see, e.g., 
Refs. 368, 440, 444–446).

Application to Instrumentation From the practical point of view, it is evident that errors in accom-
modation and the resultant degradation in retinal image quality will be minimized if targets such as 
displays which are viewed by the naked eye are placed at vergences which approximately match the 
typical tonic levels of observers, that is, distances of about 1 m. Acuity will then be optimal366 and 
the accommodative effort, and hence potential fatigue, will be minimized. With color displays, the 
longitudinal chromatic aberration of the eye means that more accommodative effort is required 
for red/black symbol combinations than for blue/black combinations. Only minor variations in 
response have, however, been reported when two-color isoluminant symbol/background combina-
tions are used:447–450 there is no evidence that viewing multichromatic targets results in a less stable 
response than that for black-and-white targets.451

It is of interest that, when focusing visual instruments, most observers set the focus so that the 
light leaving the eyepiece is slightly divergent, that is, they prefer to accommodate slightly when 
viewing the instrumental image.452 This instrument myopia453 correlates closely with the empty field 
myopia and dark focus of the individual observer,435–438 suggesting that these myopic states (the 
anomalous myopias) have a common origin and that the instrument focus is selected to minimize 
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accommodative effort. This implies that fixed-focus visual instruments should not be designed to 
have parallel light leaving their eyepieces but that focus should be set so that the image appears at 
a vergence of about – 1 D.452 In any binocular instrument where the imagery is at infinity and the 
optical axes are arranged to be parallel, proximal (psychic) convergence and accommodation often 
occur, that is most young users tend to converge and accommodate slightly, leading to a loss in 
visual performance.454,455 This is presumed to be due to the perception that the targets lie within the 
“black box” constituted by the instrument. Smith et al.456 have discussed the various problems that 
arise when the focus of binocular instruments is not compatible with the angle between the eyepiece 
tubes.

Many visual instruments display field curvature and, provided that the vergences involved are 
negative, this can be at least partly compensated for by accommodation by the observer as the field 
is scanned.325,326

Age-Dependent Changes in Accommodation As the lens ages and thickens, its elastic constants 
change. This, in combination with other ocular changes, causes the efficiency of the accommodation 
system to diminish (see, e.g., Refs. 367–370 for reviews).

The most obvious change is in the amplitude of accommodation (Fig. 23). The mean subjective 
amplitude declines steadily from the age of about 10, to reach a small, constant level of about 1 D 
by the age of 50–55.457 This residual subjective amplitude represents depth-of-focus rather than true 
accommodation and the corresponding objective amplitude is zero.458 Longitudinal measurements of 
objective amplitudes suggest that the decline for any individual is linear with age.459–461 Although the 
exact values of the constants depend upon the individual subject and the method of measurement, 
the amplitude changes might typically be described by an equation of the form

 OA = 12.7 – 0.27 (age) (19)
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where OA is the objective amplitude in diopters and the age is in years.461 Note that the conventional 
use of a value of 250 mm (i.e., an amplitude of accommodation of 4 D) for the “least distance of 
distinct vision” in the calculation of the nominal magnification of eyepieces and other devices is 
unlikely to reflect the effective magnification obtained by the individual user.

Apart from the change in amplitude, the general characteristics of the response/stimulus curve 
remain robust against age change up to about 35 years, when the slope starts to decline.362,462,463 
The frequency response of the accommodation system maintains its cutoff value at around 2 Hz 
up to the age of about 40 but at any lower frequency the gain tends to decrease and the phase lag to 
increase with age. There are also changes in the time constants of the responses to step changes in 
stimulus.360,465–467

The loss in amplitude becomes of practical significance when it declines sufficiently to begin to 
make it difficult to read at normal reading distances (around 1/3 m). It is tiring to exercise the full 
available amplitude of accommodation, so that problems usually start to arise at around the age of 
40 when the subjective amplitude has fallen to about 5 D. These difficulties steadily increase as the 
amplitude declines further. Initially these problems may be eased by increases in reading distance, or 
the use of high light levels to increase depth-of-focus by constricting the pupil, but by the age of about 
45 all emmetropes or corrected ametropes inevitably require some form of optical correction for near 
work. (See Chap. 14 by John S. Werner, Brooke E. Schefrin, and Arthur Bradley.)

1.8 EYE MODELS

Optical models of the eye have long been used in attempts to better understand its imaging charac-
teristics, the development of refraction, and the optical effects of spectacle and contact lenses (see, 
e.g., Refs. 468–470 for reviews). More recently such models have assumed additional importance 
in relation to the effects of a variety of surgical procedures for modifying the optics of the eye, such 
as corneal refractive surgery and intraocular lens implantation.471 They have also been used in the 
evaluation of retinal radiation hazards.472,473 The earlier models were usually limited to describing 
behavior in the paraxial region, where rays make small angles with the axis: surfaces were assumed 
to be spherical. However recent years have seen the development of a succession of increasingly 
sophisticated paraxial and wide-angle models, incorporating such features as aspheric surfaces, 
gradient index optics, and accommodation.

Paraxial Models

Figure 24 shows examples of three typical types of paraxial model with spherical refracting surfaces 
and media characterized by single values of refractive index, the relevant parameters being given 
in Table 2. These paraxial models are useful for predicting the approximate dimensions of paraxial 
images (1 deg in the visual field corresponds to about 0.29 mm on the retina) and their changes 
with accommodation and correcting lenses. However, they are of more doubtful value in indicating 
retinal image quality on axis or in describing images in the peripheral field, and cannot predict the 
aberrations of real eyes.

In constructing such models, the values of the parameters are normally selected to be reasonably 
representative of those found in real eyes but are then adjusted slightly to make the eye emmetropic. 
In schematic eyes, the cornea and lens are each represented by a pair of surfaces (although sometimes 
the lens is divided into central nuclear and outer cortical regions, these being assigned different refrac-
tive indices). In the simplified schematic eye a single surface is used for the cornea. It can be seen in 
Fig. 24 that in both these eyes the two nodal points are very close together, as also are the two principal 
points. This has encouraged the development of reduced eye models, containing a single refractive 
surface, where each pair of nodal and principal points collapses to a single point. The cardinal points 
of reduced eyes are very close to those of the more complex paraxial models. Accommodation has 
been incorporated into several schematic eyes,469,476–478 some of which incorporate aspheric surfaces 
and lenticular index gradients.
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TABLE 2 Parameters of Some Paraxial Models of the Human Eye

 Schematic Eye474 Simplified Schematic  Eye475 Reduced Eye475

Radii of surfaces (mm) Anterior cornea 7.80 7.80 5.55
 Posterior cornea 6.50 - -
 Anterior lens 10.20 10.00 -
 Po st erior lens –6.00 –6.00 -
    -

Distances from anterior
cornea (mm) Posterior cornea 0.55 - -
 Anterior lens 3.60 3.60 -
 Posterior lens 7.60 7.20 -
 Retina 24.20 23.90 -
    
 1st principal point P 1.59 1.55 0
 2nd principal point P´ 1.91 1.85 0
 1st nodal point N 7.20 7.06 5.55
 2nd nodal point N´ 7.51 7.36 5.55
 1st focal point F –15.09 –14.99 –16.67
 2nd focal point F´ 24.20 23.90 22.22

Refractive indices Cornea 1.3771 - 4/3
 Aqueous humour 1.3374 1.333 4/3
 Lens 1.4200 1.416 4/3
 Vitreous humour 1.3360 1.333 4/3

(a)
F PP′ N′ F′N

(b)
F PP′ N′ F′N

(c)

10 0
mm

10 20

F P P′ N′ F′N

FIGURE 24 Examples of paraxial eye models of 
the human eye. In each case F,F ′; P,P ′; N,N ′ represent 
the first and second focal, principal, and nodal points 
respectively. (a) Unaccommodated schematic eye with 
four refracting surfaces. (Le Grand and El Hage.474) 
(b) Simplified schematic eye with three refracting sur-
faces. (Emsley.475) (c) Reduced eye with a single refracting 
surface. (Emsley.475) Note that progressive reduction in 
the number of surfaces used in the model produces only 
minor changes in the positions of the cardinal points. 
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Wide-Angle Models

Following gradual advances in our knowledge of the form of the aspheric surfaces of the cornea and lens, 
together with the lenticular gradients of refractive index, several authors have produced sophisticated 
wide-angle eye models and have attempted to validate them by comparing the model predictions with 
the off-axis aberrations of real eyes.478–487 It is of interest that a very simple reduced eye model with a single 
aspheric refracting surface and a suitably placed pupil (the “Indiana Eye”) can simulate the chromatic, 
spherical, and oblique astigmatic aberrations typically found in real eyes.488–491

As yet, none of these models is completely successful, but progressive refinement in the experi-
mental data should lead to corresponding improvements in the modeling of the eye’s overall optical 
performance. Since, as discussed earlier, there are wide variations in both the on- and off-axis per-
formance of individual eyes, it may be that “personalized” eye models, incorporating parameters as 
measured for the particular eye, will eventually prove to be of greatest value for use in predicting the 
outcomes of refractive surgery.

1.9 TWO EYES AND STEREOPSIS

Although binocular vision confers a variety of advantages, ranging from an extension of the field of 
view to a lowering of contrast thresholds,492 attention here will be largely confined to its relevance 
for stereopsis and stereoscopic instruments. The relationship between the typical monocular and 
the binocular fields within which stereopsis can occur is shown in Fig. 25.

Just as the second-order wavefront errors (ocular refractions) of the two eyes are usually broadly 
similar, recent evidence suggests that the higher-order aberrations tend to show mirror symmetry 
between the two eyes:128–132,286,493 cone directionality (SCE I) also appears to be mirror symmetric.494 
In cases where marked interocular differences in image quality occur, it is possible that the brain can 
make selective use of the better of the two retinal images under any particular set of observing con-
ditions due to some form of probability summation. Certainly the apparently drastic technique of 
monovision contact or intraocular lens correction, in which one eye of a presbyopic observer receives 
a distance correction and the other a near correction, appears to work well for many patients and to 
yield acceptable vision over a range of distances.495–497 It may be the studies of monocular perfor-
mance that can sometimes give an unduly pessimistic view of the optical information available under 
binocular conditions.
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FIGURE 25 Approximate horizontal angular extents 
of the monocular and binocular fields of vision. 
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Basics of Stereoscopic Acuity

Due to the lateral separation of the eyes in the head, the apparent angular separations of objects 
at differing distances are slightly different for the two eyes. The resultant disparities between the 
two retinal images can be used by the visual system to estimate the relative distances of the objects, 
although absolute judgment is usually much more dependent upon such monocular cues as per-
spective and size constancy.

In Fig. 26a, suppose that the observer can just detect that the two object points A and B lie at dif-
ferent distances, l and l + δl, respectively. Then the corresponding stereo acuity dq is given by:

 dq  = qR – qL = a1 – a2

Approximating all angles as being small [i.e., l   >> d l, p, where p is the lateral separation of the nodal 
points of the two eyes, or interpupillary distance (IPD)], and using the binomial expansion with 
omission of higher-order terms in d l yields:

 δθ δ
=

⋅p l

l2   or  δ δθ
l

l

p
=

⋅2

(20)

where dq is in radians. Thus the minimum detectable difference in object distance is directly pro-
portional to the square of the viewing distance and inversely proportional to the separation between 
the eyes (see, e.g., Schor and Flom498 for a more detailed analysis).

Figure 26b plots this approximate predicted value of the just-detectable difference in distance as a 
function of the distance l, on the assumption that p = 65 mm and dq  = 10 sec arc. Note that discrimi-
nation of depth becomes very poor at distances in excess of about 500 m.

The interpupillary distance (IPD) varies somewhat between individuals and population 
groups.499 Typical distributions for men and women are illustrated in Fig. 27. Values range between 
about 50 and 76 mm. In the real world, of course, binocular cues to distance are supplemented by 
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FIGURE 26 (a) Geometry of stereopsis. It is assumed that points A and B can just 
be discriminated in depth. (b) Theoretical just discriminable distance d l as a function of 
the object distance l for the assumed values of p and dq indicated. 
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a variety of monocular cues such as perspective, overlay (interposition), size constancy, texture, 
motion parallax, etc.500

For any observer, dq varies with such parameters as the target luminance and angular distance 
from fixation, and the observation time allowed (e.g., Refs. 501–504), being optimal close to fixa-
tion, with high luminance and extended observation times.505 Values also vary with the nature of the 
task involved. Clinical tests of stereoacuity (e.g., Refs. 506 and 507) which are usually carried out at a 
distance of 40 cm and are calibrated for an assumed IPD, p, of 65 mm, typically yield normal stereoa-
cuities of about 20 to 40 sec arc (see Fig. 28).508 Two- or three-needle509 or similar tests carried out at 
longer distances usually give rather smaller values, of around 5 to 10 sec arc.
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Stereoscopic and Related Instruments

The stereoscopic acuity of natural viewing can be enhanced both by extending the effective IPD 
from p to Np with the aid of mirrors or prisms and by introducing transverse magnification M 
into the optical paths before each eye. This nominally has the effect of changing the just-detectable 
distance to

 δ δθ
l

l

MNp
=

⋅2

 (21)

although in practice this improvement in performance is not always fully realized. Such changes will 
in general vary the spatial relationships in the perceived image, so that the object appears as having 
either enhanced or reduced depth in proportion to its lateral scale. If, for example, the magnification 
M is greater than one but N is unity, the object appears nearer but foreshortened. Simple geometri-
cal predictions of such effects are, however, complicated by a variety of factors such as the reduced 
depth-of-field of magnifying system (see, e.g., Refs. 501, 510–512).

As a result of the range of IPD values encountered among different potential users (Fig. 27), it is 
important that adequate adjustment of IPD be provided (preferably covering 46 to 78 mm), with a 
scale so that users can set their own IPD. Convergence should be appropriate to the distance at which 
the image is viewed, that is, the angle between the visual axes should be approximately 3.7 deg for each 
diopter of accommodation exercised.513

Tolerances in Binocular Instrumentation 
and the Problem of Aniseikonia

In the foregoing, it has been assumed that the images available to the two eyes can be successfully 
fused to yield full binocular vision. Although this does not demand exact alignment of the two 
images, since, for example, horizontal misalignment can be compensated for by appropriate con-
vergence or divergence between the visual axes of the user’s eyes, such compensation is only possible 
over a limited range. Several authors have suggested instrumental tolerances appropriate to different 
circumstances (particularly duration of use) for vertical misalignment, convergence error, divergence 
error, magnification difference, and rotation in the images presented to the eyes by binocular instru-
ments (see, e.g., Refs. 513–515 for reviews). Recommended tolerances on divergence and vertical
misalignment (usually around 3 to 10 min arc) are smaller than those on convergence (around 10 to 20 
min arc). These tolerances relate to the eyes: evidently if, for example, an afocal binocular instrument 
provides lateral magnification, the tolerances on the alignment of the tubes of the right- and left-eye 
optical systems will be reduced accordingly. Cyclofusion to compensate for relative image rotation is 
difficult to maintain on a sustained basis: any tolerance is independent of magnification.

Particular interest attaches to the possibility of a magnification difference between the two images 
(aniseikonia).516 In practice, such magnification differences are probably most likely to occur as a 
result of refractive spectacle corrections in patients with markedly different refractions in the two eyes 
(anisometropia).517 Strictly speaking we are not concerned with the retinal images as such but with the 
corresponding perceived images, since it is possible that these may differ in size as a result of neural 
as well as purely optical factors. It is conventional to express the relevant magnification differences in 
percentage terms. As a rough guide, magnification differences less than 1 percent usually present no 
problems and those greater than 5 percent often make it difficult to maintain fusion, leading to dip-
lopia or suppression. It is the range between about 1 and 5 percent of perceived size difference where 
disturbing problems in spatial perception may arise but binocular vision is still possible. These may 
in turn lead to symptoms such as eyestrain, nausea, and headaches.

In eyes demanding a correction for both spherical and astigmatic errors, size differences may vary 
in different meridians, depending upon the axes of the correcting cylinders. The spatial distortions 
resulting from horizontal and vertical size differences are different in nature but, in general, objects 
may appear tilted and unpleasant instabilities in the perception of space may arise as the head or eyes 
turn. To give a rough estimate of the conditions under which significant aniseikonia may occur, we 
make use of the crude approximation that the spectacle magnification, expressed in percentage terms
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is about 100aF, where a mm is the distance of the spectacle lens from the eye and F diopter is its 
power. Thus the spectacle magnification is around 1.5 percent per diopter (positive for converging 
lenses, negative for diverging lenses). Thus, with a spectacle correction, problems may begin to arise 
even with quite modest degrees of anisometropia: these are reduced with contact lenses,518 which 
give much lower spectacle magnification since a ≈ 0. Even for ametropic patients without significant 
anisometropia, size differences will arise if one eye is corrected with, for example, corneal refractive 
surgery and the other with a spectacle lens. Similarly, correction of one eye with an intraocular 
lens following cataract surgery while the other eye remains spectacle corrected may also cause 
difficulties.516 Methods for measuring aniseikonia and for its control are discussed in Refs. 516 and 517; 
fortunately many patients adapt to modest image size differences.

1.10 MOVEMENTS OF THE EYES

Movements of the eyes are of significance in relation to visual optics from two major points of 
view. First, since under photopic conditions both optical and neural performance are optimal on 
the visual axis, the eye movement system must be capable of rapidly directing the eyes so that the 
images of the detail of interest fall on the central foveas of both eyes, where visual acuity is highest 
(gaze shifting leading to fixation). A scene is explored through a series of such fixational movements 
(saccades) between different points within the field.519,520 Second, the system must be capable of 
maintaining the images on the two foveas both when the object is fixed in space (gaze holding) and, 
ideally, when it is moving. Any lateral movement of the images with respect to the retina is likely to 
result in degraded visual performance, due to the limited temporal resolution of the visual system 
and the falloff in acuity with distance from the central fovea.

These challenges to the eye movement control system are further complicated by the fact that 
the eyes are mounted in what is, in general, a moving rather than a stationary head. Movements 
of the eyes therefore need to be linked to information derived from the vestibular system or laby-
rinth of the inner ear, which signals rotational and translational accelerations of the head. The 
compensatory vestibulo-ocular responses take place automatically (i.e., they are reflex movements) 
whereas the fixational changes required to foveate a new object are voluntary responses. Details of 
the subtle physiological mechanisms which have evolved to meet these requirements will be found 
in Refs. 521–524.

Basics

Each eye is moved in its orbit by the action of three pairs of extraocular muscles attached to the out-
side of the globe. Their action rotates the eye about an approximate center of rotation lying some 
13.5 mm behind the cornea, although there is in fact no unique fixed point within the eye or orbit 
around which the eye can rotate to all possible positions that it can assume.521,523 In particular, the 
“center of rotation” for vertical eye movements lies about 2 mm nearer the cornea than that for hor-
izontal eye movements (mean values 12.3 mm and 14.9 mm, respectively).525

Although the two eyes can scan a field extending about 45 deg in all directions from the straight-
ahead or primary position, in practice eye movements rarely exceed about 20 deg, fixation on more 
peripheral objects usually being achieved by a combination of head and eye movements.

If the angle between the two visual axes does not change during the movement, the latter is 
described as a version (or conjugate) movement. However, the lateral separation of the eyes in the 
head implies the need for an additional class of movements to cope with the differing convergence 
requirements of objects at different distances. These movements, which involve a change in the 
angle between the visual axes, are called vergence (or disjunctive) movements. Fixational changes 
may in general involve both types of movement, which appear to be under independent neurological 
control.526
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Characteristics of the Movements

The version movements involved in bringing a new part of the visual field onto the fovea (saccades) 
are very rapid, being completed in around 100 ms with angular velocities often reaching more than 
700 deg/s, depending upon the amplitude of the movement527,528 (see Fig. 29a): the saccadic latency is 
about 200 ms.529 Note that the larger saccades tend initially to be inaccurate. Interestingly, it appears 
that during the saccade, when the image is moving very rapidly across the retina, vision is largely, 
although not completely, suppressed. This saccadic suppression (or perhaps, more appropriately, 
saccadic attenuation) results in, for example, the retinal thresholds for brief flashes of light being 
elevated, the elevation commencing some 30 to 40 ms before the actual saccadic movement starts. 
The subject is normally unaware of this temporary impairment of vision and the exact mechanisms 
responsible for it remain controversial,522,529 although an explanation may lie in the masking effect 
of the clear images available before and after the saccade.530

Smooth voluntary pursuit movements of small targets which are moving sinusoidally in a hori-
zontal direction are accurate at temporal frequencies up to a few hertz. Their peak velocities range up 
to about 25 deg/s. In practice, when a small moving target is tracked, the following movements usu-
ally consist of a mixture of smooth movements and additional corrective saccades (e.g., Ref. 531; see 
Fig. 29b). With repetitive or other predictable stimuli, tracking accuracy tends to improve markedly 
with experience, largely through the reduction of the phase lag between target and eye.
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FIGURE 29 (a) Time course of saccades of different 
sizes. (After Robinson.527) The traces have been superimposed 
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When the image of a substantial part of the visual field moves uniformly across the retina, the eyes 
tend to rotate in a following movement to approximately stabilize the retinal image, until eventu-
ally the gaze is carried too far from the primary position, when a rapid anticompensatory flick-back 
occurs. Thus a continuously moving visual scene, such as the view from a train, causes a series of slow 
following movements and fast recoveries, so that a record of the eye movements takes a quasi-regular 
sawtooth form. At slow object speeds, the angular velocity of the slow phase is close to that of the field, 
but as the field velocity rises, greater lags in eye velocity occur, until at about 100 deg/s the following 
movements break down. Although this optokinetic nystagmus is basically a reflex, it can be influenced 
by any instructions given to the subject.

The angular speeds of the vergence eye movements (about 5 to 10 deg/s per degree of vergence532) 
are usually described as being much lower than those for version movements. However, studies with 
more natural 3-D targets suggest that it is possible for speeds to be much higher (up to 200 deg/s for 
35-deg vergence movements533,534). Vergence movements typically follow a quasi-exponential course 
with a time constant of about 300 ms. Their latency is about 200 ms. Although the primary stimulus 
for vergence movements is disparity, that is, the difference in position of the images in the two eyes 
with respect to their foveas, vergence movements can also be driven by accommodation (see “The 
Accommodation Response”) and by perceptual factors such as perspective in line drawings.535

The vergence system is primarily designed to cope with the differences in the directions of the 
visual axes of the two eyes which arise from their horizontal separation in the head. However, some 
vertical vergence movements and relative torsional movements about the approximate direction of 
the visual axis can also occur. Such fusional movements can compensate for corresponding small 
relative angular misalignments in the eyes or in the optical systems of binocular or biocular instru-
ments. The maximum amplitude of these movements is normally small (about 1 deg for vertical 
movements and a few degrees for cyclofusional movements, see, e.g., Ref. 336). They also take longer 
to complete than horizontal vergence movements (some 8 to 10 s as compared to about 1 s). Due to 
the limited effectiveness of vertical and torsional vergence movements, it is typically recommended 
that in instruments where the two eyes view an image through separate optical systems a 10 min 
arc tolerance be set for vertical misalignment and a 30 min arc limit be set for rotational differences 
between the two images (see “Tolerances in Binocular Instrumentation”).

Stability of Fixation

When an observer attempts to maintain fixation on a stationary target, it is found that the eyes are 
not steady, but that a variety of small-amplitude movements occur. These miniature eye movements 
can be broken down into three basic components: tremor, drift, and microsaccades. The frequency 
spectrum of the tremor falls essentially linearly with the logarithm of the frequency above 10 Hz, 
extending to about 200 Hz.537 The amplitude is small (probably less than the angle subtended 
at the nodal point of the eye by the diameter of the smallest foveal cones, i.e., about 24 sec arc). 
Drift movements are much larger and slower, with amplitudes of about 2 to 5 min arc at velocities 
around 4 min/s.538 The errors in fixation brought about by the slow drifts (which are usually disas-
sociated in the two eyes) are corrected microsaccades: these are correlated in the two eyes. There 
are large intersubject differences in both mean microsaccade amplitude (from 1 to 23 min arc) and 
intersaccadic interval (from about 300 ms to 5 s),539 which probably reflect voluntary control under 
experimental conditions.

The overall stability of fixation can be illustrated by considering the statistical variation in the 
point of fixation (Fig. 30).540,541 For most of the time the point of regard lies within a few minutes of 
arc of the target. Although it has been suggested that these small eye movements could have some role 
in reducing potential aliasing problems,542 experiments measuring contrast sensitivity for briefly 
presented interference fringes on the retina suggest that this is unlikely.543 Interestingly, when a suit-
able optical arrangement is used to counteract these small changes in fixation and stabilize the image 
on the retina, the visual image may fragment or even disappear completely,538 so that these small 
movements are important for normal visual perception. Fincham’s suggestion381 that small eye move-
ments  are of importance to the ability of the eye to respond correctly to a change in accommodation 
stimulus has never been properly explored.
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1.11 CONCLUSION

Recent years have seen considerable advances in our understanding of the aberrations of the eye and 
their dependence on factors such as pupil size, age, and field angle. The refractive index distribution 
of the lens remains to be fully elucidated, although substantial progress has been made. In general, 
it appears that the optical characteristics of the eye are such that the natural retinal image quality 
under different conditions of lighting, field, and age is well matched to the corresponding needs of 
the neural parts of the visual system. Those aberrations which are present may well be useful in such 
roles as guidance of the accommodation response, expansion of the depth-of-focus, and control of 
aliasing.
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2.1 GLOSSARY

 A amplitude

 a interpupillary distance

 Ap effective area of the entrance pupil

 C contrast

 co maximum concentration of photopigment

 d horizontal disparity

 de distance from the image plane to the exit pupil of an optical system

 dq average disparity between two points and the convergence point

 E(l) photopic spectral illuminance distribution

 Ee(l) spectral irradiance distribution

 f spatial frequency of a sinusoid

 Io half-bleaching constant

 Jo maximum photocurrent

 l length of outer segment

 L(l) photopic spectral luminance distribution

 Le(l) spectral radiance distribution

 m magnifi caton of the exit pupil relative to the actual pupil

 N total effective photons absorbed per second

 nr index of refraction of the media where the image plane is located

 n(l) spectral photon-fl ux irradiance distribution

 p proportion of unbleached photopigment

 to time constant of photopigment regeneration

 t(l) transmittance function of the ocular media

 V(l) standard photopic spectral sensitivity function of the human visual system
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 a(l) absorptance spectrum

 ΔC contrast increment or decrement

 Δf frequency increment or decrement

 Δz distance between any pair of points in the depth dimension

 e retinal eccentricity

 e(l) extinction spectrum

 q convergence angle of the eyes

 q orientation of a sinusoid

 k collection area, or aperture, of a photoreceptor

 l wavelength of the light in a vacuum

 x isomerization effi ciency

 Σ covariance matrix for a gaussian noise process

 so half-saturation constant

 t time interval

 topt optimum time interval

 Φ(·) cumulative standard normal probability function
φ  phase of a sinusoid

2.2 INTRODUCTION

Physiological optics concerns the study of (1) how images are formed in biological eyes, (2) how 
those images are processed in the visual parts of the nervous system, and (3) how the properties of 
image formation and neural processing manifest themselves in the perceptual performance of the 
organism. The previous chapter reviewed image formation; this chapter briefly describes the neural 
processing of visual information in the early levels of the human visual system, and summarizes, 
somewhat more extensively, what is known about human visual performance.

An enormous amount of information about the physical environment is contained in the 
light reaching the cornea of the eye. This information is critical for many of the tasks the human 
observer must perform, including identification of objects and materials, determination of the 
three-dimensional structure of the environment, navigation through the environment, prediction of 
object trajectories, manipulation of objects, and communication with other individuals. The perfor-
mance of a human observer in a given visual task is limited by the amount of information available 
in the light at the cornea and by the amount (and type) of information encoded and transmitted 
by the successive stages of visual processing. This chapter presents a concise description of visual 
performance in a number of fundamental visual tasks. It also presents a concise description of the 
physiological and psychological factors believed to underlie performance in those tasks. Two major 
criteria governed the selection of the material to be presented. First, we attempted to focus on quanti-
tative data and theories that should prove useful for developing rigorous models or characterizations 
of visual performance. Second, we attempted to focus on data and theories that have a firm empirical 
basis, including at least some knowledge of the underlying biological mechanisms.

2.3 OPTICS, ANATOMY, PHYSIOLOGY OF THE 
VISUAL SYSTEM

Image Formation

The processing of visual information begins with the optics of the eye, which consists of three major 
components: the cornea, pupil, and lens. The optical components are designed to form a sharp 
image at the layer of the photoreceptors in the retina. Neil Charman (Chap. 1) discusses many of 
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the details concerning how these optical components affect image quality. We briefly describe a few 
of the most useful formulas and methods for computing the approximate size, location, quality, and 
intensity of images formed at the photoreceptors. Our aim is to provide descriptions of image 
formation that might prove useful for developing models or characterizations of performance in 
perceptual tasks.

The sizes and locations of retinal images can be found by projecting points on the objects along 
straight lines through the image (posterior) nodal point until they intersect the retinal surface. The 
intersections with the retinal surface give the image locations corresponding to the points on the 
objects. The angles between pairs of projection lines are visual angles. Image locations are usu-
ally described in terms of the visual angles that projection lines make with respect to a reference 
projection line (the visual axis), which passes through the nodal point and the center of the fovea. 
The radial visual angle between a projection line from an object and the visual axis is the object’s 
eccentricity. Image sizes are often described by the visual angles between key points on the object. 
For purposes of computing the size and location of images, it is usually sufficient to use a simplified 
model of the eye’s optics, such as the reduced eye, which consists of a single spherical refracting surface 
(radius of curvature = 5.5 mm) and a retinal surface located 16.7 mm behind the nodal point (see 
Fig. 2c, Chap. 1).

A general method for computing the quality of retinal images is by convolution with a point-
spread function h(x, y). Specifically, if o(x, y) is the luminance (or radiance) of the object, and i(x, y)
is the image illuminance (or irradiance), then

i x y o x y h x y( , ) ( , ) ( , )= ∗∗  (1)

where ∗∗ represents the two-dimensional convolution operator. The shape of the point-spread func-
tion varies with wavelength and with retinal location. The precise way to deal with wavelength is 
to perform a separate convolution for each wavelength in the spectral luminance distribution of 
the object. In practice, it often suffices to convolve with a single point-spread function, which is 
the weighted average, across wavelength, of the monochromatic point-spread functions, where the 
weights are given by the shape of the spectral luminance distribution. To deal with retinal location, 
one can make use of the fact that the human point-spread function changes only gradually with 
retinal eccentricity out to about 20 deg;1 thus, a large proportion of the visual field can be divided 
into a few annular regions, each with a different point-spread function.

Calculation of the point-spread function is normally accomplished by finding the transfer 
function, H(u, v).2,3 (The point-spread function can be obtained, if desired, by an inverse Fourier 
transform.) The transfer function is given by the autocorrelation of the generalized pupil function 
followed by normalization to a peak value of 1.0:

T u v p x y e p x y eiW x y iW x y( , ) ( , ) ( , ) |( , , ) ( , , )= ⊗⊗ −λ λ
xx d mn u y d mn ve r e r= =( / ) , ( / )λ λ  (2)

H u v
T u v

T
( , )

( , )

( , )
=

0 0
 (3)

where l is the wavelength of the light in a vacuum, nr is the index of refraction of the media where 
the image plane is located, de is the distance from the image plane to the exit pupil of the optical sys-
tem, and m is the magnification of the exit pupil relative to the actual pupil. The generalized pupil 
function is the product of the simple pupil function, p(x, y) (transmittance as a function of position 
within the actual pupil), and the aberration function, eiW(x,t,l). The exit pupil is the apparent pupil, 
when viewed from the image plane. The size of and distance to the exit pupil can be found by ray-
tracing a schematic eye. For the Le Grand eye, the relevant parameters are approximately as follows: 
m = 1.03, de = 20.5 mm, and n = 1.336. Average values of the monochromatic and chromatic aberra-
tions are available (see Chap. 1) and can be used as estimates of W(x, y, l).

Equation (3) can be used to compute approximate point-spread functions (and hence image 
quality) for many stimulus conditions. However, for some conditions, direct measurements 
(or psychophysical measurements) of the point-spread function are also available (see Chap. 1), 
and are easier to deal with. For broadband (white) light and a well-accommodated eye, the axial 
point-spread functions directly measured by Campbell and Gubisch4 are representative. A useful set 
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of monochromatic point-spread functions was measured at various eccentricities by Navarro et al.1

These point-spread functions can be used directly in Eq. (1) to compute approximate image quality.
The approximate retinal irradiance for extended objects is given by the following formula:

E
A

L te

p

e( )
.

( ) ( )λ λ λ=
278 3

 (4)

where Ee(l) is the retinal spectral irradiance distribution (watts · m−2 · nm−1), Le(l) is the spectral 
radiance distribution of the object (watts · m−2 · sr−1 · nm−1), t(l) is the transmittance of the ocular 
media (see Chap. 1), and Ap is the effective area of the entrance pupil (mm2). [Note, Ap = ∫∫ p(x/m′,
y/m′) dx dy, where m′ is magnification of the entrance pupil relative to the actual pupil; the entrance 
pupil is the apparent size of the pupil when viewed from outside the eye.]

Photopic retinal illuminance, E(l) (candelas · nm−1), is computed by an equivalent formula 
where the spectral radiance distribution, Le(l), is replaced by the spectral luminance distribution, 
L(l) (candelas · m−2 · nm−1), defined by

L V Le( ) ( ) ( )λ λ λ= 683  (5)

where V(l) is the standard photopic spectral sensitivity function of the human visual system.5

In theoretical calculations, it is often useful to express light levels in terms of photon flux rather 
than in terms of watts. The photon-flux irradiance on the retina, n(l) (quanta · sec−1 · deg−2 · nm−1)
is computed by multiplying the retinal irradiance, Ee(l), by 8.4801 × 10−8 which converts m2 to deg2

(based upon the reduced eye), and by l/ch which converts watts into quanta/sec (where c is the speed 
of light in a vacuum, and h is Planck’s constant). Thus,

n A L tp e( ) . ( ) ( )λ λ λ λ= ×1 53 106  (6)

and, by substitution of Eq. (5) into Eq. (6),

n A
L

V
tp( ) .

( )

( )
( )λ λ

λ
λ λ= ×2 24 103  (7)

Most light-measuring devices report radiance, Le(l), or luminance, L(l); Eqs. (6) and (7) allow 
conversion to retinal photon-flux irradiance, n(l). For more details on the calculation of retinal 
intensity, see Wyszecki and Stiles.5

Image Sampling by the Photoreceptors

The image formed at the receptor layer is described by a four-dimensional function n(x, y, t, l), 
which gives the mean photon-flux irradiance (quanta · sec−1 · deg2 · nm−1) as a function of space 
(x, y), time (t), and wavelength (l). This four-dimensional function also describes the photon noise 
in the image. Specifically, photon noise is adequately described as an inhomogeneous Poisson pro-
cess; thus, the variance in the number of photons incident in a given interval of space, time, and 
wavelength is equal to the mean number of photons incident in that same interval.

The photoreceptors encode the (noisy) retinal image into a discrete representation in space and 
wavelength, and a more continuous representation in time. The image sampling process is a crucial 
step in vision that can, and often does, result in significant information loss. The losses occur because 
physical and physiological constraints make it impossible to sample all four dimensions with suf-
ficiently high resolution.

As shown in the schematic diagram in Fig. 1, there are two major types of photoreceptors: rods 
and cones. They play very different functional roles in vision; rods subserve vision at low light levels 
and cones at high light levels. There are three types of cones, each with a different spectral sensitivity 
(which is the result of having different photopigments in the outer segment). The “long” (L), “middle” 
(M), and “short” (S) wavelength cones have peak spectral sensitivities at wavelengths of approxi-
mately 570, 540, and 440 nm, respectively. Information about the spectral wavelength distribution of 



VISUAL PERFORMANCE  2.5

Rods

Cones

Rod amacrine

On center

Rod bipolar

Amacrine

Horizontal

Invaginating
cone

bipolar

Off center

Inner plexiform layer

Flat cone bipolar

Outer plexiform layer

Ganglion cells

FIGURE 1 Schematic diagram of the retinal neurons and their major synaptic connections. Note that rods, rod 
bipolar cells, and rod amacrine cells are absent in the fovea. (From Ref. 263.)
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the light falling on the retina is encoded by the relative activities of the L, M, and S cones. All rods have 
the same spectral sensitivity (and the same photopigment), peaking at about 500 nm.

The quality of spatial, temporal, and wavelength information encoded by the photoreceptors 
depends upon: (1) the spatial distribution of the photoreceptors across the retina, (2) the efficiency 
with which individual photoreceptors absorb light at different wavelengths (the absorptance spectrum), 
(3) the area over which the individual photoreceptors collect light (the receptor aperture), and (4) the 
length of time over which the individual photoreceptors integrate light.

The spatial distribution of cones and rods is highly nonuniform. Figure 2a shows the typical den-
sity distribution of rod and cone photoreceptors across the retina (although there are individual dif-
ferences; e.g., see Ref. 6). Cone density decreases precipitously with eccentricity; rods are absent in 
the fovea and reach a peak density at 20 deg. If the receptor lattice were perfectly regular, the highest 
unambiguously resolvable spatial frequency (the Nyquist limit), would be half the linear density 
(in cells · deg−1). Under normal viewing conditions, the Nyquist limit does not affect vision in the 
fovea because the eye’s optics eliminate spatial frequencies at and above the limit. However, the 
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presentation of interference fringes (which avoid degradation by the eye’s optics) yields visible spatial 
aliasing for spatial frequencies above the Nyquist limit.7–9

The densities and retinal distributions of the three cone types are quite different. The S cones 
form a rather regular lattice comprising less the 2 percent of cones in the central fovea and some-
what less than 10 percent of the cones elsewhere;10–12 they may be absent in the central 20′ to 25′ of 
the fovea.13 It is much more difficult to distinguish individual L and Μ cones anatomically, so their 
densities and distributions are less certain. Psychophysical evidence indicates that the ratio of L to Μ
cones is approximately 2:1,14,15 but the available physiological data in monkey suggest a ratio closer 
to 1:1.16,17

From the Beer-Lambert law, the absorptance spectrum of a receptor depends upon the concentra-
tion of the photopigment, co p, in the receptor outer segment, the length of the outer segment, l, and 
the extinction spectrum, e(l), of the photopigment,

α λ ε λ( ) ( )= − −1 10 lc po  (8)

where co is the concentration of photopigment in the dark-adapted eye and p is proportion of 
unbleached photopigment. The specific absorptance spectra for the different classes of receptor are 
described in Chap. 11 by Andrew Stockman and David H. Brainard. At the peak wavelength, the photo-
receptors absorb approximately 50 percent of the incident photons (although there are some varia-
tions with eccentricity).

Because of photopigment bleaching and regeneration processes within the photoreceptor, the 
absorption spectra of the photopigments change depending upon the history of photon absorp-
tions. For example, prolonged exposure to high intensities depletes a significant fraction of the avail-
able photopigment, reducing the overall optical density. Reflection densitometry measurements18–20

have shown, to first approximation, that the proportion p of available photopigment at a given point 
in time is described by a first-order differential equation:

dp

dt

n

lc

p

t

lc p

o o

o

= − +
−−( ) ( )( )λ ξ ε λ1 10 1

 (9)

where n(l) is the photon-flux irradiance distribution (quanta · sec−1 · deg−2 · nm−1), to is the exponential 
time constant of regeneration, and x is the isomerization efficiency (which is believed to be near 1.0). 
For broadband light, Eq. (9) simplifies and can be expressed in terms of retinal illumination:19

dp

dt

Ip

Q

p

te o

= − +
−( )1

 (10)

where I is the retinal illumination (in trolands∗) and Qe is the energy of a flash (in troland · sec)
required to reduce the proportion of unbleached photopigment to 1/e. For the cone photopigments, 
the time constant of regeneration is approximately 120 sec, and Qe (for broadband light) is approxi-
mately 2.4 × 106 troland · sec. For rods, the time constant of regeneration is approximately 360 sec, 
and Qe is approximately 1.0 × 107 scotopic troland · sec. Equation (10) implies that the steady-state 
proportion of available photopigment is approximately

p I
I

I I
o

o

( ) =
+

 (11)

where Io = Qe/to. (Io is known as the half-bleaching constant.) Equation (11) is useful when comput-
ing photon absorptions at high ambient light levels; however, photopigment bleaching is not signifi-
cant at low to moderate light levels. Equation (7) also implies that bleaching and regeneration can 
produce changes in the shapes of the absorptance spectra (see Chap. 10).

The lengths of the photoreceptor outer segments (and hence their absorptances) change with 
eccentricity. Figure 2b shows that the cone outer segments are longer in the fovea. Rod outer segments 
are approximately constant in length. If the dark-adapted photopigment concentration, co, is constant 

∗The troland is defined to be the retinal illumination produced by viewing a surface with a luminance of 1 cd/m2 through a 
pupil with an area of 1 mm2.
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in a given class of photoreceptor (which is likely), then increasing outer segment length increases the 
amount of light collected by the receptor (which increases signal-to-noise ratio).

The light collection area of the cones is believed to be approximately 70 to 90 percent of the cross-
sectional area of the inner segment at its widest point (see Fig. 1), although direct measurements 
are not available (see Refs. 21 and 22). The collection area of the rod receptors is equal to the cross-
sectional area of the inner and outer segments (which is the same). Figure 2c plots inner-segment 
diameter as a function of eccentricity for cones and rods. As can be seen, the cone aperture increases 
with eccentricity, while the rod aperture is fairly constant. Increasing the cone aperture increases the 
light collected (which increases signal-to-noise ratio), but slightly reduces contrast sensitivity at high 
spatial frequencies (see later).

The data and formulas above [Eqs. (6) to (10)] can be used to compute (approximately) the total 
effective photons absorbed per second, N, in any receptor, at any eccentricity:

N n d= ∫κξα λ λ λ( ) ( )  (12)

where k is the collection area, or aperture, of the receptor (in deg2).
Photons entering through the pupillary center have a greater chance of being absorbed in the 

cones than photons entering through the pupillary margins. This phenomenon, known as the 
Stiles-Crawford effect, can be included in the above calculations by modifying the pupil function 
[Eqs. (3) and (4); also see Chaps. 1 and 8]. We also note that the cones are oriented toward the exit 
pupil.

The temporal response properties of photoreceptors are more difficult to measure than their spa-
tial integration properties. Figure 3 shows some physiological measurements of the photocurrent 
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responses of primate (macaque) rods and cones at low and moderate light levels.23 Rods integrate pho-
tons over a substantially longer duration than cones do. In addition, rods produce reliable responses 
to single photon absorptions, but cones do not.

Photoreceptors, like all neurons, have a limited dynamic range. Direct recordings from recep-
tors in macaque have shown that the peak responses of photoreceptors to brief flashes of light are 
adequately described by either a modified Michaelis-Menton function

f z
J z

z
o

n

n
o
n

( ) =
+σ

 (13)

or an exponential function

f z Jo
zn

o
n

( ) ( )/= − −1 2 σ  (14)

where Jo is the maximum photocurrent, so is the half-saturation constant (the value of z that pro-
duces exactly half the maximum response), and n is an exponent that has a value near 1.0.17,24,25 As 
the above equations imply, the photoreceptors respond approximately linearly to transient intensity 
changes at low to moderate light levels, but respond nonlinearly (ultimately reaching saturation) at 
higher light levels. Recent electroretinogram (ERG) measurements suggest that the flash response of 
human photoreceptors is similar to those of the macaque.26

The nonlinear response saturation suggests that the receptors should not be able to encode high 
image intensities accurately (because any two intensities that saturate receptor response will be indis-
tinguishable). However, the cones avoid saturation effects under many circumstances by adjusting 
their gain (so) depending upon the ambient light level; the rods do not adjust their gain nearly as 
much. The gain adjustment is accomplished in a few ways. Photopigment depletion (see earlier) 
allows multiplicative gain changes, but only operates at very high ambient light levels. Faster-acting 
mechanisms in the phototransduction sequence are effective at moderate to high light levels.27 At this 
time, there remains some uncertainty about how much gain adjustment (adaptation) occurs within 
the cones.17,24,28

Retinal Processing

The information encoded by the photoreceptors is processed by several layers of neurons in the 
retina. The major classes of retinal neuron in the primate (human) visual system and their typical 
interconnections are illustrated schematically in Fig. 1. Although the retina has been studied more 
extensively than any other part of the nervous system, its structure and function are complicated 
and not yet fully understood. The available evidence suggests that the primate retina is divided into 
three partially overlapping neural pathways: a rod pathway, a cone parvo pathway, and a cone magno 
pathway (for reviews see Refs. 29–31). These pathways, illustrated in Fig. 4, carry most of the infor-
mation utilized in high-level visual processing tasks. There are other, smaller pathways (which will 
not be described here) that are involved in functions such as control of the pupil reflex, accommo-
dation, and eye movements. Although Fig. 4 is based upon the available evidence, it should be kept 
in mind that there remains considerable uncertainty about some of the connections.

Retinal Anatomy As indicated in Fig. 4, the photoreceptors (R, C) form electrical synapses (gap-
junctions) with each other, and chemical synapses with horizontal cells (H) and bipolar cells (RB, 
MB+, MB−, DB+, DB−). The electrical connections between receptors are noninverting∗ and hence 
produce simple spatial and temporal summation. The dendritic processes and the axon-terminal 
processes of the horizontal cells provide spatially extended, negative-feedback connections from 
cones onto cones and from rods onto rods, respectively. It is likely that the horizontal cells play an 
important role in creating the surround response of ganglion cells. Rod responses probably do not 
influence cone responses (or vice versa) via the horizontal cells.

∗By noninverting we mean that changes in the response of the presynaptic neuron, in a given direction, produce changes in 
the response of the postsynaptic neuron in the same direction.
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In the rod pathway, rod bipolar cells (RB) form noninverting chemical synapses with amacrine
cells (AII, A). The rod amacrine cells (AII) form electrical (noninverting) synapses with the on-center
bipolar cells (MB+, DB+), and form chemical (inverting) synapses with off-center bipolar cells 
(MB−, DB−) and with off-center ganglion cells (PG−, MG−). Other amacrine cells (A) form recip-
rocal negative-feedback connections to the rod bipolar cells.

In the cone pathways, on-bipolar cells (MB+, DB+) form chemical synapses with amacrine cells 
(A) and with on-center ganglion cells (PG+, MG+).∗ Off-bipolar cells (FMB, FDB) form chemical 
synapses with amacrine cells and off-center ganglion cells (PG−, MG−).

The ganglion cells are the output neurons of the retina; their myelinated axons form the optic 
nerve. In the fovea and parafovea, each Ρ ganglion cell (PG+ , PG−) forms synapses with only one 
midget bipolar cell (MB+ , MB−), and each midget bipolar cell forms synapses with only one cone; 

Rod pathway Noninverting chemical

Noninverting electrical
Many to many

One to one

Cone magno pathway

Cone parvo pathway

AIIA
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DB+ MB+
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H

Inverting chemical
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A

FIGURE 4 Schematic diagram of neural connections in the pri-
mate retina. R (rod), C (cone), H (horizontal cell), RB (rod bipolar), 
MB+ (midget on-bipolar), MB− (midget off-bipolar), DB+ (diffuse 
on-bipolar), DB− (diffuse off-bipolar), A (amacrine), AII (rod ama-
crine), PG+ (P or midget on-center ganglion cell), PG− (P or midget 
off-center ganglion cell), MG+ (M or parasol on-center ganglion cell), 
MG− (M or parasol off-center ganglion cell).

∗The parvo ganglion cells and magno ganglion cells are also referred to as midget ganglion cells and parasol ganglion cells,
respectively.
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however, each cone makes contact with a midget on-bipolar and a midget-off bipolar. Thus, the Ρ
pathway (in the fovea) is able to carry fine spatial information. Current evidence also suggests that 
the Ρ pathway carries most of the chromatic information (see Chap. 11). The Μ ganglion cells (MG+, 
MG−) form synapses with diffuse bipolar cells (DB+, DB−), and each diffuse bipolar cell forms syn-
apses with many cones. Thus, the Μ pathway is less able to carry fine spatial information. However, 
the larger spatial summation (and other boosts in gain) give the Μ pathway greater sensitivity to 
changes in contrast. Furthermore, the larger sizes of neurons in the Μ pathway provide somewhat 
faster responses and hence somewhat faster transmission of information.

Figure 2a shows the density of ganglion cells as a function of eccentricity in the human retina;32

for macaque retina, see Ref. 33. At each eccentricity, the Ρ cells (PG+, PG−) comprise approximately 
80 percent of the ganglion cells and the Μ cells (MG+, MG−) approximately 10 percent. Half the 
Ρ and Μ cells are on-center (PG+ and MG+) and half are off-center (PG− and MG−). Thus, the 
approximate densities of the four major classes of ganglion cells can be obtained by scaling the curve in 
Fig. 2a. As can be seen, ganglion cell density decreases more quickly with eccentricity than does cone 
density, but in the fovea there are at least 2 to 3 ganglion cells per cone (a reasonable assumption is 
that there are two Ρ cells for every cone). The Nyquist limit of the retina would appear to be set by the 
cone density in the fovea and by the ganglion cell density in the periphery.

Retinal Physiology Ganglion cells transmit information to the brain via action potentials propa-
gating along axons in the optic nerve. The other retinal neurons transmit information as graded 
potentials (although amacrine cells generate occasional action potentials). Much remains to be 
learned about exactly how the computations evident in the responses of ganglion cells are implanted 
within the retinal circuitry.∗

The receptive fields† of ganglion cells are approximately circular and, based upon their responses 
to spots of light, can be divided into a center region and an antagonistic, annular, surround region.34

In on-center ganglion cells, light to the center increases the response, whereas light to the surround 
suppresses the response; the opposite occurs in off-center ganglion cells.

For small to moderate contrast modulations around a steady mean luminance, most Ρ and Μ cells 
respond approximately linearly, and hence their spatial and temporal response properties can be use-
fully characterized by a spatiotemporal transfer function. The spatial components of the transfer 
function are adequately described as a difference of gaussian functions with separate space constants 
representing the center and surround;35–37 see Fig. 5a. The available data suggest that the surround 
diameter is typically 3 to 6 times the center diameter.37 The temporal components of the transfer 
function have been described as a cascade of simple feedback and feed-forward linear filters (e.g., 
Ref. 38; see Fig. 5b). There also appears to be a small subset of Μ cells that is highly nonlinear, similar 
to the Υ cells in cat.39

The response amplitude of Μ and Ρ cells as a function of sinewave contrast is reasonably well 
described by a Michaelis-Menton function [i.e., by Eq. (14)], but where z and sο are contrasts rather 
than intensities. As indicated by Fig. 5, the Μ ganglion cells are (over most spatial and temporal frequen-
cies) about 4 to 10 times more sensitive than the Ρ ganglion cells; in other words, sο is 4 to 10 times 
smaller in Μ cells than Ρ cells.

When mean (ambient) light level increases, the high-frequency falloffs of the temporal transfer 
functions of Μ and Ρ cells shift toward higher frequencies, corresponding to a decrease in the time 
constants of the linear filters.38,40 The effect is reduction in gain (an increase in sο), and an increase 
in temporal resolution.

Relatively little is known about how the spatial transfer functions of primate ganglion cells change 
with mean light level. In cat, the relative strength of the surround grows with mean luminance, but the 
space constants (sizes) of the center and surround components appear to change relatively little.41,42

∗In this subsection we describe the electrophysiology of Μ and Ρ cells. This description is based on a composite of data 
obtained from ganglion cells and geniculate cells. The response properties of Μ and Ρ ganglion cells and Μ and Ρ geniculate cells 
are very similar.

†The receptive field of a neuron is defined to be the region of the visual field (or, equivalently, of the receptor array) where
light stimulation has an effect on the response of the neuron.
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The major effect of increasing adaptation luminance is an increase in the magnitude of the low-
frequency falloff of the spatial transfer function.

The center diameters of both Ρ and Μ cells increase with eccentricity,42,43 roughly in inverse pro-
portion to the square root of ganglion-cell density (cf., Fig. 2a). However, the precise relationship 
has not been firmly established because of the difficulty in measuring center diameters of ganglion 
cells near the center of the fovea, where the optical point-spread function is likely to be a major 
component of center diameter.37

Central Visual Processing

Most of the information encoded in the retina is transmitted via the optic nerve to the lateral genic-
ulate nucleus (LGN) in the thalamus. The neurons in the LGN then relay the retinal information 
to the primary visual cortex (V1). Neurons in V1 project to a variety of other visual areas. Less is 
known about the structure and function of V1 than of the retina or LGN, and still less is known 
about the subsequent visual areas.

Central Anatomy The LGN is divided into six layers (see Fig. 6); the upper four layers (the parvocel-
lular laminae) receive synaptic input from the Ρ ganglion cells, the lower two layers (the magnocel-
lular laminae) receive input from the Μ ganglion cells. Each layer of the LGN receives input from 
one eye only, three layers from the left eye and three from the right eye. The LGN also receives input 
from other brain areas including projections from the reticular formation and a massive projection 
(of uncertain function) from layer 6 of V1. The total number of LGN neurons projecting to the 
visual cortex is slightly larger than the number of ganglion cells projecting to the LGN.

The segregation of Μ and Ρ ganglion cell afferents into separate processing streams at the LGN is 
preserved to some extent in subsequent cortical processing. The magnocellular neurons of the LGN 
project primarily to neurons in layer 4ca in V1, which project primarily to layer 4b. The neurons 
in layer 4b project to several other cortical areas including the middle-temporal area (MT) which 
appears to play an important role in high-level motion processing (for reviews see Refs. 44–46).
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FIGURE 5 Typical spatial and temporal contrast sensitivity functions of Ρ and Μ ganglion 
cells. (a) Spatial contrast sensitivity functions for sinusoidal gratings with a mean intensity of 
1400 td, drifting at 5.2 cps. The symbols are modulation thresholds for a uniform field flickering 
sinusoidally at 5.2 cps. The threshold criterion was approximately 10 extra impulses per second. 
(Adapted from Ref. 37.) (b) Temporal contrast sensitivity functions for drifting sinusoidal gratings 
with mean intensities of 4600 td (P cell) and 3600 td (M cell), and spatial frequencies of 3 cpd 
(P cell) and 1.6 cpd (M cell). The threshold criterion was approximately 10 extra impulses per 
second. (Adapted from Ref. 38.)
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The parvocellular neurons of the LGN project to layers 4a and 4cb in V1. The neurons in layers 4a 
and 4cb project to the superficial layers of V1 (layers 1, 2, and 3), which project to areas V2 and V3. 
Areas V2 and V3 send major projections to area V4 which sends major projections to IT (infero-
temporal cortex). The superficial layers of V1 also send projections to layers 5 and 6.

It has been hypothesized that the magno stream subserves crucial aspects of motion and depth 
perception and that the parvo stream subserves crucial aspects of form and color perception. 
However, current understanding of the areas beyond V1 is very limited; it is likely that our views of 
their functional roles in perception will change substantially in the near future. For reviews of corti-
cal functional anatomy see, for example, Refs. 46–49.

Central Physiology The receptive field properties of LGN neurons are quite similar to those of 
their ganglion-cell inputs.50–52 LGN neurons have, on average, a lower spontaneous response rate 
than ganglion cells, and are more affected by changes in alertness and anesthetic level, but otherwise 
display similar center/surround organization, and similar spatial, temporal, and chromatic response 
properties (however, see Ref. 53).
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FIGURE 6 Schematic diagram of a vertical section through the 
lateral geniculate nucleus and through striate cortex (V1) of the primate 
visual system. (Reproduced from Ref. 49.)
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The receptive-field properties of neurons in the primary visual cortex are substantially different 
from those in the retina or LGN; V1 neurons have elongated receptive fields that display a substantial 
degree of selectivity to the size (spatial frequency), orientation, direction of motion of retinal stimula-
tion, and binocular disparity.54–56 Thus, the probability that a cortical neuron will be activated by an 
arbitrary retinal image is much lower than for retinal and LGN neurons.

Each region of the visual field is sampled by cortical neurons selective to the full range of sizes, 
orientations, directions of motion, and binocular disparities. When tested with sinewave gratings, 
cortical neurons have a spatial-frequency bandwidth (full width at half height) of 1 to 1.5 octaves and 
an orientation bandwidth of 25 to 35 degrees.57,58 The number of neurons in area V1 is more than two 
orders of magnitude greater than the number of LGN neurons;59 thus, there are sufficient numbers 
of cortical neurons in each region of the visual field for their receptive fields to tile the whole spatial-
frequency plane transmitted from retina to cortex several times. However, the number of cortical cells 
encoding each region of the spatial-frequency plane is still uncertain. The temporal frequency tuning 
of V1 neurons is considerably broader than the spatial-frequency tuning with peak sensitivities mostly 
in the range of 5 to 10 cps.60 The direction selectivity of V1 neurons varies from 0 to 100 percent with 
an average of 50 to 60 percent.57∗ Early measurements of disparity tuning in primate suggested that 
cortical neurons fall into three major categories: one selective to crossed disparities, one selective to 
uncrossed disparities, and one tuned to disparities near zero.56 Recent evidence61 in agreement with 
evidence in cat cortex62,63 suggests a more continuous distribution of disparity tuning.

The chromatic response properties of V1 neurons are not yet fully understood.49 There is some 
evidence that discrete regions in the superficial layers of V1, called cytochrome oxidase “blobs,” con-
tain a large proportion of neurons responsive to chromatic stimuli;64 however, see Ref. 65.

The spatial-frequency tuning functions of cortical cells have been described by a variety of simple 
functions including Gabor filters, derivatives of gaussian filters, and log Gabor filters (e.g., Ref. 66). 
The temporal-frequency tuning functions have been described by difference of gamma filters. The 
full spatiotemporal tuning (including the direction-selective properties of cortical cells) has been 
described by quadrature (or near quadrature) pairs of separable spatiotemporal filters with spatial 
and temporal components drawn from the types listed above (e.g., Ref. 67).

Essentially all V1 neurons display nonlinear response characteristics, but can be divided into two 
classes based upon their nonlinear behavior. Simple cells produce approximately half-wave rectified 
responses to drifting or counterphase sinewave gratings; complex cells produce a large unmodulated 
(DC) response component with a superimposed half-wave or full-wave rectified response component.68

Simple cells are quite sensitive to the spatial phase or position within the receptor field; complex cells 
are relatively insensitive to position within the receptive field.54

Most simple and complex cells display an accelerating response nonlinearity at low contrasts 
and response saturation at high contrasts, which can be described by a Michaelis-Menton function 
[Eq. (11)] with an exponent greater than 1.0.69 These nonlinearities impart the important property 
that response reaches saturation at approximately the same physical contrast independent of the 
spatial frequency, orientation, or direction of motion of the stimulus. The nonlinearities sharpen 
the spatiotemporal tuning of cortical neurons while maintaining that tuning largely independent of 
contrast, even though the neurons often reach response saturation of 10 to 20 percent contrast.70,71

Unlike retinal ganglion cells and LGN neurons, cortical neurons have little or no spontaneous 
response activity. When cortical cells respond, however, they display noise characteristics similar to 
retinal and LGN neurons; specifically, the variance of the response is approximately proportional to 
the mean response;72,73 unlike Poisson noise, the proportionality constant is usually greater than 1.0.

2.4 VISUAL PERFORMANCE

A major goal in the study of human vision is to relate performance—for example, the ability to see 
fine detail—to the underlying anatomy and physiology. In the sections that follow, we will discuss 
some of the data and theories concerning the detection, discrimination, and estimation of contrast, 

∗Direction selectivity is defined as 100 × (Rp − Rn)/Rp, where Rp is the magnitude of response in the preferred direction and 
Rn is the magnitude of response in the nonpreferred direction.
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position, shape, motion, and depth by human observers. In this discussion, it will be useful to use as 
a theoretical framework the information-processing model depicted in Fig. 7. The visual system is 
represented as a cascade of processes, starting with eye movements, that direct the visual axis toward 
a point of interest, proceeding through a number of processing stages discussed in the previous sec-
tions and in Chaps. 1 and 11, and ending with a decision. When a human observer makes a deci-
sion about a set of visual stimuli, the accuracy of this decision depends on all the processes shown 
in Fig. 7. Psychophysical experiments measure the performance of the system as a whole, so if one 
manipulates a particular variable and finds it affects observers’ performance in a visual task, one 
cannot readily pinpoint the responsible stage(s). The effect could reflect a change in the amount of 
information the stimulus provides, in the fidelity of the retinal image, in representation of the stim-
ulus among spatiotemporal channels, or in the observer’s decision strategy. Obviously, it is impor-
tant to isolate effects due to particular processing stages as well as possible.

We begin by discussing the decisions a human observer might be asked to make concerning visual 
stimuli. Humans are required to perform a wide variety of visual tasks, but they can be divided into 
two general categories: identification tasks and estimation tasks.∗ In an identification task, the observer 
is required to identify a visual image, sequence of images, or a part of an image, as belonging to one 
of a small number of discrete categories. An important special case is the discrimination task in which 
there are only two categories (e.g., Is the letter on the TV screen an E or an F ?). When one of the two 
categories is physically uniform, the task is often referred to as a detection task (e.g., Is there a letter E
on the screen or is the screen blank?). In the estimation task, the observer is required to estimate the 
value of some property of the image (e.g., What is the height of the letter?). The distinction between 
estimation and identification is quantitative, not qualitative; strictly speaking, an estimation task can 
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Eye movements

Optics

Receptors

Retinal adaptation/inhibition

Spatiotemporal channels

Decision processes

FIGURE 7 Simple information-processing model of 
the visual system representing the major factors affecting 
contrast detection and discrimination.

∗Visual tasks can also be categorized as objective or subjective. Objective tasks are those for which there is, in principle, a 
precise physical standard against which performance can be evaluated (e.g., a best or correct performance). The focus here is on
objective tasks because performance in those tasks is more easily related to the underlying physiology.
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be regarded as an identification task with a large number of categories. There are two fundamental 
measures of performance in visual tasks: the accuracy with which the task is performed, and the speed
at which the task is performed. For further discussion of methods for measuring visual performance, 
see Chap. 3 by Denis G. Pelli and Bart Farell.

Referring again to the information-processing model of Fig. 7, we note that it is difficult to iso-
late the decision strategy; the best one can do is to train observers to adhere as closely as possible to 
the same decision strategy across experimental conditions. So, whether the experiment involves simple 
identification tasks, such as discrimination or detection procedures, or estimation tasks, observers are 
generally trained to the point of using a consistent decision strategy.

The stimulus for vision is distributed over space, time, and wavelength. As mentioned earlier, we 
are primarily concerned here with spatial and temporal variations in intensity; variations in wave-
length are taken up in Chap. 11.

Before considering human visual performance, we briefly describe ideal-observer theory (e.g., 
Refs 74 and 75), which has proven to be a useful tool for evaluating and intepreting visual performance.

Ideal-Observer Theory

In attempting to understand human visual performance, it is critically important to quantify 
performance limitations imposed by the information contained in the stimulus. There is a well-
accepted technique, based on the theory of ideal observers,75 for so doing. As applied to vision (see 
Refs. 76–79), this approach is based on comparing human observers’ performance to that of an 
ideal observer for the same stimuli. Ideal observers have three main elements: (1) a precise descrip-
tion of the stimuli, including any random variation or noise; (2) descriptions of how the stimuli 
are modified by the visual stages of interest (e.g., optics, receptors); and (3) an optimal decision 
rule. Such observers specify the best possible level of performance (e.g., the smallest detectable 
amount of light) given the variability in the stimulus and information losses in the incorporated 
visual stages. Because ideal observer performance is the best possible, the thresholds obtained are 
a measure of the information available in the stimulus (to perform the task) once processed by 
the incorporated stages. Poorer performance by the human observer must be due to information 
losses in the unincorporated stages. Thus, ideal-observer theory provides the appropriate physical 
benchmark against which to evaluate human performance.75,80 One can, of course, use models of 
anatomical and physiological mechanisms to incorporate various processing stages into an ideal 
observer (as shown in Fig. 7); comparisons of human and ideal observer performance in such cases 
can allow one to compute precisely the information transmitted and lost by mechanisms of interest. 
This allows assessment of the contributions of anatomical and physiological mechanisms to overall 
visual performance.78

It is important to recognize that ideal-observer theory is not a theory of human performance 
(humans generally perform considerably below ideal); thus, the theory is not a substitute for psycho-
physical and physiological modeling. However, the theory is crucial for understanding the stimuli 
and the task. In many ways, measuring and reporting the information content of stimuli with an ideal 
observer is as fundamental as measuring and reporting the basic physical dimensions of stimuli.

To illustrate the concepts of ideal-observer theory, consider an identification task with response 
alternatives (categories) a1 through am, where the probability of a stimulus from category aj equals 
qj. Suppose, further, that the stimuli are static images, with an onset at some known point in time. 
(By a static image, we mean there is no temporal variation within a stimulus presentation except for 
photon noise.) Let Z be the list of random values (e.g., photon counts) at each sample location (e.g., 
photoreceptor) in some time interval t for a single presentation of a stimulus:

Z =( , , )Z Zn1…  (15)

where Zi, is the sample value at the ith location.
Overall accuracy in an identification task is always optimized (on average) by picking the most 

probable stimulus category given the sample data and the prior knowledge. Thus, if the goal is to 
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maximize overall accuracy in a given time interval t, then the maximum average percent correct 
(PCopt) is given by the following sum:

PC q p
z

opt( ) ( | )τ ατ= ∗ ∗∑ z  (16)

where pt(z |a∗) is the probability density function associated with Z for stimulus category aj, and 
the subscript ∗ represents the category j for which the product q∗ pt(z|a∗) is maximum. (Note, Z is a 
random vector and z is a simple vector.)

Suppose, instead, that the goal of the task is to optimize speed. Optimizing speed at a given accu-
racy level is equivalent to finding the minimum stimulus duration, topt(e), at a criterion error rate e.
The value of topt(e) is obtained by setting the left side of Eq. (16) to the criterion accuracy level (1 − e)
and then solving for t.

For the detection and discrimination tasks, where there are two response categories, Eq. (16) 
becomes

PC q p q p
z

opt( ) | ( | ) ( ) ( | )|τ α ατ τ= + − −∑1
2

1
2

11 1 1 2z z  (17)

[The summation signs in Eqs. (16) and (17) are replaced by an integral sign if the probability den-
sity functions are continuous.]

Because the sums in Eqs. (16) and (17) are overall possible vectors z = (z1,…, zn), they are often 
not of practical value in computing optimal performance. Indeed, in many cases there is no practical 
analytical solution for ideal-observer performance, and one must resort to Monte Carlo simulation.

Two special cases of ideal-observer theory have been widely applied in the analysis of psycho-
physical discrimination and detection tasks. One is the ideal observer for discrimination or detec-
tion tasks where the only source of stimulus variability is photon noise.77,81,82 In this case, optimal 
performance is given, to close approximation, by the following formulas:83,84
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where c = ln [(1 − q)/q], Φ(·) is the cumulative standard normal probability distribution, and
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In Eq. (19), ai and bi are the average numbers of photons per unit time at the ith sample location, 
for the two alternative stimuli (a1 and a2). For equal presentation probabilities (q = 0.5), these two 
equations are easily solved to obtain topt(e).85,86 In signal-detection theory75 the quantity d′ provides a 
criterion-independent measure of signal detectability or discriminability.

Figure 8 provides an example of the use of ideal-observer theory. It compares human and ideal 
performance for detection of square targets of different areas presented briefly on a uniform back-
ground. The symbols show the energy required for a human observer to detect the target as a func-
tion of target area. The lower curve shows the absolute performance for an ideal observer operating 
at the level of photon absorption in the receptor photopigments; the upper curve shows the same 
curve shifted vertically to match the human data. The differences between real and ideal perfor-
mance represent losses of information among neural processes. The data show that neural efficiency, 
[d′real]

2/[d′ideal]
2, for the detection of square targets is approximately 1/2 percent for all but the largest 

target size.
Another frequently applied special case is the ideal observer for detection and discrimination tasks 

where the signal is known exactly (SKE) and white or filtered gaussian noise (i.e., image or pixel 
noise) has been added. Tasks employing these stimuli have been used to isolate and measure central 
mechanisms that limit discrimination performance80,87,88 to evaluate internal (neural) noise levels in 
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the visual system,79,89 and to develop a domain of applied psychophysics relevant to the perception 
of the noisy images, such as those created by radiological devices and image enhancers.90–92 For the 
gaussian-noise-limited ideal discriminator, Eq. (18) still applies, but d′ is given by the following:

′ =
−

d
E L E L

VAR L

( | ) ( | )

( )

α α2 1  (20)

where

L = − ′ −[ ]m m Z2 1
1Σ  (21)

In Eq. (21), Ζ is the column vector of random values from the sample locations (e.g., pixels), 
[m2 − m1]′ is a row vector of the differences in the mean values at each sample point (i.e., b1 − a1,…, 
bn − an), and Σ is the covariance matrix resulting from the gaussian noise (i.e., the element si,j of Σ
is the covariance between the ith and jth sample location). In the case of white noise, Σ is a diagonal 
matrix with diagonal elements equal to s2, and thus,∗

′ = −∑d b ai i

1 2

σ
( )  (22)

As an example, Fig. 9 compares human and ideal performance for amplitude discrimination of 
small targets in white noise as a function of noise spectral power density (which is proportional to s2). 
The solid black line of slope 1.0 shows the absolute performance of an ideal observer operating at the 
level of the cornea (or display screen); thus, the difference between real and ideal performance rep-
resents all losses of information within the eye, retina, and central visual pathways. For these condi-
tions, efficiency for amplitude discrimination of the targets ranges from about 20 to 70 percent, much 
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FIGURE 8 Comparison of real and ideal performance 
for detection of square targets on a uniform background 
of 10 cd/m2 (viewed through a 3-mm artificial pupil). The 
symbols represent human thresholds as a function of target 
area. Threshold energy is in units of cd/m2 × min2 × sec. 
The lower curve is ideal performance at the level of the 
photoreceptors; the upper curve is the ideal performance 
shifted vertically to match the human data. (Adapted from 
Ref. 264.)

∗It should be noted that the performance of the photon-noise-limited oberver [Eq. (19)] becomes equivalent to an SKE 
white noise observer [Eq. (22)] for detection of targets against intense uniform backgrounds.



VISUAL PERFORMANCE  2.19

higher than for detecting targets in uniform backgrounds (cf., Fig. 8). Efficiencies are lower in Fig. 8 
than in Fig. 9 primarily because, with uniform backgrounds, internal (neural) noise limits human, 
but not ideal, performance; when sufficient image noise is added to stimulus, it begins to limit both 
real and ideal performance.

The following sections are a selective review of human visual performance and underlying ana-
tomical and physiological mechanisms. The review includes spatial and temporal contrast percep-
tion, light adaptation, visual resolution, motion perception, and stereo depth perception, but due to 
space limitations, excludes many other active areas of research such as color vision (partially reviewed 
Chaps. 10 and 11), eye movements,93 binocular vision,94,95 spatial orientation and the perception 
of layout,96,97 pattern and object recognition,96–99 visual attention,100 visual development,101,102 and 
abnormal vision.103

Contrast Detection

The study of contrast detection in the human visual system has been dominated for the last 
20 years by methods derived from the concepts of linear systems analysis. The rationale for apply-
ing linear systems analysis in the study of visual sensitivity usually begins with the observation 
that a complete characterization of a visual system would describe the output resulting from any 
arbitrary input. Given that the number of possible inputs is infinite, an exhaustive search for all 
input-output relationships would never end. However, if the system under study is linear, then lin-
ear systems analysis provides a means for characterizing the system from the measurement of a 
manageably small set of input-output relationships. Of course, the visual system has important 
nonlinearities, so strictly speaking, the assumptions required by linear systems analysis are violated 
in general. Nonetheless, there have been several successful applications of linear systems analysis in 
vision.
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FIGURE 9 Comparison of real (symbols) and ideal 
(solid black line) performance for contrast discrimina-
tion of spatially localized targets in white noise back-
grounds with a mean luminance of 154 cd/m2. Noise 
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In the case of spatial vision, linear systems analysis capitalizes on the fact that any spatial retinal illu-
mination distribution, I(x, y) can be described exactly by the sum of a set of basis functions, such as the 
set of sinusoids. Sinusoids are eigenfunctions of a linear system, which implies that the system response 
to a sinusoidal input can be completely characterized by just two numbers; an amplitude change and 
a phase change. Indeed, it is commonly assumed (usually with justification) that spatial phase is unal-
tered in processing, so only one number is actually required to describe the system response to a sinu-
soid. Linear systems analysis provides a means for predicting, from such characterizations of system 
responses to sinusoids, the response to any arbitrary input. For these reasons, the measurement of sys-
tem responses to spatial sinusoids has played a central role in the examination of human spatial vision. 
We will begin our discussion with the spatial sinusoid and the system response to it.

A spatial sinusoid can be described by

I x y A f x y I( , ) sin[ ( cos( ) sin( )) ]= + + +2π θ θ φ  (23)

where I  is the space-average intensity of the stimulus field (often expressed in trolands), A is the 
amplitude of the sinusoid, f is the spatial frequency (usually expressed in cycles · deg−1 or cpd), q is 
the orientation of the pattern relative to axes x and y, and φ  is the phase of the sinusoid with respect 
to the origin of the coordinate system. The contrast C of a spatial sinewave is defined as (Imax − Imin)/
(Imin + Imin), where Imax is the maximum intensity of the sinusoid and Imin is the minimum; thus 

C A I= / . When the sinusoid is composed of vertical stripes, q is zero and Eq. (23) reduces to

I x y A fx I( , ) sin[ )= + +2π φ  (24)

When the contrast C of a sinusoidal grating (at a particular frequency) is increased from zero 
(while holding I  fixed), there is a contrast at which it first becomes reliably detectable, and this 
value defines the contrast detection threshold. It is now well-established that contrast threshold varies 
in a characteristic fashion with spatial frequency. A plot of the reciprocal of contrast at threshold as a 
function of spatial frequency constitutes the contrast sensitivity function (CSF). The CSF for a young 
observer with good vision under typical indoor lighting conditions is shown in Fig. 10 (blue squares). 

C
on

tr
as

t 
se

n
si

ti
vi

ty

10

Full grating

Half-cycle
grating

100

1
0 10 100

Spatial frequency (cpd)

FIGURE 10 Contrast sensitivity as a function of 
spatial frequency for a young observer with good vision 
under typical indoor lighting conditions. The blue squares 
represent the reciprocals of contrast at detection threshold 
for sinusoidal grating targets. The red circles represent the 
reciprocals of contrast thresholds for half-cycle sinusoids. 
The solid line represents the predicted threshold function 
for half-cycle gratings for a linear system whose CSF is given 
by the blue squares. (Adapted from Ref. 193.)
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The function is bandpass with a peak sensitivity at 3 to 5 cpd. At those spatial frequencies, a contrast 
of roughly 1/2 percent can be detected reliably (once the eye has adapted to the mean luminance). 
At progressively higher spatial frequencies, sensitivity falls monotonically to the so-called high-
frequency cutoff at about 50 cpd; this is the finest grating an observer can detect when the contrast C
is at its maximum of 1.0. At low spatial frequencies, sensitivity falls as well, although (as we will see) 
the steepness of this low-frequency rolloff is quite dependent upon the conditions under which the 
measurements are made. It is interesting that most manipulations affect the two sides of the function 
differently, a point we will expand later.

The CSF is not an invariant function; rather the position and shape of the function are subject 
to significant variations depending on the optical quality of the viewing situation, the average lumi-
nance of the stimulus, the time-varying and chromatic qualities of the stimulus, and the part of the 
retina on which the stimulus falls. We will examine all of these effects because they reveal important 
aspects of the visual processes that affect contrast detection.

Before turning to the visual processes that affect contrast detection, we briefly describe how CSF 
measurements and linear systems analysis can be used to make general statements about spatial con-
trast sensitivity. Figure 10 plots contrast sensitivity to targets composed of extended sinusoids and to 
targets composed of one half-cycle of a cosinusoid. Notice that sensitivity to high spatial frequencies 
is much higher with the half-cycle cosinusoids than it is with extended sinusoids.

The half-cycle wave forms can be described as cosinusoids multiplied by rectangular functions 
of widths equal to one-half period of the cosinusoid. The truncating rectangular function causes the 
frequencies in the pattern to “splatter” to higher and lower values than the nominal target frequency. 
Multiplication of the Fourier transforms of the half-cycle targets by the CSF obtained with extended 
sinusoids yields an estimate of the visual system’s output response to the half-cycle targets. From 
there, use of a simple decision rule allows one to derive predicted half-cycle contrast sensitivities for a 
linear system. One expects to find greater visibility to high spatial frequencies with half-cycle gratings. 
The quantitative predictions are represented by the solid line in Fig. 10 and they match the observa-
tions rather well. There are numerous cases in the literature in which the CSF yields excellent predic-
tions of the visibility of other sorts of patterns, but there are equally many cases in which it does not. 
We will examine some of the differences between those two situations later.

All of the information-processing stages depicted in Fig. 7 affect the CSF, and most of those effects 
have now been quantified. We begin with eye movements.

Eye Movements Even during steady fixation, the eyes are in constant motion, causing the retina to 
move with respect to the retinal images.104 Such motion reduces retinal image contrast by smearing 
the spatial distribution of the target, but it also introduces temporal variation in the image. Thus, it 
is not obvious whether eye position jitter should degrade or improve contrast sensitivity. It turns out 
that the effect depends on the spatial frequency of the target. At low frequencies, eye movements are 
beneficial. When the image moves with respect to the retina, contrast sensitivity improves for spatial 
frequencies less than about 5 cpd.105,106 The effect of eye movements at higher spatial frequencies is 
less clear, but one can measure it by presenting sinusoidal interference fringes (which bypass optical 
degradations due to the eye’s aberrations) at durations too short to allow retinal smearing and at 
longer durations at which smearing might affect sensitivity.107 There is surprisingly little attenuation 
due to eye position jitter; for 100-ms target presentations, sensitivity at 50 cpd decreases by only 0.2 
to 0.3 log units relative to sensitivity at very brief durations. Interestingly, sensitivity improves at long 
durations of 500 to 2000 ms. This may be explained by noting that the eye is occasionally stationary 
enough to avoid smearing due to the retina’s motion.

Thus, the eye movements that occur during steady fixation apparently improve contrast sensitiv-
ity at low spatial frequencies and have little effect at high frequencies. This means that with steady 
fixation there is little need for experimenters to monitor or eliminate the effects of eye movements in 
measurements of spatial contrast sensitivity at high spatial frequencies.

Optics The optical tranfer function (OTF) of an optical system describes the attenuation in contrast 
(and the phase shift) that sinusoidal gratings undergo when they pass through the optical system. 
As shown in Chap. 1 the human OTF (when the eye is well accommodated) is a low-pass function 
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whose shape depends on pupil size and eccentricity. The dashed curve and the blue squares in 
Fig. 11 show the foveal OTF and the foveal CSF, respectively, for a pupil diameter of 3.8 mm. At 
high spatial frequencies, the foveal CSF declines at a faster rate than the foveal OTF. Thus, the OTF 
can only account for part of the high-frequency falloff of the CSF. Also, it is obvious that the OTF 
(which is a low-pass function) cannot account for the falloff in the CSF at low spatial frequencies.

Receptors Several receptor properties affect spatial contrast sensitivity and acuity. As noted earlier, 
the receptors in the fovea are all cones, and they are very tightly packed and arranged in a nearly 
uniform hexagonal lattice. With increasing retinal eccentricity, the ratio of cones to rods decreases 
steadily (see Fig. 2a) and the regularity of the lattice diminishes.

Several investigators have noted the close correspondence between the Nyquist frequency and the 
highest-detectable spatial frequency108–111 and have argued that the geometry of the foveal cone lattice 
sets a fundamental limit to grating acuity. However, more importance has been placed on this relation-
ship than is warranted. This can be shown in two ways. First, grating acuity varies with several stim-
ulus parameters including space-average luminance, contrast, and temporal duration. For example, 
grating acuity climbs from about 5 cpd at a luminance of 0.001cd/m2 to 50 to 60 cpd at luminances 
of 100 cd/m2 or higher.112 Obviously, the cone lattice does not change its properties in conjunction 
with changes in luminance, so this effect has nothing to do with the Nyquist limit. The only condi-
tions under which the Nyquist limit might impose a fundamental limit to visibility would be at high 
luminances and contrasts, and relatively long target durations. Second, and more importantly, several 
investigators have shown that observers can actually detect targets whose frequency components are 
well above the Nyquist limit. For example, Williams113 presented high-frequency sinusoidal gratings 
using laser inter-ferometry to bypass the contrast reductions that normally occur in passage through 
the eye’s optics. He found that observers could detect gratings at frequencies as high as 150 cpd, which 
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is 2.5 times the Nyquist limit. Observers did so by detecting the gratings’ “aliases,” which are Moiré-
like distortion products created by undersampling the stimulus.114 The CSF under these conditions 
is smooth with no hint of a loss of visibility at the Nyquist limit. The observer simply needs to switch 
strategies above and below the Nyquist limit; when the targets are below the limit, the observer can 
detect the undistorted targets, and when the targets are above the limit, the observer must resort 
to detecting the targets’ lower frequency aliases.7 On the other hand, when the task is to resolve the 
stripes of a grating (as opposed to detecting the grating), performance is determined by the Nyquist 
limit over a fairly wide range of space-average luminances.115

In addition to receptor spacing, one must consider receptor size in the transmission of signals 
through the early stages of vision. As noted earlier, the prevailing model of cones holds that the inner 
segment offers an aperture to incoming photons. In the fovea, the diameter of the inner segment is 
roughly 0.5 min6,21 (see Fig. 2c). Modeling the cone aperture by a cylinder function of this diameter, 
one can estimate the low-pass filtering due to such an aperture from the cylinder’s Fourier transform, 
which is a first-order Bessel function whose first zero occurs at 146 cpd. However, the entrance to a 
structure only a few wavelengths of light wide cannot be described accurately by geometric optics,116

so the receptor aperture is generally modeled by a gaussian function whose full width at half height is 
somewhat smaller than the anatomical estimates of the aperture diameter.22

The modulation transfer of the neural stages prior to a compressive nonlinearity (thought to exist 
in the bipolar cells of the retina or earlier) has been measured in the following way.22 Laser interfer-
ometry was used to bypass the contrast reductions that normally occur as light passes through the 
eye’s optics. The stimuli were two high-contrast sinusoids of the same spatial frequency but slightly 
different orientations; these created a spatial “beat” of a different orientation and frequency than the 
component gratings. Passing two sinusoids through a compressive nonlinearity, like the ones known 
to exist early in the visual system, creates a number of distortion products at various frequencies and 
orientations. MacLeod et al.22 varied the orientations and frequencies of the components so as to 
create a “beat” at 10 cpd, and then measured contrast sensitivity to the “beat.” Because the “beat” was 
always at the same spatial frequency, the filtering properties of postnonlinearity stages could not affect 
the measurements and, therefore, any effect of component frequency on contrast sensitivity had to be 
due to the filtering properties of prenonlinearity stages. Observers were able to detect the “beat” pro-
duced by component gratings of frequencies as high as 140 cpd. This implies that the prenonlinearity 
filter has exceptionally large bandwidth. By inverse Fourier transformation of these data, one can 
estimate the spatial extent of the filter; it appears to have a full width at half height of about 16 arcsec, 
which is a bit smaller than current estimates of the cone aperture. Thus, the early neural stages are 
able to pass information up to extremely high spatial frequencies once the optics are bypassed.

The red circles in Fig. 11 display the estimate of the transfer function of the prenonlinearity neural 
filter for foveal viewing. Notice that it is virtually flat up to 140 cpd. Also shown (blue squares) is the 
CSF obtained in the conventional manner with incoherent white light from a CRT display. This func-
tion represents the product of the optics and the prenonlinearity and postnonlinearity spatial filters. 
As can be seen, the bandwidth of the conventional CSF is much smaller than the bandwidth of the 
prenonlinearity filter. Thus, optics and postnonlinearity filtering are the major constraints to contrast 
sensitivity at higher spatial frequencies.

As mentioned earlier, the transfer function of the optics is shown as the dashed line. The product 
of the optical transfer function and the prenonlinearity transfer function would be very similar to 
the dashed line because the prenonlinearity function is virtually flat. Thus, the product of optics and 
prenonlinearity filter does not match the observed CSF under conventional viewing conditions at 
all; the postnonlinearity filter must also contribute significantly to the shape of the CSF. The mis-
match between the dashed line and the CSF is obvious at low and high spatial frequencies. We con-
sider the high-frequency part first; the low-frequency part is considered later under “Adaptation and 
Inhibition.”

Spatial Channels Spatial filters with narrow tuning to spatial frequency have been demonstrated 
in a variety of ways.117,118 For example, the visibility of a sinusoidal target is reduced by the presence 
of a narrowband noise masker whose center frequency corresponds to the spatial frequency of the 
sinusoid, but is virtually unaffected by the presence of a masker whose center frequency is more than 



2.24  VISION AND VISION OPTICS

1.5 octaves from the frequency of the sinusoid (Ref. 119; see “Contrast Discrimination and Contrast 
Masking” later in chapter). These spatial mechanisms, which have been described mathematically 
by Gabor functions and other functions,120 correspond to a first approximation with the properties 
of single neurons in the visual cortex.58 They seem to have roughly constant bandwidths, expressed 
in octaves or log units, regardless of preferred frequency.58,117 As a consequence, mechanisms 
responding to higher spatial frequencies are smaller in vertical and horizontal spatial extent than 
mechanisms responding to lower frequencies.121,122 Thus, for a given stimulus luminance, a higher-
frequency mechanism receives fewer photons than does a lower-frequency mechanism. The mean 
number of photons delivered to such a mechanism divided by the standard deviation of the number 
of photons—the signal-to-noise ratio—follows a square root relation,123 so the signal-to-noise ratio 
is inversely proportional to the preferred frequency of the mechanism. The transfer function one 
expects for a set of such mechanisms should be proportional to 1/f where f is spatial frequency.122

This function is represented by the dotted line in Fig. 11. If we use that relation for describing 
the postnonlinearity filter, and incorporate the measures of the optical and prenonlinearity filters 
described above, the resultant is represented by the green circles. The fit between the observed CSF 
and the resultant is good, so we can conclude that the filters described here are sufficient to account 
for the shape of the high-frequency limb of the human CSF under foveal viewing conditions.

By use of the theory of ideal observers (see earlier), one can calculate the highest possible contrast 
sensitivity a system could have if limited by the optics, photoreceptor properties, and constant band-
width spatial channels described above. As can be seen (green circles), the high-frequency limb of the 
CSF of such an ideal observer is similar in shape to that of human observers,122,124 although the rate 
of falloff at the highest spatial frequencies is not quite as steep as that of human observers.124 More 
importantly, the absolute sensitivity of the ideal observer is significantly higher. Some of the low per-
formance of the human compared to the best possible appears to be the consequence of processes that 
behave like noise internal to the visual system and some appears to be the consequence of employing 
detecting mechanisms that are not optimally suited for the target being presented.79,89 The high detec-
tion efficiencies observed for sinewave grating patches in the presence of static white noise (e.g., 
Ref. 87; Fig. 9) suggest that poor spatial pooling of information is not the primary factor responsible for 
the low human performance (at least when the number of cycles in the grating patches are kept low).

Optical/Retinal Inhomogeneity The fovea is undoubtedly the most critical part of the retina for 
numerous visual tasks such as object identification and manipulation, reading, and more. But, the 
fovea occupies less than 1 percent of the total retinal surface area, so it is not surprising to find that 
nonfoveal regions are important for many visual skills such as selecting relevant objects to fixate, 
maintaining posture, and determining one’s direction of self-motion with respect to environmental 
landmarks. Thus, it is important to characterize the visual capacity of the eye for nonfoveal loci as well.

The quality of the eye’s optics diminishes slightly from 0 to 20 deg of retinal eccentricity and sub-
stantially from 20 to 60 deg;1 see Chap. 1. As described earlier and displayed in Fig. 2, the dimensions 
and constituents of the photoreceptor lattice and the other retinal neural elements vary significantly 
with retinal eccentricity. With increasing eccentricity, cone and retinal ganglion cell densities fall 
steadily and individual cones become broader and shorter. Given these striking variations in optical and 
receptoral properties across the retina, it is not surprising that different aspects of spatial vision vary 
greatly with retinal eccentricity. Figure 12 shows CSFs at eccentricities of 0 to 40 deg. With increasing 
eccentricity, contrast sensitivity falls off at progressively lower spatial frequencies. The high-frequency 
cutoffs range from approximately 2 cpd at 40 deg to 50 cpd in the fovea. Low-frequency sensitivity 
is similar from one eccentricity to the next. There have been many attempts to relate the properties 
of the eye’s optics, the receptors, and postreceptoral mechanisms to contrast sensitivity and acuity. 
For example, models that incorporate eccentricity-dependent variations in optics and cone lattice 
properties, plus the assumption of fixed bandwidth filters (as in Ref. 122), have been constructed and 
found inadequate for explaining the observed variations in contrast sensitivity; specifically, high-
frequency sensitivity declines more with eccentricity than can be explained by information losses 
due to receptor lattice properties and fixed bandwidth filters alone.125 Adding a low-pass filter to the 
model representing the convergence of cones onto retinal ganglion cells32 (i.e., by incorporating varia-
tion in receptive field center diameter) yields a reasonably accurate account of eccentricity-dependent 
variations in contrast sensitivity.125
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Adaptation and Inhibition Contrast sensitivity is also dependent upon the space-average intensity 
(i.e., the mean or background luminance) and the prior level of light adaptation. The blue symbols 
in Fig. 13 show how threshold amplitudes for spatial sinewaves vary as a function of background 
luminance for targets of 1 and 12 cpd.126 [Recall that sinewave amplitude is contrast multiplied by 
background intensity; see discussion preceding Eq. (24).] The backgrounds were presented continu-
ously and the observer was allowed to become fully light-adapted before thresholds were measured. 
For the low-spatial-frequency target (blue circles), threshold increases linearly with a slope of 1.0 
above the low background intensities (1 log td). A slope of 1.0 in log-log coordinates implies that

A kIT =  (25)
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where AT is the amplitude threshold (or equivalently, it implies that contrast threshold, CT, is con-
stant). This proportional relationship between threshold and background intensity is known as 
Weber’s law. For the higher spatial-frequency target (blue squares), threshold increases linearly with 
a slope of 0.5 at intermediate background intensities (0 to 3 log td) and converges toward a slope of 
1.0 at the highest background intensities. A slope of 0.5 implies that

A k IT =  (26)

(or equivalently, that contrast threshold, CT, decreases in inverse proportion to the square root of 
background intensity). This relationship between amplitude threshold and the square root of back-
ground intensity is known as the square root law or the DeVries-Rose law. As suggested by the data in 
Fig. 13, the size of the square root region gradually grows as spatial frequency is increased. The effect 
on the CSF is an elevation of the peak and of the high-frequency limb relative to the low-frequency 
limb as mean luminance is increased, thereby producing a shift of the peak toward higher spatial fre-
quencies.127,128 This result explains why humans prefer bright environments when performing tasks 
that require high spatial precision.

The visual system is impressive in its ability to maintain high sensitivity to small contrasts (as pro-
duced, for example, by small changes in surface reflectance) over the enormous range of ambient light 
levels that occur in the normal environment. In order to have high sensitivity to small contrasts, the 
response gain of visual neurons must be kept high, but high gain leaves the visual system vulnerable 
to the effects of response saturation (because neurons are noisy and have a limited response range). 
The visual system’s solution to this “dynamic-range problem” is threefold: (1) use separate popula-
tions of receptors (rods and cones) to detect contrasts in the lower and upper ranges of ambient 
intensity, (2) adjust the retinal illumination via the pupil reflex, and (3) directly adjust the sensitivity 
of individual receptors and neurons (e.g., Refs. 129, 130). All three components are important, but 
the third is the most significant and is accomplished within the receptors and other neurons through 
photochemical and neural adaptation. The combined effect of the photochemical and neural adapta-
tion mechanisms on foveal contrast detection is illustrated by the difference between the open and 
solid data points in Fig. 13 (all the data were obtained with a fixed pupil size). The green symbols 
show cone detection threshold for the 1- and 12-cpd targets on a background flashed in the dark-
adapted eye (i.e., there was no chance for light adaptation) as a function of background intensity. The 
difference between the green and blue symbols shows the improvement in detection sensitivity due to 
photochemical and neural adaptation within the cone system.

The pupil reflex and photopigment depletion (see “Image Sampling by the Photoreceptors”) are 
multiplicative adaptation mechanisms; they adjust the sensitivity of the eye by effectively scaling the 
input intensity by a multiplicative gain factor that decreases with increasing average intensity. The 
pupil reflex operates over most of the intensity range (see Chap. 1); photopigment depletion is only 
effective in the cone system above about 4 log td (see Fig. 13) and is ineffective in the rod system, at 
least over the range of relevant intensities (see earlier discussion). There is considerable psychophysi-
cal evidence that a substantial component of the remaining improvement in sensitivity illustrated 
in Fig. 12 is due to multiplicative neural adaptation mechanisms.129,131–134 However, multiplicative 
adaptation alone cannot reduce threshold below a line of slope 1.0, tangent to the threshold curve in 
dark-adapted eye.129,134 The remaining improvements in sensitivity (the difference between the tan-
gent lines and the blue symbols) can be explained by neural subtractive adaptation mechanisms.134,135

There is evidence that the multiplicative and subtractive adaptation mechanisms each have fast and 
slow components.134–137 Threshold functions, such as those in Fig. 13, can be predicted by simple 
models consisting of a compressive (saturating) nonlinearity [Eq. (13)], a multiplicative adaptation 
mechanism, a subtractive adaptation mechanism, and either constant additive noise or multiplicative 
(Poisson) neural noise.

A common explanation of the low-frequency falloff of the CSF (e.g., Fig. 12) is based on center/
surround mechanisms evident in the responses of retinal and LGN neurons. For example, compare 
the CSFs measured in individual LGN neurons in Fig. 5 with the human CSF in Fig. 12. The center 
and surround mechanisms are both low-pass spatial filters, but the cutoff frequency of the surround 
is much lower than that of the center. The center and surround responses are subtracted neurally, so 
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at low spatial frequencies, to which center and surround are equally responsive, the neuron’s response 
is small. With increasing spatial frequency, the higher resolution of the center mechanism yields a 
greater response relative to the surround, so the neuron’s response increases.

While the center/surround mechanisms are undoubtedly part of the explanation, they are unlikely 
to be the whole story. For one thing, the time course of the development of the low-frequency falloff is 
slower than one expects from physiological measurements.105 Second, the surround strength in retinal 
and LGN neurons is on average not much more than half the center strength;37 this level of surround 
strength is consistent with the modest low-frequency falloffs observed under transient presentations, 
but inconsistent with the steep falloff observed for long-duration, steady-fixation conditions. Third, 
there is considerable evidence for slow subtractive and multiplicative adaptation mechanisms, and 
these ought to contribute strongly to the shape of the low-frequency limb under steady fixation con-
ditions.137–139 Thus, the strong low-frequency falloff of the CSF under steady viewing conditions may 
reflect, to some degree, slow subtractive and multiplicative adaptation mechanisms whose purpose is 
to prevent response saturation while maintaining high contrast sensitivity over a wide range of ambi-
ent light levels. The weaker low-frequency falloff seen for brief presentations may be the result of the 
fast-acting surround mechanisms typically measured in physiological studies; however, fast-acting 
local multiplicative and subtractive mechanisms could also play a role.

Temporal Contrast Detection Space-time plots of most contrast-detection stimuli (plots of inten-
sity as a function of x, y, t) show intensity variations in both space and time; in other words, most 
contrast detection stimuli contain both spatial and temporal contrast.

The discussion of contrast detection has, so far, emphasized spatial dimensions (e.g., spatial fre-
quency), but there is, not surprisingly, a parallel literature emphasizing temporal dimensions (for a 
recent review see Ref. 140). Figure 14 shows de Lange’s141 measurements of temporal contrast sensitivity 
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FIGURE 14 Temporal contrast sensitivity functions measured in 
the fovea at several mean luminances for a 2° circular test field. The 
test field was modulated sinusoidally and was imbedded in a large, uni-
form background field of the same mean luminance. Mean luminance: 
(�) 0.375 td, (�) 1 td, (�) 3.75 td, (�) 10 td, (�) 37.5 td, (�) 100 td, 
(�) 1000 td, (�) 10,000 td. (Data from Ref. 141.) The black curve is the 
MTF derived from the impulse response function of a single macaque cone 
reported by Schnapf et al.17 The cone MTF was shifted vertically (in log-log 
coordinates) for comparison with the shape of the high-frequency falloff 
measured psychophysically.
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functions at several mean luminances for uniform discs of light modulated in intensity sinusoidally 
over time. The major features of these results have been confirmed by other researchers.142,143 Like 
spatial CSFs, temporal CSFs typically have a bandpass shape. At high mean luminances, the peak con-
trast sensitivity occurs at approximately 8 cycles per second (cps) and the cutoff frequency (also known as 
the critical flicker frequency) at approximately 60 cps. Contrast sensitivity increases with increasing 
mean luminance, larger increases (in log-log coordinates) being observed at middle and high tem-
poral frequencies. For low temporal frequencies (below 6 cps), contrast sensitivity is nearly constant 
(i.e., Weber’s law is observed) for mean intensities greater than 10 td or so.

The entire temporal CSF can be fit by a weighted difference of linear low-pass filters, where one of 
the filters has a relatively lower cutoff frequency, and/or where one of the filters introduces a relatively 
greater time delay (see Ref. 140). However, to fit the temporal CSFs obtained under different stimulus 
conditions, the time constants and relative weights of the filters must be allowed to vary. The low-
frequency falloff may be partly due to the biphasic response of the photoreceptors (see Fig. 3), which 
appears to involve a fast subtractive process.17 Surround mechanisms, local subtractive mechanisms, 
and local multiplicative mechanisms also probably contribute to the low-frequency falloff.

The factors responsible for the high-frequency falloff are not fully understood, but there is some 
evidence that much of the high-frequency falloff is the result of temporal integration within the photo-
receptors.144,145 The black curve in Fig. 14 is the MTF of the macaque cone photocurrent response 
derived from measured impulse-response functions17 (see Fig. 3). The impulse responses were obtained 
in the linear response range by presenting brief, dim flashes on a dark background. Although the back-
ground was dark, there appears to be little effect of light adaptation on cone responses until back-
ground intensity exceeds at least a few hundred trolands;17,24 thus, the cone impulse-response functions 
measured in the dark ought to be valid up to moderate background intensities. Following Boynton and 
Baron,144 we have shifted the MTF vertically in order to compare the shape of the cone high-frequency 
falloff to that of the temporal CSF. The shapes are similar, lending support to the hypothesis that cone 
temporal integration is responsible for the shape of the high-frequency limb of the temporal CSF.

It is well established that a pulse of light briefer than some critical duration will be just visible 
when the product of its duration and intensity is constant. This is Bloch’s law, which can be written:

I T k T TT c= <for  (27)

where k is constant, Tc is the critical duration and IT is the threshold intensity at duration T.
Naturally, Bloch’s law can also be stated in terms of contrasts by dividing the intensities in the above 
equation by the background intensity. Below the critical duration, log-log plots of threshold inten-
sity versus duration have a slope of −1. Above the critical duration, threshold intensity falls more 
slowly with increasing duration than predicted by Bloch’s law (slope between − 1 and 0) and, in 
some cases, it even becomes independent of duration (slope of 0).76,146 It is sometimes difficult to 
determine the critical duration because the slopes of threshold-versus-duration plots can change 
gradually, but under most conditions Bloch’s critical duration declines monotonically with increas-
ing background intensity from about 100 ms at 0 log td to about 25 ms at 4 log td.

Bloch’s law is an inevitable consequence of a linear filter that only passes temporal frequencies 
below some cutoff value. This can be seen by computing the Fourier transform of pulses for which the 
product ITT is constant. The amplitude spectrum is given by IT sin (Tpf )/pf where f is temporal fre-
quency; this function has a value ITT at f = 0 and is quite similar over a range of temporal frequencies 
for small values of T. Indeed, to a first approximation, one can predict the critical duration Tc from the 
temporal CSFs shown in Fig. 14, as well as the increase in Tc with decreasing background intensity.140

The shape of the temporal sensitivity function depends upon the spatial frequency of the stimulus. 
Figure 15 shows temporal CSFs measured for spatial sinewave gratings whose contrast is modulated 
sinusoidally in time.147 With increasing spatial frequency, the temporal CSF evolves from a bandpass 
function with high sensitivity (as in Fig. 14) to a low-pass function of lower sensitivity.128,147 The solid 
curves passing through the data for the high spatial-frequency targets and the dashed curves passing 
through the data for the low spatial-frequency targets are identical except for vertical shifting. Similar 
behavior occurs for spatial CSFs at high spatial frequencies: changes in temporal frequency cause a 
vertical sensitivity shift (in log coordinates). Such behavior shows that the spatiotemporal CSF is 
separable at high temporal and spatial frequencies; that is, sensitivity can be predicted from the product 
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of the spatial and temporal CSFs at the appropriate frequencies. This finding suggests that the same 
anatomical and physiological mechanisms that determine the high-frequency slope of spatial and 
temporal CSFs determine sensitivity for the high-frequency regions of the spatiotemporal CSF.

The spatiotemporal CSF is, however, clearly not separable at low spatial and temporal frequencies, 
so an explanation of the underlying anatomical and physiological constraints is more complicated. 
The lack of spatiotemporal separability at low spatiotemporal frequencies has been interpreted by 
some as evidence for separate populations of visual neurons tuned to different temporal frequen-
cies143,148 and by others as evidence for different spatiotemporal properties of center and surround 
mechanisms within the same populations of neurons.147,149 It is likely that a combination of the two 
explanations is the correct one. For a review of the evidence concerning this issue prior to 1984, see 
Ref. 140; for more recent evidence, see Refs. 150, 151, and 152.

The available evidence indicates that the temporal CSF varies little with retinal eccentricity once 
differences in spatial resolution are taken into account.153,154

Chromatic Contrast Detection The discussion has, so far, concerned luminance contrast detec-
tion (contrast detection based upon changes in luminance over space or time); however, there is 
also a large literature concerned with chromatic contrast detection (contrast detection based upon 
changes in wavelength distribution over space or time). Although the focus of this chapter is on ach-
romatic vision, it is appropriate to say a few words about chromatic contrast sensitivity functions. 
A chromatic spatial CSF is obtained by measuring thresholds for the detection of sinewave gratings 
that modulate spatially in wavelength composition, without modulating in luminance.∗ This is typi-
cally accomplished by adding two sinewave gratings of different wavelength distributions but the 
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FIGURE 15 Temporal contrast sensitivity functions 
measured for several different spatial frequencies. The con-
trast of spatial sinewave gratings were modulated sinusoidally 
in time. The solid curves passing through the data for the 
high spatial-frequency targets and the dashed curves passing 
through the data for the low-frequency targets are identical 
except for vertical shifting. (Reproduced from Ref. 147.)

∗The standard definition of luminance is based upon “the V(l) function” [see Eq. (5)] which is an average of spectral sen-
sitivity measurements on young human observers. Precision work in color vision often requires taking individual differences 
into account. To do this a psychophysical procedure, such as flicker photometry, is used to define luminance separately for each
observer in the study. For more details, see Ref. 5 and Chap. 11.
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same luminance amplitude. The two gratings are added in opposite spatial phase so that the mean 
luminance is constant across the pattern; such a pattern is said to be isoluminant. Formally, an isolu-
minant sinewave grating can be defined as follows:

I x y A fx I A fx I( , ) ( sin( ) ) ( sin( ) )= + + − +2 21 2π π  (28)

where the first term on the right represents the grating for one of the wavelength distributions, and 
the second term on the right for the other distribution. The terms I1  and I2  are equal in units of 
luminance. Contrast sensitivity at spatial frequency f is measured by varying the common amplitude, 
A. (Note that I(x, y) is constant independent of A, and that when A = 0.0 the image is a uniform field 
of constant wavelength composition.) Chromatic contrast is typically defined as C A I I= +2 1 2/( ).

The green circles in Fig. 16 are an isoluminant CSF for a combination of red and green gratings.155

The squares are a luminance (isochromatic) CSF measured with the same procedure, on the same 
subjects. As can be seen, there are three major differences between luminance and chromatic CSFs:156

(1) the high-frequency falloff of the chromatic CSFs occurs at lower spatial frequencies (acuity is 
worse); (2) the chromatic CSF has a much weaker (or absent) low-frequency falloff, even under steady 
viewing conditions; and (3) chromatic contrast sensitivity is greater than luminance contrast sensitivity 
at low spatial frequencies.

Two of the factors contributing to the lower high-frequency limb of the chromatic (red/green) 
CSF are the large overlap in the absorption spectra of the L (red) and Μ (green) cones, and the 
overlap (when present) of the wavelength distributions of the component gratings. Both of these 
factors reduce the effective contrast of the grating at the photoreceptors. A precise way to quantify 
these effects (as well as those of the other preneural factors) is with an ideal-observer analysis (e.g., 
Refs. 78,124,157). For example, one can physically quantify the equivalent luminance contrast of a 
chromatic grating by (1) computing the detection accuracy of an ideal observer, operating at the level 
of the photoreceptor photopigments, for the chromatic grating at the given chromatic contrast, and 
then (2) computing the equivalent luminance contrast required to bring the ideal observer to the 
same accuracy level.124,158 The magenta circles in Fig. 16 are the chromatic CSF data replotted in terms 
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of equivalent luminance contrast. (The luminance CSF data are, of course, unaffected and hence are 
the same on both scales.) If the differences between the high-frequency falloffs of the luminance and 
chromatic CSFs were due to preneural factors alone, then the high-frequency limbs (magenta circles 
and blue squares) would superimpose. The analysis suggests that there are also neural factors contrib-
uting to the difference between high-frequency limbs.

One difficulty in interpreting the high-frequency limb of chromatic CSFs is the potential for 
luminance artifacts due to chromatic aberration.156 Recently Sekiguchi et al.124 eliminated chromatic 
aberration artifacts by producing isoluminant gratings with a laser interferometer which effectively 
bypasses the optics of the eye. Their results are similar to those in Fig. 16.

Comparison of the magenta circles and blue squares in Fig. 16 shows that the neural mechanisms 
are considerably more efficient at detecting chromatic contrast than luminance contrast at spatial 
frequencies below 2 cpd. One possible explanation is based upon the receptive-field properties of 
neurons in the retina and LGN (e.g., see Refs. 48 and 159). Many retinal ganglion cells (and presum-
ably bipolar cells) are chromatically opponent in the sense that different classes of photoreceptors 
dominate the center and surround responses. The predicted CSFs of linear receptive fields with chro-
matically opponent centers and surrounds are qualitatively similar to those in Fig. 16.

Chromatic temporal CSFs have been measured in much the same fashion as chromatic spatial 
CSFs except that the chromatic sinewaves were modulated temporally rather than spatially [i.e., x
represents time rather than space in Eq. (28)]. The pattern of results is also quite similar:94,156,160

(1) the high-frequency falloff of chromatic CSFs occurs at lower temporal frequencies, (2) the chro-
matic CSF has a much weaker low-frequency falloff, and (3) chromatic contrast sensitivity is greater 
than luminance contrast sensitivity at low temporal frequencies. Again, the general pattern of results 
is qualitatively predicted by a combination of preneural factors and the opponent receptive field 
properties of retinal ganglion cells (e.g., see Ref. 48).

Contrast Discrimination and Contrast Masking

The ability to discriminate on the basis of contrast is typically measured by presenting two sinu-
soids of the same spatial frequency, orientation, and phase, but differing contrasts. The common 
contrast C is referred to as the pedestal contrast and the additional contrast ΔC in one of the sinu-
soids as the increment contrast. Figure 17 shows typical contrast discrimination functions obtained 
from such measurements. The increment contrast varies as a function of the pedestal contrast. At low 
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pedestal contrasts, ΔC falls initially and then at higher contrasts becomes roughly proportional to 
C 0.6. Because the exponent is generally less than 1.0, Weber’s law does not hold for contrast discrimi-
nation. Ideal observer calculations show that pedestal contrast has no effect on discrimination infor-
mation; therefore, the variations in threshold with pedestal contrast must be due entirely to neural 
mechanisms. The dip at low pedestal contrasts has been modeled as a consequence of an accelerat-
ing nonlinearity in the visual pathways (e.g., Ref. 161) or the consequence of observer uncertainty 
(e.g., Ref. 162). The evidence currently favors the former.89 Contrast discrimination functions at dif-
ferent spatial frequencies78,163 and at different eccentricities164 are, to a first approximation, similar in 
shape; that is to say, the functions can be superimposed by shifting the data along the log pedestal 
and log increment axes by the ratio of detection thresholds.

A generalization of the contrast-discrimination experiment is the contrast-masking experiment 
in which the increment and pedestal differ from one another in spatial frequency, orientation and/or 
phase. In contrast-masking experiments, the increment and pedestal are usually referred to as the 
target and masker, respectively. Figure 18a shows typical contrast-masking functions obtained for 
sinewave maskers of different orientations. The orientation of the sinewave target is vertical (0 deg); 
thus, when the orientation of the masker is also vertical (squares), the result is just a contrast dis-
crimination function, as in Fig. 17. For suprathreshold maskers (in this case, maskers above 2 percent 
contrast), the threshold elevation produced by the masker decreases as the difference between target 
and masker orientation increases; indeed, when the target and masker are perpendicular (diamonds), 
there is almost no threshold elevation even at high masker contrasts. Also, the slope of the contrast- 
masking function (in log-log coordinates) decreases as the difference in orientation increases. Finally, 
notice that threshold enhancement at low masking contrasts occurs only when the masker has approx-
imately the same orientation as the target.

Figure 18b shows a similar set of masking functions obtained for sinewave maskers of differ-
ent spatial frequencies. The effect of varying masker spatial frequency is similar to that of varying 
masker orientation: with greater differences in spatial frequency between masker and target, masking 
is reduced, the slope of the contrast-masking function is reduced, and the threshold enhancement at 
low masker contrasts becomes less evident.

The substantial variations in threshold seen as a function of masker spatial frequency and orienta-
tion provide one of the major lines of evidence for the existence of multiple orientation and spatial-
frequency-tuned channels in the human visual system;119,165 for a review, see Ref. 166. Masking data 
(such as those in Fig. 18) have been analyzed within the framework of specific multiple-channel mod-
els in order to estimate the tuning functions of the spatial channels (e.g., Ref. 167). In one popular 
model, each channel consists of an initial linear filter followed by a static (zero memory) nonlinearity 
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that is accelerating at low contrasts and compressive at high contrasts (e.g., Refs. 161, 167, 168). Wilson 
and colleagues have shown that the spatial-channel tuning functions estimated within the framework 
of this model can predict discrimination performance in a number of different tasks (for a summary, 
see Ref. 169). However, recent physiological evidence70,71 and psychophysical evidence169,170 suggests 
that the compressive component of the nonlinearity is a broadly tuned, multiplicative gain mecha-
nism, which is fundamentally different from the accelerating component. The full implications of 
these findings for the psychophysical estimation of channel-tuning functions and for the prediction 
of discrimination performance are not yet known.

Masking paradigms have also been used to estimate the tuning of temporal channels.151,171

Contrast Estimation

We have argued that the differential visibility of coarse and fine patterns can be understood from an 
analysis of information losses in the early stages of vision: optics, receptor sampling, the inverse rela-
tion between the preferred spatial frequency and size of tuned spatial mechanisms, and retinal adap-
tation mechanisms. It is important to note, however, that the differential visibility described by the 
CSF in Fig. 11 does not relate directly to perceptual experience. For example, if you hold this page 
up close and then at arm’s length, the apparent contrast of the text does not change appreciably even 
though the spatial frequency content (in cycles per degree) does. This observation has been dem-
onstrated experimentally by asking observers to adjust the contrast of a sinusoidal grating of one 
spatial frequency until it appeared to match the contrast of a sinusoid of a different frequency.172 For 
example, consider two gratings, one at 5 cpd and another at 20 cpd; the former is near the peak of 
the CSF and the latter is well above the peak so it requires nearly a log unit more contrast to reach 
threshold. The 5-cpd target was set to a fixed contrast and the observer was asked to adjust the con-
trast of the 20-cpd target to achieve an apparent contrast match. When the contrast of the 5-cpd tar-
get was set near threshold, observers required about a log unit more contrast in the higher-frequency 
target before they had the same apparent contrast. The most interesting result occurred when the 
contrast of the 5-cpd grating was set to a value well above threshold. Observers then adjusted the 
contrast of the 20-cpd grating to the same physical value as the contrast of the lower-frequency tar-
get. This is surprising because, as described above, two gratings of equal contrast but different spatial 
frequencies produce different retinal image contrasts (see Chap. 1). In other words, when observers 
set 5- and 20-cpd gratings to equal physical contrasts, they were accepting as equal in apparent con-
trast two gratings whose retinal image contrast differed substantially. This implies that the visual 
system compensates at suprathreshold contrasts for the defocusing effects of the eye’s optics and 
perhaps for the low-pass filtering effects of early stages of processing. This phenomenon has been
called contrast constancy; the reader might recognize the similarity to deblurring techniques used in 
aerial and satellite photography (e.g., Ref. 173).

Visual Acuity

The ability to perceive high-contrast spatial detail is termed visual acuity. Measurements of visual 
acuity are far and away the most common means of assessing ocular health174 and suitability for 
operating motor vehicles.175 The universal use of visual acuity is well justified for clinical assess-
ment,176 but there is evidence that it is unjustified for automobile licensing (e.g., Ref. 177).

As implied by the discussion of contrast sensitivity, eye movements, optics, receptor properties, 
and postreceptoral neural mechanisms all conspire to limit acuity; one factor may dominate in a 
given situation, but they all contribute. To assess acuity, high-contrast patterns of various sizes are 
presented at a fixed distance. The smallest pattern or smallest critical pattern element that can be reli-
ably detected or identified is taken as the threshold value and is usually expressed in minutes of arc. 
Countless types of stimuli have been used to measure visual acuity, but the four illustrated in Fig. 19 
are most common.

Gratings are used to measure minimum angle of resolution (MAR); the spatial frequency of a 
high-contrast sinusoidal grating is increased until its modulation can no longer be perceived. The 
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reader should note that this measurement is equivalent to locating the high-frequency cutoff of the 
spatial CSFs shown in previous sections. Under optimal conditions, the finest detectable grating bars 
are about 30 arcsec wide.112

The Landolt ring target is a high-contrast ring with a gap appearing in one of four positions. 
Threshold is defined as the smallest gap that can be correctly located. Under optimal conditions, 
threshold is again about 30 arcsec or slightly smaller.112

The most common test in clinical and licensing situations is the letter acuity task. The stimuli are 
a series of solid, high-contrast letters, varying in size. Threshold is defined by the smallest identifiable 
stroke width which, under optimal conditions, is nearly 30 arcsec.

Finally, the vernier acuity task involves the presentation of two nearly aligned line segments. 
Threshold is defined by the smallest visible offset from colinearity. Under optimal conditions, vernier 
acuity is about 5 arcsec.178,179 The special label, hyperacuity, has been provided for spatial thresholds, 
like vernier acuity, that are smaller than the intercone distance.180

In practice, testing environments can vary widely along dimensions that affect visual acuity. These 
dimensions include illumination, the care chosen to correct refractive errors, and more. The National 
Academy of Sciences (1980) has provided a set of recommended standards for use in acuity measure-
ments including use of the Landolt ring.

Although these various acuity tasks are clearly related, performance on the four tasks is affected 
differently by a variety of factors and, for this reason, one suspects that the underlying mechanisms 
are not the same.110,181 Figure 20 shows how grating and vernier acuities vary with retinal eccentricity. 
It is obvious from this figure that no single scaling factor can equate grating and vernier acuity across 
retinal eccentricities; a scaling factor that would equate grating acuity, for example, would not be large 
enough to offset the dependence of vernier acuity on retinal eccentricity.

Indeed, there have been several demonstrations that the two types of acuity depend differently 
on experimental conditions. For example, grating acuity appears more susceptible to optical defects 
and contrast reductions, whereas vernier, Landolt, and letter acuities are more susceptible to a visual 
condition called amblyopia.182 There are numerous models attempting to explain why different types 

Granting Vernier

Landolt Letter

FIGURE 19 Targets commonly used to assess 
visual acuity. The dimension of the target that is 
taken as the acuity threshold is indicated by the 
arrows.
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of acuity are affected dissimilarly by experimental conditions, particularly eccentric viewing (e.g., 
Refs. 183 and 184).

The explanation of spatial discrimination thresholds smaller than the distance between photo-
receptors, such as vernier acuity, has become a central issue in contemporary models of spatial vision. 
One view is that the fine sensitivity exhibited by the hyperacuities179 reveals a set of local spatial 
primitives or features that are encoded particularly efficiently in the early stages of vision.185–187 The 
other view is that hyperacuity can be understood from an analysis of information processing among 
the spatially tuned mechanisms described in the earlier sections.183,188,189 Evidence favoring the sec-
ond view is manifold. It has been shown, for example, that offset thresholds smaller than the grain of 
the photoreceptor lattice are predicted from measurements of the linear filtering and signal-to-noise 
properties of retinal ganglion cells.188 Likewise, human vernier thresholds can be predicted in many 
situations from measurements of contrast discrimination thresholds.190 Also, ideal-observer analysis 
has demonstrated that the information available at the level of the photoreceptors predicts better 
performance in hyperacuity tasks than in acuity (resolution) tasks,191 suggesting that any relatively 
complete set of spatially tuned mechanisms should produce better performance in the hyperacuity 
tasks. The remaining puzzle for proponents of the second view, however, is why vernier acuity and 
the other hyperacuities diminish so strikingly with increasing retinal eccentricity.

Pattern Discrimination

An important aspect of spatial vision is the ability to distinguish one pattern from another. In this 
section, we consider the ability to distinguish simple, suprathreshold patterns that vary along a sin-
gle dimension. The dimensions considered are orientation, size or spatial frequency, and position or 
phase.

The detectability of a pattern varies to some degree with orientation. For most observers, for 
example, targets are most visible when oriented vertically or horizontally and least when oriented 
obliquely.192 This oblique effect is demonstrable for periodic and aperiodic targets and is largest for 
fine-detail targets. The cause of the effect appears to be differential sensitivity among orientation-
tuned mechanisms, presumably in the visual cortex.193 The ability to discriminate gratings differ-
ing in orientation depends on several stimulus parameters including target length, contrast, and 
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spatial frequency, but observers can generally discriminate extended, high-contrast targets that differ 
by 1 deg or less.

The ability to discriminate gratings differing in spatial frequency or aperiodic stimuli differing 
in size depends critically on the reference frequency or size. That is to say, the ratio of the frequency 
discrimination threshold, Δf, to the reference frequency, f, is roughly constant at about 0.03 for a wide 
range of reference frequencies;194 similarly, the ratio of size discrimination threshold to reference size 
is roughly constant for a variety of reference sizes, except when the reference is quite small.179

The encoding of spatial phase is crucial to the identification of spatial patterns. Its importance is 
demonstrated quite compellingly by swapping the amplitude and phase spectra of two images; the 
appearance of such hybrid images corresponds to a much greater degree with their phase spectra than 
with their amplitude spectra.195 The conventional explanation is that the phase spectrum determines 
the spatial structure of an image, but this is perhaps too simplistic because the amplitude spectra of 
most natural images are much more similar to one another than are the phase spectra (e.g., Refs. 196 
and 197). Also, given that the result was obtained using global Fourier transforms, it does not have 
direct implications about the relative importance of phase coding within spatially localized channels.198

Nonetheless, such demonstrations illustrate the important relationship between the encoding of spa-
tial phase and pattern identification.

In phase discrimination tasks, the observer distinguishes between patterns—usually periodic 
patterns—that differ only in the phase relationships of their spatial frequency components. The rep-
resentation of spatial phase in the fovea is very precise: observers can, for instance, discriminate relative 
phase shifts as small as 2 to 3 deg (of phase angle) in compound gratings composed of a fundamental 
and third harmonic of 5 cpd;199 this is equivalent to distinguishing a positional shift of about 5 arcsec. 
Phase discrimination is much less precise in extrafoveal vision.200–202 There has been speculation that 
the discrimination anomalies observed in the periphery underlie the diminished ability to distinguish 
spatial displacements,110 to segment textures on the basis of higher-order statistics,203,204 and to iden-
tify complex patterns such as letters,205 but detailed hypotheses linking phase discrimination to these 
abilities have not been developed.

One model of phase discrimination206 holds that local energy computations are performed on 
visual inputs and that local energy peaks are singled out for further analysis. The energy computation 
is performed by cross-correlating the waveform with even- and odd-symmetric spatial mechanisms 
of various preferred spatial frequencies. The relative activities of the even- and odd-symmetric mech-
anisms are used to represent the sort of image feature producing the local energy peak. This account 
is supported by the observation that a two-channel model, composed of even- and odd-symmetric 
mechanisms, predicts many phase discrimination capabilities well (e.g., Refs. 207–209). The model 
also offers an explanation for the appearance of illusory Mach bands at some types of edges and 
not others.206 For this account to work, however, one must assume that odd-symmetric, and not 
even-symmetric, mechanisms are much less sensitive in the periphery than in the fovea because 
some relative phase discriminations are extremely difficult in extrafoveal vision and others are quite 
simple202,209,210 (but see Ref. 211).

Motion Detection and Discrimination

The ability to discriminate the form and magnitude of retinal image motion is critical for many 
fundamental visual tasks, including navigation through the environment, shape estimation, and dis-
tance estimation. There is a vast literature on motion perception (some representative reviews from 
somewhat different perspectives can be found in Refs. 45, 212, 213). Here, we briefly discuss simple 
motion discrimination in the frontoparallel plane, and (as an example of more complicated motion 
processing) observer heading discrimination.

Detection and/or discrimination of motion in the frontoparallel plane is influenced by a number 
of factors, including contrast, wavelength composition, spatial-frequency content, initial speed, and 
eccentricity. For simplicity, and for consistency with the other sections in this chapter, we consider 
here only experiments employing sinewave-grating or random-dot stimuli.

Contrast sensitivity functions for detection of moving (drifting) sinewave-grating targets have the 
interesting property that they are nearly shape invariant on a log spatial-frequency axis; furthermore, 
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as shown in Fig. 21a, they are nearly superimposed at high speeds and low spatial frequencies, 
when plotted as a function of temporal frequency.106,214∗ This latter result corresponds to the fact 
(mentioned earlier) that spatial CSFs are relatively flat at low spatial frequencies and high temporal 
frequencies.128,147 In interpreting Fig. 21a, it is useful to note that the velocity (V) of a drifting sine-
wave grating is equal to the temporal frequency (ft) divided by the spatial frequency (fs):

V
f

f
t

s

=  (29)

Measurements of CSFs for moving stimuli provide relatively little insight into how the visual system 
extracts or represents motion information. For example, in one common paradigm106 it is possible 
for subjects to perform accurately without “seeing” any motion at all. Greater insight is obtained by 
requiring the observer to discriminate between different aspects of motion such as speed or direction.

Representative measurements of speed discrimination for drifting sinewave grating targets are 
shown in Fig. 21b. The figure shows the just-detectable change in speed as a function of temporal 
frequency; each curve is for a differential initial or base speed. Similar to the motion CSFs, speed dis-
crimination is seen to be largely dependent upon the temporal frequency and relatively independent 
of the speed.215 As can be seen, the smallest detectable changes in speed are approximately 5 percent, 
and they occur in the temporal frequency range of 5 to 10 cps, which is similar to the temporal fre-
quency where contrast sensitivity for drifting gratings is greatest (cf., Fig. 21a). Interestingly, 5 to 10 cps
is the temporal frequency range of strongest response for most neurons in the macaque’s primary 
visual cortex.60 For random-dot patterns, the smallest detectable change in speed is also approximately 
5 percent.216

Representative measurements of direction discrimination for drifting random-dot patterns are shown 
in Fig. 21c, which plots direction threshold in degrees as a function of stimulus duration for a wide range 
of speeds. Direction discrimination improves with duration and is a U-shaped function of dot speed. 
Under optimal conditions, direction discrimination thresholds are in the neighborhood of 1 to 2°.216,217

The available evidence suggests that direction and speed discrimination improve quickly with 
contrast at low contrasts but show little improvement when contrast exceeds a few percent.215,218,219

Motion discrimination is relatively poor at isoluminance.220,221 The variations in motion discrimination 
with eccentricity can be largely accounted for by changes in spatial resolution.222
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FIGURE 21 Motion detection and discrimination thresholds. (a) Contrast sensitivity for drifting sinewave gratings 
plotted as a function of temporal frequency. Each curve is for a different drift speed; (�) 1 deg/s (�) 10 deg/s, (�) 100 deg/s; 
(�) 800 deg/s. (Adapted from Ref. 214.) (b) Speed discrimination thresholds plotted as a function of temporal frequency. Each 
curve is for a different drift speed; (�) 5 deg/s, (�) 10 deg/s, (�) 20 deg/s. (Adapted from Ref. 215.) (c) Direction threshold 
for random dot patterns as a function of stimulus duration. Each curve is for a different drift speed; (�) 1 deg/s, (�) 4 deg/s, 
(�) 16 deg/s, (�) 64 deg/s, (�) 256 deg/s. (Adapted from Ref. 216.)

∗The temporal frequency of a drifting grating is the number of stripes passing a fixed reference point per unit time (seconds).
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Psychophysical evidence suggests that there are at least two mechanisms that can mediate motion 
discrimination—a short-range mechanism which appears to be closely associated with motion-
selective neurons in the early levels of cortical processing, and a long-range mechanism which appears 
to be associated with more “inferential” calculations occurring in later levels of cortical processing. 
Clear evidence for this view was first observed in an apparent motion paradigm in which observers 
were required to judge the shape of a region created by laterally displacing a subset of random dots 
in a larger random-dot pattern.223 (These patterns are examples of random-dot kinematograms, the 
motion analog to random-dot stereograms.) Observers could accurately judge the shape of the region 
only if the displacements (1) were less than approximately 15 minarc (Dmax = 15 min); (2) occurred 
with a delay of less than approximately 100 ms; and (3) occurred within the same eye (i.e., dichoptic 
presentations failed to produce reliable discrimination). These data suggest the existence of motion-
sensitive mechanisms that can only detect local, monocular correlations in space-time.

The fact that motion-selective neurons in the early levels of the cortex can also only detect local 
spatiotemporal correlations suggests that they may be the primary source of neural information 
used by the subsequent mechanisms that extract shape and distance information in random-dot 
kinematograms. The receptive fields of motion-selective neurons decrease in size as a function of 
optimal spatial frequency, and they increase in size as a function of retinal eccentricity. Thus, the 
hypothesis that motion-selective neurons are the substrate for shape extraction in random-dot 
kinematograms is supported by the findings that Dmax increases as spatial-frequency content is 
decreased via low-pass filtering,224 and that Dmax increases as total size of the kinematogram is 
increased.225

Accurate shape and motion judgments can sometimes be made in apparent-motion displays 
where the stimulation is dichoptic and/or the spatiotemporal displacements are large. However, in 
these cases the relevant shape must be clearly visible in the static frames of the kinematogram. The 
implication is that higher-level, inferential analyses are used to make judgments under these circum-
stances. A classic example is that we can infer the motion of the hour hand on a clock from its long-
term changes in position even though the motion is much too slow to be directly encoded by motion-
selective cortical neurons.

The evidence for short-term and long-term motion mechanisms raises the question of what mech-
anisms actually mediate performance in a given motion discrimination task. The studies described 
above (e.g., Fig. 21) either randomized stimulus parameters (such as duration and spatial frequency) 
and/or used random-dot patterns; hence, they most likely measured properties of the short-range 
mechanisms. However, even with random-dot patterns, great care must be exercised when interpret-
ing discrimination experiments. For example, static pattern-processing mechanisms may sometimes 
contribute to motion discrimination performance even though performance is at chance when static 
views are presented at great separations of space or time. This might occur because persisting neural 
responses from multiple stimulus frames merge to produce “virtual” structured patterns (e.g., Glass 
patterns226). Similar caution should be applied when interpreting discrimination performance with 
random-dot stereograms (see below).

The discussion of motion perception to this point has focused on the estimation of velocities of 
various stimuli. Such estimation is importantly involved in guiding locomotion through and estimat-
ing the three-dimensional layout of cluttered environments. Motion of an observer through a rigid 
visual scene produces characteristic patterns of motion on the retina called the optic flow field.227,228

Observers are able to judge the direction of their own motion through the environment based upon 
this optical flow information alone.229,230 In fact, accurate motion perception is possible even for 
random-dot flow fields, suggesting that the motion-selective neurons in the early levels of the visual 
cortex are a main source of information in perceiving self-motion. But, how is the local motion 
information provided by the motion-selective neurons used by subsequent mechanisms to compute 
observer motion?

Gibson227,228 proposed that people identify their direction of self-motion with respect to obstacles 
by locating the source of flow: the focus of expansion. Figure 22a depicts the flow field on the retina 
as the observer translates while fixating ahead. Flow is directed away from the focus of expansion and 
this point corresponds to the direction of translation. Not surprisingly, observers can determine their 
heading to within ±1 deg from such a field of motion.230
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The situation becomes much more complicated once eye/head movements are considered. Figure 22b
illustrates this by portraying the flow resulting from forward translation while the observer rotates the 
eyes to maintain fixation on a point off to the right. This motion does not produce a focus of expan-
sion in the image corresponding to the heading; the only focus corresponds to the point of fixation. 
Consequently, heading cannot be determined by locating a focus (or singularity) in the retinal flow 
field. Nonetheless, human observers are able to locate their heading to within ±1.5 deg.231

Recent theoretical efforts have concentrated on this problem of computing heading in the pres-
ence of rotations due to eye/head movements. There are two types of models. One holds that observ-
ers measure the rotational flow components due to eye/head movements by means of an extraretinal 
signal; that is, the velocity of rotations is signaled by proprioceptive feedback from the extraocular 
and/or neck muscles or by efferent information.232–236 The rotational flow components are then 
subtracted from the flow field as a whole to estimate the heading. The other type of model holds 
that people determine heading in the presence of rotations from retinal image information alone 
(e.g., Refs. 233–236). These models hypothesize that the visual system decomposes the flow field into 
rotational and translational components by capitalizing on the fact that flows due to translation and 
rotation depend differently on the scene geometry. Once the decomposition is performed, the head-
ing can be estimated from the translational components (see Fig. 22a).

Current experimental evidence favors the extraretinal signal model,237,238 but there is also evidence 
supporting the retinal-image model when the eye-head rotations are slow.231

The optic flow field also contains information specifying the relative depths of objects in the 
visual scene: The velocities of retinal image motions are, to a first approximation, proportional to 
the inverse depths of the corresponding objects.239 Human observers are quite sensitive to this depth 

 (a)

Translation

Translation and rotation

 (b)

FIGURE 22 Optic flow fields resulting from forward translation across a rigid ground 
plane. (a) Flow field in the retinal image when the observer translates straight ahead while 
maintaining constant eye and head position; the heading is indicated by the small vertical 
line. (b) Retinal flow field when the observer translates straight ahead while making an eye 
movement to maintain fixation on the circle; again the heading is indicated by the small ver-
tical line. (Adapted from Ref. 231.)
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cue as evidenced by the fact that they perceive depth variation for differential motions of as small as 
1
2

1
3

−  arcsec per s.240

Binocular Stereoscopic Discrimination

Light from the three-dimensional environment is imaged onto the two-dimensional array of photo-
receptors, so the dimension associated with distance from the eye is collapsed in the two-dimensional 
retinal image. The images in the two eyes generally differ, however, because the eyes are separated by 
6 to 7 cm. The differences between the images, which are called binocular disparities, are used by the 
visual system to recover information about the distance dimension. The depth percept that results 
from binocular disparity is called stereopsis. Binocular disparity (stereo) information is formally 
equivalent to the monocular information that results from a step translation of one eye by 6 to 7 cm. 
This observation implies a close theoretical connection between the computation of distance from 
motion and distance from binocular disparity. As indicated in an earlier section, the extraction of ste-
reo and motion information presumably begins in the early stages of cortical processing (i.e., in V1 of 
the macaque), where many neurons are selective for disparity and direction of motion.

The geometry of stereopsis is described in Chap. 1, Fig. 25. Here, we briefly consider the nature 
of the information available for computing distance from disparity. The distance between any pair 
of points in the depth dimension (Δz) is related to the horizontal disparity (d) and the horizontal 
convergence angle of the eyes (q) by the following formula:∗

Δz
ad

d d d d
=

+ + + −( / )( / )θ θθ θ2 2
 (30)

where dq is the average disparity between the two points and the convergence point, and a is the 
interpupillary distance (the distance between the image nodal points of the eyes). If dq is zero, then 
the points are centered in depth about the convergence point. The locus of all points where the dis-
parity d equals zero is known as the (Vieth-Müller) horopter. As Eq. (30) indicates, the computa-
tion of absolute distance between points from horizontal disparity requires knowledge of the “eye 
parameters” (the interpupillary distance and the angle of convergence). However, relative distance 
information is obtained even if the eye parameters are unknown (in other words, Δz is monotonic 
with d). Furthermore, absolute distance can be recovered in principle without knowing the angle of 
convergence from use of horizontal and vertical binocular disparities (e.g., Refs. 241 and 242).

Under optimal conditions, the human visual system is capable of detecting very small binocular 
disparities and hence rather small changes in distance. In the fovea, disparities of roughly 10 arsec
can be detected if the test objects contain sharp, high-contrast edges and if they are centered in 
depth about a point on or near the horopter (dq = 0.0).178,243 At a viewing distance of 50 cm, 10 s
corresponds to a distance change of about 0.02 cm, but at 50 m, it corresponds to a distance change 
of about 2 m.

In measuring stereoscopic discrimination performance, it is essential that the task cannot be per-
formed on the basis of monocular information alone. This possibility can be assessed by measuring 
monocular and binocular performance with the same stimuli; if monocular performance is substan-
tially worse than binocular performance, then binocular mechanisms per se are used in performing 
the stereoscopic task.243,244 Random-dot stereograms244,245 are particularly effective at isolating bin-
ocular mechanisms because discriminations cannot be performed reliably when such stereograms 
are viewed monocularly.244,246

Stereopsis is affected by a number of factors. For example, the contrast required to produce a ste-
reoscopic percept varies with the spatial frequency content of the stimulus. This result is quantified 
by the contrast sensitivity function for stereoscopic discrimination of spatially filtered random-dot 
stereograms; the function is similar in shape to CSFs measured for simple contrast detection,247 but 

∗This formula is an approximation based on the assumption of relatively small angles and object location near the midsagittal 
plane; it is most accurate for distances under a few meters.
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detection occurs at lower contrasts than stereopsis occurs. In other words, there is a range of contrasts 
that are clearly detectable, but insufficient to yield a stereoscopic percept.247

The fact that the CSFs for contrast detection and stereoscopic discrimination have similar shapes 
suggests that common spatial-frequency mechanisms are involved in the two tasks. This hypothesis 
receives some support from masking and adaptation experiments demonstrating spatial-frequency 
tuning248–251 and orientation tuning252 for stereo discrimination, and from electrophysiological 
studies demonstrating that cortical cells selective for binocular disparity are also usually selective for 
orientation55,56,62 and spatial frequency.253

The smallest detectable disparity, which is called stereoacuity, improves as luminance contrast is 
increased.254–256 As shown in Fig. 23a, stereoacuity improves approximately in inverse proportion to the 
square of contrast at low contrasts, and in inverse proportion to the cube root of contrast at high con-
trasts. Stereoacuity is also dependent upon spatial frequency; it improves in inverse proportion to tar-
get spatial frequency over the low spatial-frequency range, reaching optimum near 3 cpd (Fig. 23b).255

Both the inverse-square law at low contrasts and the linear law at low spatial frequencies are predicted 
by signal-detection models that assume independent, additive noise and simple detection rules.255,256

Stereoacuity declines precipitously as a function of the distance of the test objects from the con-
vergence plane (Fig. 23c).257,258 For example, adding a disparity pedestal of 40 minarc to test objects 
reduces acuity by about 1 log unit. This loss of acuity is not the result of losses of information due to 
the geometry of stereopsis; it must reflect the properties of the underlying neural mechanisms. [Note 
in Eq. (30) that adding a disparity to both objects is equivalent to changing the value of dq .]

Much like the spatial channels described earlier under “Spatial Channels,” there are multiple 
channels tuned to different disparities, but it is unclear whether there are a small number of such 
channels—“near,” “far,” and “tuned”259—or a continuum of channels.56,63,260,261 Models that assume a 
continuum of channels with finer tuning near the horopter predict both the sharp decline in stereo-
acuity away from the horopter261,262 and the shapes of tuning functions that have been estimated from 
adaptation and probability summation experiments.260,261
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FIGURE 23 Disparity discrimination thresholds as a function of contrast, spatial frequency, and pedestal disparity. 
(a) Disparity threshold as a function of luminance contrast (in contrast threshold units) for dynamic random-dot stereograms. 
(Adapted from Ref. 256.) (b) Disparity threshold as a function of spatial frequency for sinewave-grating stereograms. (Adapted 
from Ref. 255.) (c) Disparity threshold as a function of the disparity pedestal (distance from the convergence plane) for difference-
of-gaussian (DOG) stereograms. (Adapted from Ref. 258.).
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3.1 INTRODUCTION

Psychophysical methods are the tools for measuring perception and performance. These tools are 
used to reveal basic perceptual processes, to assess observer performance, and to specify the required 
characteristics of a display. We are going to ignore this field’s long and interesting history,1 and much 
theory as well.2,3 Here we present a formal treatment, emphasizing the theoretical concepts of psy-
chophysical measurement. For practical advice in setting up an experiment, please turn to our user’s 
guide.4 Use the supplied references for further reading.

Consider the psychophysical evaluation of the suitability of a visual display for a particular pur-
pose. A home television to be used for entertainment is most reasonably assessed in a “beauty contest” 
of subjective preference,5 whereas a medical imaging display must lead to accurate diagnoses6,7 and 
military aerial reconnaissance must lead to accurate vehicle identifications.8 In our experience, the 
first step toward defining a psychophysically answerable question is to formulate the problem as a task 
that the observer must perform. One can then assess the contribution of various display parameters 
toward that performance. Where precise parametric assessment is desired it is often useful to substi-
tute a simple laboratory task for the complex real-life activity, provided one can either demonstrate, 
or at least reasonably argue, that the laboratory results are predictive.

Psychophysical measurement is usually understood to mean measurement of behavior to reveal 
internal processes. The experimenter is typically not interested in the behavior itself, such as pressing 
a button, which merely communicates a decision by the observer about the stimulus.∗ This chapter 
reviews the various decision tasks that may be used to measure perception and performance and eval-
uates their strengths and weaknesses. We begin with definitions and a brief review of visual stimuli. 
We then explain and evaluate the various psychophysical tasks, and end with some practical tips.

3.1

3

∗Psychophysical measurement can also be understood to include noncommunicative physiological responses such as pupil 
size, eye position, electrical potentials measured on the scalp and face, and even BOLD fMRI responses in the brain, which might
be called “unintended” responses. (These examples are merely suggestive, not definitive. Observers can decide to move their eyes
and, with feedback, can learn to control many other physiological responses. Responses are “unintended” only when they are not 
used for overt communication by the observer.) Whether these unintended responses are called psychophysical or physiological 
is a matter of taste. In any case, decisions are usually easier to measure and interpret, but unintended responses may be preferred 
in certain cases, as when assessing noncommunicative infants and animals.
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3.2 DEFINITIONS

At the highest level, an experiment answers a question about how certain “experimental conditions” 
affect observer performance. Experimental conditions include stimulus parameters, observer instruc-
tion, and anything else that may affect the observer’s state. Experiments are usually made up of many 
individual measurements, called “trials,” under each experimental condition. Each trial presents a 
stimulus and collects a response—a decision—from the observer.

There are two kinds of decision tasks: judgments and adjustments. It is useful to think of one as 
the inverse of the other. In one case the experimenter gives the observer a stimulus and asks for a clas-
sification of the stimulus or percept; in the other case the experimenter, in effect, gives the observer a 
classification and asks for an appropriate stimulus back. Either the experimenter controls the stimulus 
and the observer makes a judgment based on the resulting percept, or the observer adjusts the stimulus 
to satisfy a perceptual criterion specified by the experimenter (e.g., match a sample). Both techniques 
are powerful. Adjustments are intrinsically subjective (because they depend on the observers’ under-
standing of the perceptual criterion), yet they can often provide good data quickly and are to be 
preferred when applicable. But not all questions can be formulated as adjustment tasks. Besides being 
more generally applicable, judgments are often easier to analyze, because the stimulus is under the 
experimenter’s control and the task may be objectively defined. Observers typically like doing adjust-
ments and find judgments tedious, partly because judgment experiments usually take much longer.

An obvious advantage of adjustment experiments is that they measure physical stimulus parame-
ters, which may span an enormous dynamic range and typically have a straightforward physical inter-
pretation. Judgment tasks measure human performance (e.g., frequency of seeing) as a function of 
experimental parameters (e.g., contrast). This is appropriate if the problem at hand concerns human 
performance per se. For other purposes, however, raw measures of judgment performance typically 
have a very limited useful range, and a scale that is hard to interpret. Having noted that adjustment 
and judgment tasks may be thought of as inverses of one another, we hasten to add that in practice 
they are often used in similar ways. Judgment experiments often vary a stimulus parameter on suc-
cessive trials in order to find the value that yields a criterion judgment. These “sequential estimation 
methods” are discussed in Sec. 3.6. The functional inversion offered by sequential estimation allows 
judgment experiments to measure a physical parameter as a function of experimental condition, like 
adjustment tasks, while retaining the judgment task’s more rigorous control and interpretation.

Distinguishing between judgment and adjustment tasks emphasizes the kind of response that the 
observer makes. It is also possible to subdivide tasks in a way that emphasizes the stimuli and the 
question posed. In a detection task there may be any number of alternative stimuli, but one is a blank, 
and the observer is asked only to distinguish between the blank and the other stimuli. Slightly more 
general, a discrimination task may also have any number of alternative stimuli, but one of the stimuli, 
which need not be blank, is designated as the reference, and the observer is asked only to distin-
guish between the reference and other stimuli. A decision that distinguishes among more than two 
categories is usually called an identification or classification.9 All decision tasks allow for alternative 
responses, but two alternatives is an important special case.10

As normally used, the choice of term, detection or discrimination, says more about the exper-
imenter’s way of thinking than it does about the actual task faced by the observer. This is because 
theoretical treatments of detection and discrimination usually allow for manipulation of the experi-
mental condition by introduction of an extraneous element, often called a “mask” or “pedestal,” that is 
added to every stimulus. Thus, one is always free to consider a discrimination task as detection in the 
presence of a mask. This shift in perspective can yield new insights (e.g., Refs. 11–15). Since there is no 
fundamental difference between detection and discrimination,16 we have simplified the presentation 
below by letting detection stand in for both. The reader may freely substitute “reference” for “blank” 
(or suppose the presence of an extraneous mask) in order to consider the discrimination paradigm.

The idea of “threshold” plays a large role in psychophysics. Originally deterministic, threshold once 
referred to the stimulus intensity above which the stimulus was always distinguishable from blank, 
and below which it was indistinguishable from blank. In a discrimination task one might refer to a 
“discrimination threshold” or a “just-noticeable difference.” Nowadays the idea is statistical; we know 
that the observer’s probability of correct classification rises as a continuous function of stimulus 
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intensity (see Fig. 1). Threshold is defined as the stimulus intensity (e.g., contrast) corresponding
to an arbitrary level of performance (e.g., 82 percent correct). However, the old intuition, now called a 
“high threshold,” still retains a strong hold on everyone’s thinking for the good reason that the transi-
tion from invisible to visible, though continuous, is quite abrupt, less than a factor of two in contrast.

Most psychophysical research has concentrated on measuring thresholds. This has been moti-
vated by a desire to isolate low-level sensory mechanisms by using operationally defined tasks that are 
intended to minimize the roles of perception and cognition. This program is generally regarded as 
successful—visual detection is well understood (e.g., Ref. 17)—but leaves most of our visual experi-
ence and ability unexplained. This has stimulated a great deal of experimentation with suprathreshold 
stimuli and nondetection tasks in recent years.

3.3 VISUAL STIMULI

Before presenting the tasks, which are general to all sense modalities (not just vision), it may be help-
ful to briefly review the most commonly used visual stimuli. Until the 1960s most vision research used 
a spot as the visual stimulus (e.g., Ref. 18). Then cathode ray tube displays made it easy to generate 
more complex stimuli, especially sinusoidal gratings, which provided the first evidence for multiple 
“spatial frequency channels” in vision.19 Sinusoidal grating patches have two virtues. A sinusoid at the 
display always produces a sinusoidal image on the retina.∗ And most visual mechanisms are selective 
in space and in spatial frequency, so it is useful to have a stimulus that is restricted in both domains.

10.10.010.001
0.0

0.2

0.4

0.6

0.8

1.0

Ideal

P
ro

ba
bi

lit
y 

co
rr

ec
t

Human

Contrast

FIGURE 1 Probability of correctly identifying a letter in 
noise, as a function of letter contrast. The letters are bandpass fil-
tered. Gaussian noise was added independently to each pixel. Each 
symbol represents the proportion correct in 30 trials. The solid 
curve through the points is a maximum likelihood fit of a Weibull 
function. The other curve represents a similar maximum likeli-
hood fit to the performance of a computer program that imple-
ments the ideal letter classifier.40 Efficiency, the squared ratio of 
threshold contrasts, is 9 percent. (Courtesy of Joshua A. Solomon.)

∗This is strictly true only within an isoplanatic patch, i.e., a retinal area over which the eye’s optical point spread function is 
unchanged.
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Snellen,20 in describing his classic eye chart, noted the virtue of letters as visual stimuli—they offer 
a large number of stimulus alternatives that are readily identifiable.21,22 Other commonly used stimuli 
include annuli, lines, arrays of such elements, and actual photographs of faces, nature, and mili-
tary vehicles. There are several useful texts on image quality, emphasizing signal-to-noise ratio.23–26

Finally, there has been some psychophysical investigation of practical tasks such as reading,27 flying 
an airplane,28 or shopping in a supermarket.29

The stimulus alternatives used in vision experiments are usually parametric variations along a sin-
gle dimension, most commonly contrast, but frequently size and position in the visual field. Contrast
is a dimensionless ratio: the amplitude of the luminance variation within the stimulus, normalized 
by the background luminance. Michelson contrast (used for gratings) is the maximum minus the 
minimum luminance divided by the maximum plus the minimum. Weber contrast (used for spots 
and letters) is the maximum deviation from the uniform background divided by the background 
luminance. RMS contrast is the root-mean-square deviation of the stimulus luminance from the 
mean luminance, divided by the mean luminance.

3.4 ADJUSTMENTS

Adjustment tasks require that the experimenter specify a perceptual criterion to the observer, who 
adjusts the stimulus to satisfy the criterion. Doubts about the observer’s interpretation of the crite-
rion may confound interpretation of the results. The adjustment technique is only as useful as the 
criterion is clear.

Threshold

Figure 2 shows contrast sensitivity (the reciprocal of the threshold contrast) for a sinusoidal grating 
as a function of spatial and temporal frequency.30 These thresholds were measured by what is prob-
ably the most common form of the adjustment task, which asks the observer to adjust the stimulus 
contrast up and down to the point where it is “just barely detectable.” While some important studies 
have collected their data in this way, one should bear in mind that this is a vaguely specified criterion. 
What should the observer understand by “barely” detectable? Seen half the time? In order to adjust
to threshold, the observer must form a subjective interpretation and apply it to the changing percept. 
It is well known that observers can be induced (e.g., by coaching) to raise or lower their criterion, 
and when comparing among different observers it is important to bear in mind that social and per-
sonality factors may lead to systematically different interpretations of the same vague instructions. 
Nevertheless, these subjective effects are relatively small (about a factor of two in contrast) and many 
questions can usefully be addressed, in at least a preliminary way, by quick method-of-adjustment 
threshold settings. Alternatively, one might ignore the mean of the settings and instead use the stan-
dard deviation to estimate the observer’s discrimination threshold.31

Nulling

Of all the many kinds of adjustments, nulling is the most powerful. Typically, there is a simple basic 
stimulus that is distorted by some experimental manipulation, and the observer is given control over 
the stimulus and asked to adjust it so as to cancel the distortion (e.g., Ref. 32). The absence of a spe-
cific kind of distortion is usually unambiguous and easy for the observer to understand, and the 
observer’s null setting is typically very reliable.

Matching

Two stimuli are presented, and the observer is asked to adjust one to match the other. Sometimes the 
experiment can be designed so that the observer can achieve a perfect match in which the stimuli 
are utterly indistinguishable, which Brindley33 calls a “Class A” match. Usually, however, the stimuli 
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are obviously different and the observer is asked to match only a particular aspect of the stimuli, 
which is called a “Class B” match. For example, the observer might be shown two grating patches, one 
fine and one coarse, and asked to adjust the contrast of one to match the contrast of the other.34 Or 
the observer might see two uniform patches of different colors and be asked to match their bright-
nesses.35 Observers (and reviewers for publication) are usually comfortable with matching tasks, but, 
as Brindley points out, it is amazing that observers can seemingly abstract and compare a particular 
parameter of the multidimensional stimuli in order to make a Class Β match. Matching tasks are 
extremely useful, but conclusions based on Class Β matches may be less secure than those based on 
Class A matches because our understanding of how the observer does the task is less certain.

Magnitude Production

The observer is asked to adjust a stimulus to match a numerically specified perceptual criterion, e.g., 
“as bright as a 60-watt light bulb.” The number may have a scale (watts in this case) or be a pure 
number.2 The use of pure numbers, without any scale, to specify a perceptual criterion is obviously 
formally ambiguous, but in practice many experimenters report that observers seem comfortable 
with such instructions and produce stable results that are even reasonably consistent among differ-
ent observers. Magnitude production, however, is rarely used in visual psychophysics research.
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3.5 JUDGMENTS

Judgment tasks ask the observer to classify the stimulus or percept. They differ primarily in the 
number of alternative stimuli that may be presented on a given trial and the number of alternative 
responses that the observer is allowed.

The Ideal Observer

When the observer is asked to classify the stimulus (not the percept) it may be useful to consider 
the mathematically defined ideal classifier that would yield the most accurate performance using 
only the information (the stimuli and their probabilities) available to the observer.36–42 Obviously 
this would be an empty exercise unless there is some known factor that makes the stimuli hard to 
distinguish. Usually this will be visual noise: random variations in the stimulus, random statistics of 
photon absorptions in the observer’s eyes, or random variations in neural processes in the observer’s 
visual system. If the stimuli plus noise can be defined statistically at some site—at the display, as an 
image at the observer’s retinae, as a pattern of photon absorptions, or as a spatiotemporal pattern of neu-
ral activity—then one can solve the problem mathematically and compute the highest attainable level 
of performance. This ideal often provides a useful point of comparison in thinking about the actual 
human observer’s results. A popular way of expressing such a comparison is to compute the human
observer’s efficiency, which will be a number between 0 and 1. For example, in Fig. 1 at threshold 
the observer’s efficiency for letter identification is 9 percent. As a general rule, the exercise of work-
ing out the ideal and computing the human observer’s efficiency is usually instructive but, obvi-
ously, low human efficiencies should be interpreted as a negative result, suggesting that the ideal is 
not particularly relevant to understanding how the human observer does the task.

Yes-No

The best-known judgment task is yes-no. It is usually used for detection, although it is occasionally 
used for discrimination. The observer is either asked to classify the stimulus, “Was a nonblank stimu-
lus present?” or classify the percept, “Did you see it?” The observer is allowed only two response alter-
natives: yes or no. There may be any number of alternative stimuli. If the results are to be compared 
with those of an ideal observer, then the kind of stimulus, blank or nonblank, must be unpredictable.

As with the method-of-adjustment thresholds discussed above, the question posed in a yes-no 
experiment is fundamentally ambiguous. Where is the dividing line between yes and no on the con-
tinuum of internal states between the typical percepts generated by the blank and nonblank stimuli? 
Theoretical considerations and available evidence suggest that observers act as if they reduced the 
percept to a “decision variable,” a pure magnitude—a number if you like—and compared that mag-
nitude with an internal criterion that is under their conscious control.40,43 Normally we are not inter-
ested in the criterion, yet it is troublesome to remove its influence on the results, especially since the 
criterion may vary between experimental conditions and observers. For this reason, most investiga-
tors no longer use yes-no tasks.

As discussed next, this pesky problem of the observer’s subjective criterion can be dealt with 
explicitly, by using “rating scale” tasks, or banished, by using unbiased “two-alternative forced choice” 
(2afc) tasks. Rating scale is much more work, and unless the ratings themselves are of interest, the end 
result of using either rating scale or 2afc is essentially the same.

Rating Scale

In a rating scale task the observer is asked to rate the likelihood that a nonblank stimulus was pre-
sented. There must be blank and nonblank stimulus alternatives, and there may be any number of 
alternative ratings—five is popular—but even a continuous scale may be allowed.44 The endpoints of 
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the rating scale are “The stimulus was definitely blank” and “The stimulus was definitely nonblank,” 
with intermediate degrees of confidence in between. The results are graphed as a receiver operating 
characteristic, or ROC, that plots one conditional probability against another. The observer’s rat-
ings are transformed into yes-no judgments by comparing them with an external criterion. Ratings 
above the criterion become “yes” and those below the criterion become “no.” This transformation 
is repeated for all possible values of the external criterion. Finally, the experimenter plots—for each 
value of the criterion—the probability of a yes when a nonblank stimulus was present (a “hit”) 
against the probability of a yes when a blank stimulus was present (a “false alarm”). In medical con-
texts the hit rate is called “sensitivity” and one minus the false alarm rate is called “specificity.” Figure 3 
shows an ROC curve for a medical diagnosis;45 radiologists examined mammograms and rated the 
likelihood that a lesion was benign or malignant.

In real-life applications the main value of ROC curves is that they can be used to optimize yes-no 
decisions based on ratings, e.g., whether to refer a patient for further diagnosis or treatment. However, 
this requires knowledge of the prior stimulus probabilities (e.g., in Fig. 3, the incidence of disease in 
the patient population), the benefit of a hit, and the cost of a false alarm.6,7 These conditions are rarely 
met. One usually can estimate prior probability and assess the cost of the wasted effort caused by the 
false alarms, but it is hard to assign a commensurate value to the hits, which may save lives through 
timely treatment.

The shape of the ROC curve has received a great deal of attention in the theoretical detection 
literature, and there are various mathematical models of the observer’s detection process that can 
account for the shape.46–48 However, unless the actual situation demands rating-based decisions, the 
ROC shape has little or no practical significance, and the general practice is to summarize the ROC 
curve by the area under the curve. The area is 0.5 when the observers’ ratings are independent of the 
stimuli (i.e., useless guessing). The area can be at most 1—when the observer makes no mistakes. The 
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area can descend below 0.5 when the observer reverses the categories of blank and nonblank. We’ll 
see in a moment that a result equivalent to ROC area can usually be obtained with much less effort by 
doing a two-alternative forced choice experiment instead.

Two-Alternative Forced Choice

This task is traditionally characterized by two separate stimulus presentations, one blank and one 
nonblank, in random order. The two stimuli may be presented successively or side by side. The 
observer is asked whether the nonblank stimulus was first or second (or on the left or right). We noted 
above that in yes-no tasks observers seem to reduce the stimulus to a decision variable, the mag-
nitude upon which they base their decisions. The 2afc task is said to be “unbiased” because the 
observer presumably chooses the presentation that generated the higher magnitude, without refer-
ring to any subjective internal criterion. At the beginning of this section we said that all judgment 
tasks consist of the presentation of a stimulus followed by a judgment. In this view, we might consider 
the two presentations in the 2afc task to be a single stimulus. The two possible composite stimuli to 
be discriminated are reflections of one another, either in space or time. The symmetry of the two 
alternatives suggests that the observer’s choice between them may be unbiased.

Other related tasks are often called “two-alternative forced choice” and are similarly claimed to be 
unbiased. There is some confusion in the literature over which tasks should be called “2afc.” In our 
view, the “2afc” label is of little consequence. What matters is whether the task is unbiased, i.e., are 
the alternative stimuli symmetric for the observer? Thus a yes-no discrimination of blank and non-
blank stimuli may be biased even though there are two response alternatives and the choice is forced, 
whereas it may be reasonable to say that the judgment of the orientation of a grating that is either 
horizontal or vertical is unbiased even though there is only a single presentation. We suggest that 
authors wishing to claim that their task is unbiased say so explicitly and state why. This claim might 
be based on a priori considerations of the symmetry between the stimuli to be discriminated, or on a 
post hoc analysis of relative frequencies of the observer’s responses.

In theory, if we accept the assumptions that each stimulus presentation produces in the observer 
a unidimensional magnitude (one number, the decision variable), that the observer’s ratings and 2afc 
decisions are based, in the proper way, on this magnitude, and that these magnitudes are stochastically 
independent between presentations, then the probability of a correct response on a 2afc trial must 
equal the area under the ROC curve.47 Nachmias43 compared 2afc proportion correct and ROC area 
empirically, finding that ROC area is slightly smaller, which might be explained by stimulus-induced 
variations in the observer’s rating criteria.

MAGNITUDE ESTIMATION

In the inverse of magnitude production, a stimulus is presented and the observer is asked to rate 
it numerically.2 Some practitioners provide a reference (e.g., a stimulus that rates 100), and some 
don’t, allowing observers to use their own scale. Magnitude estimation and rating scale are funda-
mentally the same. Magnitude estimation experiments typically test many different stimulus intensi-
ties a few times to plot mean magnitude versus intensity, and rating-scale experiments typically test 
few intensities many times to plot an ROC curve at each intensity.

Response Time

In practical situations the time taken by the observer to produce a judgment usually matters, and it 
will be worthwhile recording it during the course of the experiment. Some psychophysical research 
has emphasized response time as a primary measure of performance in an effort to reveal mental 
processes.49
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3.6 STIMULUS SEQUENCING

So far we have discussed a single trial yielding a single response from the observer. Most judgments 
are stochastic, so judgment experiments usually require many trials. An uninterrupted sequence of 
trials is called a run (or a block). There are two useful methods of sequencing trials within a run.

Method of Constant Stimuli

Experimenters have to worry about small, hard-to-measure variations in the observer’s sensitiv-
ity that might contaminate comparisons of data collected at different times. It is therefore desir-
able to run the trials for the various conditions as nearly simultaneously as possible. One technique 
is to interleave trials for the various conditions. This is the classic “method of constant stimuli.” 
Unpredictability of the experimental condition and equal numbers of trials for each condition are 
typically both desirable. These are achieved by using a randomly shuffled list of all desired trials to 
determine the sequence.

Sequential Estimation Methods

One can use the method of constant stimuli to measure performance as a function of a signal 
parameter—let us arbitrarily call it intensity—and determine, by interpolation, the threshold inten-
sity that corresponds to a criterion level of performance.∗ This approach requires hundreds of tri-
als to produce a precise threshold estimate. Various methods have been devised that obtain precise 
threshold estimates in fewer trials, by using the observer’s previous responses to choose the stimulus 
intensity for the current trial. The first methods were simple enough for the experimenter to imple-
ment manually, but as computers appeared and then became faster, the algorithms have become 
more and more sophisticated. Even so, the requisite computer programs are very short.

In general, there are three stages to threshold estimation. First, all methods, implicitly or explicitly, 
require that the experimenter provide a confidence interval around a guess as to where threshold may 
lie. (This bounds the search. Lacking prior knowledge, we would have an infinite range of possible 
intensities. Without a guess, where would we place the first trial? Without a confidence interval, where 
would we place the second trial?) Second, one must select a test intensity for each trial based on the 
experimenter’s guess and the responses to previous trials. Third, one must use the collected responses 
to estimate threshold. At the moment, the best algorithm is called ZEST,50 which is an improvement 
over the popular QUEST.51 The principal virtues of QUEST are that it formalizes the three distinct 
stages, and implements the first two stages efficiently. The principal improvement in ZEST is an opti-
mally efficient third stage.

3.7 CONCLUSION

This chapter has reviewed the practical considerations that should guide the choice of psychophysi-
cal methods to quickly and definitely answer practical questions related to perception and perfor-
mance. Theoretical issues, such as the nature of the observer’s internal decision process, have been 
de-emphasized. The question of how well we see is answerable only after we reduce the question 
to measurable performance of a specific task. The task will be either an adjustment—for a quick 
answer when the perceptual criterion is unambiguous—or a judgment—typically to find threshold 
by sequential estimation.

∗The best way to interpolate frequency-of-seeing data is to make a maximum likelihood fit by an S-shaped function.52

Almost any S-shaped function will do, provided it has adjustable position and slope.53
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The success of psychophysical measurements often depends on subtle details: the seemingly inci-
dental properties of the visual display, whether the observers receive feedback about their responses, 
and the range of stimulus values encountered during a run. Decisions about these matters have to be 
taken on a case-by-case basis.

3.8 TIPS FROM THE PROS

We asked a number of colleagues for their favorite tips.

• Experiments often measure something quite different from what the experimenter intended. Talk 
to the observers. Be an observer yourself.

• Viewing distance is an often-neglected but powerful parameter, trivially easy to manipulate over a 
100:1 range. Don’t be limited by the length of your keyboard cable.

• Printed vision charts are readily available, offering objective measurement of visiblity, e.g., to 
characterize the performance of a night-vision system.20,21,54,55

• When generating images on a cathode ray tube, avoid generating very high video frequencies (e.g., 
alternating black and white pixels along a horizontal raster line) and very low video frequencies 
(hundreds of raster lines per cycle) since they are typically at the edges of the video amplifier’s 
passband.56

• Liquid crystal displays (LCD) have largely replaced cathode ray tube (CRT) displays in the market 
place. LCDs are fine for static images, but have complicated temporal properties that are hard to 
characterize. Thus, CRTs are still preferable for presentation of dynamic images, as they allow you 
to know exactly what you are getting.57

• Consider the possibility of aftereffects, whereby past stimuli (e.g., at high contrast or different 
luminance) might affect the visibility of the current stimulus.58–61

• Drift of sensitivity typically is greatest at the beginning of a run. Do a few warm-up trials at the 
beginning of each run. Give the observer a break between runs.

• Allow the observer to see the stimulus once in a while. Sequential estimation methods tend to 
make all trials just barely detectable, and the observer may forget what to look for. Consider 
throwing in a few high-contrast trials, or defining threshold at a high level of performance.

• Calibrate your display before doing the experiment, rather than afterward when it may be too late.
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VISUAL ACUITY AND 
HYPERACUITY

Gerald Westheimer
Division of Neurobiology
University of California
Berkeley, California

4.1 GLOSSARY

Airy disk. Point-spread function in the image of a diffraction-limited optical instrument with a 
circular pupil.

Diffraction limit. Minimum dissipation of spatial information in the imaging of an optical system, 
due to the aperture restriction in the propagation of electromagnetic energy.

Fovea. Region in the center of the retina where receptor elements are most closely packed and reso-
lution highest.

Hyperacuity. Performance in task where thresholds are substantially lower than the grain of the 
receiving layer.

Light. Visually evaluated radiant energy. In this chapter radiant and luminous energy terms are 
used interchangeably.

Optical-transfer function. Modulation in the transmitted images of spatial sinusoids, as a function 
of their spatial frequency; it is complex, that is, has amplitude and phase terms. 

Psychophysics. Procedure for studying an observer’s performance by relating the variables of physi-
cal stimuli to measurements of associated responses.

Point-spread function. Spatial distribution of energy in the image of a point object.

Snellen letters. Alphanumeric characters of defi ned size and shape used in standard clinical testing 
of visual acuity.

Spatial frequency. Number of cycles of a sinusoidal grating target per unit distance. Commonly 
cycles/degree visual angle.

Superresolution. Ability to garner knowledge of spatial details in an optical image based on previ-
ous available information, either by extrapolation or averaging.

Vernier acuity. Performance limit in the alignment of two abutting line segment; it is the prime 
example of hyperacuity.

Visual acuity. Performance limit in distinguishing spatial details in visual object.

Visual angle. Angle subtended by an object at the center of the eye’s entrance pupil; it is a measure 
of distance in the retinal image.

4
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Equation (1). Point-spread function of a purely diffraction-limited optical imaging system with a 
round pupil.

q angular subtense of radius of Airy’s disk

 l wavelength of radiation

a diameter of aperture 

Equation (2). Specifi cation of contrast in the spatial distribution. 

Lmax, Lmin Luminance of maximum, minimum, respectively

4.2 INTRODUCTION

Visual acuity—literally sharpness—refers to the limit of the ability to discriminate spatial partition-
ing in the eye’s object space. As a psychophysical measure, its analysis encompasses

• The physics—in this case optics—of the stimulus situation 

• The anatomical and physiological apparatus within the organism that processes the external 
stimulus

• The operations leading to the generation of a response

Measurement of visual acuity involves the organism as a whole, even though it is possible to identify 
the performance limits of only a segment of the full operation, for example, the eyeball as purely an 
optical instrument, or the grain of the receptor layer of the retina, or neural activity in the visual 
cortex. But the term acuity is reserved for the behavioral essay and therefore necessarily includes the 
function of all components of the arc reaching from physical object space to some indicator of the 
response of the whole organism. It is a psychophysical operation. The fact that it includes a compo-
nent that usually involves an observer’s awareness does not preclude it from being studied with any 
desired degree of rigor.

4.3 STIMULUS SPECIFICATIONS 

Specification of the stimulus is an indispensable preliminary. For this purpose, an Euclidean object 
space containing visual targets is best defined by a coordinate system with its origin at the center of 
the eye’s entrance pupil and its three axes coinciding with those of the eye. The observer is usually 
placed to make the vertical (y) axis that of gravity, and the horizontal (x) axis orthogonal and pass-
ing through equivalent points in the two eyes; distances from the observer are measured along the 
z axis. When an optical device is associated with the eye, its principal axes should accord, either by 
positioning the device or the observer. On occasions when both eyes of an observer are involved, 
the origin of the coordinate system is located at the midpoint of the line joining the two eyes. More 
details of possible coordinate systems have been described elsewhere.1

The ocular structure most relevant to the spatial dissection of an observer’s object world is the 
retina, and the inquiry begins with the quest for the most instructive way of relating the distal and 
proximal stimuli, that is, the actual objects and their retinal images. Here it is achieved by using 
the center of the entrance pupil of the eye as the origin of the coordinate system which has at least 
two advantages. First, while associated with the eye’s imagery, it belongs to object space and hence 
is objectively determinable by noninvasive means. In a typical human eye, the entrance pupil is 
located about 3 mm behind the corneal vertex and is not far from round. Its center is therefore 
an operationally definable point. The second reason for choosing it as a reference point involves 
the nature of the eye’s image-forming apparatus. As seen in Fig. 1, the bundle of rays from a point 
source converging toward the retina is centered on the ray emerging from the center of the eye’s exit 
pupil, which is the optical conjugate of the center of the entrance pupil. Regardless of the position 
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of the geometrical image with respect to the retina, that is, regardless of the state of defocus, the cen-
ter of the retinal image patch, blurred or sharp, will be defined by the intersection of that ray, called 
chief ray, with the retina. When two object points are presented to the eye, the retinal distance cor-
responding to their separation is given by the intercept of the chief rays from these objects. In this 
manner, the three-dimensional object space of the eye has been collapsed into the two-dimensional 
one of the retinal surface. What has been lost, and needs to be specified separately, is the object’s 
distance from the eye along the chief ray. But all objects, in or out of focus, anywhere along a given 
chief ray share a single retinal location, or, to rephrase it, the coordinates on the retinal surface are 
homologous to angular coordinates within the object-sided sheaf of rays converging on the center 
of the eye’s entrance pupil.

Hence in the specification of retinal distances it suffices to identify corresponding angles in the eye’s 
object space, objectively determinable measures. Units of measurement are the radian, or, degrees or 
minutes of arc. At a distance of 57 cm, a 1-cm object subtends 1 deg, a 0.16-mm object 1 arcmin. 
At the standard eye-chart distance of 6 m (20 ft) the limb of a 20/20 letter is just under 2 mm wide.

The next specification to be considered is that of the luminous intensity impinging on the eye. One 
starts with the most elemental stimulus: the luminous intensity of a point source is given in the inter-
nationally agreed-on unit of candela (lumens ⋅ steradian−1). This again is object-sided and objectively 
determinable. Extended sources are measured in terms of luminance (lumens ⋅ steradian−1 ⋅ unit area−1,
in practice cd ⋅ m−2). Hence the specification of visual acuity targets in the eye’s object space requires, 
apart from their observation distance, their spatial extent in angular measure at the eye’s entrance 
pupil and the luminance of the background from which or against which they are formed. The lumi-
nous energy reaching the retina differs in that it depends on the pupil area, the absorption in the eye’s 

(a)

(b)

FIGURE 1 Schematic diagram of imaging in human eye. (a) The retinal 
image size of a target is represented by the angle it subtends at the eye’s entrance 
pupil. (b) The position of the image of a point is most effectively demarcated by 
the intercept of the image-sided chief ray, which is the center of the light distri-
bution even if the eye is out of focus.
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media, and retinal factors considered elsewhere. Attenuation in the passage through the ocular media 
will differ from one eye to another and is prominently age dependent (Chap. 1). (Polarization and 
coherence properties of the incoming luminous energy are generally not relevant, but see special con-
ditions analyzed in Chap. 14). How this luminous energy is distributed on the retinal surface depends 
on the transfer characteristics of the eye’s optics which will now be considered.

4.4 OPTICS OF THE EYE’S RESOLVING CAPACITY

The spatial distribution of energy reaching the retina will differ from that incident on the cornea by 
being subject to spread produced by the eye’s imaging.

Light Spread in the Retinal Image and Limits of Resolution

The two modes of proceeding in this discussion, via the point-spread or the contrast-transfer func-
tions, are equivalent (Fig. 2). So long as one remains in the realm of optics and does not enter that of 
neural and psychophysical processing where linearity is not guaranteed, it is permissible to transfer 
back and forth between the two.

Point-Spread Function When the object space is restricted to a single point, the spatial distribution 
of energy in the image is called the point-spread function and describes the spread introduced by 
passage through the eye’s optics. Even in ideal focus, the spread depends on the eye’s aperture and 
the wavelength of the electromagnetic energy; the object-sided distribution then has q, that is, angle 
subtended by the distance from its center to the first zero, given by 

θ λ= 1 22.
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FIGURE 2 Retinal light distribution in an idealized optical system like the eye’s. (a) Diffraction-limited point-spread func-
tion (Airy’s disk). Unit distance is given by 1.22 l/a in radians, where l is the wavelength of light and a the diameter of the round 
pupil, both in the same units of length. (b) The optical contrast-transfer function for a square pupil (blue dashed line) and a round 
pupil (red solid line). It descends to zero at a spatial frequency equal to a/l cycles/radian.
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A point can never be imaged smaller than a patch of such a size; the light distribution for any object 
is the convolution of that of the points constituting it. In practice there are additional factors due to 
the aberrations and scattering in each particular eye.

Spatial-Frequency Coordinates and Contrast-Transfer Function A fundamental property of optical 
imagery in its application to the eye is its linearity. Hence a permissible description of light distribu-
tions is in terms of their spatial Fourier spectra, that is, the amplitudes and phases of those spatial 
sinusoidal intensity distribution in terms of their spatial frequency that, when superimposed, will 
exactly reconstruct the original distribution. The limit here is the cutoff spatial frequency at which 
the optical transfer coefficient of the eye reaches zero (Fig. 2b).

Either of the two descriptors of the optical transfer between the eye’s object and image spaces, 
the point-spread function, that is, light spread in the image of a point, and the contrast-transfer 
function, that is, the change in amplitude and phase that the component sinusoids (as a function 
of spatial frequency in two angular dimensions) experience as they are transferred from the eye’s 
object space to the retinal image, is complete and the transposition between the two descriptors in 
uncomplicated.

Because resolution relates to the finest detail that can be captured in an image, the interest is in 
the narrowness of the point-spread function (e.g., width at half-height) or, equivalently, the high-
frequency end of the contrast-transfer function. The absolute limit imposed by diffraction gives a 
bound to these two functions but this is actually achieved only in fully corrected eyes with pupil 
diameters below about 3 mm, when other dioptric deficits are minimal. Concentrating on light of 
wavelength 555 nm, for which the visual system during daylight is most sensitive, Fig. 2, taken over 
directly from diffraction theory, illustrates the best possible performance that may be expected 
from a normal human eye under ordinary circumstances. The cutoff spatial frequency then is near 
90 cycles/degree−1 and the diameter of Airy’s disk about 1.5 arcmin.

A great deal of effort has gone into the determination of the actual point-spread functions of 
eyes which include factors such as aberrations. Only under very exceptional circumstances—and 
nowadays also with the aid of adaptive optics—does one get better imagery than what is shown in 
Fig. 2. When the pupil diameter is increased, theoretical improvement due to narrowing of the Airy 
disk is counteracted by aberrations which become more prominent as the outer zones of the pupil 
are uncovered. The effect of refractive errors on imaging can also be described in theory, but then 
phase changes in the contrast-transfer function enter because its complex nature (in the mathemati-
cal sense) can no longer be ignored (see under “Defocus”).

4.5 RETINAL LIMITATIONS—RECEPTOR MOSAIC 
AND TILING OF NEURONAL RECEPTIVE FIELDS

Also amenable to physical analysis are the limitations imposed on the resolving capacity of the eye 
by the structure of the retina. All information that is handed on to the neural stages of vision is in 
the first place partitioned by the elements of the receptor layer, each of which has an indivisible 
spatial signature. The spacing of the receptors is not uniform across the retina, nor is the indi-
viduality of their local sign necessarily retained in further processing. Ultimately, the information 
transfer to the brain is confined by the number of individual nerve fibers emerging from the retina. 
Nevertheless it is instructive to inquire into the grain of the retina in the foveal region where there is 
certainly at least one optic nerve fiber for each receptor. 

Figure 3 is a cross section of the layer of a primate retina and shows an approximately hexagonal 
array of cones, whose average spacing in the center is of the order of 0.6 arcmin. No matter what else 
is in play, human visual resolution cannot be better than is allowed by this structure. The center of 
the fovea is only about 0.5 deg in diameter; the further one proceeds into the retinal periphery the 
coarser the mosaic and the lower the ratio of receptors to optic nerve fibers. This explains the reason 
for our highly developed oculomotor system with its quick ability to transfer foveal gaze to different 
eccentric and even moving targets.
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The neural elements of the retina are not passive transducers but actively rearrange the optical 
signals that reach the receptors. After transmission to the brain, processing of these neural signals 
involves interaction from other regions and modification as a result of such factors as attention 
and memory. As yet the neural circuitry interposed between the optical image on the retina and the 
individual’s acuity response has not reached a level of understanding equivalent to that of the opti-
cal and receptor stages. 

4.6 DETERMINATION OF VISUAL RESOLUTION 
THRESHOLDS

Awareness of the limitations imposed by the optics and anatomy of the eye is, of course, of value, 
but visual acuity is, in the end, a function of the operation of the whole organism: what are the finest 
spatial differences that can be distinguished? In answering this question, attention has to be paid to 
the manner of obtaining the measurements.

Since there is scatter in individual determinations, the number of trials will be controlled by the 
needed precision. The armamentarium of psychophysical procedures allows determination of a 
threshold with arbitrary precision. The standard optometric visual acuity chart, in use for 150 years, 
is a textbook case of effective employment of this approach. The ensemble of test symbols, the infor-
mation content per symbol, the accepted answers, and the scaling of the steps and number of trials 
(letters in each row) have all been optimized for quick and reliable acuity identification. 

A psychophysical threshold is a number along a scale of a variable (e.g., distance between double 
stars) at which a correct response is made in a predetermined proportion of trials. In a good experi-
ment it is accompanied by a standard error. Thus if in a particular situation the two-star resolution 
threshold is found to be 0.92 + 0.09 arcmin and the 50-percent criterion was employed, this means 
that on 50 percent of occasions when the separation was 0.92 inch the observer would say “yes” (the 
percentage increasing with increasing separation) and that the scatter of the data and the number of 
observations were such that if the whole experiment were repeated many times, the value would be 
expected to be between 0.83 inch and 1.01 inch in 19 out of 20 runs of data. 

The distinction is often made between detection and discrimination thresholds. In sophisticated 
detection procedures, stimulus presentations are alternated randomly with blanks. A count is kept 
of the number of times the observer gives a “yes” answer when there was no stimulus, the so-called 
false positives. An elaborate analytical procedure can then be deployed to examine the internal 

FIGURE 3 Histological cross 
section of the retinal mosaic in the 
primate fovea. Each receptor repre-
sents an object-sided angle of about 
0.6 arcmin.
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“noise” against which the incoming sensory signal has to compete.2 This methodology is appropri-
ate when there is a blank as one of the alternatives in the test, for example, in the measurement of 
the high spatial-frequency cutoff for grating resolution. In the bulk of acuity determinations the 
observer has to discriminate between at least two alternative configurations each presented well 
above detection threshold, and what has to be safeguarded against are bias errors. 

It is the current practice in vision research to observe as many of these niceties of psychophysi-
cal methodology as possible (Chap. 3). However, in clinical and screening situations less time and 
observer engagement is available, with, as a consequence, diminished reliability and repeatability of 
findings. 

4.7 KINDS OF VISUAL ACUITY TESTS

The common denominator of acuity tests is the determination of the finest detectable spatial parti-
tioning, and this can be done in many ways. The closest to the optical concept of resolving power are 
the two-point or two-line patterns, whose minimum separation is measured at which they are seen 
as double (Fig. 4a). More popular are the two-bar experiments, most effectively implemented in a 
matrix of 3 × 3 elements, in which either the top and bottom rows, or the right and left columns 

(a) (b)

(c) (d)

FIGURE 4 Patterns used in visual acuity tests and 
the associated response criteria: (a) Two point resolu-
tion. (b) Koenig bars in a 3 × 3 matrix. (c) Grating 
resolution. (d) Letters, as used in the clinical Snellen 
chart. Observers respond to these questions: You will 
be shown either a single or a double star. Was it “one” 
or “two?” (a). You will be shown a two-line pattern. 
Were the lines vertical or horizontal? (b). You will be 
shown a field that is either blank or contains verti-
cal stripes? Was it “blank” or “striped?” (c). You will 
be shown an alphanumeric character.  What letter or 
digit was it? (d).
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have a different contrast than the middle row or column (Fig. 4b), the observer’s responses being 
limited to “horizontal” and “vertical.” The size of the matrix elements is increased to determine the 
observer’s threshold. Overall size is no clue and the response is based on the detection of the internal 
image structure.

Some brightness variables are available to the experimenter. In the old days, the lines would be 
black on a white background whose luminance would be specified. With the advent of oscilloscopic 
displays this can now be white on black or, more generally, brighter and darker than a uniform back-
ground. Contrast is then a further variable, usually defined by the Michelson formula

( )

( )
max min

max min

L L

L L

−
+  (2)

With the advent of the Fourier approach to optics, grating targets have become popular. For the 
purposes of acuity, the highest spatial-frequency grating is determined at which, with 100-percent 
modulation, the field is just seen as striped rather than uniform (Fig. 4c). The phenomenon of 
spurious resolution, described below, makes this test inadvisable when focus errors may be at play. 
The role of grating targets in acuity measurements differs from that in modulation sensitivity tests, 
where gratings with a range of spatial periods are demodulated till they are no longer detectable. 
This process yields the modulation sensitivity curve, discussed below. 

Since they were first introduced in the second half of the 19th century, the standard for clinical 
visual acuity are the Snellen letters—alphanumerical characters, each drawn within a 5 × 5 matrix, 
with limb thickness as the parameter (Fig. 4d). From the beginning it was accepted that the resolution 
limit of the human eye is 1 arcmin, and hence the overall size of the Snellen letter for normal acuity is 
5 arcmin, or 9.5 mm at a distance of 6 m or 20 ft (optical infinity for practical purposes). When such
letters can be read at 20 ft, visual acuity is said to be 20/20. Letters twice this size can normally be 
read at 40 ft; an observer who can only read such double-sized letters at 20 ft has 20/40 acuity. The 
charts are usually assembled in lines of about 8 letters for 20/20 and progressively fewer for the lower 
ratings, with just a single letter for 20/200. Because in acuity determinations the error is proportional 
to the size of the letters3 and the sequence of letter sizes in charts is usually logarithmic.4 Snellen acuity 
is often converted to a fraction, 20/20 becoming 1.0, 20/40 becoming 0.5, and so on. When some of 
the letters in a line are missed, say 2 in the 20/20 line, a score of 20/20 − 2 is recorded. For example, 
if there are 7 letters in the 20/25 (0.8) line of which 3 are missed, and the next line is 20/30 (0.67) a 
numerical value of 0.74 [0.8 − (3/7) (0.8 − 0.67)] can be entered for statistical purposes.

Snellen charts have been made available in many alphabets, but letters may not have equal leg-
ibility, even in English. Hence a stripped-down version of letter acuity is often used. A single letter 
E can be shown in four or even eight orientations and the observer asked to respond, perhaps by 
pointing a hand with outstretched fingers. The detection of the location of a gap in an annulus, that 
is, the distinction between the letter O and an oriented C, called the Landolt C test after its inventor 
is particularly useful. Both the E and Landolt C tests can be fitted into the tradition of Snellen letters 
by, for the 20/20 targets, generating them with 1′ line within a 5 × 5′ matrix, with progressive size 
increases to arrive at a solid numerical acuity value. These two tests make no demands on the subjects’ 
literacy and have the virtue that the effect of guessing is a known quantity. Even here, a minor prob-
lem arises because of the “oblique effect,” a small performance deficit in oblique orientations over 
the horizontal and vertical. 

The development of the visual system in infants and the early detection of visual anomalies has 
sparked the design of infant visual acuity tests, usually depending on the observation of eye move-
ments to targets of interest whose size can be progressively diminished.5 Apart from this “preferen-
tial looking” technique, optokinetic nystagmus, that is, the involuntary eye tracking of large moving 
fields, can be effectively utilized to measure acuity by progressively diminishing the size of details 
until tracking fails.

As outlined so far, all the tests have in common the need for the subject to be aware and coopera-
tive, though not necessary literate. When these conditions are absent, other procedures have to be 
adopted, for example, recording the signals from the eye into the central nervous system from the 
scalp. These are not further described here. 
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4.8 FACTORS AFFECTING VISUAL ACUITY

Visual acuity performance will be diminished whenever any of the contributing functions have not 
been optimized. Initial analysis concentrates on optical and retinal factors; not enough is known 
about the subsequent central neural stages to differentiate all the possible ways in which their operation 
can be encumbered or rendered inefficient. Such factors as attention, training, and task familiarity are 
clearly relevant. A treatment of the subject from the clinical point of view is available in textbooks.6,7

Pupil When the optical line-spread function has been widened for whatever reason, resolution will 
obviously suffer. This is the case when the pupil is too small—2 mm or less—when diffraction widens 
it or, in the presence of aberrated wavefronts, when it is very large—usually 6 mm or larger. 

Defocus Focus errors are of particular interest, because one of the most ubiquitous applications 
of visual acuity testing is to ascertain the best refractive state of eyes for purposes of spectacle, con-
tact lens, or surgical correction. Ever since the establishment of the current optometric routines in 
the late 19th century, rules of thumb have existed for the relationship between refractive error and 
unaided acuity. One of these is shown in Fig. 5. But this does not take into account a patient’s pupil 
size which governs depth of focus, the possible presence of astigmatism, and higher-order aberra-
tions, nor some complications arising from the nature of out-of-focus imagery. When a spherical 
wavefront entering the eye’s image space does not have its center at the retina, the imagery can be 
described as having a phase error that increases as the square of the distance from the center of 
the aperture.9 The contrast-transfer function, which is the Fourier transform of the complex (i.e., 
amplitude and phase) pupil aperture function, then does not descend to the cutoff spatial frequency 
monotonically, but shows oscillatory behavior (Fig. 6); in some regions in the spatial-frequency 
spectrum it dips below zero and the grating images have their black and white stripes reversed. This 
so-called spurious resolution means that if one views grating pattern under these conditions and 
gradually increases spatial frequency, stripes will first be visible, then disappear at the zero-crossing 
of the transfer function, then reappear with inverted contrast and so on. The seen image of objects 
like Snellen letters will undergo even more complex changes, with the possibility that “spurious” rec-
ognition is achieved with specific states of pupil size and defocus.
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FIGURE 5 Visual acuity in a typical eye as a function of uncorrected spherical 
refractive error in diopters. (Adapted from Laurance.8)
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Color The diffraction equations have wavelength as an explicit variable. The width of the point-
spread function varies inversely with wavelength. This is, however, only a minor factor where the 
effect of color on visual acuity is concerned. More immediately involved is the eye’s chromatic 
aberration, giving defocus of about 1 diopter at the extremes of the visual spectrum, where also 
more energy is needed to compensate for the fact that the luminous efficiency of the eye peaks 
as 555 nm for the photopic and 500 nm for the scotopic (rod) system. In practice, therefore, each 
situation will have to be handled individually depending on the wavelength distribution of the par-
ticular stimulus.

Retinal Eccentricity Due to the coarsening of the grain of the anatomical connections in the 
peripheral retina, visual acuity falls off with increasing eccentricity (Fig. 7) and this is more pro-
nounced in the extreme nasal than temporal field of view of each eye. In binocular vision, when 
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FIGURE 6 Normalized optical-transfer function for vari-
ous degrees of defocus, showing regions of the spatial-frequency 
spectrum in which the coefficients are negative and the contrast 
of grating targets is reversed in the image compared to that in 
the object. (Adapted from Hopkins.10) For an eye with a 3-mm 
round pupil and wavelength 560 nm, the cutoff spatial frequency 
denoted by the normalized value 1.0 on the axis of abscissas 
is 1.53 cycles/arcmin and the five curves show the theoretical 
response for 0, 0.23, 0.31, 0.62, and 1 diopters defocus.
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both eyes are in play, acuity is usually better than in monocular vision, not only because the better 
eye covers any possible deficiency of the other, but also because of probability summation due to the 
two retinas acting as independent detectors. 

Luminance Acuity measured for black symbols against a white background, that is, for 100 percent 
contrast (Fig. 8) remains constant from about 10 cd ⋅ m−2 up. Below about 1 cd ⋅ m−2 the photopic 
system drops out and rods, which are absent in the fovea, take over. Their luminosity curve peaks at 
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FIGURE 7 Expected visual acuity in various locations in the peripheral visual 
field. (Adapted from Wertheim.11)
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about 500 nm. Also, they are color blind, and subject to considerable spatial summation and adaptation, 
that is, become more sensitive with increased time in the dark, up to as much as 30 to 45 min. 

Contrast Most clearly shown with the use of grating stimuli, there is reduction in performance at 
both the low and high spatial frequency ends of the spectrum (Fig. 9). Because contrast sensitivity 
is lowered in various ocular abnormalities, particularly scatter of or absorption in the media, it has 
been found valuable to perform acuity measurements with low-contrast charts.14,15 Reversing the 
contrast polarity, that is, presenting bright letters against a dark background, has virtue for eyes with 
a wide point-spread function and light scatter16 and indeed improves acuity performance in some 
older eyes.17

Time Time is decidedly a factor in visual acuity. For very short presentations, about 20 ms or 
less, the eye integrates all the light flux, what matters then is the product of the intensity and the 
duration, in any combination. But acuity improves with duration in the several hundred millisecond 
range where light detection no longer depends on duration but only intensity (Fig. 10).

Surround A prominent effect in visual acuity is that of crowding, where the presence of any con-
tour close to the resolution target interferes with performance (Fig. 11). 

Practice Effects Surprisingly, in the fovea of normal observers, practice in the task does not confer 
any further advantage—it seems that optimum performance has been entrained through con-
tinuous exercise of the facility in everyday situation. Peripheral acuity can, however, be improved by 
training.20,21
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FIGURE 9 Modulation sensitivity (contrast detection) 
curve of the human visual apparatus as a function of spatial fre-
quency at different light levels. (From van Nes and Bouman.13)
Visual acuity is equivalent to the highest spatial frequency at which 
a response can still be obtained (intersection with the x axis) and 
the data here map well on those in Fig. 8.
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FIGURE 10 Visual acuity as function of exposure duration. (From Baron 
and Westheimer.18)
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FIGURE 11 Data showing the “crowding” effect in visual acuity. A standard let-
ter is surrounded by bars on all four sides and the performance drops when the bars 
are separated from the edge of the letter by the thickness of the letter’s line-width. 
(Adapted from Flom, Weymouth, and Kahneman.19)

Stage of Development and Aging Visual acuity shows a steep increase in the first few months of life 
and, if a secure measurement can be obtained, is not far from normal at least by the third year.5 The 
aging eye is subject to a large number of conditions that impair acuity (Chap. 14); it is their presence 
or absence that determines any individual patient’s status. Consequently age decrements of acuity 
can rage from none to severe.
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4.9 HYPERACUITY

For a long time human spatial discriminations have been known where thresholds are markedly 
lower than the resolution limit. For vernier acuity, the foveal alignment threshold for two abutting 
lines is just a few arcsecs, as compared with the 1 arcmin or so of ordinary resolution limit. 

Such high precision of localization is shared by many kinds of pattern elements, both in the direction 
joining them, in their alignment, and in deviations from rectilinearity (Fig. 12). The word hyperacuity 
is applied to this discrimination of relative position, in recognition that it surpasses by at least an order 
of magnitude the traditional acuity. Whereas the limitation of the latter are mainly in the resolving 
capacity of the eye’s optics and retinal mosaic, hyperacuity depends on the neural visual system’s abil-
ity to extract subtle differences within the spatial patterns of the optical image on the retina.

(a) (b)

(c)

(d)

FIGURE 12 Configuration in which location dif-
ferences can be detected with a precision higher than the 
resolution limit by up to an order of magnitude. These 
hyperacuity tasks do not contradict any laws of optics and 
are the result of sophisticated neural circuits identifying 
the centroids of light distributions and comparing their
location. Thresholds are just a few arcsec in the foveal 
discrimination of these patterns from their null standards: 
(a) orientation deviation from the vertical of a short line; 
(b) alignment or vernier acuity; (c) bisection of a spatial 
interval; and (d) deviation from straightness of a short line.
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Localization discriminations in the hyperacuity range are performed by identification of the cen-
troid of the retinal light distributions22 of the involved pattern components, for example, abutting 
lines in the vernier task. The information is available in the image and can be described equally well 
in the domains of light distribution and its Fourier spectrum. It is testimony of sophisticated neural 
processing to arrive at the desired decision. Resolution and localization acuity share many attributes, 
though usually not in the same numerical measure. 

Like ordinary visual acuity, hyperacuity is susceptible to crowding and to the oblique effect, but 
the two classes of spatial discrimination do not share all the other attributes.23 Specifically, hyper-
acuity is more robust to reduction in exposure duration and diminishes more steeply with retinal 
eccentricity. It therefore follows that the neural processing apparatus is different and involves subtly 
recognition of differences in the excitation state of a neural population. In this respect it is similar
to a whole host of fine discriminations, for example, those in the visual domains of color and stereo-
scopic depth. 

4.10 RESOLUTION, SUPERRESOLUTION, AND 
INFORMATION THEORY

The threshold difference between ordinary visual acuity and hyperacuity raises the question whether 
any fundamental physical principles are being disobeyed.24

Resolution and Superresolution

In the first instance, all of vision must satisfy the laws of physical optics according to which no 
knowledge can be acquired about an object that is contained in the region beyond the cutoff spatial 
frequency decreed by diffraction theory. Here the concepts associated with the term superresolution 
(Chaps. 3 and 4 in Vol. I) are relevant; they have been expanded since first formulated as involving an 
extrapolation: If the predominant features in which the spatial-frequency spectrum of two objects dif-
fer are located beyond the cutoff, but are always accompanied by a characteristic signature within it, 
then in principle it is possible to make the distinction between the two objects from detailed study of 
the transmitted spectrum and extrapolate from that to arrive at a correct decision. More recently the 
word has also been used to describe a procedure by which several samples of noisy transmitted spatial-
frequency spectra from what is known to be the same object are superimposed and averaged. In both 
uses of the word, no diffraction theory limit has been broached; rather, knowledge is secured from 
detailed analyses of observed energy distributions on the basis of prior information—in the first case 
that the difference in the spatial-frequency spectrum inside the cutoff limit is always associated with 
those beyond it, in the second that the several spectra that are averaged arose from the same target.

Resolution and Information

Information theory has been of help in understanding some potentially knotty problems in defin-
ing resolution.25 Traditionally, the resolving power of an ideal optical instrument is regarded to have 
been reached when two stars are separated by the width of the Airy disk, when the images of the two 
stars partially overlap and the dip between the two peaks is about 19 percent. This so-called Rayleigh 
criterion usually allows the receptive apparatus to signal the two peaks and the trough as separable 
features—provided its spatial grain is fine enough and the intensity difference detectable. It is then 
possible to decide, without prior knowledge, that there are two stars or that a spectral line is double. 
But when there is prior knowledge that the source can only be either single or double, and if double, 
what their relative intensity is, then the decision can be made for smaller separations, because the 
light distribution resulting from the overlapping images of two adjoining sources differs in predict-
able fashion from that of a single sources, even when the dip between the peaks is less than at the 
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Rayleigh limit and even when there is no dip at all. This specific example highlights how informa-
tion theory, as first formulated by Shannon, enters the discussion: in quantifying the transmitted 
information, prior knowledge needs to be factored in.

The diffraction image of a point is an expression of the uncertainty principle: it describes the 
probability distribution of the location of the source of an absorbed photon. The larger the number 
of absorbed photons, the more secure the knowledge of the source’s location provided always that it 
is known that it has remained the same source as the photons are being accumulated. With sufficient 
number of absorbed photons, and the assurance that they arose from the same source, it is possible 
to assign location with arbitrary precision. Hence, from the standpoint of optics, there is nothing 
mysterious about the precision of locating visual target that is now called hyperacuity. Rather it draws 
attention to the physiological and perceptual apparatus that enables this precision to be attained.

4.11 SUMMARY

The human visual system’s capacity to discriminate spatial details is governed by the eye’s optical 
imagery, by the grain of the retinal receiving layer, by the physiological apparatus of the retina and 
the central nervous system, and by methodological considerations of recording observers’ responses. 
Overall, under the best conditions of ordinary viewing, the resolution limit is close to that governed 
by the diffraction theory for the involved optical parameters. Performance is impaired whenever 
any of the optical, anatomical, physiological, or perceptual components does not operate optimally. 
There is an additional class of visual threshold based not on resolution of spatial detail but on locat-
ing relative object position. Because thresholds then are at least one order of magnitude better, they 
are called hyperacuity. They do not contravene any laws of optics but are testimony to sophisticated 
neural processing that can identify the location of the centroid of retinal light distributions with 
high precision.
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5.1 GLOSSARY

 A area

 D distance

 Er illuminance at the retina (retinal illuminance)

 f focal length

 fe focal length of the eye

 Ls intrinsic luminance of the source

 td troland (the unit of retinal illuminance)

 x position

 Δ change in position

 Φ fl ux (general)

 Φp fl ux at the pupil

 t transmittance

We have also consistently used subscripted and/or subscripted versions of A and S for area, D for 
distance, f for focal lengths, x for positions, and Δ for changes in position.

5.2 INTRODUCTION

This chapter presents basic techniques for generating, controlling, and calibrating the spatial and 
temporal pattern of light on the retina (the visual stimulus). It deals with the optics of stimulus 
generation and the control of light sources used in the vision laboratory. Generation of stimuli by 
computer video displays is covered in detail in Chap. 22. Units for measuring radiation are discussed 
in Chap. 34, “Radiometry and Photometry,” by Edward Zalewski and Chap. 37, “Radiometry and 
Photometry for Vision Optics,” by Yoshi Ohno in Vol. II.

5.1
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5.3 THE SIZE OF THE VISUAL STIMULUS

The size of a visual stimulus can be specified either in terms of the angle which the stimulus sub-
tends at the pupil, or in terms of the physical size of the image of the stimulus formed at the retina, 
for most purposes vision scientists specify stimuli in terms of the angular subtense at the pupil. If an 
object of size h is viewed at distance D then we express its angular extent as

 Degrees visual angle =
⎛
⎝⎜

⎞
⎠⎟

⎛

⎝⎜
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⎠⎟

−2
2

1tan
h
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or, for angles less than about 10 deg

 Degrees visual angle ≅ =360
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57 3h
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h
Dπ
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In this chapter we specify stimuli in terms of the actual retinal area, as well as the angular extent. 
Angular extent has the advantage that it is independent of the eye, that is, it can be specified totally in 
terms of externally measurable parameters. However, an understanding of the physical dimensions 
of the retinal image is crucial for understanding the interrelation of eye size, focal length, and light 
intensity, all of which are part of the design of optical systems for vision research.

5.4 FREE OR NEWTONIAN VIEWING

There are two broad classes of optical systems that are used in vision research. Free viewing, or new-
tonian viewing, forms an image of a target on the retina with minimal accessory optics (Fig. 1a).

Retinal Illuminance

Photometric units incorporate the overall spectral sensitivity of the eye, but that is the only special 
property of this set of units. That is, there are no terms specific to color (for a discussion of colorim-
etry, see Chap. 10) and no allowances for the details of visual perception. The eye is treated as a lin-
ear detector which integrates across wavelengths. The retinal illuminance of an object in newtonian 
view is determined by the luminous intensity of the target and the size of the pupil of the eye. The 
luminous power at the pupil [dimensions are luminous power or energy per unit time, the SI units 
are lumens (lm)]

 ΦP s s

p
L A

A

D
=

2
 (3)

where Ls is the luminance of the source [the SI units are lumens per meter squared per steradian 
(lm/m2/sr) or candelas per meter squared (cd/m2)], As is the source area, Ap is the area of the pupil, 
and D is the distance from the pupil to the source [so (Ap/D

2) is the solid angle the pupil subtends].
The area of the image element on the retina is
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where m is the magnification of the eye and fe is the effective focal length of the eye (Fig. 1b). From 
this we compute the illuminance at the retina as

 E
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fR
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p s

e
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=
Φ

( )2  (5)

(The SI units of illuminance are lm/m2). A typical value for fe, is 16.67 mm.1,2 Note that the retinal 
illuminance does not depend on the distance. That is, the retinal illuminance when viewing an 
extended source such as a video screen is independent of the viewing distance and is dependent 
only on the size of the eye’s pupil, the luminance of the source, and the focal length of the eye. In 
most cases, the focal length of the viewer’s eye is not known, but it is possible to measure the size 
of the pupil. For this reason a standard unit for specifying retinal illuminance was developed, the 
troland.

The Troland (td) The troland is a unit of illuminance (luminous power per unit area). The troland 
quantifies the luminous power per unit area at the retina (the retinal illuminance). One troland was 
defined as the illuminance at the retina when the eye observes a surface with luminance = 1 cd/m2 
through a pupil having an area of 1 mm2. Using Eq. (5) and a standard fe of 16.67 mm we find that 
the troland is defined by

 1 0 0035 2td lumens/m.=  (6)

S

(a)

D

h

(b)

D

AS

AP
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fe

FIGURE 1 (a) In free viewing or newtonian viewing the eye’s 
optics are used to image a target onto the retina. (b) Computation of 
the retinal illuminance in free-viewing. As the area of the source, D the 
distance between the source and the eye, Ap the area of the pupil, fe the 
optical focal length of the eye, AR the area of the image of the source on 
the retina, and ER the retinal illuminance.
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This definition ties the troland to the illuminance on the retina of a standard eye assuming no 
transmission loss in the ocular media at 555 nm. Thus, two observers with different-size eyes, 
different-size pupils, or different relative losses in the ocular media, viewing the same surface, will 
have different retinal illuminances. Wyszecki and Stiles2 have recommended that the term troland 
value be used to distinguish the trolands computed for a standard eye from the actual retinal illu-
minance. General usage is that the retinal illuminance is determined simply by measuring the lumi-
nance of a surface in cd/m2 and multiplying this value by the area of the pupil in mm2.

Limitations of Free Viewing: An Example

There are two major limitations to newtonian view systems. The first is that the retinal illuminance 
is limited. For instance, a 60-W frosted incandescent bulb can produce a 120,000-td field, but to 
obtain a uniform 20 deg field it must be placed 17 inches from the observer’s eye. This requires 
an accommodative effort that not all observers can make. A comparable illuminance at more realistic 
distances, or with variable focus, requires larger light sources or more elaborate optical systems. 
The second limitation of free viewing is that variations in pupil size are not readily controlled. This 
means that the experimenter cannot specify the retinal illuminance for different stimulus conditions 
or for different individuals. Maxwellian view optical systems solve these problems.

5.5 MAXWELLIAN VIEWING

Figure 2a shows a simple Maxwellian view system. The key factor that distinguishes the maxwellian 
view system is that the illumination source is made optically conjugate to the pupil of the eye. As a 
result, the target which forms the stimulus is not placed at the source, but rather at a separate plane 
optically conjugate to the retina. In the system of Fig. 2a the plane conjugate to the retina, where a tar-
get should be placed, lies at the focal point of lens L21, between the source and the lens (see Chap. 6). 
Light from the source is diverging at this point, and slight changes in target position will cause changes 
in both the plane of focus and the magnification of the target. For this reason most real maxwellian 
view systems use multiple lenses. Figure 2b shows such a maxwellian view system where the single lens 
has been replaced by two lenses. The first lens collimates light from the source and the second forms 
an image of the source at the pupil. This places the retinal conjugate plane at the focal plane of L1. We 
label the conjugate planes starting at the eye, so R1 is the first plane conjugate to the retina and P1 is the 
first plane conjugate to the pupil.

Control of Focus and the Retinal Conjugate Plane

The focus of the maxwellian view system is controlled by varying the location of the target.3–5 
Moving the target away from R1 allows the experimenter either to adjust for ametropia or to require 
the observer to accommodate. To see this we compute where lens L1 (Fig. 2b) places the image of the 
target relative to the eye. If the target is at the focal point of L1, the image is at infinity, which means 
there is a real image in focus at the retina for an emmetropic eye. If we move the target toward lens 
L1, the lens of an emmetrope must shorten the focus to bring the image back into focus on the ret-
ina. We quantify this required change in focus as the change in the dioptric power of the eye (or the 
optical system if spectacle correction is used) where the dioptric power is simply the inverse of the 
focal length measured in meters. If the target is displaced by Δ from the focal point of L1 then using 
the newtonian form of the lens formula (x′x = f 2) we find that

 Change in dioptric power = Δ
( )f1

2  (7)
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If the target move toward the lens L1, this compensating power must be positive (the focal length of 
the eye or eye plus spectacle shortens). If the target moves from f1 away from lens L1, the required 
compensation is negative. If the eye accommodates to keep the target in focus on the retina, then the 
size of the retinal image is unchanged by the change in position.3,4

Size

For this system the area of the illuminated retinal field is determined by the limiting aperture in a 
retinal conjugate plane between the light source and the retina (the field stop S2 in Fig. 2b) and is
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(c)
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FIGURE 2 (a) In a minimal maxwellian view system a lens L21 images a source in the plane of 
the eye’s pupil. The lens is shown at a distance D from the eye equal to twice its focal length. The field 
stop (S) in the aperture of L21. (b) A maxwellian view optical system with an accessible retinal conjugate 
plane (R1). Lens L2 collects light from the source and collimates it. Lens L1 images the source in the 
plane of the eye’s pupil (P0). Pupil conjugate planes (Pi) and retinal conjugate planes (Ri) are labeled 
starting at the eye. For an emmetrope lens L1 images the retina (R0) at R1. This is the plane where a 
visual target will appear in best focus for an emmetropic observer. Moving the target away from R1 a 
distance Δ changes the plane of focus of the retinal image, requiring the emmetrope to accommodate. 
The maximum size of the retinal image (SR) is limited for this system to the aperture of lens L2(S2). The 
pupil is imaged at position P1, where the light source is placed. (c) Shows a more complex system where 
a second set of pupil conjugate and retinal conjugate planes have been added. An artificial pupil (AP l) is 
added at P1. It is the image of this pupil at the source (AP2) that limits the retinal illuminance produced 
in this optical configuration. Other symbols as above.
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or for the schematic eye we use
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where fe is the focal length of the eye (in mm) and f1 is the focal length of lens L1. This formula is 
used to compute the physical size of an image on the retina. Note that the linear magnification is 
(fe/f1) and the areal magnification is (fe/f1).2 The angular subtense of the field is the same as in Eq. (1), 
substituting the diameter of S2 for h and f1 for the distance D. Also note that the angular extent is 
independent of details of the optics of the eye. This convenience is the main reason that angular 
extent is the most widely used unit for specifying the stimulus in vision research.

Retinal Illuminance

One of the principal advantages of a maxwellian view system is that it provides a large, uniformly 
bright field of view. This mode of illumination is called Kohler illumination in microscopy. The light 
available in a maxwellian view optical system is determined by two main factors, the luminance of 
the light source, and the effective pupillary aperture of the optical system being used. In Fig. 2b we 
see that lens L2 collects light from the source. The amount of light collected is the maximum amount 
of light that can be presented to the eye and is1,3

 Φ = A L
S

fP s1
2

2
2( )

 (10)

where AP1 is the area of source being considered (or, equivalently, a unit area of the source), Ls is the 
luminance of the source (in lm/m2/sr), S2 is the aperture of lens L2, and f2 is the focal length of lens 
L2. We have used the area of lens L2, for this example, although in actual practice this area might be 
reduced by later field stops. This quantity will cancel out in the subsequent calculations. Finally, if all 
of the light collected by lens L2 is distributed across the retina, then the retinal illuminance is
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where SR is obtained from Eq. (8). Note that only the luminance of the source, the source area, and 
the focal lengths of the optical elements are important in setting the retinal illuminance. Using 
different diameters for lens L2 will change the amount of light collected and the size of the retinal 
area illuminated. Such a change will be reflected by changing the area parameter in both Eqs. (8) 
and (10), which cancel.

In Eq. (11) the area of the source image (AP1) at the pupil is
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If the eye’s pupil (AP0) is smaller than this source image then the eye’s pupil is limiting and

 E
A L

fR
P s

e

= 0
2( )

 (13)

Equation (13) for the maxwellian view system is identical to Eq. (5) which we obtained for the 
newtonian view system, but now the entire field is at the retinal luminance set by the source lumi-
nance. Thus, in maxwellian view a large, high retinal illuminance field can be readily obtained.
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To control the size of the entry pupil rather than allowing it to fluctuate with the natural pupil, 
most maxwellian view systems use a pupillary stop. Figure 2c shows a system where a stop has been 
introduced at an intermediate pupil conjugate plane AP1. This has the advantage of placing the pupil-
lary stop of the system conjugate to the eye’s pupil. The projection of AP1 at the source is AP2 and it 
is AP2 that limits the available luminous area of the source. Lenses L3 and L4 image the source onto 
the artificial pupil, and lenses L1 and L2 image the artificial pupil in the plane of the eye’s pupil (AP0). 
The retinal illuminance of this more complex system can be computed as follows: the field stop over 
which light is collected by lens L4 is S4 and can be computed by projecting the retinal area illuminated 
(SR) back to lens L4.
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AP2 is the area of the source which passes through the artificial pupil:
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Therefore the total amount of usable light collected is
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and the retinal illuminance is
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Note that, as in Eq. (13), [AP1(f1/f2)
2] is the size of the image of the aperture AP1 when measured 

at the exit pupil (AP0). Thus, even in this more complex case we find that the retinal illuminance is 
dependent only on the source luminance, the pupillary area measured at P0, and the focal length of 
the eye.

Advantages of Maxwellian Viewing: Example Revisited

The strength of a maxwellian view system is that properties of the target (focus, size, shape) can be 
controlled independently from retinal illuminance. If the source is larger than the limiting pupil, 
then the maximum retinal illuminance is the luminance of the source, scaled only by the exit pupil 
and eye size [Eqs. (13) and (17)]. The retinal illuminance is controlled by pupillary stops, and the 
target size, shape, and focus are controlled by retinal stops. Additionally, focus can be controlled 
independently of retinal illuminance and image size.

If we use the 60-W frosted bulb that we used in the example of newtonian viewing as a source 
in a maxwellian view optical system we find that we can produce the same maximum retinal 
illuminance for a given pupil size [Eqs. (5) and (13)]. However, with the maxwellian view system 
relatively inexpensive, achromat lenses will allow us to generate a field size greater than 20 deg. 
In addition, we can dispense with the frosted bulb (which was needed in free viewing to give a 
homogeneously illuminated target) and use an unfrosted tungsten halogen bulb to produce in 
excess of 1 million td.
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Controlling the Spatial Content of a Stimulus

The spatial frequency content of a retinal image is usually measured in cycles per degree (of visual 
angle). The frequencies present in the retinal image are those present in the target, cut off by the 
limiting aperture of the pupillary stop—either the eye’s pupil or an artificial pupil in a pupillary 
plane between the target and the eye.25 Apertures placed on the source side of the target do nothing to 
the spatial frequency content of the retinal image, leaving the pupil of the eye controlling the image, 
not the artificial pupil. (For a more detailed treatment of the effects of pupils on the spatial content 
of images see Refs. 6–10. For a discussion of the spatial resolving power of the eye’s optics see Chaps. 1 
and 4 in this volume of the Handbook).

Positioning the Subject

One of the practical disadvantages in using maxwellian view systems is the need to position the eye’s 
pupil at the focal point of the maxwellian lens (L1 in Fig. 2c) and to maintain its position during an 
experimental session. One technique for stabilizing the position of the eye is to make a wax impression 
of the subject’s teeth (a bite bar). By attaching the bite bar to a mechanism that can be accurately posi-
tioned in three dimensions (such as a milling machine stage) the eye can be aligned to the optical sys-
tem and, once aligned, the eye position is maintained by having the subject bite loosely on the bite bar. 
Alignment of the eye can be achieved either by observing the eye, as described at the end of this chapter, 
or by using the subject to guide the alignment process as described in the following paragraphs.

The first step in alignment is to position the eye at the proper distance from lens L1. This can be 
accomplished by noting that, when the eye’s pupil is at the plane of the source image, slight move-
ments of the head from side to side cause the target to dim uniformly. If the eye’s pupil is not at the 
proper distance from lens L1 then moving the head from side to side causes the target to be occluded 
first on one side, then the other. By systematically varying the distance of the eye from lens L1, the 
proper distance of the eye can be determined. It is then necessary to precisely center the eye’s pupil on 
the optical axis of the apparatus. There are several approaches to centering the eye.

1. The physical center of the pupil can be located by moving the translation stage such that the pupil 
occludes the target first on one side, then on the other. The center of these two positions is then 
the center (in one dimension) of the pupil. The process is then repeated for vertical translations.

2. The entry position that produces the optimum image quality of the target can be determined. 
One variant is to use a target that generates strong chromatic aberration (for instance, a red tar-
get on a blue background). The head can then be moved to minimize and center the chromatic 
fringes.11 This process defines the achromatic axis of the eye.

3. The eye can be positioned to maximize the brightness of the target, which centers the Stiles-
Crawford maximum in the pupil with respect to the exit pupil of the instrument.

4. A set of stimuli can be generated that enter the eye from different pupil positions. If the eye is 
centered, then all stimuli will be seen. If the eye is not centered, then the pupil occludes one 
of the pupil entry positions and part of the stimulus array disappears. In this case, the subject 
merely has to keep his or her head positioned such that all stimuli are visible.

5.6 BUILDING AN OPTICAL SYSTEM

Alternating Source Planes and Retinal Planes in a 
Controlled Manner

The separation of retinal and pupil conjugate planes in a maxwellian view system allows precise con-
trol over the spatial and temporal properties of the visual stimulus. By placing the light source con-
jugate to the pupil of the eye, every point on the source projects to every point in the retinal image 
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and vice versa. Thus, to control the whole retinal image, such as turning a light on and off, manipu-
lation of a pupil conjugate plane is optimal. To control the shape of the retinal image without alter-
ing the entry pupil characteristics, variation at the retinal conjugate planes is required. However, 
there is an exception to this rule. Light from the edges of the image traverse the pupil conjugate 
plane at a higher angle than light from the center of the image. For small fields (<15-deg diameter) 
the angular dependence is minimal, but for larger fields it can be significant and filters should be 
placed in a collimated light path.

Combining Lights in an Optical System

To control aspects of the visual stimulus independently, different light sources and targets, each with 
its own set of filters and shutters, can be combined. We will call these separate “channels.” Three dif-
ferent techniques allow for combining optical channels, beamsplitters, beam separators or reflective 
apertures, and diffusers. All three methods are demonstrated in Fig. 3.

Beamsplitters A beamsplitter both transmits and reflects a fraction of the incident light. Any 
surface with an index of refraction change can be a beamsplitter. In vision we generally use either a 
cube or a plate beamsplitter. By locating the beamsplitter in a collimated portion of the optical sys-
tem (Fig. 3), but away from a retinal conjugate plane, two channels can be combined. For channels 
with different spectral compositions the beamsplitter can be dichroic, reflecting some wavelengths 
and transmitting others, usually by interference effects. Plate beamsplitters have the disadvantage 

Beam separator (mirror)

Dichroic beamsplitter

Integrating sphere

Ghost image

Plate beamsplitter

Beamsplitter cube

Displacement
of beam

FIGURE 3 Techniques for combining light from differ-
ent light sources or optical paths. The inset illustrates potential 
problems that need to be considered when using a plate style 
of beamsplitter. These problems are eliminated by the use of a 
cube beamsplitter or wedge beamsplitter.
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that there are secondary reflections, slightly displaced (inset, Fig. 3) from the main beam. In an 
image-carrying beam this produces “ghost” images, slightly displaced from the main image. The 
displacement decreases with decreasing thickness. A pellicle is simply a plate beamsplitter with neg-
ligible thickness. A wedge beamsplitter displaces a ghost image a long way, and Liebman has used 
this to design a tapered beamsplitter with no secondary reflections.12 Unlike plate beamsplitters, the 
beamsplitter cube has the advantage that there is no lateral displacement of an image.

Beam Separators (or Reflective Apertures) A beam separator combines two optical channels into 
one, while keeping the light spatially distinct. For instance, a mirror placed halfway across the aper-
ture at 45 deg combines two channels at 90 deg to each other. Such a separator in a retinal conjugate 
plane is imaged at the retina to produce a bipartite field (Fig. 3). The mirror must be oriented to 
hide the bevel from the subject and must have a high-quality edge. A transparent plate evenly silvered 
in a pattern and optically sandwiched between right angle prisms is a convenient beam separator 
with good edges.

Diffusers, Integrating Spheres, and Optical Fibers Diffusers also mix light. Diffusers are used when 
either the spatial uniformity of the final beam or thorough spatial mixing of light sources is impor-
tant. The direction of light remitted from the diffuser is independent of the incident light, which 
simplifies the combination of sources. Both integrating spheres and integrating bars have been used 
to combine lights (Fig. 4a and b, respectively). Diffusers have been widely used in the construction of 
colorimeters.2 In the La Jolla colorimeter13 light is passed through a filter assembly with three mono-
chromatic filters assembled edge to edge. Moving the filter assembly across the light path changes the 
relative proportions of the light impinging on each filter, which changes the average color of the light. 
An integrating sphere then completely mixes the colors producing a variable chromaticity light source 
without the spatial inhomogeneity of the filters. The major disadvantages of using diffusers are light 
loss, the need for careful optical baffling (since any light impinging on the diffuser gets mixed into the 
system) and the gradual deterioration of the diffuser due to dirt and dust. While the light loss from an 

(a) Integrating bar

(b) Integrating sphere

(c) A reflective concentrator

Out

Diffuser

FIGURE 4 An example of different types of beam 
combiners based on diffusers. In general it is critical that 
high-efficiency diffusing materials be used in all of these 
techniques.
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integrating sphere is ideally very low, slight decreases in the efficiency of the diffusing surfaces cause 
large losses in the output. Collection of light from a simple diffuser can be increased by the use of a 
spherical mirror14 (Fig. 4c). Similarly, a noncoherent fiber-optic bundle can be used to mix lights.

Mixing coherent light sources with diffusers requires movement to minimize interference (speckle) 
effects. Either liquid diffusers15 which work by Brownian motion or moving diffusers16 can be used.

Lenses

Lens orientation affects any optical system. For instance, the most curved surface of a lens should be 
toward the more collimated light. This makes both sides of the lens share the work of refraction and 
decreases aberrations. Achromats reduce both spherical and chromatic aberrations (they have three 
or more refracting surfaces) and are typically designed to form a collimated beam.

Typically, the goal in aligning an optical system is to place all lenses upon a common optical axis, 
oriented such that a ray of light traversing that axis is not deviated. A simple prescription is

1. Define the system axis using pinholes, pointers, or a laser beam, with all lenses removed. In a 
multichannel optical system it is often easiest to start from the position of the eye’s pupil (P0).

2. Introduce mirrors, beamsplitters, and other nonrefractive optics in their proper positions, being 
careful to keep the beam at the same height. A technique for ensuring a constant height, such as a 
movable pinhole, also helps.

3. Starting at the alignment source, set each lens, one at a time, such that its Boys points lie on 
the system axis. The Boys points are the focused reflections from the various curved surfaces of 
lenses (see Ref. 17 for a detailed discussion of using Boys points for alignment). When using a 
laser they are the “bull’s eye” interference patterns. Lateral translation of the lens moves the first 
(brightest) Boys point and rotation moves the second, so convergence is rapid.

4. To determine the position of a lens along the optical axis, a photographic loop (a magnifying lens) 
and a target grid (graph paper) can be used. By placing the graph paper at a known location such 
as at the exit pupil, and then looking with the photographic loop into the system (turn off the 
laser first!) the exact position of the next pupil conjugate point can be determined. To position 
a lens to collimate light from a source, place a mirror in the collimated beam, reflecting the light 
back into the lens. When the lens is placed at one focal length from the source, the mirror causes 
the source to be imaged back onto itself (autocollimation).

Field Quality

The uniformity of the illumination of the retinal image is controlled by the size and emission character-
istics of the source and by the uniformity of illumination of the target. Ideally, a source emits uniformly 
into all angles subtended by the collection lens (lens L2 in Fig. 2). LEDs do not meet this requirement 
and produce inhomogeneous illumination unless the light is further diffused. Tungsten-halogen sources 
with coiled-coil filaments uniformly illuminate the collecting lens and can produce uniform retinal 
images. Problems arise if a retinal conjugate is placed too close to a pupil conjugate plane. This occurs 
most often when the target is placed at the end of a long collimated portion of the optical path. In this 
case, the structure of the source becomes visible at the retinal plane. In general, collimation lengths 
should be kept to less than roughly twice the focal length of the collimating lens. It is also important to 
control the pupillary conjugate points; in some cases multiple pupil conjugate apertures can help.18

Controlling Wavelength

Spectral composition of a light source can be varied either by absorbing the unwanted light (in a 
filter), or by redirecting it (by either interference of refraction). Table 1 presents techniques for con-
trolling wavelength. Interference filters can have blocking filters that absorb wavelengths outside the 
specified transmission band. However, a blocking of 10−3 may not be sufficient for the human visual 



TABLE 1 Controlling Wavelength

Technique Properties Advantages Disadvantages/Comments

Absorption filters: aka dye,  Available in both gels and glass Can be extremely stable over time. Wide Broadband, can be damaged by too much
 film, gel, or pigment filters  forms. Generally broadband.  range of colors available. Reasonably  light, as encountered with lasers and
   priced.  focused beams. Most fluoresce.
Narrowband interference Half-width about 10 nm, usually  Convenient, readily available, and  If not fully sealed, humidity can cause
  bonded to an absorption filter  moderately priced.  long-term degradation. Wavelength
  for blocking distant wavelengths.   depends on angle of incidence. Need 
    good blockers.
Broadband interference (see Half-width 40–100 nm. Same as narrowband interference filters, 
 also dichroic beam splitters)   less need for blocking filters.
Grating monochromators Tunable, bandwidth can be set Can have low stray light. Must match aperture of system to the
  by slits.   interior grating to minimize stray light. 
    Expensive.
Prism monochromators Produces a spectrum by refraction. High throughput. Bulky.
Interference wedges (spatially Allow continuous change of Small, easy to use. Some have more leakage than a
 varying interference filters)  wavelength by changing the   monochromator, may not be adequately
  position of light incidence.    blocked for higher-order transmission. 

Must be placed at a pupil conjugate point 
to avoid chromatic wedging on the retina.

Special sources (Na, Cd, etc.) Discharge sources that produce a  Many lines are available. Very pure Mostly replaced by lasers which are stable, 
  few exactly specified spectral lines.  wavelengths. Larger aperture sources are  cheap, and easier to use but are point
    available.  sources (see Table 5).

5
.1

2
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system. For instance, a narrow 670-nm filter may transmit only 10−3 of the intensity at 555 nm, but 
the human visual system is about 30 times as sensitive to 555 nm as to 670 nm and can integrate 
over the entire visible spectrum. Thus, the visual effectiveness of the “blocked” light can be considerable. 
Monochromatic and narrowband light sources and lasers can also be used both to provide a specific 
wavelength and to calibrate the wavelength scale of monochromators.

Wavelength selection filters are best placed in a collimated beam to avoid changing the passband 
to shorter wavelengths. This shift is asymmetric, and the maximum transmission changes as the angle 
of incidence decreases from 90 deg.2 Differently colored lights can be combined using broadband 
interference filters (dichroic filters) placed at an angle, but using narrowband filters designed for 
normal incidence at 45 deg can introduce unwanted polarization properties.2 Filters designed for use 
at 45 deg are readily available.

Turning the Field On and Off

Light from an optical channel can be clocked entirely by a shutter. Shutters should generally be located 
at a pupil conjugate plane. At this position the source is focused to a small area and thus a smaller, faster 
shutter can be used. In addition, manipulation of a pupil plane changes the retinal image uniformly 
(see above). Parameters of interest are the speed, repetition rate (and duty cycle), and the transmission 
of the shutter in both its open and closed states. Table 2 summarizes details on common types of shut-
ters. Shutters that work by means of polarization generally need to be placed in a collimated beam, and 
their extinction (transmission when off) and maximum transmission are wavelength-dependent.

Controlling Intensity

The visual system operates over about 11 log units of luminance (11 orders of magnitude, or 1011), 
and within this range can make discriminations of 0.1 percent or better. This level of visual capa-
bility requires a two-stage control of retinal illuminance. The overall retinal illuminance is set by 

TABLE 2 Types of Shutters

  Size of  
Shutter Speed Aperture (mm) T off/T on Comments

Mechanical shutter ms 1 mm and up 0 Larger apertures are slower. Most designs cannot run in a 
     continuous mode, but these are ideal for low duty-cycle use.
Galvanometers ms A few mm for  0 Operating at high rates requires fairly careful driver design
   high speeds   but they can be used to excellent effect and are commercially 
     available with drivers. Can be run continuously.
Choppers kHz Variable 0 For continuous on-off flicker choppers are ideal. They have no 
      attenuation when open and no transmission when closed. 

Small, feedback-controlled devices are available off the shelf. 
Stepper motors with vanes mounted on the shaft can also be 
used.

Acousto-optic  μs <2 mm ~10−3 AOMs have small aperture and high f-number and thus work
 modulator (AOM)      best for lasers. They are inherently chromatic and 

orientation-sensitive. Polarization effects can be important.
LCD shutters ms A few cm ~10−2 Speeds are increasing rapidly, works by polarization. 
      Maximum transmission is less than 50 percent. Use in 

collimated beam.
LCD displays μs Work as video ~10−2 Work by polarization. Speed is increasing with development
   screens; individual   of displays for computer use.
   pixels can be μm.
Kerr cells ps cm ~10−2 Require high voltages, work by polarization.
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discrete neutral density filters, while smaller steps are set by either a variable density filter or an elec-
tronic system. Due to limited precision in most measuring instruments, it is hard to calibrate an 
individual filter with a density greater than 3.0.

Varying the Intensity of the Field The intensity of a channel can be varied by using fixed or vari-
able filters, or by controlling the radiance of the source. For simple, relatively slow (1/min) changes 
in retinal illuminance, neutral density filters are appropriate. For faster changes, modulators or 
direct variation of the source radiance are typically required.

Filters Neutral density filters either have a uniform attenuation across their spatial extent (fixed 
filters) or vary in their attenuation characteristics depending on the spatial location (variable filters 
or “wedges”). Absorbing filters should be used in a collimated beam to avoid different path lengths 
through the filter. Wedges are used at a pupil conjugate plane to avoid imaging the density gradient 
on the retina. Fixed filters are typically used to set fixed parameters (such as the average luminance), 
variable filters to control the brightness continuously (for instance, in an increment threshold test). 
Table 3 presents some types of neutral density filters.

Modulators Passing linearly polarized light through a rotating polarizer produces sinusoidal 
modulation of the transmitted light. Careful optical design allows generation of an excellent vari-
able modulation, flicker stimulus.19,20 Acousto-optic modulators (AOM) can be used to vary a light 
rapidly, but have only a small aperture. Mechanical methods have also been used for temporally 
modulating a target.21–23 For the most part, mechanical modulators and moving polarizers have 
been replaced by direct control of light sources by high-speed shutters and by video systems (see 
Chap. 22 in this volume of the Handbook).

TABLE 3 Neutral Density Filters

Method Advantages Disadvantages Other Comments

Metal film neutral  Readily available, stable,  Must be cleaned with care,  Silver and inconel are most
 density filters  spectral neutrality is good.  pinholes can cause a problem.   common. Tilt to keep reflections
   Interreflections between   out of the system.
   filters can cause deviations 
   from density obtained when 
   calibrated alone.
Multilayer dielectric  Easier to clean. Expensive, chromatic. 
 filters
Metal film “wedges” Same as metal film filters. Same as metal film filters. Tilt to aim reflections out of the 
     system. Use in a pupil conjugate 

plane to avoid spatial variation 
of image.

Absorbing gel filters Less expensive, easily available  They become brittle with age.  Keep dry and away from a hot
  at good photography stores.  Somewhat chromatic.   lamp. Use in a collimated light
   Damaged by intense light.  path.
Sector disk and  Spectrally flat. Must be used in a pupil plane  Use in a pupil conjugate (or in a
 mechanical devices    to get desired results.  uniform beam before an
 (cams, variable     integrating sphere). Variable slits 
 slits, etc.)     can be a simple, inexpensive way 

to control intensity.
Photographic film  Cheap, easily made by flashing  Spectral neutrality will be poor  Best used with monochromatic
 or film wedges  a film and developing.  in relation to commercial   light.
   filters. Must be calibrated. 
   Stability over time will depend 
   on the film base used.
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Varying the Source Varying the radiance of the light source is fast, and is particularly straightfor-
ward with electro-optical sources such as LEDs and diode lasers. However, control of the source is 
not limited to these devices and can be used with thermal sources (incandescent bulbs), xenon arcs, 
and fluorescent lights as well. There are four major problems to be overcome when directly varying 
a light source: (1) nonlinear current versus radiance characteristics, (2) changes in the current-radiance 
relation over time, (3) temporal hysteresis in the current-radiance relation, and (4) changes in the 
wavelength distribution of the source with changes in current.

For instance, LEDs have been considered ideal light sources by some investigators, yet they show the 
same deviations from ideal behavior common to other sources24–29 (see Chap. 15, “Artificial Sources,” 
by Anthony LaRocca, Chap. 17, “Light-Emitting Diodes,” by Roland H. Haity, M. George Craford, 
and Robert M. Weissman, and Chap. 18, “High-Brightness Visible LEDs,” by Winston V. Schoenfeld 
in Vol. II). The current/radiance relation of LEDs depends on the internal temperature of the device. 
Thus, the relation changes with both the measurable temperature (due to both the environment and to 
the time average current) and with the immediate current history (for instance, it was just driven at a 
high current). Finally, the temperature also affects the probability of electronic transitions in the semi-
conductor, which can change the wavelength emitted. For LEDs used in visual work this wavelength 
dependence has been measured to be on the order of a 1.6-nm change in dominant wavelength with 
variation of the duty cycle for an ultrabright red LED.26 Thermal sources, such as a tungsten-halogen 
bulb, undergo especially large changes in spectral output with changes in current. With these sources, 
only a narrow spectral band should be used if the source is controlled. In addition, the thermal inertia 
of an incandescent source precludes rapid modulation, although slow modulation (~1 Hz) can be 
achieved. Even fluorescent sources which have been widely used in some areas of research show signifi-
cant changes in spectral output with time.30

While heat sinks can help to stabilize the response characteristics of many devices, linear control 
still requires careful driver design. Drivers can use either an analog or binary design. Analog drivers 
control the source radiance by varying the current, while digital drivers turn the source either on or 
off, with the average radiance set by the proportion of time that the source is on (the duty cycle). An 
advantage of the binary scheme is that transistors dissipate less power in the on and off states than in 
intermediate states.

There are four major approaches to linearization:

1. Calibrate the current-luminance relation and build a driver with the inverse nonlinearity. For 
simple applications this technique is adequate. However, for demanding applications the driver 
becomes complex and the demands for stability in the driver raise new problems.

2. Calibrate the current-luminance relation and use an inverse nonlinearity in computer memory 
(a lookup table). This technique is quick and easy to implement. A static lookup table will not 
compensate for dynamic nonlinearities (hysteresis) but a variation of this approach, known as 
delta modulation, will. With delta modulation a linear detector is used to precalibrate the output 
of a binary driver to produce the desired waveform. By later playing back the binary sequence, 
the waveform can be re-created exactly. Thus, delta modulation can be used to compensate for 
all source nonlinearities except for changes in wavelength. The disadvantage is that the waveform 
must be precalibrated.

3. Vary the ratio of the on and off time periods (the duty cycle) of the source using a binary driver. 
With a fixed cycle time, the on time can be varied (pulse-width modulation or PWM). PWM works 
fairly well, but is sensitive to capacitance and nonlinear switching effects that can alter the waveform 
for either short on or off periods. A similar approach is to use fixed (short) pulses and vary the 
frequency of the pulses (pulse-frequency modulation or PFM). This approach has the advantage 
that every pulse is identical, thus capacitance and switching effects are minimized. PFM has been 
used to control the luminance of LEDs27 and AOMs16 linearly over a 1000:1 luminance range.

4. Detect the light with a linear photodetector and use feedback within the driver to linearize the 
output. By using a PIN photodiode in photovoltaic mode (see Chap. 24, “Photodectors,” by Paul 
R. Norton in Vol. II), it is possible to construct a very linear circuit.28,31 Light feedback can be 
used with either analog or binary drivers.
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Generating Complex Temporal and Spatial Patterns

Any type of light source or visual stimulus, from video monitors to street scenes, can be integrated 
into an optical system, giving improved control of luminance and pupil position. Thus, almost any-
thing can be used as a target. Stimuli can be moved without varying the position of light entry in 
the eye’s pupil by (1) translating a target in the retinal plane, (2) using a cathode ray tube (CRT) or 
a liquid crystal display (LCD) in a retinal conjugate plane, or (3) rotating a mirror in a pupil conju-
gate plane.22

Rotating a mirror in a pupil conjugate plane changes the angle at which light enters the eye, but 
not the pupil entry position. This technique has been used for generating motion and counterphase 
gratings21 and for decreasing the apparent inhomogeneity of a stimulus by moving the image at a rate 
above flicker fusion. Galvanometers are commonly used to generate the motion (Fig. 5).

Video Monitors and CRTs The combination of a video display with a maxwellian view optical sys-
tem allows the experimenter the advantages of precise control of the pupil, use of a broad spectral 
range of backgrounds (provided by the traditional optics), and the fine spatial control available in a 
video system. The video monitor or CRT is placed at a retinal conjugate plane and the other optical 
channels are added to it. By passing the combined light path through an aperture at a pupil conju-
gate plane it is possible to control the pupil size for the video system, insert achromatizing lenses, 
and the like (see Fig. 8 later in the chapter).

Liquid Crystal Displays One type of video display that is of increasing utility is the liquid crystal 
display (LCD) (Chap. 22). LCDs, unlike video monitors, work by transmission or reflection; they are 
not self-luminous. Thus, while the wavelength composition of a monitor is determined by the char-
acteristics of its phosphors, the LCD can be used with any light source. LCD displays work by chang-
ing the polarization state of local regions of the display (pixels). The pattern of pixels is controlled 
by a video signal or a computer. Like most polarization devices, the extinction ratio is wavelength-
dependent and the proportion of light transmitted in the off state may be relatively high. With color 
versions of the newer active matrix LCDs it is possible to pass three wavelengths of monochromatic 
light through the color LCD and have a spatially controlled, high-intensity display with the maxi-
mum possible gamut. In this case the LCD is placed at a retinal conjugate plane.

FIGURE 5 A movable mirror located in a pupil 
conjugate plane allows motion of the retinal image 
without moving the pupil conjugate images.
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Calibration

There are several approaches to calibrating the retinal illuminance of a maxwellian view system. All 
depend on either a standard source of known luminance (a reference source) or a calibrated, 
linear31,32 photodetector. In the past, calibration typically depended on referring the illuminance 
of an optical system to a carefully maintained standard light or by measuring the luminance of a 
diffuser. Well-calibrated photometers and radiometers are now readily available, and we will cover 
techniques based on using these (the reader is referred to Westheimer3 for other approaches). We 
assume that all of the light arriving at the exit pupil of the instrument enters the eye and that the 
exit pupil can be adequately approximated as circular with a radius of r.

Measurement of Power at Exit Pupil With the first technique (Fig. 6a) a calibrated detector is 
placed at the exit pupil of the maxwellian view device. First, the total luminous power at the exit 
pupil is measured. Next, the retinal area illuminated is computed from the geometry of the stimulus 
[Eq. (12)]. From these two quantities the retinal illuminance can be computed. This calculation spe-
cifically assumes that all of the power is uniformly distributed across the retinal image. Conversion 
of retinal illuminance from lm/m2 to trolands is achieved using Eq. (6).

Measurement of the Illuminance on a Detector In this technique the illuminance falling on a 
detector at a fixed distance from the exit pupil is measured (Fig. 6b; also see Ref. 33). A circular 
source of luminance L and radius r produces an illuminance E on a detector at distance d2. If we 
assume that the source dimensions affect the calibration negligibly (r < d/10; r < fe/10), then

 E
L r

d
= π 2

2( )
 (18)

We want to relate E as measured by the detector to ER, the retinal illuminance, which is

 E
L r
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e

= π 2

2( )
 (19)
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FIGURE 6 Techniques for calibrating an optical system. 
(a) Measure the luminous power of the exit pupil and assume 
that it is uniformly distributed in the retinal image. (b) Measure 
the illuminance produced by an exit pupil of radius r at a detector 
located at distance d from the exit pupil.
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Combining Eqs. (18) and (19) we have
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If the radius of the exit pupil (rP) cannot be ignored then we need to account for its properties as 
a light source. If the exit pupil is circular and can be approximated as a lambertian emitter, then the 
illumination on the detector [Eq. (18)] is
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(Ref. 2, Chap. 56, Table I(4.4)). Likewise, the retinal illuminance [Eq. (20)] is
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The troland value of ER can be computed from Eq. (16).

5.7 LIGHT EXPOSURE AND OCULAR SAFETY

There are two main mechanisms by which light can damage the eye. The first is simply by heat-
ing: too much radiation burns the retina. The second mechanism is photochemical. Light, especially 
short-wavelength light, causes photochemical oxidation. The by-products of this oxidation are toxic 
to the retina (see Chap. 7).

Figure 7 shows the relation of the danger thresholds as defined by the ANSI 136 standard,34 expressed 
in tds and lumens/m2, for a 440-, a 550-, and a 670-nm light. These thresholds are for field sizes greater 
than 1 deg. The damage threshold for visible light is quite high, and thus lights capable of producing 
damage are intensely unpleasant. However, care should be taken to exclude IR and UV light. Most 
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FIGURE 7 The maximum permissible retinal illuminance at 
different exposure times for 440 nm (blue line), 550 nm (red line), 
and 670 nm (green line) lights and extended fields according to the 
ANSI standards.
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light sources emit considerable radiant energy in the infrared, and sources such as xenon arcs can emit 
ultraviolet radiation. Failures of blocking filters in these spectral regions may be visually undetectable. 
For safety it is advisable to have separate blocking filters to exclude unwanted radiation. It should also 
be noted that when using coherent light sources speckle can cause large focal variations in the retinal 
illuminance and the safety limits should be lowered by a factor of between 10 and 100 times.35 Point 
sources and lasers have different safety standards that take into account the motion of the eye.

5.8 LIGHT SOURCES

Common light sources are presented in Table 4 and lasers are presented in Table 5 and in Chap. 15. 
Wyszecki and Stiles2 present detailed discussions of light sources. The considerations for deciding on 
a light source are stability and uniformity of the luminous area, intrinsic luminosity of the source, 
and the spectral distribution of light from the source. Light sources of various types are discussed in 
Chaps. 15 to 23 in Vol. II.

5.9 COHERENT RADIATION

Coherent light sources can be used for generation of interference fringes,36 a common use of lasers 
in vision research.8–10 Light from the laser is directed into two similar channels. The light from the 
two channels arrives at the pupil of the eye separated by some distance d. Light spreading from the 
two beams then overlaps on the retina and creates an interference pattern in the intersection zone. 
The spacing of the interference pattern is controlled by the angle at which the beams intersect at 
the retina. The orientation of the pattern is controlled by the relative orientation of the two pupils. 
However, HeNe and easily controlled solid-state visible lasers are also excellent general-purpose light 
sources. The major drawback to their use is speckle.

Generation of Speckle Fields

Speckle arises when coherent light is reflected from an optically rough surface. The surface rough-
ness causes variations in the path length between the retina and adjacent areas on the surface. This 
variation causes phase differences from point to point in the retinal image. The spatial frequency of 

TABLE 4 Common Light Sources

Type Properties Comments

Tungsten Broadband, thermal emitter. Available in a number of filament and power choices, hotter bulbs are 
   short-lived.
Tungsten-halogen Broadband, thermal emitter. Inclusion of halogen regeneration cycle allows tungsten-halogen to run 
    hotter (more blue light and a higher luminance) at a longer rated life 

than tungsten. If running at below the rated wattage the bulbs can be 
inverted to extend the lifetime.

Xenon arcs Nearly flat spectrum, high  UV light can create ozone which must be vented. Tendency for the arc to
  luminance, some emission   move relative to the electrodes, causing movement of the exit pupil in
  lines are present.  maxwellian view systems. Luminous area is fairly small.
Fluorescent tube Broad spectral output with  Can be modulated rapidly. But there may be problems with compound 
  superimposed emission lines.  phosphors (see Ref. 28).
  Easily obtainable, efficient.
Light-emitting  Small, cheap, efficient light  Can be modulated rapidly, come in a variety of wavelength and power 
 diodes (LEDs)  sources. Easily controlled.  ranges (see Chap. 13).



TABLE 5 Types of Lasers

 Most Common    
Type Visible Wavelengths Comments Typical Power Typical Noise %

Argon 514, 488, (other lines are Power of each wavelength varies with particular laser  5 mW–5 W 1
  available, depending  design and cost. Most common wavelengths are
  upon the design).  514 nm and 488 nm.
HeCd 444 nm Fairly expensive, have some high-frequency noise (>300 kHz) 0.5–50 mW 3
   that may be important in scanning or short exposure 
   applications.
HeNe 543, 594, 632.8, also  Most common and least expensive gas laser. The 632.8-nm  0.1–20 mW 0.5
  have orange lines.  designs are easily available, inexpensive, and long-lived. 
   Other wavelengths have many of the same advantages 
   but power and beam options are limited and cost is higher.
Krypton 588, 677. Expensive, tend to be unstable, large. 50 mW–5 W 3
Dye lasers Variable. Expensive, need to be pumped by another laser. Require  50 mW–5 W Depends on pump laser.
   costly and toxic dyes to operate, not particularly stable.
Slab diode lasers ~630 nm, ~670 nm,  Development is very rapid with new wavelengths and power  0.2–100 mW 1 percent or better if
  ~690 nm, some in blue.  options. The beam geometry is not ideal but they have great    temperature stabilized.
   potential as light sources. Can be easily controlled using 
   standard electronic techniques as are common with LEDs. 
   Have high impedance and are easily damaged by static 
   electricity. Rapid developments at shorter wavelengths.
VCSELS vertical  Infrared. These are under rapid development. They are solid-state lasers  1 mW 
 cavity lasers    but have superior efficiency and beam properties as
 (microlasers)   compared to slab lasers. Low impedance.
Frequency  532 nm. Readily available, solid-state designs. Expensive. 5–50 mW <1 percent.
 doubled YAG
Tunable solid-state  Variable, pumped by lasers. An area of rapid development. By using materials that  mW–W Depends on pump laser.
 and solid dye lasers    fluoresce, and tuning the laser cavity, the output wavelength 
   can be varied while maintaining excellent beam qualities. 

5
.2

0



OPTICAL GENERATION OF THE VISUAL STIMULUS  5.21

speckle depends on pupil size, since the size of those adjacent areas is smaller for bigger pupils. Thus, 
for a very small pupil, speckles will be large. Speckle has been used to develop optometers,37–39 and 
to generate a pattern on the retina in the presence of poor optic media.40,41 However, when using 
lasers as general-purpose light sources, speckle needs to be minimized or eliminated. There are three 
ways to despeckle a source: spatial filtering, temporal despeckling, and raster scanning.

In spatial filtering10 the light remains spatially coherent. A light source is imaged onto a pinhole 
which diffracts the light so that a spherical wave emerges from the pinhole. A lens is then used to 
collimate the light, resulting in a plane wave. Filtering should be restricted to those experiments that 
require the use of coherent light. The introduction of dust or even structure in the anterior segment 
of the eye can introduce undesirable diffraction effects.

Temporal despeckling14,15 uses the temporal integration of the visual system to blur the speckle 
field. Since speckle arises as a result of surface irregularities at a very small scale, a small amount of 
motion can decrease speckle contrast considerably.

Scanning moves a diffraction-limited spot of light across the retina to create a visual pattern. 
Typically, the pattern is a raster pattern, like that of a television, and the stimulus is generated by 
temporal variation in the intensity of the beam.42–44 Since at any one time only a single, diffraction-
limited, retinal region is illuminated, then there is no opportunity for speckle.

5.10 DETECTORS

Detectors are used for measuring the light produced by an optical system. They can generally be 
characterized by their quantum sensitivity, their spectral response curve, and the temporal amplitude 
spectrum of their noise (see Ref. 45 and Chap. 24, “Photodetectors,” by Paul R. Norton and Chap. 27,
“Signal Detection and Analysis,” by John R. Willison in Vol. II). For most purposes detectors can be 
treated as detecting all light power incident upon their active area, but there are limitations that 
make it advisable to use them for normally incident light whenever possible.46 Table 6 presents the 
most common detectors (also see Chaps. 24 to 28 in Vol. II). At low light levels photomultiplier tubes 
(PMT)47 or an avalanche photodiodes (APD)48 can be used in a photon-counting mode (Chap. 26,  
“High-Speed Photodetectors,” by John E. Bowers and Yih G. Wey in Vol. II).

5.11 PUTTING IT TOGETHER

This section briefly describes construction of more complex maxwellian view systems. The goal is 
simply to help the researcher get started building an optical device by presenting real examples.

A Two-Channel Maxwellian View Apparatus

We first consider a simple two-channel maxwellian view device (Fig. 8a) for measuring the detect-
ability of a small circular target on a large circular background. The background is provided via the 
straight optical channel. It has a light source LSB followed by a lens L4 that collimates the light from 
the source. A field stop (target T1) controls the size of the background field. Adjacent to the target 
is a beamsplitter, followed by another lens L3. L3 creates a source image where we place a 2.0-log-
unit circular neutral density wedge, a 2-mm (diameter) stop (artificial pupil) and an achromatizing 
lens AL. An achromatizing lens minimizes the effects of the chromatic aberrations of the eye.49–51 
The artificial pupil will be imaged at 1:1 in the pupil of the eye, thus providing a limiting pupil. 
Lenses L2 and L1 relay the artificial pupil to the pupil of the eye. The test channel is derived from 
the second light source LST. Light is collimated by L7, passed through a heat-rejecting filter IRF, 
interference filter IF1, and a neutral density filter ND1. An image of LST is then formed at P2T by L6. 
In this plane we set an electromechanical shutter and a neutral density wedge. We then collimate 



TABLE 6 Detectors

Detector Sensitivity Speed Problems/Limitations

Photomultipliers Best in the blue, extended multialkali  Fast, MHz, capable of photon Low sensitivity in the red and infrared, can be 
  cathodes extend sensitivity into the   counting.  damaged by high light levels, though recovery 
  red and near IR. Many designs    can be aided by leaving in the dark for a long 
  have very low noise.   time (months). Fragile. Require high voltage (kV).
Avalanche photodiodes Have the silicon sensitivity curve,  Fast MHz, capable of photon counting,  Noise increases rapidly at avalanche voltage, light
  peaking in the near IR. Higher   better quantum efficiency than a  can affect the breakdown point. Higher noise level
  quantum efficiency than PMTs.  PMT, but higher noise level.   than PMTs, but the higher quantum sensitivity 

makes them better for video rate imaging. Small 
sensitive area.

CCDs, CIDs Very linear, easy to use, sensitivity  Variable, depending upon  Blooming and charge spread can affect spatial
  peaks in the near IR. These have   implementation, integrate  properties at high radiances.52 CID’s are resistant
  a high quantum efficiency.  between readings (kHz).  to blooming.
PIN silicon photodiodes Easy to use, sensitivity peaks in  With care they can be operated at high
  the near IR.   rates (MHz); however, in most 

photometers the circuitry is 
specifically designed for low-noise, 
lower-frequency operation.

Thermal (bolometers) Measures energy, thus flat  Very slow <10 Hz. The only real use for these devices in vision research
  spectral responsivity.    is for calibration of the spectral sensitivity of 

another detector. In general, it is better to have the 
detector calibrated against an NIST standard by a 
manufacturer.

See also photoresistors,  Seldom used.
 vacuum photodiodes, 
 and phototransistors
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the light with lens L5, pass it through an aperture T2 that creates the target, and combine it with the 
background light at the beamsplitter. In some cases it may be desirable to obtain both the test and 
background light from a single light source. This is readily achieved by the addition of mirrors and 
avoids the possibility that slight fluctuations in the sources might produce variability in the ratio of 
the target and background illuminances. When appropriate, use a single light source for multiple 
optical channels.
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R1

L1

M1
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R2
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(b) Using a video display in a maxwellian view
and monitoring eye position

(a) Two channel increment threshold apparatus

L4

FIGURE 8 (a) An example of a two-channel incre-
ment threshold maxwellian view device. Two light 
sources are used (LSB and LST) to form a background and 
a test channel respectively. The two channels are com-
bined using a beamsplitter (BS). The intensity of the test 
field is controlled by a circular neutral density wedge W1, 
and the intensity of both channels is controlled using 
wedge W2. Additional details are provided in the text.  
(b) A similar apparatus, except now a video monitor is 
superimposed on a background derived from source LS1. 
An infrared sensitive CCD camera is used to monitor the 
pupil through the back of a dichroic beamsplitter plate 
(M1) which reflects visible light and transmits infrared 
light (cold mirror). Infrared illumination of the eye is 
provided by infrared LEDs (not shown).
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A similar optical design allows full spatial control of the stimulus by incorporating a video monitor 
(Fig. 8b) or an LCD (not shown). In general, the retinal image of the monitor will need to be minified. As 
shown, the size of the retinal image of the monitor is set by the ratio of the focal length of lenses L1, L2, and 
L3 [Eq. (14)]. The main advantages of the hybrid system over free-viewing the monitor are the ability to 
control the pupil precisely, the ability to add spectrally pure backgrounds (and, if only low contrasts are 
needed, the background can be quite bright), and the ability to align an achromatizing lens precisely and 
to monitor the eye position. We show a simple monitoring system, where the eye is monitored by a CCD 
camera, through the back side of a “cold mirror” (M1). A cold mirror is a dichroic beamsplitter that reflects 
visible light and transmits infrared radiation. IR-emitting LEDS are used to illuminate the eye diffusely. 
Using the full aperture of the lens L1 means that the depth of focus will be small, and the eye can be pre-
cisely positioned (or monitored) in three dimensions. The resolution of the camera can be relatively low.

To use an LCD in transmission mode rather than a video monitor we can simply introduce the 
display at the retinal conjugate plane (R2) in Fig. 8a. Again, it will be desirable to decrease the magni-
fication of the LCD on the retina by choosing L3 to have a longer focal length than lenses L1 and L2.

An Interferometer

We next describe a research interferometer that was built using modern electro-optical compo-
nents.10 To study the spatial sampling of the photoreceptor matrix of the eye, this instrument needed 
to have the following properties: (1) generation of spatial patterns on the retina with a frequency 
content above that imaged by the optics of the eye, (2) rapid and precise control of the modulation 
(contrast) and frequency (spacing) of the spatial patterns, (3) minimization of speckle, and (4) con-
trol of the two entrance pupils of the interferometer to displace them symmetrically about the center 
of the eye’s pupil. We outline below how these objectives were achieved. The researcher should refer 
to the original paper for a more detailed account.

Interference can be used to generate diffraction patterns on the surface of the retina. Two coherently related 
sources are imaged in the plane of the eye’s pupil (Fig. 9a). The spacing of the resulting diffraction pattern 
depends on the separation of the two sources in the eye’s pupil, and the orientation of the pattern depends on 
the relative position of the two sources. Williams10 (see also Refs. 8 and 9 for other examples) constructed a 
modified Mach-Zender interferometer52 (Fig. 9b) that satisfies the requirements outlined above.

Modulation of the interference pattern is controlled using AOMs. Each of the beams is either on 
or off, with a 50 percent duty cycle. If both beams are on at the same time (in phase), the interference 
pattern is seen at full contrast. If one is off when the other is on (counterphase), then there is no interfer-
ence pattern. Intermediate phases of the two beams will cause intermediate contrasts of the interference 
pattern (Fig. 9c). Thus, both beams are always operated in the same state (avoiding luminance artifacts 
due to temporal nonlinearities), and all control of modulation is electronic. The use of an all-electronic 
design allows precise control of contrast without audible cues to the subject. Spatial masking from 
speckle is minimized by placing spatial filters in a pupil conjugate plane. The spacing of the interference 
pattern is controlled by a rotable cube. Each beam traverses the cube in opposite directions (Fig. 9d). 
As the cube is rotated the beams, and thus the images in the eye’s pupil, are displaced symmetrically.

5.12 CONCLUSIONS

We have covered only some of the basics of stimulus generation. We urge the interested reader to look 
elsewhere in this Handbook. In addition, the following references are good general sources for this topic.

5.13 ACKNOWLEDGMENTS

Supported by NIH EYO4395 (Burns) and DOE DE-FG02-91ER61229 (Webb). We thank Francois 
Delori for aid in computing the troland values for the ANSI standards and David Williams for 
valuable editorial help.



OPTICAL GENERATION OF THE VISUAL STIMULUS  5.25

5.14 GENERAL REFERENCES

J. R. Meyer-Arendt, “Radiometry and Photometry: Units and Conversion Factors,” Applied Optics 7:2081–2084 (1968).

G. Westheimer, “The Maxwellian View,” Vision Res. 6:669–682 (1966).

J. W. T. Walsh, Photometry, Constable, London, 1953.

Rotate grating

(a)

(b)

Rotatable
cube

Spatial filter

Spatial filter

One beam on, no
interference

Both beams on,
interference

AOM

AOM

Laser

(c)

BS1

BS2

P1

P2

R1

P0

P2
Change frequency

Rotatable cube
(d)

FIGURE 9 An example of a modern interferometer for vision research. (Modified from Ref. 10.) (a) Factors control-
ling the spacing and orientation of the interference pattern on the retina. Increasing the distance between the entry pupils 
decreases the spacing of the pattern (increases the spatial frequency in cycles per deg). It is also possible to change the orien-
tation of the interference pattern by rotating the two entry pupil in the plane of the eye’s pupil. (b) A schematic of William’s 
interferometer. This is a modified Mach-Zender interferometer and includes acousto-optic modulators (AOM) to control the 
modulation of the interference pattern, spatial filters to reduce speckle, a rotatable cube to control spacing and beamsplitters 
to separate the two beams (BS1) and to recombine them (BS2). (For additional details see Ref. 10.) (c) Contrast of the interfer-
ence pattern is controlled by electronically varying the phase of the signals from the two AOMs. Each AOM is square wave 
modulated. The interference pattern is produced only when both beams are on at the same time. Thus, varying the relative 
phase of the two beams varies the proportion of the time when both are on, and thus the contrast. (d) The spacing of the 
beams in the plane of the eye’s pupil is varied by rotating a deviation plate. The two beams propagate through the glass plate in 
opposite directions. Thus, as the plate is rotated, the beams are displaced equal but opposite amounts, resulting in symmetric 
deviations of the beams about the center of the eye’s pupil. The actual apparatus uses an anti-reflection coated cube.
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THE MAXWELLIAN VIEW*† 
WITH AN ADDENDUM 
ON APODIZATION

Gerald Westheimer
Division of Neurobiology
University of California
Berkeley, California

Abstract—Optical questions arising in the so-called Maxwellian View method of illuminating 
the retina have been analyzed theoretically. Problems discussed in detail include those of photo-
metry, of magnification, of focus, and finally of pupil size insofar as it relates to the transmission 
of spatial frequencies in coherent and incoherent illumination.

6.1 GLOSSARY

Diffraction theory. Formulation for calculating the distribution of electromagnetic energy when 
the propagation of radiation is restricted by apertures. 

Emmetropia. Refractive state of eye in which the retina is conjugate to infi nity. Its absence is called 
ametropia.

Fourier theory of optics. Object-image relationship in which the basic object structure is a sinusoi-
dal grating and all other targets are described in their Fourier terms.
 In the Fourier Theory of Optics, the complex amplitude of the electromagnetic vibrations in the 
plane of focus is the Fourier transform of that in the pupil plane. 

Incoherent light sources. Sources for which light originating from different elements, when over-
lapping in forming the image, sums in intensity rather than by interference of the amplitudes of the 
electromagnetic vibrations.

Pupil of eye. Aperture stop, limiting the width of bundle of light entering the eye. The entrance 
pupil is the virtual aperture stop situated in the eye’s object space; it can be directly measured and 
related to objects without further consideration of the eye’s refracting apparatus.

Transfer function. Ratio of amplitudes of images to their generating objects for targets whose in-
tensity changes sinusoidally, as a function of spatial frequency.

6.1
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∗This chapter is the full text of an article on the Maxwellian view published in 1966 in the journal Vision Research (vol. 6, 
p. 669–682, 1966). This article is republished with permission from Pergamon Press. Since this is a classic article, it is reprinted in 
full here. Prof. Westheimer has added a post-script to this article.
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6.2 INTRODUCTION

In his experiments on color mixing, James Clerk Maxwell (1968) devised a way by which he could 
increase the quantity of monochromatic light reaching the retina of his eye. Using the sky as his 
source, he produced a spectrum by means of a prism and then isolated narrow regions of this spec-
trum with slits. He thus had monochromatic sources, but the special virtue of his approach is that he 
then imaged each slit on the pupil of his eye by a lens and saw the lens “uniformly illuminated with 
light.” The procedure of imaging a light source in the eye’s pupil, instead of looking at it directly, has 
since been applied widely and is now known as Maxwellian viewing. Its simplest form is illustrated 
schematically in Fig. 1, and compared there with ordinary viewing. 

In the following discussion certain simplifying assumptions are used. (a) The eye is taken to be 
perfectly transparent; if the transmissivity of the ocular media is known, this can be multiplied into 
the final results. (b) The Stiles-Crawford effect is not taken into account. (c) No distinction is made 
between the plane of the eye’s entrance pupil and its anterior principal plane—the error introduced is 
relatively unimportant here. (d) The eye is assumed to be accommodated for the object plane which 
is not necessarily at infinity. (e) Angles are regarded as small enough that the approximation cos q  = 1 
is adequate. 

In Fig. 1(a) and Fig. 1(b), the primary source of light is a small self-luminous patch of size S(m2) 
and luminance B(cd/m2); it is imaged directly on the retina in the case of Fig. 1(b), ordinary viewing, 
and it is imaged by a lens of aperture L(m2) in the pupil of the eye, in the case of Maxwellian viewing, 
Fig. 1(a). 

Concise discussions of the Maxwellian view can be found in Legrand (Vol. II) and in Walsh (1958). 
The present paper deals with several aspects of using the Maxwellian view in vision experiments. 
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FIGURE 1 (a) Schematic diagram of the principles of 
Maxwellian viewing. A source of area S is imaged by a lens in 
the pupil of the eye. The image of the source has area S′ = Su′2/u2. 
(b) Ordinary viewing of an extended source of area S placed at 
a distance from an eye whose entrance pupil has area A.
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Retinal Illuminance

An immediate concern in any arrangement in which visual stimuli are presented, is the quantity of 
light reaching the subject’s retina. The retinal illuminance should really be measured in terms of the 
luminous flux per unit area of retina. But there is the difficulty that, while we may be able to specify 
the light reaching the eye, additional assumptions are necessary to specify the retinal illuminance. 
The assumptions concern such things as the transmissivity of the ocular media and the size relation-
ship between objects in front of the eye and their images on the retina. To obviate this, an approach 
is here adopted which retains, for as long as possible, all quantities in realistic units measurable in 
the eye’s object space. For example, the size of the stimulated retinal area is expressed in terms of the 
object-sided visual angle, rather than square millimeters of retina. Knowledge of the dimen sion of 
the structures of the eye permits conversion of one set of units to others, but the advantage claimed 
for the present approach is that its validity is independent of the constants of a particular eye and it 
may be applied readily, therefore, to non-standard conditions, and to the eyes of other species. 

Take the case of ordinary viewing first (Fig. 1b). A luminous surface [area S(m2), luminance 
B(cd/m2)] is observed by an eye with an entrance pupil [area A(m2)], directly facing the surface and 
at a distance u(m) from it. The total luminous flux entering the eye is equal to the product of the flux 
emitted by the source per unit solid angle (BS) and the solid angle subtended by the eye’s entrance 
pupil at the source (A/u2). This flux (B.S.A./u2) covers a retinal region represented in the eye’s object 
space by the solid angle subtended by the source at the center of the entrance pupil (S/u2). The mea-
sure of the retinal illuminance which retains all quantities in the eye’s object space is luminous flux 
per unit solid visual angle and it is given by 

 E (lm/sterad) = B . A  (1a) 

where B is the source’s luminance in cd/unit area and A is the eye’s pupillary area. It is to be noted 
that the retinal illuminance is independent of the size of the source and the observation distance. 

The most widely used unit of retinal illuminance, the troland, is defined by the condition in which 
a surface of luminance 1 cd/m2 is observed by an eye with an entrance pupil area of 1 mm2. A troland 
is thus equal to 10–6 lm/sterad visual angle. A steradian is not a convenient unit of solid visual angle. 
We are usually interested in much smaller areas, often of the order of magnitude of single retinal 
receptors. Thus, it may sometimes be better to give the luminous flux not in each steradian of visual 
angle, but in each square minute of arc of which there are (60 × 57.3)2 = 11.8 × 106 per steradian. A 
useful unit in which to express the rate at which light is impinging on the eye then is luminous flux 
per square minute of arc visual angle for each square millimeter of entrance pupil area. When this 
pupillary area is A mm2 and when the source has luminance Bcd/m2, we have 

 E (trolands) = B . A (1b)

or

 E (lm/sterad) = 10–6B . A (1c)

or 

 E (lm/sq. min of arc) = B A
B A
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In the human eye, cones in the center of the fovea, and rods in an optimal region for scotopic 
vision (about 10° peripheral) are packed about 4 to a sq. min of arc, and thus the next kind of derived 
unit would be 

 E (lm/receptor) = 0.21 × 10–13 B . A (1e) 
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Each scotopic lumen represents a flux of 1.46 × 10l5 quanta (507 mμ) per second (Aguilar and 
Stiles, 1954) and hence we have yet another derived unit 

 E (quanta (507)/receptor × sec) = 30 B . A  (1f ) 

Note that in equations (1 b-f), B is the luminance of the extended source measured in cd/m2, and 
A is the pupil area in square millimeters. 

All the above units are still in the eye’s object space, and before the number of quanta that are 
absorbed in each receptor per second can be computed, it is necessary to know the proportion of 
externally incident quanta that is transmitted by the ocular media, and the proportion of the latter 
that is absorbed by the visual pigment. Rushton (1956b)  has given an estimate of 0.1 for these two 
factors combined for human rod vision. 

Consider the case of Maxwellian viewing, i.e. in which the source is not imaged on the retina but 
in the eye’s entrance pupil. We may distinguish two important categories, one in which the image of 
the source (area S″ = S . u′2/u2) is larger than the pupil area (A) and the other in which it is smaller. 
In the former, it is A that limits the light entering the eye. The retinal area illuminated in each case 
is given, in steradians of visual angle, by (L/u′2) where L is the area (m2) of the clear aperture of the 
field lens, and u′ is the distance between this lens and the eye. The total luminous flux reaching the 
image S″ is B . S . L/u2. If the pupil area A is smaller than S″, the proportion of this total flux that can 
enter the eye is A/S′. 

It is understood that when the pupil size remains constant, the retinal illuminance when viewing 
a Lambert surface is independent of observation distance. This is so because the angle subtended by 
an element of area increases when it is brought closer, but so does the angle the pupil subtends at the 
surface, and hence the fraction of the total radiation emitted by the source. The two effects exactly 
counterbalance each other. 

A similar kind of invariance obtains when using an extended source in a Maxwellian view. So long 
as the image of the source is larger than the pupil, it is immaterial with what magnification the source 
is imaged in the pupil plane. The closer the source comes to the lens (i.e. the smaller u) the larger the 
flux per unit area there. Yet at the same time, for a portion of lens surface of given size to subtend a 
fixed angle at the eye, the distance between the lens and the eye has to be controlled and this in turn 
controls the lens power and the magnification of the image of the source in the pupil. The result is 
that the flux per unit angular size of lens surface per unit pupil area always remains constant, so long 
as all the available pupil area is occupied by the image of the source. 

The actual flux entering the eye is either S . B . L . u2 for S′ < A and S . B . L . A/S′u2 for S′ > A. In the 
latter case, i.e. when the source image is larger than the pupil, the flux is equal to B . L . A/(u′)2 which 
is spread over an angular area L (u′2): the flux incident per unit solid visual angle is, therefore, 

E (lm/sterad) = B . A 

which is the same as that in the case of ordinary viewing. 
The principal advantage of the Maxwellian view technique is here brought out; the retinal illumi-

nance attainable is at most equal to that of ordinary viewing of the light source, but a larger area of 
the retina may be illuminated at that level. This is apparent in Fig. 1. When the pupil area is smaller 
than the image of the source at the pupil, the retinal illumi nance, i.e. flux per unit retinal area, is the 
same in the two cases, only in the case of Maxwel lian viewing the visual angle is equal to L/u′2, while 
otherwise it is S/u2.

When the image of the source is smaller than the pupil, the retinal illuminance will be smaller in 
proportion to the fraction of the pupil covered by the image of the source, i.e. 

 E (lm/sterad) = B . A  S′/A = B . S′  (2) 

The determination of the retinal illuminance in an experimental arrangement employing Maxwellian 
viewing follows from the above consideration. When the effective entrance pupil of the eye (real 
or artificial) is completely covered by the image of the source, the retina is illuminated at the same 
flux/unit area as if the eye with that particular pupil were looking directly at the source—allowance 
having to be made for transmission losses in the optical system between the source and the eye. 
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When the image of the source is smaller than the pupil, an indirect method of determining the ret-
inal illuminance may be employed, predicated by the fact that all the light coming towards the eye out 
of the Maxwellian view optical system enters the eye’s pupil. The retinal illuminance in this case, by 
Eq. (2), is B . S′ lm/sterad target area. Figure 1(a) shows how this retinal illuminance is in fact achieved 
by having the equivalent of a source emitting B . S′ 1m/sterad, i.e. a source of B . S′ candelas, imaged 
in the pupil. A good method∗ of measuring the resulting retinal illuminance is to find the number of 
candelas in the areal image of the source by measuring the luminance it produces when illuminating 
a perfectly diffusing surface placed at a given distance from it. One candela placed 1 m in front of a 
perfectly reflecting and diffusing surface gives it a luminance of 0.1 mL. When a small source placed 
at a distance x meters in front of a perfectly diffusing surface of reflectance r produces a luminance of 
B mL, the source has intensity 10 Bx r2/ cd, and by equation (1b) such a source image in the plane of 
the pupil would give a retinal illuminance of 10 Bx r2/ lm/sterad or 107 Bx r2/ trolands. 

The procedure for measuring the retinal illuminance in a Maxwellian view system where all the 
radiation passing through the instrument enters the pupil is:

1. Place a perfectly diffusing surface of reflectivity r at a distance x m beyond the source image that 
would ordinarily be in the plane of eye’s pupil. 

2. Measure the luminance of the surface with one of the standard instruments. Let it be B mL.

3. Calculate the retinal illuminance using the formula 

 E (trolands) = 107 Bx r2/ (3) 

Focus 

Our discussion has so far concerned itself only with the retinal illuminance achievable with a 
Maxwellian view arrangement. Unless a uniform field of view is desired, a target is placed in the 
beam. In the typical experiment it is intended to stimulate the subject’s retina in a certain way, for 
example, by illuminating certain areas and not others. The almost universally adopted way of creat-
ing a desired pattern of light stimulation on the retina, is to place in the object plane, conjugate to the 
retina, a target which is then imaged on the retina by the optics of the eye. (Rare exceptions to this 
approach may occur, for example, when setting up interference fringes on the retina, Westheimer, 
1960.) In the arrangement of Fig. l(a), a reasonable place for the target is just in front of or behind 
the lens L. Unfortunately, the resulting retinal image will only be clear when the eye is accommo-
dated on L. This restric tion is no longer necessary, however, if we re-arrange the optical system by 
splitting the lens L into two components, L1 and L2. In Fig. 1(a) it is seen that the function of L is to 
image the source in the pupil. Suppose this is done in two stages, first by using a lens, L1, to produce 
a parallel beam of the light from the source, and then by having another lens, L2, image this parallel 
beam in the pupil (Fig. 2). Because the beam in its passage between L1 and L2 is parallel, these two 
lenses may be separated by any desired distance without altering their effect of imaging the source 
in the pupil. But the target position can now be chosen so that the subject’s accommodative state 
may be anything within a wide limit. For example, if the subject is emmetropic and is not to accom-
modate, the target would be placed at the first focal point of lens L2, which then images it at infin-
ity, and this is its situation relative to the subject’s eye. If, on the other hand, the subject is 1 diopter 
myopic (or is emmetropic and is to accommodate 1 diopter) the target’s place with respect to lens L2
must be such that this lens images it at a distance of 1 m in front of the eye. Suppose the lens has focal 
length f2. Let x be the distance of the object from the first focal point of lens L2, and x′ be the distance 
of the image from the second focal point of lens L2 (which in our present arrangement is the eye’s 
entrance pupil); then by Newton’s lens formula we have the relationship 

xx′ = – f2
2 or  1/x′ = – x /f2

2

∗The author was introduced to this technique by W. A. H. Rushton, who had originally described in the literature (Rushton, 
1956a) a related approach.
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Now 1/x′ is the reciprocal of the image distance from the eye, i.e., it is the desired accommodative 
state of an emmetropic eye (or the far point of an unaccommodated ametropic eye) in diopters. It 
follows that a linear relationship exists between x the displacement of the target from the first pri-
mary focal point of lens L2, and the target focus with respect to the eye in diopters. Each diopter of 
target focus corresponds to a distance x = f2

2 (x, f2 in meters). For example, if the lens L2 has a focal 
length of 0.20 m, each diopter of target focus as far as the eye is concerned is represented by 0.04 m 
displacement of the target from the first focal point of the lens L2. The displacement is towards L2 if 
the subject is accom modating, or is myopic, and is away from L2 if he is hyperopic. The device clearly 
makes a good optometer, and was described in an arrangement for this purpose by Schmidt-Rimpler 
in 1877 (Emsley, 1939).

Field of View 

Another important variable in setting up a vision experiment, in addition to the level of retinal illu-
minance and the state of focus, which were discussed above, is the area of retina illuminated. We 
shall follow the approach adopted throughout this paper of specifying retinal distances in angu-
lar measure in the eye’s object space. The angle should be measured at the center of the entrance 
pupil, which is about 3 mm behind the corneal vertex; the specification of retinal distance is then 
more invariant with such factors as accommodation and out-of-focusness than if another refer-
ence point, e.g. nodal point, is used. For a typical human eye, 1 min of arc in the object space cor-
responds to a retinal distance of just under 5 μ, so that there arc about 3.4° in each millimeter of 
retinal distance. 

If the target is placed in the plane of lens L2 in Fig. 2, and if its diameter is c, its angular subtense 
is approximately c/f2 rad. Here, c and f2 should be measured in the same units. To convert to minutes 
of arc, it should be remembered that there are 3.44 × 103 min of arc in each radian. In a hypothetical 
situation where f2 = 20 cm, and it is desired to present the eye with a stimulus 60 min of arc in diam-
eter, its linear dimension must then be c = 20 × 60/3.44 × 103 cm = 0.3 cm. Clearly, if small targets 
have to be presented to the eye, the focal length of the lens L2 should be long so that the linear size of 
the targets does not become too small. For example, if a lens of focal length 34.4 cm is chosen, each 
minute of arc of target size is 0.1 mm. 

The above arguments hold identically if the target is not in the plane of L2 but is placed anywhere 
in the parallel beam between lenses L1 and L2. The important property of the principle of placing the 

L2L1
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f2f2f1
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FIGURE 2 More versatile arrangement for Maxwellian view. The source 
S is placed at the first principal focal plane of lens L1 and the target T is now 
trans-illuminated by a parallel beam. A laser may be substituted for S and L1. 
For the image of the source to fall in the plane of the eye’s entrance pupil, the 
latter should be in the second principal focal plane of lens L2. If the observer 
is emmetropic, the target T should be placed at the first principal focal plane 
of lens L2.
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second focal point of the lens L2 in the plane of eye’s entrance pupil, the so-called telecentric principle, 
is now apparent: for purposes of changing focus (Section “Focus”) the target may be moved in the 
space between the two lenses L1 and L2, but such a move does not change either the retinal illuminance 
or the image size. 

The maximum image size that can be achieved in the arrangement of Fig. 2 is one in which the 
apertures of lenses L1 and L2 remain unobscured. If the aperture of the smaller of the two lenses is c, 
the maximum field size is c/f2 rad. If, for example, lens L2 is filled and has an aperture of 50 mm and 
focal length 20 cm, the largest field is 5/20 = 1/4 rad. ≈ 14° in diameter. 

Pupil Size 

The effect of pupil size on the quantity of light entering the eye has already been dis cussed. The 
Stiles-Crawford effect has an influence, of course; whether it needs to be taken into consideration 
is a decision that depends on the particular application since, for example, the S-C effect does not 
show up in rod vision. 

The pupil aperture also affects the quality of the retinal image. While in an important way every-
thing to be said here will be modified by the optical aberrations of the particular eye to which it is 
applied, there still remains a substantial body of generally valid facts based on the diffraction theory 
of perfect optical instruments. Only under exceptional circum stances can an eye be expected to be as 
good as this, but our considerations allow us to set a bound to the best performance of any eye. In the 
present study no attempt will be made to go beyond this approach. 

Incoherent Target* It used to be taught that the resolution limit of an eye with an entrance pupil 
diameter of a mm for light of wave length l is 1.22 l/a rad of visual angle in object space. This is at 
best an incomplete description of the situation, based on the fact that the diffraction-limited point-
spread function, the Fraunhofer diffraction pattern, then has a radius (to its first zero) of 1.22 l/a 
rad of visual angle. A fuller analysis of the performance limitation of the eye is afforded by Fourier 
theory. The fundamental description of the eye’s imagery, which the above statement expresses in 
the space domain (a point object is imaged in the Fraunhofer diffraction spread pattern), may also 
be phrased in terms of the spatial frequency domain. A grating with sinusoidal intensity pattern 
with a period a min of arc visual angle may also be said to have repetition rate or spatial frequency 
of 1/a c/min of arc. In the spatial frequency domain, the way of describing the performance limita-
tion of an optical system is to state the demodulation experienced by a sinusoidal grating target in 
the process of being imaged. When this quantity is plotted against spatial frequency we have what 
is now called the modulation transfer function. Such curves for a hypothetical aberration-free eye 
with various entrance pupils are shown in Fig. 3. Their main feature is a progressive reduction in the 
modulation of the image (when the object grating retains constant contrast) as the spatial frequency 
is increased up to the cut-off spatial frequency, beyond which there is no indication in the image 
that the object contains any features of those repetition frequencies. 

The above statement is based on the acceptable premise that optical imagery obeys the principles 
of linearity. When the target is self-luminous, as it is assumed to be the case with ordinary viewing, 
this is indeed the case. The following is a summary in mathematical language of the basic concepts of 
image formation for an incoherent target. 

Let the two dimensions in the eye’s object space be a,b; distances involving a refer to the hori-
zontal direction, and b the vertical direction. Let distances in the two corresponding directions of the 
eye’s entrance pupil be ya  , yb . Let spatial frequencies in these two directions be denoted by wa, wb .
For example a grating made up of vertical bars with period 10 min of arc has spatial frequency 
wa  =  0.1 c/min of arc. 

∗ An excellent introduction to the following discussions can be found in O’Neill (1963) or in Hopkins (1953).
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Let the pupil aperture be described by the function g(ya , yb ). For example, if the pupil is rectangu-
lar with a horizontal diameter of a, and vertical diameter b, and is quite unobstructed, 
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The following theorems from diffraction theory are applicable: 

1. Let the pupil function be expressed in terms of the variables wa.= ya /l and wb = yb/l where l is 
the wavelength of light. In this way we define the function ˆ( , ) ( , )S g y yω ωα β α β= . It is the Fourier 
transform of ŝ(a,b), the amplitude distribution of the disturbance in the image of a point object, 
that is to say 

 (̂ , ) ( , ) ( )s g y y e dy dyi y yα β α β
π α β

α β
α β= − +

−∞

+∞

∫∫ 2
  (4) 

2.  The intensity distribution in the image of a point object, s(a,b) is the product of the amplitude 
distribution ŝ(a,b) and its complex conjugate ˆ ( , )s∗ α β . Thus 

 s s s( , ) (̂ , ) ˆ ( , )α β α β α β= ⋅ ∗ (5)
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FIGURE 3 Contrast transfer functions (ratios of con-
trast in images and corresponding objects for sinusoidal light 
distributions) of optical system like that of the human eye 
but free from aberrations with round pupil of various diam-
eters in monochromatic light of wavelength l  = 555 mμ.
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3. The Fourier transform of the intensity distribution in the image of a point source s(a,b), is the 
modulation transfer function, τ ω ωβ( , )a

. Thus

τ ω ω α β α ββ
π αω βωα β( , ) ( , ) ( )

a
is e d d=

−∞

+∞
− +∫∫ 2 (6)

4. The modulation transfer function is the self-convolution of the pupil function 

 τ ω ωβ α β α β( , ) ( , ) ( , )a g y y g y y= ⊗ (7) 

In practice, the following steps can lead from the knowledge of the aperture function of an optical 
system to the detailed knowledge of the image intensity distribution: 

1. The modulation transfer function is given by the self-convolution (auto-correlation) of the pupil 
aperture function, equation (7). 

2. The product of the Fourier transform of the object intensity distribution with the modulation 
transfer function gives the Fourier transform of the image intensity distribution. In the space 
domain, the equivalent statement is that the image intensity distribution is the convolution of 
the object intensity distribution, with the intensity distribution in the image of a point source. 
These relationships, which are derived and discussed in considerable detail in the relevant texts 
(O’Neil, Born and Wolf) are summarized in Table 1. 

The fundamental imaging property of an instrument like the eye is, therefore, contained in the 
modulation transfer function τ ω ωα β( , ) in the Fourier domain, and in the image intensity distribu-
tion of a point object s( , )α β in the space domain. This holds not only for purely diffraction-limited 
instruments but also for those afflicted with aberrations. In such cases the modulation transfer func-
tion will be lower (less transmission of spatial frequencies) and the point-spread function larger. 

The application of this theory to imaging in the eye of incoherently illuminated objects has been 
discussed in a previous study (Westheimer, 1964).

Coherent Illumination The whole situation is radically altered if the target is transilluminated by 
light which has its origin in a single source, so that the radiation emitted from different portions of 
the target is capable of mutually interfering. This is realized in Maxwellian viewing when the source S

TABLE 1 Incoherent Imagery

Object Space
a,b

Visual Angle

Pupil Plane
ya, yb

Distance

Fourier Domain
wa , wb

(c/min of arc)

Image Space
a,b

(min of arc)

Object o(a,b) O (wa, wb)

Pupil aperture function g(ya , yb)

Amplitude function
in image of
point object

ˆ( , )S ω ωα β
ˆ( , )s α β

Transfer function τ ω ωα β α β α β( , ) ( , ) ( , )= ⊗g y y g y y     

Intensity function
in image of
point object

s s s( , ) ˆ( , ) ˆ ( , )α β α β α β= ⋅ ∗

Image intensity function I O( , ) ( , ) ( , )ω ω τ ω ω ω ωα β α β α β= ⋅ i o s( , ) ( , )ˆ ( , )α β α β α β= ∗

See footnote to Table 2.
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in Fig. 1(a) is very small, and monochromatic. Then the light after being collimated by lens L1 may 
be regarded as perfectly coherent, and the following theory holds rigidly. (It also holds for targets 
illuminated by lasers which emit perfectly coherent light.†) 

The following is a convenient way of visualizing the situation. Since the wavefront impinging 
on the target is plane, there will be formed in the plane of the eye’s pupil the Fraunhofer diffraction 
pattern produced at the passage of the light through the target. The amplitude distribution in this 
diffraction image is the Fourier transform of the target amplitude function. 

If δ α β( , ) is the distribution of amplitude in the object, the distribution of amplitude in the dis-
turbance in the plane of the pupil is given by 

 O e d da a
i( , ) ( , ) ( )ω ω δ ω ω α ββ β

π ω α ω βα β=
−∞

+∞
− +∫∫ 2  (8) 

Naturally, only that portion of O a( , )ω ωβ that is transmitted by the pupillary aperture can be 
effective in the formation of the image amplitude distribution i(a,b) which is again the Fourier trans-
form of the pupil amplitude function. Thus 

 i O e d da
i( , ) ( , ) ( )α β ω ω ω ωβ

π ω α ω β
α β

α β= ∫∫ − +

pupil

2
 (9)

Finally, the image intensity distribution i(a,b) is the product of the image amplitude distribution 
with its complex conjugate: 

i i i( , ) ( , ) ( , )α β α β α β= ⋅ ∗

It is seen that the limitation to the fidelity of reproduction of the original target on the retina (aside 
from any aberrations that may be present) is the fact that the pupil aperture is necessarily finite, 
while for any finite target the diffraction image, or Fourier transform, that is formed in the pupillary 
plane will be infinite in extent. All portions of the diffraction image of the target that fall outside the 
pupil will be cut off. The diffraction limitation during Maxwellian viewing lies therefore in equa-
tion (9) which states that the range of integration in the Fourier re-synthesis of the image extends 
only over the pupil instead of going to infinity. Now there is a very simple relationship between the 
target’s amplitude spatial frequencies ( , )ω ωβa , and the corresponding positions in the diffraction 
image in the pupil. Each spatial frequency w is situated at a distance y = lw from the geometrical 
image of the source in the pupil. The pupil aperture function g y y( , )α β , written in terms of the 
variables ω λ ω λα α β β= =y y/ , / , thus, gives us the amplitude transmission function τ ω ωβ( , )a . It is 
this function which, when multiplied with ˆ( , )Ο ω ωβa , the Fourier transform of the object ampli-
tude function, gives ˆ( , )I aω ωβ  the Fourier transform of the image amplitude function. All this is 
also summarized in Table 2. 

Two examples follow. Suppose that the disturbance issuing from the target plane has an amplitude 
distribution that is sinusoidal with spatial frequency w , i.e. 

O( , ) cos( )α β παω= +1 2

The associated amplitude distribution in the plane of the pupil is three delta functions, i.e. there is 
a concentration of disturbance in 3 spots in the pupillary plane and nowhere else. The three are: 

 (1) ωa = 0, i.e. ya = =ω λα 0, i.e. at the center of the pupil and 

 (2 and 3) ω ωa = ± , i.e. ya = ±ωλ

† A laser may be substituted for the source and lens L1. It is to be noted that all the light from the laser is then focused in the 
eye’s pupil. Obviously, precautions are necessary here, just as much as in using a laser and letting the eye’s optical system focus its 
beam on the retina.



THE MAXWELLIAN VIEW: WITH AN ADDENDUM ON APODIZATION  6.11

The above example shows that the representation of a sinusoidal grating in the frequency domain 
consists of a d.c. term and a pair of a.c. terms which are physically placed in the pupillary plane in 
positions according to their spatial frequency. Frequencies higher than the one present at the edge of 
the pupil can clearly not be available to make up the image. If the pupil aperture has diameter a, this 
limit of sinusoidal components of amplitude is given by 

wa = a/2l

Another example: suppose the target is a trans-illuminated circular disk of diameter a0 rad, cen-
tered on the optical system. This case has been dealt with in detail in a previous study (Westheimer, 
1959). The amplitude distribution in the diffraction image in the pupil is here the familiar Airy disk, 
with the first zero at a distance from the center given by 

y = 1.22 l/a0

y and l being in the same units. For a disk 2.0 min of arc in diameter (0.00058 rad) and light of a 
representative wavelength, y = 1.2 mm. Thus, if the pupil diameter is smaller than 2.4 mm (or if an 
artificial pupil of smaller diameter than 2.4 mm is placed in front of the eye) only the center por-
tion of the diffraction image of the disk is admitted into the eye. This constitutes a severe restric-
tion of the “bandwidth” of spatial frequencies making up the original disk. The apparent anomaly of 
the situation is that most of the amplitude of the disturbance (>90 per cent) from the point source 
passing through the target disk, is contained in the central part of the diffraction image. Yet much 
of the “information” about the target-whether or not it is a sharply bounded disk and the position 
and exact nature of its edge-is contained in the higher spatial frequencies. They are imaged in the 
periphery of the eye’s entrance pupil and could thus be screened out needlessly by an experimenter 
who, unaware of their information content, might stop them from entering the eye by placing too 
small an artificial pupil in front of an eye seeing the target in Maxwellian view. 

It should be emphasized that the process of coherent imaging is linear in amplitude of the elec-
tromagnetic radiation, not in intensity as it is with incoherent targets. When a target is lit by coher-
ent light, it is helpful to consider the amplitude of the disturbance emerging from the target plane 
as being focused in the pupil plane. The amplitude of the disturbance there, which is the Fourier 

TABLE 2 Incoherent Imagery

Object Space
a,b

Visual Angle

Pupil Plane
ya, yb

Distance

Spatial Frequency Domain
w

(c/min of arc) Image Space

Object amplitude function o(a,b) O(wa ,wb)

Aperture function g(ya , yb)

Complex amplitude
transmission function

τ ω ωα β( , )

Image amplitude function I O( , ) ( , ) ( , )ω ω τ ω ω ω ωα β α β α β= ⋅
    

ˆ( , )i α β  

Image intensity function i i i( , ) ( , ) ( , )α β α β α β= ∗

The relationship between variables is as follows: 
1.  Where quantities in 1st and 3rd columns are entered between a pair of horizontal lines, they are Fourier transforms: 

     

o O e d d
i

( , ) ( , )
( )ω ω α β α βα β

π αω βωα β=
−∞

+∞
− +∫∫ 2

      where a, and b are visual angles in minutes of arc, wa , wb are spatial frequency in c/min of arc. 
2.   Distances ya , yb in plane of entrance pupil measured from its center are related to the spatial frequencies in the same orientation by the 

equations 

     ya = wa l  yb = wb l

           l being the wavelength of light used. Functions in the second column (pupil space) are transferred directly to the third column, spatial 
frequency, by this change in variables.
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transform of that in the target plane, represents the spatial frequency content of the latter displayed 
at distances from the geometrical image of the source proportional to the spatial frequencies. Since 
the pupil necessarily cuts out all portions of the diffraction pattern further out than its radius, the 
disturbance entering the eye will now make up an image amplitude distribution on the retina that 
is restricted in bandwidth of its spatial frequencies. In addition, intraocular effects and aberrations 
may also superimpose inhomogeneities and phase shifts. Ultimately the amplitude distribution of the 
disturbance in the plane of the retina is subjected to a non-linear transformation, viz. squaring, and 
the resulting intensity distribution constitutes the retinal image. Once its origin is properly under-
stood, the Stiles-Crawford effect can be allowed for in this series of transformations. The place of the 
non-linearity in coherent imagery—it occurs as the last step in the transformation—prevents the 
formulation of any general statements about the retinal image. All particular cases of target configu-
rations, pupil openings (not to mention aberrations and defocusing) will give rise to their own kinds 
of imaging characteristics. For incoherent target illumination, the non-linearity occurs at a more 
convenient juncture in the sequence, for once the point-spread function, or in the Fourier domain, 
the modula tion transfer function, has been fixed by the particulars of the pupil size, aberrations and 
focus errors, the image for any target can be readily determined. 

When it is coherent, the amplitude of the electromagnetic disturbance emerging from the target 
plane is being spatially Fourier analyzed (displayed as a diffraction image in the plane of the pupil), 
filtered, and then resynthesized as a distribution of amplitude of electromagnetic disturbance in the 
retinal plane. Ultimately the amplitude is squared at each point in the image and this constitutes the 
image intensity pattern. It is seen that filtering the spatial frequency in the domain of the amplitude 
of the disturbance will lead to results which, when looked at in the realm of the intensity pattern, may 
be non-linear. As an example, consider the case of an amplitude distribution that is sinusoidal. When 
squared this becomes an intensity distribution that is also sinusoidal but has twice the frequency. 
Suppose that now a constant (d.c.) level is added in the realm of amplitude. The laws of linearity are 
observed, so that the new amplitude distribution is the sum of the a.c. and d.c. terms. But when this 
is squared to yield the intensity distribution, a result is obtained which is quite different from that 
obtained when the amplitude distribution due to the a.c. term alone is squared. 

Partial Coherence 

The theory of coherent imagery (Beran and Parrant, 1964; Born and Wolf, 1959) developed above is 
applicable when the source S is essentially a monochromatic point source. (A laser in place of source 
S and lens L1 realizes this situation in practice.) It is then possible for light coming from a point 
on the target to interfere with all the light coming from all the other parts of the target. When the 
source is larger than that, a point on the target is transilluminated by light from a range of points on 
the source, and the capacity to subsequently interfere is limited. In the limit, when the source is quite 
extensive, the target may be regarded as incoherently illuminated. These effects are described by the 
theory of partial coherence, the chief theorem of which, the van Cittert–Zernike theorem, permits 
us to define the target region beyond which no significant degree of coherence exists. 

Applied to the situation illustrated in Fig. 2, the van Cittert-Zernike theorem states that the 
degree of coherence in the target plane is distributed in the manner of the Fraunhofer pattern that 
would be produced in the hypothetical case due to diffraction at the aperture of the source S. Let the 
source be circular with linear diameter y0, let the ratio of the focal lengths of the lens L2 to that of lens 
L1 (the magnification of the source in the plane of the pupil) be M. Then the separation of two points 
in the source for the first reduction of their mutual coherence to zero (i.e. the radius of the Fraunhofer 
diffraction pattern) expressed in terms of a, the angular distance at the eye, is 

a = 1.22l/My0

It is seen that for a to be, say, 1 min of arc, My0 should be about 2.2 mm, i.e. the geometrical image 
of the source in the plane of the pupil should be 2.2 mm. This is an outer limit, since two points on 
the source separated by, say, half the radius of the Airy disk due to the source, would have a mutual 
coherence that is already small. 
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It is thus possible to lay down the following guidelines on whether a particular experi mental situ-
ation calls for the application of the theory of coherent or incoherent imagery. 

When the source has an image in the plane of the pupil larger than, say, 2.5 mm in diameter, 
the target may be regarded as incoherently illuminated. An artificial pupil can with advantage be 
employed and the approach to the light distribution in the retinal image would be by way of the 
modulation transfer function of the eye. 

On the other extreme, one may wish to utilize the characteristics of coherent imagery for a par-
ticular purpose, such as spatial filtering. How small does the geometrical image of the source have 
to be for a satisfactory degree of coherence to be achieved? We have mentioned that the laser will do 
this, but all the essential ingredients are also present in a tungsten filament or mercury or xenon arc, 
provided that the angular subtense of the source at lens L1 is small enough and the light has been 
restricted to a narrow enough wavelength band. If one wishes to ensure that the light coming from a 
10 min of arc region of the visual field is at least, say, 90 per cent coherent, the geometrical image of 
the source in the pupil should be no larger than 

My0 = 0.32l /2.9 × 10–3 i.e. 0.06 mm 

When an interference filter is used to make the beam monochromatic, the resultant retinal illu-
minance cannot be very high. Nevertheless, a tungsten filament with a luminance of 103 cd/cm2 can 
still give a few hundred trolands of quasi-monochromatic retinal illuminance with good coherence 
properties. With the use of a high-pressure mercury arc this can be increased by at least two orders 
of magnitude. 
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6.3 POSTSCRIPT (2008)

These supplementary remarks are informed by developments in the two intersecting topics which 
this article, written 45 years ago, covers: physical optics and dioptrics of the eye. 

The Maxwellian view is a nontraditional way of generating the retinal image. In ordinary viewing, 
the energy over the whole bundle of rays—or the wavefront—reaching the entrance pupil is uniform. 
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The recent great advances in adaptive optics, that is, the modifying of the wavefront for purposes of 
neutralizing deviations caused by the eye’s dioptric defects, deal only with the phase, not amplitude 
(Chap. 15 in this volume, and Chap. 5, “Adaptive Optics,” by Robert Q. Fugate in Vol. V).

But it is precisely the amplitude of the electromagnetic disturbance across the entering wavefront 
that is in play in Maxwellian viewing. A simple way of formulating the eye’s imaging is the statement 
that Fourier transformation relates the complex amplitude distributions of the electromagnetic distur-
bance in the planes of the exit pupil and the retinal image. The image intensity distribution is then 
the product of the amplitude with its complex conjugate—in practice squaring, once phase effects 
have been factored in. Hence in principle one can configure a desired retinal image by manipulating 
the incoming wavefront as it reaches the eye. In the most elementary case of Maxwellian viewing, 
the disturbance in the pupil plane is merely the diffraction pattern generated when a coherent beam 
passes through a transparent target comes to a focus there. But spatial amplitude and phase distribu-
tions can be created by other means. Limiting it to two points by a double prisms, for example, is a 
time-honored manner of producing interference fringes on the retina. If, a technology were available 
that allows both amplitude and phase modulation of a uniform plane wavefront incident on the 
eye—instead of only the phase as currently implementated in “adaptive optics”—an unprecedented 
control of the retinal image would be achieved in the absence of any physical objects. A start of this 
has already been made in attempts to measure the performance of the retinal mosaic by not just inter-
ference fringes but also in two-point separation acuity.1

The original paper discussed the always difficult problem of partial coherence. This is only appropri-
ate, if for no other reason than that resolution measurements as a function of the degree of coherence had 
been performed in the first instance by visual observation2. In the early days of this research, generating a 
highly coherent light signal was quite difficult. It involved strictly monochromatic light, usually produced 
by mercury arcs limited to a single spectral line by narrow-band interference filters, focused on a pin-
hole aperture only a fraction of a millimeter in diameter. The possibility of coherence being only partial 
needed to be kept in mind, particularly since its mathematical handling involves delicate problems.

All this changed radically with the advent of the laser. This advance in technology took place in 
the interval between two papers devoted to measuring retinal resolution bypassing the eye’s optics 
and illustrates how it allowed researchers to concentrate on the biology rather than the physics of the 
process.3,4 As the result of the easy access to fully coherent beams, partial coherence is now of more 
theoretical than practical interest.

Utilizing lasers and sources other than incandescent ones has opened up a question that at one 
time occupied center stage in vision research: photon statistics at the absolute visual threshold. Hecht, 
Shlaer and Pirenne’s epochal work,5 done while the quantum theory of light was still novel, pointed 
to the physical basis of threshold fluctuation through the contention that a Poisson distribution was 
the governing rule when the number of absorbed photons was only a handful. Since then the subject 
of photon statistics has been opened more widely with the utilization of photon emission both from 
lasers6,7 and from oscilloscope screens,8 each of which are used in vision research.

In the process of estimating the retinal image by way of Fourier transformation of the complex 
amplitude distribution of the electromagnetic disturbance in the plane of the entrance pupil, the 
question cannot be skirted of how to factor in the Stiles-Crawford effect9 (see Chaps. 8 and 9). The 
original measurement involved the reduction in luminous efficiency for a narrow bundle as it was 
moved from the center to the edge of the pupil. The most trivial explanation of absorption in the eye 
media was quickly eliminated by the fact that the phenomenon differs between rod and cone vision. 

The problem arises when computing the light distribution in the image formed by the eye’s optics 
as it is in turn is funneled into the receptors to form the immediate stimulus for the visual process 
leading to photoisomerizations of photopigment molecules in rods and cones. Most calculations 
make no particular assumptions about the uptake of radiation in retinal receptors, yet their properties 
in channeling and accepting radiation cannot be ignored, especially if that involves conditioning the 
impinging wavefront. There are two possible interpretations of the role of the Stiles-Crawford effect 
at the level just prior to the phototransduction:

a. The effect is an apodization phenomenon, where the entering wavefront near the edge of the 
pupil somehow is diminished in amplitude, perhaps as a result of waveguide properties of receptors 
(Chap. 9) or acceptance-lobe limitations at the molecular absorption levels. In such a case, the 
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calculation from pupil aperture to image distributions would have to fold in amplitude varia-
tions across the wavefront; in other words, the amplitude of the wavefront is in effect diminished 
toward the pupil periphery as the square root of the measured Stiles-Crawford effect, the latter 
measurements having been obtained in the intensity, not the amplitude domain of the electro-
magnetic disturbance.

b. The effect is a diminution of the Poynting vector of the electromagnetic disturbance as a func-
tion of its direction with respect to the orientation of the receptor cells. This would be imple-
mented by physical light screening at the retina, for example, inter-receptor absorbing pigments.

The case for (a) has been made well enough by arguments in favor of retinal receptors acting as 
waveguides (Chap. 8) and resultant improvement in image quality through reducing the weight of the 
wavefront in the pupil periphery more prone to be afflicted by ocular aberrations. It is strengthened 
by the fact that the Stiles-Crawford effect is much more prominent in cone vision where light level is 
not an issue but image quality is, than in rod vision.10

But the alternative (b) cannot yet be dismissed. There is evidence that the photopigment pools 
reached by light entering at opposite edges of the pupil are not identical.11 The situation has been laid 
out in greater detail elsewhere.12,13 

An effective retinal image, that is, a pattern of intra-receptoral light absorption, based on proposi-
tion (a) will differ form one based on (b) and would lead to a rod-cone difference in spatial visual 
stimulus patterns. 
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7.1  GLOSSARY

Bunsen-Roscoe law of photochemistry. The reciprocal relation between irradiance (dose-rate) and 
exposure duration to produce a constant radiant exposure (dose) to produce an effect.

Coroneo effect. See Ophthalmoheliosis.

Erythema. Skin reddening (acute damage) such as that caused by UV radiation; sunburn.

Macula lutea. Yellowed-pigment central region (macular area) of the retina of the human eye.

Maxwellian view. A method for directing a convergent beam into the eye’s pupil to illuminate a 
large retinal area.

Ophthalmoheliosis. The concentration of UV radiation upon the nasal region of the cornea (the 
limbus) and nasal equatorial region of the lens, thus contributing to the development of pterygium 
on the cornea and cataract in the lens beginning in these regions.

Photokeratitis. A painful infl ammation of the cornea of the eye.

Photoretinitis. Retinal injury due to viewing the sun or other high-intensity light source arising 
from photochemical damage due to short, visible wavelengths (also termed photic maculopathy).

Pterygium. A fl eshy growth that invades the cornea (the clear front “window” of the eye). It is an 
abnormal process in which the conjunctiva (a membrane that covers the white of the eye) grows into 
the cornea. A pterygium may be small or grow large enough to interfere with vision and commonly 
occurs on the inner (nasal) corner of the eye.

Solar retinopathy. Retinal injury caused from staring at the sun—photochemical damage produced 
by short, visible (blue) light (also referred to as solar maculopathy, since it normally occurs in the 
macula lutea).

7.1
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∗Note: The opinions or assertions herein are those of the author and should not be construed as official policies of the U.S. 
Department of the Army or Department of Defense.
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7.2 INTRODUCTION

Optical radiation hazards to the eye vary greatly with wavelength and also depend upon the ocular expo-
sure duration. Depending upon the spectral region the cornea, conjunctiva, lens, and/or retina may be at 
risk when exposed to intense light sources such as lasers and arc sources and even the sun. Photochemical 
damage mechanisms dominate in the ultraviolet (UV) end of the spectrum, and thermal damage mecha-
nisms dominate at longer wavelengths in the visible and infrared (IR) spectral regions. Natural aversion 
responses to very bright light sources limit ocular exposure, as when one glances at the sun, but artificial 
sources may be brighter than the solar disk (e.g., lasers) or have different spectral or geometrical charac-
teristics that overcome natural avoidance mechanisms, and the eye can suffer injury. Guidelines for the 
safe exposure of the eye from conventional light sources as well as lasers have evolved in recent decades. 
Because of special concerns about laser hazards, safety standards and regulations for lasers exist world-
wide. However, the guidelines for exposure to conventional light sources are more complex because of the 
likelihood of encountering more than one type of ocular hazard from the broader emission spectrum.

The adverse effects associated with viewing lasers or other bright light sources such as the sun, arc 
lamps, and welding arcs have been studied for decades.1–4 During the last three decades, guidelines 
for limiting exposure to protect the eye have evolved.4–12 The guidelines were fostered to a large extent 
by the growing use of lasers and the quickly recognized hazard posed by viewing laser sources. Injury 
thresholds for acute injury in experimental animals for corneal, lenticular, and retinal effects have 
been corroborated for the human eye from accident data. Exposure limits are based upon this knowl-
edge.3 These safe exposure criteria were based not only upon studies aimed at determining thresholds 
in different ocular structures, but also upon studies of injury mechanisms and how the different 
injury mechanisms scaled with wavelength, exposure duration, and the area of irradiated tissue. The 
exposure guidelines also had to deal with competing damage to different ocular structures such as the 
cornea, lens, and retina, and how these varied with wavelength.3–11 Although laser guidelines could 
be simplified to consider only the type of damage dominating for a single wavelength and expo-
sure duration, the guidelines for incoherent, broadband sources were necessarily more complex.11 To 
understand the guidelines for safe exposure, it is first necessary to consider the principal mechanisms 
of injury and which ocular structures may be injured under different exposure conditions.

7.3 INJURY MECHANISMS

For most exposure durations (t > 1 s), optical radiation injury to ocular structures is dominated by 
either photochemically or thermally initiated events taking place during or immediately following the 
absorption of radiant energy. At shorter durations, nonlinear optical interaction mechanisms may play 
a role.12 Following the initial insult; biological repair responses may play a significant role in deter-
mining the final consequences of the event. While inflammatory, repair responses are intended to 
reduce the sequellae; in some instances, this response could result in events such as scarring, which 
could have an adverse impact upon biological function.3

Action Spectra

Photochemical and thermal effects scale differently with wavelength, exposure duration, and irradi-
ated spot size. Indeed, experimental biological studies in humans and animals make use of these dif-
ferent scaling relationships to distinguish which mechanisms are playing a role in observed injury. 
Photochemical injury is highly wavelength dependent; thermal injury depends upon exposure duration.

Exposure Duration and Reciprocity

The Bunsen-Roscoe law of photochemistry describes the reciprocity of exposure rate and dura-
tion of exposure, which applies to any photochemical event. The product of the dose-rate (in watts 
per square centimeter) and the exposure duration (in seconds) is the exposure dose (in joules 
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per square centimeter at the site of absorption) that may be used to express an injury threshold. 
Radiometrically, the irradiance E in watts per square centimeter, multiplied by the exposure dura-
tion t, is the radiant exposure H in joules per square centimeter, as shown in Eq. (1).

 H E t= ⋅  (1)

This reciprocity helps to distinguish photochemical injury mechanisms from thermal injury (burns) 
where heat conduction requires a very intense exposure within seconds to cause photocoagulation; 
otherwise, surrounding tissue conducts the heat away from the absorption site (e.g., from a retinal 
image). Biological repair mechanisms and biochemical changes over long periods and photon satu-
ration for extremely short periods will lead to reciprocity failure.

Thermal injury is a rate process that is dependent upon the time-temperature history resulting from 
the volumic absorption of energy across the spectrum. The thermochemical reactions that produce 
coagulation of proteins and cell death require critical temperatures for detectable biological injury. 
The critical temperature for an injury gradually decreases with the lengthening of exposure duration. 
This approximate decrease in temperature varies over many orders of magnitude in time and deceases 
approximately as a function of the exposure duration t raised to the −0.25 power {i.e., [f(t− 0.25)]}.

As with any photochemical reaction, the action spectrum should be known.13 The action spectrum 
describes the relative effectiveness of different wavelengths in causing a photobiological effect. For most 
photobiological effects (whether beneficial or adverse), the full width at half-maximum is less than 
100 nm and a long-wavelength cutoff exists where photon energy is insufficient to produce the effect. 
This is not at all characteristic of thermal effects; in which the effect occurs over a wide range of wave-
lengths where optical penetration and tissue absorption occur. For example, significant radiant energy 
can penetrate the ocular media and be absorbed in the retina in the spectral region between 400 and 
nearly 1400 nm; the absorbed energy can produce retinal thermal injury.

Although the action spectra for acute photochemical effects upon the cornea,3,14–16 upon the lens3,16 
and upon the retina3,17 have been published, the action spectra of some other effects appear to be quite 
imprecise or even unknown.14 The action spectrum for neuroendocrine effects mediated by the eye is still 
only approximately known. This point to the need to specify the spectrum of the light source of interest as 
well as the irradiance levels if one is to compare experimental results from different experimental studies.

Although both E and H may be defined over the entire optical spectrum, it is necessary to employ an 
action spectrum for photochemical effects. The International Commission on Illumination (CIE) phot-
opic V(l), UV hazard S(l), and blue-light hazard B(l) curves of Fig. 1 are examples of action spectra 
that may be used to spectrally weight the incident light. With modern computer spreadsheet programs, 
one can readily spectrally weight a lamp’s spectrum by a large variety of photochemical action spectra. 
These computations all take the following form:

 E E Aeff = ⋅ ⋅Σ Δλ λ λ( ) ( )  (2)

where A(l) may be any action spectrum (unitless) of interest. One can then compare different sources to 
determine the relative effectiveness of the same irradiance from several lamps for a given action spectrum.

7.4 TYPES OF INJURY

The human eye is actually quite well-adapted to protect itself against the potential hazards from 
optical radiation (UV, visible, and IR radiant energy) from most environmental exposures encoun-
tered from sunlight. However, if ground reflections are unusually high, as when snow is on the 
ground, reflected UV radiation may produce “snow blindness,” that is, UV photokeratitis. Another 
example occurs during a solar eclipse, if one stares at the solar disc for more than 1 to 2 min without 
eye protection, the result may be an “eclipse burn” of the retina.3,17 Lasers may injure the eye, and 
under unusual situations other artificial light sources, such as mercury-quartz-discharge lamps or 
arc lamps, may pose a potential ocular hazard. This is particularly true when the normal defense 
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mechanisms of squinting, blinking, and aversion to bright light are overcome. Ophthalmic, clinical 
exposures may increase this risk if the pupil is dilated or the head is stabilized.

There are at least six separate types of hazards to the eye from lasers and other intense optical 
sources, and these are shown in Fig. 2 (along with the spectral range of responsible radiation):3

1. Ultraviolet photochemical injury to the cornea (photokeratitis); also known as “welder’s flash” or 
“snow blindness” (180 to 400 nm)3,15,16

2. Ultraviolet photochemical injury to the crystalline lens (cataract) of the eye (295 to 325 nm, and 
perhaps to 400 nm)16

3. Blue-light photochemical injury to the retina of the eye (principally, 400 to 550 nm; unless 
aphakic, 310–550 nm)3,4,17

4. Thermal injury (photocoagulation) to the retina of the eye (400 to nearly 1400 nm) and ther-
moacoustic injury at very short laser exposure durations3,4,12,18

5. Near-IR thermal hazards to the lens (~800–3000 nm)3,19

6. Thermal injury (burns) of the cornea of the eye (~1300 nm to 1 mm)3

The potential hazards to the eye and skin are illustrated in Fig. 2, which shows how effects are gen-
erally dominant in specific CIE photobiological spectral bands, UV-A, -B, and -C and IR-A,-B, and 
-C.20 Although these photobiological bands are useful shorthand notations, they do not define fine 
lines between no effect and an effect in accordance with changing wavelengths.

Photokeratitis

This painful but transient (1 to 2 d) photochemical effect normally occurs only over snow or open 
arc. The relative position of the light source and the degree of lid closure can greatly affect the 
proper calculation of this UV exposure dose. For assessing risk of photochemical injury, the spectral 
distribution of the light source is of great importance.
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Cataract

Ultraviolet cataract can be produced from exposure to UV radiation (UVR) of wavelengths between 
295 and 325 nm (and even to 400 nm). Action spectra can only be obtained from animal studies, 
which have shown that anterior, cortical, and posterior subcapsular cataract can be produced by 
intense exposure delivered over a period of days. Human cortical cataract has been linked to chronic, 
lifelong UV-B radiation exposure. Although the animal studies and some epidemiological studies 
suggest that it is primarily UV-B radiation in sunlight, and not UV-A, that is most injurious to the 
lens, biochemical studies suggest that UV-A radiation may also contribute to accelerated aging of 
the lens. It should be noted that the wavelengths between 295 and 325 nm are also in the wavelength 
region where solar UVR increases significantly with ozone depletion. Because there is an earlier age 
of onset of cataract in equatorial zones, UVR exposure has frequently been one of the most appeal-
ing of a number of theories to explain this latitudinal dependence. The UVR guideline, established 
by the American Conference of Governmental Industrial Hygienists (ACGIH) and the International 
Commission on Non-Ionizing Radiation Protection (ICNIRP) is also intended to protect against 
cataract.

Despite the collection of animal and epidemiological evidence that exposure of the human eye to 
UVR plays an etiological role in the development of cataract, this role in cataractogenesis continues to 
be questioned by others. Indeed, more recent studies would support a stronger role for ambient tem-
perature as the primary environmental etiological factor in one type of cataract—nuclear cataract.19

Because the only direct pathway of UVR to the inferior germinative area of the lens is from the 
extreme temporal direction, it has been speculated that side exposure is particularly hazardous. For 
any greatly delayed health effect, such as cataract or retinal degeneration, it is critical to determine the 
actual dose distribution at critical tissue locations. A factor of great practical importance is the actual 
UVR that reaches the germinative layers of any tissue structure. In the case of the lens, the germinative 
layer where lens fiber cell nuclei are located is of great importance. The DNA in these cells is normally 
well-shielded by the parasol effect of the irises. However, Coroneo21 has suggested that the focusing 
of very peripheral rays by the temporal edge of the cornea, those which do not even reach the retina, 
can enter the pupil and reach the equatorial region as shown in Fig. 3. He terms this effect, which can 
also produce a concentration of UVR at the nasal side of the limbus and lens, “ophthalmoheliosis.” 
He also noted the more frequent onset of cataract in the nasal quadrant of the lens and the formation 
of pterygium in the nasal region of the cornea. Figure 4 shows the percentage of cortical cataract that 
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actually first appears in each quadrant of the lens from the data of Barbara Klein and her colleagues 
in their study of a population in the U.S. Midwest, in Beaver Dam, Wisconsin.22 This relationship is 
highly consistent with the Coroneo hypothesis.

Pterygium and Droplet Keratopathies

The possible role of UVR in the etiology of a number of age-related ocular diseases has been 
the subject of many medical and scientific papers. However, there is still a debate as to the valid-
ity of these arguments. Although photokeratitis is unquestionably caused by UVR reflection from 
the snow,3,23,24 pterygium and droplet keratopathies are less clearly related to UVR exposure.24 
Pterygium, a fatty growth over the conjunctiva that may extend over the cornea, is most common 
in ocean island residents (where both UVR and wind exposure is prevalent). Ultraviolet radiation 
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FIGURE 3 The Coroneo effect. Very oblique, temporal rays can be 
focused near the equator of the lens in the inferior nasal quadrant.
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is a likely etiological factor,24,25 and the Coroneo effect may also play a role.21,25 To better answer 
these epidemiological questions, far better ocular dosimetry is required. Epidemiological studies can 
arrive at erroneous conclusions if assignments of exposure are seriously in error, and assumptions 
regarding relative exposures have been argued to be incorrect.25 Before one can improve on current 
epidemiological studies of cataract (or determine the most effective UVR protective measures), it is 
necessary to characterize the actual solar UVR exposure to the eye.

Photoretinitis

The principal retinal hazard resulting from viewing bright continuous-wave (CW) light sources 
is photoretinitis [e.g., solar retinitis with an accompanying scotoma (“blind spot”), which results 
from staring at the sun]. Solar retinitis was once referred to as “eclipse blindness” and associated 
“retinal bum.” At one time, solar retinitis was thought to be a thermal injury, but it has been since 
shown conclusively (1976) to result from a photochemical injury related to exposure of the retina 
to shorter wavelengths in the visible spectrum (i.e., violet and blue light).3,17 For this reason, it 
has frequently been referred to as the “blue-light” hazard. The action spectrum for photoretinitis 
peaks at about 445 nm in the normal phakic eye; however, if the crystalline lens has been removed 
(as in cataract surgery), the action spectrum continues to increase for shorter wavelengths into the 
UV spectrum, until the cornea blocks shorter wavelengths, and the new peak shifts down to nearly 
305 nm.

As a consequence of the Bunsen-Roscoe law of photochemistry, blue-light retinal injury (photo-
retinitis) can result from viewing either an extremely bright light for a short time or a less bright light 
for longer periods. The approximate retinal threshold for a nearly monochromatic source at 440 nm is 
approximately 22 J/cm2, hence a retinal irradiance of 2.2 W/cm2 delivered in 10 s, or 0.022 W/cm2 deliv-
ered in 1000 s will result in the same threshold retinal lesion. Eye movements will reduce the hazard, 
and this is particularly important for sources subtending an angle of less than 11 milliradians (mrad), 
because saccadic motion even during fixation is of the order of 11 mrad.27

Infrared Cataract

Infrared cataract in industrial workers appears only after lifetime exposures of the order of 80 to 
150 mW/cm2. Although thermal cataracts were observed in glassblowers, steelworkers, and others 
in metal industries at the turn of the century, they are rarely seen today. These aforementioned irra-
diances are almost never exceeded in modern industry, where workers will be limited in exposure 
duration to brief periods above 10 mW/cm2, or they will be (should be) wearing eye protectors. 
Good compliance in wearing eye protection occurs at higher irradiances if only because the worker 
desires comfort of the face.3

7.5 RETINAL IRRADIANCE CALCULATIONS

Retinal irradiance (exposure rate) is directly related to source radiance (brightness). It is not readily 
related to corneal irradiance.3 Equation (3) gives the general relation, where Er is the retinal irradi-
ance in watts per square centimeter, Ls is the source radiance in watts per square centimeter per 
steradian (sr), f is the effective focal length of the eye in centimeters, de is the pupil diameter in cen-
timeters, and t is the transmittance of the ocular media:

 E
L d

fr
s e=

⋅ ⋅ ⋅( )

( )

π τ 2

24
 (3)
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Equation (3) is derived by considering the equal angular subtense of the source and the retinal 
image at the eye’s nodal point (Fig. 5). The detailed derivation of this equation is given elsewhere3 
and in Chap. 37 “Radiometry and Photometry for Vision Optics,” by Yoshi Ohno in Vol. II. The trans-
mittance t of the ocular media in the visible spectrum for younger humans (and most animals) is as 
high as 0.9 (i.e., 90 percent).3 If one uses the effective focal length f of the adult human eye (Gullstrand 
eye), where f = 1.7 cm, one has

 E L dr s e= ⋅ ⋅ ⋅0 27 2. τ  (4)

All of the preceding equations assume that the iris is pigmented, and the pupil acts as a true aper-
ture. In albino individuals, the iris is not very effective, and some scattered light reaches the retina. 
Nevertheless, imaging of a light source still occurs, and Eq. (4) is still valid if the contribution of 
scattered light (which falls over the entire retina) is added.

7.6 EXAMPLES

As an example, a typical cool-white fluorescent lamp has an illumination of 200 lx, and the total 
irradiance is 0.7 mW/cm2. By spectral weighting, the effective blue-light irradiance is found to be 
0.15 mW/cm2. From measurement of the solid angle subtended by the source at the measurement 
distance,3,11 the blue-light radiance is 0.6 mW/(cm2sr) and the radiance is 2.5 mW/(cm2 ⋅ sr). When 
fluorescent lamps are viewed through a plastic diffuser, the luminance and blue-light radiance are 
reduced.

As another example, a 1000-watt tungsten halogen bulb has a greater radiance, but the percentage 
of blue light is far less. A typical blue-light radiance is 0.95 W/(cm2 ⋅ sr) compared with a total radi-
ance of 58 W/(cm2 ⋅ sr). The luminance is 2600 candelas (cd)/cm2—a factor of 3000 times brighter 
than the cool-white fluorescent. However, because the retinal image is small, eye movements spread 
the exposure over a much larger area.

Once the source radiance, L or LB, is known, the retinal irradiance Er is calculated by Eq. (4). The 
preceding examples illustrate the importance of considering the size of a light source and the impact 
of eye movements in any calculation of retinal exposure dose. If one were exposed to a focal beam 
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FIGURE 5 Retinal image size related to source size. The retinal image 
size can be calculated based upon the equal angular subtense of the source 
and the retinal image at the eye’s nodal point (17 mm in front of the retina).
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of light (e.g., from a laser or LED) that was brought to focus in the anterior chamber (the aqueous 
humor), the pupil plane, or the lens, the light beam would diverge past this focal point and could be 
incident upon the retina as a relatively large image. This type of retinal illumination is frequently 
referred to as Maxwellian view and does not occur in nature. The retinal irradiance calculation in this 
case would be determined by the depth of the focal spot in the eye; the closer to the retina, the smaller 
the retinal image and the greater the irradiance.

Because the iris alters its diameter (and pupil center) dynamically, one must be alert to vignetting. 
The pupil aperture also diminishes with age. Near-sighted, or myopic, individuals tend to have larger 
pupils, and far-sighted, or hyperopic, individuals tend toward smaller pupils. Accommodation also 
results in a decrease in pupil diameter.

7.7 EXPOSURE LIMITS

A number of national and international groups have recommended occupational or public expo-
sure limits (ELs) for optical radiation (i.e., UV, light, and IR radiant energy). Although most such 
groups have recommended ELs for UV and laser radiation, only one group has recommended for 
some time ELs for visible radiation (i.e., light). This one group is well-known in the field of occu-
pational health—the American Conference of Governmental Industrial Hygienists (ACGIH).5,6 The 
ACGIH refers to its ELs as threshold-limit values (TLVs); these are issued yearly, so there is an oppor-
tunity for a yearly revision. The current ACGIH TLVs for light (400 to 760 nm) have been largely 
unchanged for the last decade—aside from an increase in the retinal thermal limits in 2008. In 1997, 
with some revisions, the International Commission on Non-Ionizing Radiation Protection (ICNIRP) 
recommended these as international guidelines.11 The ICNIRP guidelines are developed through 
collaboration with the World Health Organization (WHO) by jointly publishing criteria documents 
that provide the scientific database for the exposure limits.4 The ACGIH TLVs and ICNIRP ELs are 
generally applied in product safety standards of the International Commission on Illumination 
(CIE), the International Electrotechnical Commission (IEC), the International Standardization 
Organization (ISO), and consensus standards from the American National Standards Institute and 
other groups. They are based in large part on ocular injury data from animal studies and data from 
human retinal injuries resulting from viewing the sun and welding arcs. All of the guidelines have an 
underlying assumption that outdoor environmental exposures to visible radiant energy is normally 
not hazardous to the eye except in very unusual environments such as snow fields, deserts, or out on 
the open water.

Applying the UV Limits

To apply the UV guideline, one must obtain the average spectrally weighted UV irradiance Eeff at the 
location of exposure. The spectrally weighted irradiance is

 E E Seff = ⋅ ⋅∑ λ λ λ( ) ( )Δ  (5)

where the summation covers the full spectral range of S(l), which is the normalized “Ultraviolet 
Hazard Function” (a normalized action spectrum for photokeratitis). The maximum duration of 
exposure to stay within the limit tmax is determined by dividing the daily EL of 3 mJ ⋅ cm−2 by the 
measured effective irradiance to obtain the duration in seconds, as noted in Eq. (6):

 t
Emax = × ⋅− −3 10 3 2J cm

eff

 (6)

In addition to the S(l) envelope action spectrum-based EL, there has always been one additional cri-
terion to protect the lens and to limit the dose rate to both lens and the skin from very high irradiances. 
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Initially, this was based only upon a consideration to conservatively protect against thermal effects. This 
was later thought essential not only to protect against thermal damage, but to also hedge against a pos-
sible unknown photochemical damage in the UV-A to the lens.

Sharply defined photobiological action spectra apply to the ultraviolet hazard function [S(l)], the 
blue-light hazard function [B(l)], and the retinal thermal hazard function [R(l)]. These are shown 
in Fig. 1.

Guidelines for the Visible

The ocular exposure limits for intense visible and IR radiation exposure of the eye (from incoherent 
radiation) are several, because they protect against either photochemical or thermal effects to the 
lens or retina.

The two primary hazards that must be assessed in evaluating an intense visible light source are 
(1) the photoretinitis (blue-light) hazard and (2) the retinal thermal hazard. Additionally, lenticular 
exposure in the near IR may be of concern. It is almost always true that light sources with a luminance 
less than 1 cd/cm2 (104 cd/m2) will not exceed the limits, and this is generally a maximal luminance 
for comfortable viewing. Although this luminance value is not considered a safety limit, and may not 
be sufficiently conservative for a violet LED, it is frequently provided as a quick check to determine 
the need for further hazard assessment.3,5

The retinal thermal criteria, based upon the action spectrum R(l), applies to pulsed light sources 
and to intense sources. The longest viewing duration of potential concern is 10 s, because pupillary con-
striction and eye movements limit the added risk from greater exposure durations. The retinal thermal 
hazard EL is therefore not specified for longer durations.12 Indeed, in 2008 ACGIH limited the changing 
value to 0.25 s. These retinal thermal limits are

 L R t tλ λ λ α⋅ ⋅ ≤ ⋅ ⋅ ⋅ < <− −∑ ( ) / , (.Δ 5 1 100 25 2 1W cm sr s sμ IICNIRP, 1997)  (7)

  L R t tλ λ λ⋅ ⋅ ≤ ⋅ ⋅ < <− −( ) / , ..Δ 640 1 0 6250 25 2 1W cm sr sμ mms ACGIH, 2008)∑ (  (8a)

   ( ) / , ..L R t tλ λ λ⋅ ⋅ ≤ ⋅ ⋅ < <− −Δ 16 0 625 00 75 2 1W cm sr ms .. (25 s ACGIH, 2008)∑  (8b)

 L R tλ λ λ⋅ ⋅ ≤ ⋅ ⋅ >− −∑ ( ) , . (Δ 45 0 252 1W cm sr s ACGIH, 2008)  (8c)

The blue-light photoretinitis hazard criteria were based upon the work of Ham et al.6,11,17 The limit 
for time t is expressed as a B(l) spectrally weighted radiance:

 L B tλ λ λ⋅ ⋅ ⋅ ≤ ⋅ ⋅− −∑ ( ) Δ 100 2 1J cm sr  (8)

Applying IR Limits

There are two criteria in the near-IR region. To protect the lens against IR cataract, the EL that is applicable 
to IR-A and IR-B radiant energy (i.e., 780 to 3000 nm) specifies a maximal irradiance for continued expo-
sure of 10 mW/cm2 (average) over any 1000-s period, but not to exceed an irradiance of 1.8t−0.75 W/cm2 
(for times of exposure less than 1000 s). This is based upon the fact that IR cataract in workers appears only 
after lifetime exposure of 80 to 150 mW/cm.2,3,6

The second IR EL is to protect against retinal thermal injury from low-luminance IR illumination 
sources. This EL is for very special applications, where near-IR illuminators are used for night surveil-
lance applications or IR LEDs are used for illumination or signaling. These illuminators have a very 
low visual stimulus and therefore would permit lengthy ocular exposure with dilated pupils. Although 
the retinal thermal limit [based upon the R(l) function] for intense, visible, broadband sources is 
not provided for times greater than 0.25 to 10 s because of pupillary constriction and the like, the 
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retinal thermal hazard—for other than momentary viewing—will only realistically occur when the 
source can be comfortably viewed, and this is the intended application of this special-purpose EL. The 
IR illuminators are used for area illumination for nighttime security where it is desirable to limit light 
trespass to adjacent housing. If directly viewed, the typical illuminator source may be totally invisible, or 
it may appear as a deep cherry red source that can be comfortably viewed. The EL is proportional to l/a 
and is simply limited to:

 L L R t tNIR W cm sr= ⋅ ⋅ ≤ ⋅ ⋅ ⋅ <∑ − −
λ λ λ α( ) . / .Δ 3 2 810 25 2 1 00 2008s ACGIH( , )  (10a)

 L L R tNIR W cm sr s ACG= ⋅ ⋅ ≤ ⋅ ⋅ <∑ − −
λ λ λ α( ) . / (Δ 0 6 8102 1 IIH, )2008  (10b)

It must be emphasized that this criterion is not applied to white-light sources, because bright light 
produces an aversion response and Eq. (8) or (9) would apply instead.

7.8 DISCUSSION

Exceeding the Exposure Limits

When deriving the ELs for minimal-image-size visible and infrared laser radiations, the ICNIRP 
generally includes a factor of 10 to reduce the 50-percent probability of retinal injury by a factor 
of 10. This is not a true “safety factor,” because there is a statistical distribution of damage, and this 
factor was based upon several considerations. These included the difficulties in performing accu-
rate measurements of source radiance or corneal irradiance, the measurement of the source angular 
subtense, as well as histological studies showing retinal changes occurring at the microscopic level 
at levels of approximately 2 below the ED-50 value.3 In actual practice, this means that an exposure 
at two to three times the EL would not be expected to actually cause a physical retinal injury. At five 
times the EL, one would expect to find some injuries in a population of exposed subjects. The ELs 
are guidelines for controlling human exposure and should not be considered as fine lines between 
safe and hazardous exposure. By employing benefit-versus-risk considerations, it would be appro-
priate to have some relaxed guidelines; however, to date, no standards group has seen the need to 
do this.

Laser Hazards

The very high radiance (brightness) of a laser (MW and TW cm−2 sr−1) is responsible for the laser’s 
great value in material processing and laser surgery, but it also accounts for its significant hazard to 
the eye (Fig. 6). When compared with a xenon arc or the sun, even a small He–Ne alignment laser is 
typically 10 times brighter (Fig. 7). A collimated beam entering the relaxed human eye will experi-
ence an increased irradiance of about 105 (i.e., 1 W ⋅ cm−2 at the cornea becomes 100 kW/cm2 at the 
retina). Of course, the retinal image size is only about 10 to 20 μm, considerably smaller than the 
diameter of a human hair. So you may wonder: “So what if I have such a small lesion in my retina? I 
have millions of cone cells in my retina.” The retinal injury is always larger because of heat flow and 
acoustic transients, and even a small disturbance of the retina can be significant. This is particularly 
important in the region of central vision, referred to by eye specialists as the macula lutea (yellow 
spot), or simply the macula. The central region of the macula, the fovea centralis, is responsible for 
your detailed 20/20 vision. Damage to this extremely small (about 150-μm diameter) central region 
can result in severe vision loss even though 98 percent of the retina is unscathed. The surrounding 
retina is useful for movement detection and other tasks but possesses limited visual acuity (after all, 
this is why your eye moves across a line of print, because your retinal area responsible for detailed vision 
has a very small angular subtense). Outside the retinal hazard region (400 to1400 nm), the cornea—and 
even the lens—can be damaged by laser beam exposure.
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Laser Safety Standards In the United States, the American National Standard, ANSI Z136.1-2000, 
The Safe Use of Lasers, is the national consensus standard for laser safety in the user environment. It 
evolved through several editions since 1973. Maximum permissible exposure (MPE) limits are pro-
vided as sliding scales, with wavelength and duration for all wavelengths from 180 nm to 1 mm and 
for exposure durations of 100 fs to 30 ks (8-h workday). Health and safety specialists want the simplest 
expression of the limits, but some more mathematically inclined scientists and engineers on standards 
committees argue for sophisticated formulas to express the limits (which belie the real level of biologi-
cal uncertainty). These exposure limits (which are identical to those of ACGIH) formed the basis for 
the U.S. Federal Product Performance Standard (21 CPR 1040).3 The latter standard regulates only laser 
manufacturers. On the international scene, the International Electrotechnical Commission Standard 
IEC 60825–1 Ed. 2 (2007) originally grew out of an amalgam of the ANSI standard for user control 
measures and exposure limits and the U.S. Federal product classification regulation. The ICNIRP, 
which has a special relationship with the WHO in developing criteria documents on laser radiation, 
now recommends exposure limits for laser radiation.10 All of the aforementioned standards are basi-
cally in agreement.

Laser safety standards existing worldwide group all laser products into four general hazard classes 
and provide safe measures for each hazard class (classes 1 to 4).4,5 The U.S. Federal Product Performance 
Standard (21 CFR 1040) requires all commercial laser products to have a label indicating the hazard class. 
Once one understands and recognizes the associated ocular hazards, the safety measures recommended 
in these standards are quite obvious (e.g., beam blocks, shields, baffles, eye protectors). The ocular haz-
ards are generally of primary concern. Many laser products sold in the USA and worldwide, will also be 
certified to meet the corresponding standard of IEC 60825–1:2007.

Laser Accidents A graduate student in a physical chemistry laboratory is aligning a Nd:YAG-pumped 
optical parametric oscillator (OPO) laser beam to direct it into a gas cell to study photodissocia-
tion parameters for a particular molecule. Leaning over a beam director, he glances down over an 
upward, secondary beam and approximately 80 μJ enters his left eye. The impact produces a micro-
scopic hole in his retina, a small hemorrhage is produced over his central vision, and he sees only 
red in his left eye. Within an hour, he is rushed to an eye clinic where an ophthalmologist tells him 
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FIGURE 6 The radiance of a light source determines the irradiance 
in the focal spot. Hence, the very high radiance of a laser permits one to 
focus laser radiation to a very small image of very high irradiance.
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he has only 20/400 vision. In another university, a physics graduate student attempts to realign the 
internal optics in a Q-switched Nd:YAG laser system—a procedure normally performed by a service 
representative that the student had witnessed several times before. A weak secondary beam reflected 
upward from a Brewster window enters the man’s eye, producing a similar hemorrhagic retinal 
lesion with a severe loss of vision. Similar accidents occur each year and frequently do not receive 
publicity because of litigation or for administrative reasons.3,26 Scientists and engineers who work 
with open-beam lasers really need to realize that almost all such lasers pose a very severe hazard to the 
eye if eye protection is not worn or if other safety measures are not observed!2–4
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A common element in most laser laboratory accidents is an attitude that “I know where the laser 
beams are; I do not place my eye near to a beam; safety goggles are uncomfortable; therefore, I do not 
need to wear the goggles.” In virtually all accidents, eye protectors were available, but not worn. The 
probability that a small beam will intersect a 3- to 5-mm pupil of a person’s eye is small to begin with, so 
injuries do not always happen when eye protectors are not worn. However, it is worthwhile to consider 
the following analogy. If these individuals were given an air rifle with 100 BBs to fire, were placed in a 
cubical room that measures 4 m on each side and is constructed of stainless-steel walls, and were told to 
fire all of the BBs in any directions they wished, how many would be willing to do this without heavy 
clothing and eye protectors?!! Yet, the probability of an eye injury is similar. In all fairness, there are laser 
goggles that are comfortable to wear. The common complaints that one cannot see the beam to align it 
are mere excuses that are readily solved with some ingenuity once you accept the hazard. For example, 
image converters and various fluorescent cards (such as are used to align the Nd: YAG l064-nm beam) 
can be used for visible lasers as well.

Laser Eye Protectors In the ANSI Z136.1 standard, there is broad general guidance for the user to 
consider factors such as comfort and fit, filter damage threshold, and periodic inspection, as well 
as the critical specification of wavelength and optical density (OD). However, there has never been 
any detailed U.S. specifications for standard marking and laboratory proofing (testing) of filters. By 
contrast, the approach in Germany (with DIN standards) and more recently in Europe (with CEN 
standards) has been to minimize the decision making by the user and place heavy responsibility upon 
the eyewear manufacturer to design, test, and follow standardized marking codes to label the eye pro-
tector. Indeed, the manufacturer had been required to use third-party test houses at some considerable 
expense to have type eyewear tested. Each approach has merit, and a new standard in the United States 
is now being developed for testing for standardized marking that is understandable to the wearer. The 
most important test of a protective filter is to measure the OD under CW, Q-switched, and mode-locked 
pulse irradiation conditions to detect saturable absorption-reversible bleaching.28,29

The marking of laser eye protection in an intelligible fashion to ensure that the user will not misun-
derstand and select the wrong goggle has been a serious issue, and there appears to be no ideal solution. 
Several eye injuries appear to have been caused by a person choosing the wrong protector. This is partic-
ularly likely in an environment where multiple and different laser wavelengths are in use, as in a research 
laboratory or a dermatological laser setting. A marking of OD may be clearly intelligible to optical physi-
cists, but this is seldom understandable to physicians and industrial workers. Probably the best assurance 
against misuse of eyewear has been the application of customized labeling by the user. For example, “Use 
only with the model 12A,” or “Use only for alignment of mode-locked YAG,” or “Use only for port-wine 
stain laser.” Such cautions supplement the more technical marking. The terms ruby, neodymium, carbon 
dioxide, and similar labels in addition to the wavelength can reduce potential confusion with a multi-
wavelength laser. Marking of broadband eye protection, such as welding goggles, does not pose a problem 
to the wearer. The welding shade number (e.g., WG-8), even if misunderstood by the welder, poses little 
risk. The simple suggestion to select the filter based upon visual comfort prevents the welder from 
being injured; wearing too light a shade such that the BL for blue light is exceeded is virtually impossible 
because of the severe disability glare that would result. The same is not true for laser eye protectors: One 
could wear a goggle that protects against a visible wavelength but that doesn’t protect against the invisible 
l064-nm wavelength. Improved, standardized marking is certainly needed! Recently, a new standard in 
the ANSI Z136 series of standards was published: ANSI Z136.7:2008 (American National Standard for 
Testing and Labeling of Laser Protective Equipment), which provides more reasonable guidance.28

Lamp Safety Standards

Lamp safety is dealt with in ANSI/IESNA RP27.3-2005 [Recommended Practice for Photobiological Safety 
for Lamps—Risk Group Classification & Labeling, and in CIE Standard S-009:2006(IEC62471:2006) 
Photobiological Safety for Lamps and Lamp Systems. In addition, LEDs are also included in one laser 
safety standard: American National Standard for the Safe Use of Lasers in Optical Fiber Communications 
Systems (OFCS)], ANSI Zl36.2 (1997), since LEDs used in this special application may be viewed by 
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optical aids such as a microscope or eye loupe, and such viewing actually happens in realistic splicing 
conditions and the instrumentation to distinguish the narrow bandwidth of the laser from the wider, 
nominal 50-nm bandwidth of the LED is a needless burden. All current LEDs have a maximum radi-
ance of about 12 W ⋅ cm−2 ⋅ sr−1 and can in no way be considered hazardous, but for a period an IEC 
laser standard 60825-1 included LEDs (an inclusion dropped in 2007). Some observers of the IEC 
group accused the group of having an ulterior motive of providing test houses and safety delegates with 
greater business!
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8.1 GLOSSARY

Apodization. Modifi cation of the pupil function. In the present context, the Stiles-Crawford direc-
tional effect can be considered as an apodization, that is, variable transmittance across the pupil.

Bessel functions. These special functions, fi rst defi ned by the mathematician Daniel Bernoulli and 
generalized by Friedrich Bessel, are canonical solutions of a particular differential equation called 
the Bessel differential equation. Bessel’s equation arises when fi nding separable solutions to Laplace’s 
equation and the Helmholtz equation in cylindrical or spherical coordinates systems. Bessel functions 
are therefore especially important for many problems of wave propagation, static potentials, such as 
propagation of electromagnetic waves in cylindrical waveguides, heat conduction in cylindrical ob-
jects, and the like. A specifi c form of the Bessel functions are called Hankel functions. These functions 
are very useful to describe waveguiding.

Born approximation. If an electromagnetic wave is expressed as the sum of an incident wave and 
the diffracted secondary wave, the scattering of the secondary wave is neglected. This neglect repre-
sents what is known as Born’s fi rst-order approximation.

Bruch’s membrane. Inner layer of the choroid.

Cilia. Hair.

Cochlea. The spiral half of the labyrinth of the inner ear.

Coleoptile. The fi rst true leaf of a monocotyledon.

Copepod. A subclass of crustacean arthropods.

Cotyledons. The seed leaf—the leaf or leaves that fi rst appear when the seed germinates.

Ellipsoid. The outer portion of the inner segment of a photoreceptor (cone or rod). It is located 
between the myoid and the outer segment. It often contains oriented mitochondria for metabolic 
activity.

Fluence. A measure of the time-integrated energy fl ux usually given in units of Joules/cm2. In biology, 
it is used as a measure of light exposure.

Helmholtz’s reciprocity theorem. Also known as the reversion theorem. It is a basic statement of 
the reversibility of optical path.
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Henle’s fi bers. Slender, relatively uniform fi bers surrounded by more lucent Müller cell cytoplasm 
in the retina. They arise from cone photoreceptor bodies and expand into cone pedicles.

Hypocotyl. The part of the axis of the plant embryo that lies below the cotyledons.

Interstitial matrix. Space separating photoreceptors. It is of a lower refractive index than the pho-
toreceptors and, hence, can be considered as “cladding.”

Mesocotyl. The node between the sheath and the cotyledons of seedling grasses.

Mode. The mode of a dielectric waveguide is an electromagnetic fi eld that propagates along the 
waveguide axis with a well-defi ned phase velocity and that has the same shape in any arbitrary plane 
transverse along that axis. Modes are obtained by solving the source-free Maxwell’s equations with 
suitable boundary conditions.

Myoid. It is the inner portion of the inner segment of a photoreceptor (cone or rod), located between 
the ellipsoid and the external limiting membrane of the retina.

Organ of Corti. The structure in the cochlea of the mammals which is the principal receiver of 
sound; contains hair cells.

Pedicle. Foot of the cone photoreceptor; it is attached to a narrow support structure.

Phototropism. Movement stimulated by light.

Spherule. End bulb of a rod photoreceptor.

V-parameter. Waveguide parameter [Eq. (3)]. This parameter completely describes the optical 
properties of a waveguide and depends upon the diameter of the guide, the wavelength of light used, 
and the indices of refraction of the inside (core) and outside (cladding) of the guide.

Equation (1). This is a statement of Snell’s law.

 n1 refractive index of medium 1; light is incident from this medium

 n2 refractive index of medium 2; light is refracted into this medium

q1  angle of incidence of light measured with respect to the surface normal in medium 1

q2  angle of refraction of light in medium 2 measured with respect to the surface normal

Equation (2). This is an expression for the numerical aperture.

 n1 refractive index of the inside of the dielectric cylinder (the “core”)

 n2 refractive index of the surround (the “cladding”)

 n3 refractive index of medium light is incident from before entering the cylinder

qL limiting angle of incidence

Equation (3). Expression for the waveguide V-parameter.

 d diameter of the waveguide cylinder

l wavelength of incident light

 n1 refractive index of core

 n2 refractive index of cladding

8.2 INTRODUCTION

In this chapter, we will be studying two different types of biological waveguide model systems in order 
to relate the models’ structures to the waveguide properties initiated within the light-guide construct. 
In these models, we will be discussing how these biological waveguides follow the Stiles-Crawford 
effect of the first kind, wavelength sensitivity of transmission, and Helmholtz’s reciprocity theorem 
of optics. Furthermore, we will be investigating the different sources of biological waveguides such 
as vertebrate photoreceptors, cochlear hair cells (similar to cilia), and fiber-optic plant tissues, as well 
as considering their applications and comparing their light-guiding effects to the theoretical models. 
The emphasis will be on waveguiding in vertebrate retinal photoreceptors, though similar consider-
ations apply to other systems.
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8.3 WAVEGUIDING IN RETINAL PHOTORECEPTORS 
AND THE STILES-CRAWFORD EFFECT

Photoreceptor optics is defined as the science that investigates the effects of the optical properties of the 
retinal photoreceptors—namely, their size, shape, refractive index, orientation, and arrangement—on 
the absorption of light by the photopigment, as well as the techniques and instrumentation neces-
sary to carry out such studies. It also explores the physiological consequences of the propagation of 
light within photoreceptor cells. The Stiles-Crawford effect of the first kind1 (SCE I), discovered in 
1933, represents a major breakthrough in our understanding of retinal physiology and the mod-
ern origin of the science of photoreceptor optics. The SCE I refers to the fact that visual sensitivity 
in normal eyes is greatest for light entering near the center of the eye pupil, and the response falls 
off roughly symmetrically from this peak. The SCE I underscores the fact that the retina is a com-
plex optical processing system whose properties play a fundamental role in visual processing. The 
individual photoreceptors (rods and cones) behave as light collectors which capture the incident 
light and channel the electromagnetic energy to sites of visual absorption, the photolabile pigments, 
where the transduction of light energy to physicochemical energy takes place. The photoreceptors 
act as classic fiber-optic elements and the retina can be thought of as an enormous fiber bundle (a 
typical human retina has about 130 × 106 receptors). Some aspects of the behavior of this fiber optic 
bundle can be studied using the SCE I function, a psychophysical measurement of the directional 
sensitivity of the retina. The SCE I is an important index reflecting waveguide properties of the ret-
ina and is a psychophysical measurement of the directional sensitivity of the retina. The SCE I can 
be used to elucidate various properties, and the photodynamic nature, of the photoreceptors. The 
SCE I can also be used to indicate the stage and degree of various retinal abnormalities. The reader is 
referred to the literature for detailed discussion of various aspects of photoreceptor optics.2–5 A col-
lection of classic reprints on the Stiles-Crawford effect and photoreceptor optics has been published 
by the Optical Society of America.6 The books by Dowling7 and Rodieck,8 for example, give good 
basic information on the physiology of the retina as well as discussions of the physical and chemical 
events involved in the early stages of visual processing. Additionally, there is a color effect, known as 
the Stiles-Crawford effect of the second kind (SCE II). Here, if the locus of entry of a beam in the 
entrance pupil of the eye is changed, it altered the perceived hue and saturation of the retinal image. 
The SCE II will not be dealt with in this chapter and the reader is referred to the literature.9,10 Added 
features of the SCE are addressed in the following chapter. 

8.4 WAVEGUIDES AND PHOTORECEPTORS

It appears as though there are two major evolutionary lines associated with the development of 
visual receptors: the ciliary type (vertebrates) and the rhabdomeric type (invertebrates). Besides 
being different in structure, the primary excitation processes also differ between these two types of 
detectors. Ciliary type (modified hair) detectors are found in all vertebrate eyes. They have certain 
common features with other sensory systems, for example, the hair cells of the auditory and ves-
tibular systems. It is possible to say that all vertebrate visual detectors have waveguides associated 
with the receptor element. The incident light is literally guided or channeled by the receptor into the 
outer segment where the photosensitive pigments are located. In other words, the fiber transmits 
radiant energy from one point (the entrance pupil or effective aperture of the receptor) to other 
points (the photolabile pigment transduction sites). Given the myriad characteristics found in pho-
toreceptors in both vertebrate and invertebrate eyes (including numerous superposition and appo-
sition eyes), what is common in all species is the presence of the fiber-optic element. It appears as 
though fiber-optic properties evolved twice in the vertebrate and invertebrate receptors. This fact 
emphasizes the importance of these fiber-optic properties.

Like any optical device, the photoreceptor as a waveguide can accept and contain light incident 
within a solid angle about its axis. Therefore, all waveguides are directional in their acceptance of light 
and selection of only a certain part of the incident electromagnetic wavefront for transmittance to the 
transducing pigment.
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The detailed analysis of optics and image formation in various forms of vertebrate and inverte-
brate eyes is beyond the scope of this chapter (see Refs. 11 and 12 as well as Chap. 1 in this volume for 
excellent reviews). However, all such eyes must share a common characteristic. That is, each detecting 
element must effectively collect light falling within its bound and each must “view” a slightly differ-
ent aspect of the external world, the source of visual signal. Because of limitations of ocular imagery, 
there must be a degree of overlap between excitation falling on neighboring receptors; there is also 
the possibility of optical cross talk. It has been postulated that there is an isomorphic correspondence 
between points on the retina and a direction in (or points in) real (the outside world) space. A num-
ber of primary and secondary sources of light stimulus for the organism are located in the outside 
world. The organism has to locate those stimuli falling within its field of view and to relate those 
sensed objects to its own egocentric (localization) frame of reference. Let us assume that there is a 
fixed relationship between sense of direction and retinal locus. The organism not only needs to dif-
ferentiate between different directions in an orderly manner, but it must also localize objects in space. 
This implies that a pertinent incident visual signal is identifiable and used for later visual process-
ing. Further, directionality-sensitive rods and cones function most efficiently only if they are axially 
aligned with the aperture of the eye, that is, the source of the visual signal. Thus, it becomes necessary 
to relate the aperture of the receptor as a fiber-optic element relative to the iris aperture. The reti-
nal receptor-waveguide-pupillary aperture system should be thought of as an integrated unit that is 
designed for optimization of light capture of quanta from the visual signal in external space and for 
rejection of stray light noise in the eye/image. A most interesting lens-aperture-photoreceptor system 
in the invertebrate world is that of a copepod, Copilia. The Copilia has a pair of image-forming eyes 
containing two lenses, a corneal lens and another lens cylinder (with an associated photoreceptor), 
separated by a relatively enormous distance. Otherwise, the photoreceptor system is similar to the 
insect eye. Copilia scans the environment by moving the lens cylinder and the attached photoreceptor. 
The rate of scan varies from about five scans per second to one scan per two seconds. This is like a 
mechanical television camera. There are other examples of scanning eyes in nature.12

The retina in the vertebrate eye is contained within the white, translucent, diffusing, integrating-
sphere-like eye. It is important to realize that the retinal receptor “field of view” is not at all limited by 
the pupillary aperture. The nonimaged light may approach the receptor from virtually any direction. 
In Fig. 1 the larger of the two converging cones of electromagnetic energy is meant to portray (in a 

FIGURE 1 Schematic drawing showing light incidence at a single pho-
toreceptor. Light incident on the retina has a maximum angle of incidence of 
about ±10˚ for a receptor at the posterior pole of the eye. Stray light may enter 
the receptor over a much larger acceptance angle (shown by the larger cone).

Integrating sphere-like eyeball

Stray light
acceptance cone

Photoreceptor Cone of incident
light through pupil Eye pupil
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limited sense) the extent of the solid angle over which energy may impinge on the receptor. While 
stray light from any small part of this vast solid angle may be small, the total, when integrated over the 
sphere surrounding the receptor, may be quite a significant sum. To prevent such noise from destroy-
ing image quality, the organism has evolved specific mechanisms, including screening dark pigments 
in the choroid and pigment epithelium, morphological designs, photomechanical changes, aligned 
photolabile pigment and fiber-optic properties, and in a number of species, a tapetum.

Since the pupillary aperture is the source of the pertinent visual signal, the primary purpose of the 
retinal fiber-optic element, the receptor, is to be a directionally selective mechanism, which accepts 
incident light from only within a rather narrow solid angle. Given that the receptor has a rather nar-
row, limiting aperture, exhibits directionality, and favors absorption of light passing along its axis, this 
optical system will be most effective if it is aligned with the source of the signal, the pupillary aperture. 
This argument applies equally for cones and rods.

In order for a material to serve as a fiber-optic element, the material must be reasonably transparent 
and have a refractive index that is higher than the immediately surrounding medium. To reduce cross 
talk in an array of such fiber-optic elements, they must be separated by a distance approximately equal 
to or greater than a wavelength of light by a medium having a lower index of refraction than the fiber. 
The inner and outer segments of retinal photoreceptors and the separating interstitial matrix satisfy 
such condition. The index of refraction of biological materials is generally dependent on the concen-
tration of large molecules of proteins, lipids, and lipoproteins. The receptor has a high concentration of 
such solids. These materials are in low concentrations in the surrounding interstitial matrix space. As 
examples, Sidman13 has reported refractive index values of 1.4 for rod outer segments, 1.419 for foveal 
cone outer segments, and a value between 1.334 and 1.347 for the interstitial matrix in the primate 
retina. Enoch and Tobey14 found a refractive index difference of 0.06 between the rod outer segment 
and the interstitial matrix in frogs. Photoreceptors are generally separated by about 0.51 μm. A mini-
mum of about 0.5 μm (1 wavelength in the green part of the spectrum) is needed. Separation may be 
disturbed in the presence of pathological processes. This can alter waveguiding effects, transmission as 
a function of wavelength, directionality, cross talk, stray light, resolution capability, and the like.

8.5 PHOTORECEPTOR ORIENTATION 
AND ALIGNMENT

As noted above, Stiles and Crawford1 found that radiant energy entering the periphery of the dilated 
pupil was a less effective stimulus than a physically equal beam entering the pupil center. Under 
photopic foveal viewing conditions, it was found that a beam entering the periphery of a pupil had 
to have a radiance of from 5 to 10 times that of a beam entering the pupil center to have the same 
subjective brightness. Stiles and Crawford plotted a parameter h, defined as the ratio of the lumi-
nance of the standard beam (at pupil center) to that of the displaced beam at photometric match 
point as a function of the entry portion of the displaced beam. The resultant curve has essentially a 
symmetric falloff in sensitivity (Fig. 2). This cannot be explained as being due to preretinal factors 
and this directional sensitivity of the retina is known as the Stiles-Crawford Effect of the first kind 
(SCE I). Later a chromatic effect (alteration of perceived hue and saturation of displaced beam) was 
also discovered that is called the Stiles-Crawford Effect of the second kind.9.10 SCE I is unaffected by 
polarized light. Normative values of the parameters of this function describing the effect (as well as 
various mathematical descriptions) can be found in Applegate and Lakshminarayanan.15

The directionality of photoreceptors depends upon the acceptance angles of individual photo-
receptors and on the variability of their orientation within the tested photoreceptor population. 
MacLeod16 developed a selective adaptation technique to study the variability of photoreceptor ori-
entations and concluded that foveal cones were aligned with great precision (similar results were 
shown, for example, Burns et al.17 using reflectometry methods). Roorda and Williams18 measured 
the orientations of individual cones and found the average disarray to be 0.17 mm in the pupil plane 
and point out that this disarray accounts for less than 1 percent of the breadth of the overall tuning 
function. 
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The directionality of photoreceptors is due to their structure that makes them act as optical fibers. 
Therefore, measurement of photoreceptor directionality is an important tool for testing the physical 
properties of photoreceptors in vivo. Much valuable information has been obtained from studies of 
patients with pathologies or conditions that affect the photoreceptor (and adjoining structures) lay-
ers. However clinical studies are limited by the fact that psychophysical methods are time consuming 
and require excellent cooperation from the subject. Therefore, different reflectometric methods have 
been developed.

Krauskopf19 was the first to show a direct correspondence between the psychophysical SCE and 
changes in reflectivity when the entry and exit pupils are moved. There are three major methods to 
measure the directional properties of photoreceptors by reflectometry. They are: (a) Moving entry 
and exit pupils method—here the angles of incidence and reflection at the retina are changed in 
tandem. This method has been applied to design the photoreceptor alignment reflectometer20 and a 
custom built Scanning Laser Ophthalmoscope.21 (b) Moving exit pupil method—in this method the 
entrance pupil remains fixed and this desing was applied to the reflectometers of van Blokland22,23

and Burns et al.24 (c) Moving entrance pupil method25—Roorda and Williams18 applied this method 
to sample fields as small as a single cone by means of the Rochester adaptive optics ophthalmoscope. 
(See Chap. 15 in this volume for a discussion of adaptive optics in vision science).

Histological and x-ray diffraction studies show that in many species, including human, photo-
receptors tend to be oriented not toward the center of the eye, but toward an anterior point. This 
pointing tendency is present at birth. The directional characteristics of an individual receptor are 
difficult to assess, and cannot, as yet, be directly related to psychophysical SCE I data. If one assumes 
that there is a retinal mechanism controlling alignment and that the peak of the SCE I represents the 
central alignment tendencies of the receptors contained within the sampling area under consider-
ation, it is possible to investigate where the peak of the receptor distribution is pointed at different loci 
tested across the retina and to draw conclusions relative to the properties of an alignment system or 
mechanism. Results of the SCE I functions studied over a wide area of the retina show that the overall 
pattern of receptor orientation is toward the approximate center of the exit pupil of the eye. 
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This alignment is maintained even up to 35° in the periphery. There is a growing evidence that recep-
tor orientation is extremely stable over time in normal observers.26

Photoreceptor orientation disturbance and realignment of receptors following retinal disorders 
have also been extensively studied. A key result of these studies is that with remission of the patho-
logical process, the system is often capable of recovering orientation throughout life. Another crucial 
conclusion from these studies is that alignment is locally controlled in the retina (e.g., Ref. 27). The 
stability of the system, as well as corrections in receptor orientation after pathology, implies the 
presence of at least one mechanism (possibly phototropic) for alignment. Even though the center-of-
the-exit-pupil-of-the-eye receptor alignment characteristic is predominant, rare exceptions to this 
have been found. These individuals exhibit an approximate center-of-the-retinal-sphere-pointing 
receptor alignment tendency (Fig. 3).28 Though certain working hypotheses have been made,29 what 
maintains the receptor is an open unanswered question and is the subject of current research that is 
beyond the scope of this chapter. Eckmiller,30 for example, has proposed that the alignment of pho-
toreceptors is accomplished by a feedback controlled bending of the cell at the myoid. Some unspeci-
fied local changes are thought to occur within the myoid that activate molecular motors and induce 
local movements by cytoskeletal elements, and bending can be accomplished by a differential change 
in the myoid at different positions around the cell perimeter. To summarize, the resultant direction-
ality must reflect the properties of the media, the waveguide properties of receptors, the alignment 
properties of photolabile pigments, and so forth. Mechanical tractional effects also affect receptor 
alignment (e.g., Refs. 31 and 32). Other factors could include stress due to microscars, traction or 
shear forces due to accommodation, inertial forces during saccades, local growth for example, in high 
myopia, and the like. The SCE I function obtained experimentally depends upon all these factors as 
well as the sum of photoreceptor alignment properties sampled in the retinal test area. The response 
is dominated by the receptor units most capable of responding in the test area and is affected by the 
level of light adaptation.

What are the functional visual consequences of SCE I? Recent studies have dealt with this question 
(e.g., Ref. 33). SCE is important in photometry and retinal image quality (see Chap. 9). Calculations 
for change in effective retinal illuminance were first given by Martin34 and expanded on by Atchison 
et al.35 Baron and Enoch,36 used a half-sensitivity, half-width measurement of retinal directional sen-
sitivity as the basis for integrating a parabolic approximation of the SCE over the pupillary area. It 
is possible to define an “effective” troland which takes into account the SCE compensated entrance 
pupil area. These studies show that increasing the pupil size from 2- to 8-mm diameter provides an 
increase in effective retinal illuminance of about 9 times rather than the 16 times increase in pupil area. 

(b)(a)

FIGURE 3 Inferred photoreceptor alignment from SCE measurements. (a) The more usual center-
of-the-exit-pupil pointing tendency. (b) Center-of-the-retinal-sphere pointing tendency (rare).
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The influence of the SCE on visual functions can be investigated by using filters based on the apodiza-
tion model of the SCE.37,38 Rynders et al.39 developed SCE neutralizing filters, but provided few details. 
Following up, Scott et al.40 have described construction of practical filters to achieve neutralization of 
the SCE. When light from the edge of a large pupil plays a significant role in degrading retinal image 
quality, attenuating this light by the effective SCE I apodization will, of course, improve image qual-
ity. In general, the magnitude of this improvement will depend on the magnitude of the SCE and the 
level of blur caused by marginal rays. The presence of aberrations influences the impact of the SCE 
apodization on defocused image quality. Since defocus of the opposite sign to that of the aberration 
can lead to well-focused marginal rays, attenuating these well-focused rays with apodization will not 
improve image quality.41 In addition to generally attenuating the impact of defocus on image contrast, 
this apodization will effectively remove some of the phase reversals (due to zero crossings of the mod-
ulation transfer function) created by positive defocus. The displacement of phase reversals to higher 
spatial frequencies will have a direct impact on defocused visual resolution. Spatial tasks in which 
veridical phase perception is critical will be significantly more resistant to positive defocus because of 
the SCE. However, Atchison et al.41,42 suggest that SCE has little effect on image quality when dealing 
with well centered pupils. Zhang et al.33 have used a wave optics model to examine the effects of SCE 
and aberrations and have compared the results with psychophysical measurements of the effect of 
defocus on contrast sensitivity and perceived phase reversals. They found that SCE apodization had 
the biggest effect on defocused image quality only when defocus and spherical aberration have the 
same sign and conclude that SCE can significantly improve defocused image quality and defocused 
vision particularly for tasks that require veridical phase perception.  It has been argued that measure-
ments of the transverse chromatic aberration (TCA) can be affected due to SCE. Various studies show 
that the effect of the SCE on the amount of TCA varies strongly across individuals, and between eyes 
in the same individual. In conclusion, it is thought that aberrations and SCE modify the amount and 
direction of TCA, and SCE does not necessarily reduce the impact of TCA.43 Longitudinal chromatic 
aberration, on the other hand, is only slightly affected by SCE I. It has also been shown that decenter-
ing the SCE produces an appreciable shift in subjective TCA for large pupil sizes.42

The wavelength dependence of the SCE has been explained by using a model of fundus reflectance 
developed by van de Kraats et al.44 Berendschot et al.45 showed that a there is a good fit between the 
model (based on geometrical optics) and experimental data, if self-screening and backscattered cho-
roidal light are included in the model.

Is the retina an optimal instrument? To answer this question, Marcos and Burns46 studied both 
wavefront aberration and cone directionality. They concluded that cone directionality apodization 
does not always occur at the optically best pupillary region and that in general ocular optics and cone 
alignment do not develop toward an optimal optical design.

8.6 INTRODUCTION TO THE MODELS AND 
THEORETICAL IMPLICATIONS

First, we need to explore the theoretical constructs or models of the biological waveguide systems 
based on the photoreceptors to get a full appreciation of how these models transmit light through 
their structure. There are two models of biological waveguide systems that will be discussed here. 
The first model, which is the retinal layer of rods and cones, is defined as beginning approximately 
at the external limiting membrane (ELM; Fig. 4), and it is from that boundary that the photorecep-
tors are believed to take their orientation relative to the pupillary aperture. In any local area within 
that layer, the photoreceptors are roughly parallel cylindrical structures of varying degrees of taper, 
which have diameters of the order of magnitude of the wavelength of light, and which are separated 
laterally by an organized lower refractive index substance, called the interphotoreceptor matrix (IPM). 
The photoreceptors thus form a highly organized array of optical waveguides whose longitudinal 
axes are, beginning at the ELM, aligned with the central direction of the pupillary illumination. The 
IPM serves as a cladding for those waveguides. We will assume that the ELM approximates the inner 
bound of the receptor fiber bundle for light that is incident upon the retina in the physiological 
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direction.47 Portions of the rod and cone cells that lie anterior to the ELM are not necessarily aligned 
with the pupillary aperture, and might be struck on the side, rather than on the axis, by the incident 
illumination. Some waveguiding is observed for a short distance into this region. However, these 
portions of the rod and cone cells anterior to the ELM would only be weakly excited by the incom-
ing light.

Figure 5 shows the three-segment model that is generally used, denoting the idealized photorecep-
tor. All three segments are assumed to have a circular cross section, with uniform myoid and outer 
segment and a smoothly tapered ellipsoid. For receptors with equal myoid and outer segment radii, 
the ellipsoid is untapered. In this model, the sections are taken to be homogeneous, isotropic, and of 
higher refractive index than the surrounding near homogeneous and isotropic medium, which is the 
IPM. Both the myoid and the ellipsoid are assumed to be lossless, or nonabsorbing, since the cyto-
chrome pigments in the mitochondria of the ellipsoids are not considered in this model. Absorption 
in the outer segments by the photolabile pigment molecules aligned within the closely packed disk 
membranes is described by the Naperian absorption coefficient (a). The aperture imposed at the ELM 
facilitates calculation of the equivalent illumination incident upon the receptor.

A number of assumptions and approximations have been made for these two models described 
above:

1. The receptor cross section is approximately circular and its axis is a straight line. This appears 
to be a reasonable assumption for the freshly excised tissue that is free of ocular diseases or 
pathology.

 2. Ellipsoid taper is assumed to be smooth and gradual. Tapers that deviate from these conditions 
may introduce strong mode coupling and radiation loss.

 3. Individual segments are assumed to be homogeneous. This is a first-order approximation, as each 
of the photoreceptor sections has different inclusions, which produce local inhomogeneities.
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 4. Individual segments are assumed to be isotropic as a first-order approximation. However, in real-
ity, the ellipsoid is packed with highly membranous mitochondria whose dimensions approach the 
wavelength of visible light, and which are shaped differently in different species. The mitochondrion- 
rich ellipsoid introduces light scattering and local inhomogeneity. The outer segment is composed 
of transversely stacked disks, having a repetition period an order of magnitude smaller than the 
wavelength of light; in addition, these outer segments contain photolabile pigment.

 5. Linear media are assumed. Nonlinearities may arise from a number of sources. These could 
include the following:

  •  Absorption of light is accompanied by bleaching of the photopigments and the production of 
absorbing photoproducts that have different absorption spectra from those of the pigments. 
Bleaching is energy and wavelength dependent and the bleached pigment is removed from 
the pool of available pigment, thus affecting the absorption spectrum. Under physiological 
conditions in the intact organism where pigment is constantly renewed, the relatively low 
illumination levels that result in a small percent bleach can be expected to be consistent with 
the assumed linearity. However, with very high illumination levels where renewal is virtually 
nonexistent, researchers must utilize special procedures to avoid obtaining distorted spectra 
(e.g., albino retina).

  •   Nonlinearity may arise in the ellipsoid owing to illumination-dependent activity of the mito-
chondria, since it has been shown that mitochondria of ellipsoid exhibit metabolically linked 
mechanical effects. If such effects occurred in the retina, then illumination-driven activity 
could alter inner segment scattering.

  •   Some species exhibit illumination-dependent photomechanical responses that result in gross 
movement of retinal photoreceptors. That movement is accompanied by an elongation or 
contraction of the myoid in the receptor inner segment and has been analyzed in terms of 
its action as an optical switch.48 In affected species, rod myoids elongate and cone myoids 
shorten in the light, while rod myoids contract and the cone myoids elongate in the dark. In 
the light, then, the cones lie closer to the outer limiting membrane and away from the shielding 
effect of the pigment epithelial cell processes, and contain absorbed pigment, while the pigment 
granules migrate within the pigment epithelial processes.49

 6. The refractive indices of the segment are assumed to be independent of wavelength, which 
completely contradicts the definition of the refractive index, which is n = c/v where v (velocity) = 
f (frequency) · l (wavelength), and v is proportional to wavelength because f is constant for all 
media. Therefore, a change in the velocity dependent on wavelength also changes the refractive 
index in real life.

 7. The medium to the left of the external limiting membrane is assumed to be homogeneous. 
However, in reality, although the ocular media and inner (neural) retina are largely transparent, 
scattering does occur within the cornea, aqueous, lens, vitreous, and inner retina. Preparations 
of excised retina will be devoid of the ocular media, but the inner retina will be present. In turn, 
the preparations would account for light scattering upon light incidence.

 8. It is assumed that the medium surrounding the photoreceptors is homogeneous and nonab-
sorbing. Again, this is an approximation. Microvilli originating in the Müller cells extend into 
the space between the inner segments, and microfibrils of the retina pigment epithelium (RPE)
surround portions of the outer segments. Also, the assumption of homogeneity of the surround 
neglects the reflection and backscatter produced by the RPE, choroid, and sclera. Note that 
preparations of excised retinae that are used for observing waveguiding are usually (largely) 
devoid of interdigitating RPE.

 9. In some species the outer segment is tapered. Gradual taper can be accommodated in the 
model. Sharp tapers, however, must be dealt with separately.

10. The exact location of the effective input plane to the retinal fiber optics bundle is not known; 
however, in early studies it was assumed that the ELM was the effective inner bound of the reti-
nal fiber bundle. To date, though, universal agreement does not exist regarding the location of 
the effective input plane; some investigators assume it to be located at the outer segment level.
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11. In species with double cones (e.g., goldfish), the two components may often not be of equal 
length or contain identical photolabile pigments.

Next, we will evaluate the electromagnetic validity of the preceding models based on the assump-
tions discussed above. An additional assumption is that meaningful results relating to the in situ prop-
erties of a retinal photoreceptor can be obtained by means of calculations performed upon a single 
photoreceptor model. Involved here are considerations regarding optical excitation, optical coupling 
between neighboring receptors, and the role of scattered light within the retina. These assumptions 
may be summarized as follows:

1. The illumination incident upon the single photoreceptor through the aperture in Fig. 5 is taken 
to be representative of that illumination available to an individual receptor located in the retinal 
mosaic. Figure 5b illustrates the cross section of a uniform receptor array as seen from the ELM. 
For a uniformly illuminated, infinitely extended array, the total illumination available to each 
receptor would be that falling on a single hexagonal area.

2. The open, or unbounded, transverse geometry of the dielectric waveguide supports two classes 
of modes, referred to as bound, guided, or trapped modes, and unbound, unguided, or radia-
tion modes. Different behavior is exhibited by the two mode species. As their names suggest, the 
bound modes carry power along the waveguide, whereas the unbound or radiation modes carry 
power away from the guide into the radiation field (Fig. 5c). From a ray viewpoint, the bound 
modes are associated with rays that undergo total internal reflection and are trapped within the 
cylinder; unbound modes are associated with rays that refract or tunnel out of the cylinder. These 
modes are obtained as source-free solutions of Maxwell’s equations and are represented in terms 
of Bessel and Hankel functions (for a cylindrical geometry). These mode shapes show a high 
degree of symmetry. A full discussion of waveguide theory can be found in Snyder and Love.50

3. Coherent illumination of the photoreceptors is assumed. Here, the equivalent aperture of the 
photoreceptor is defined to be the circle whose area is equal to that of the hexagon seen in Fig. 5b
specified by the appropriate intercellular spacing and inner segment diameter.

The earliest analyses of light propagation within the retinal photoreceptors employed geometric 
optics. As early as 1843, Brucke discussed the photoreceptor’s trapping of light via total internal reflec-
tion (as quoted by von Helmholtz),51 but stopped just short of attributing a directionality to vision. 
In fact, Hannover had observed waveguide modes in photoreceptors,52 but interpreted them as being 
cellular fine structure (Fig. 6). Interest resumed after the discovery of the Stiles-Crawford effect of the 

FIGURE 6 Drawing of frog outer segment viewed end-on. (From Ref. 21.)
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first kind (SCE I). O’Brien53 suggested a light-funneling effect produced by the tapered ellipsoids, and 
Winston and Enoch54 employed geometric optics to investigate the light-collecting properties of the 
retinal photoreceptor.

Recall the behavior of rays incident upon the interface separating two dielectric media (see Fig. 7a). 
Rays incident from medium 1 at an angle q1 to the interface normal, will be refracted at an angle q2 in 
medium 2; the angles are related by Snell’s law where:

 n1 sin q1 = n2 sin q2 (1)

where n1 and n2 are the refractive indices of media 1 and 2, respectively. As shown in Fig. 6a, the 
refracted rays are bent toward the interface, since the incidence is from a medium of greater refrac-
tive index toward a medium of lesser refractive index. In this situation, the limiting angle of inci-
dence angle qL equals the critical angle of the total internal reflection, for which the refracted ray 
travels along the interface (angle q2 = 90°); from Snell’s law, the critical angle = arcsin (n2/n1). Rays 
incident at angles smaller than critical angle will undergo partial reflection and refraction; rays inci-
dent at angles equal to or larger than critical angle will undergo total internal reflection.

Let us now consider the pertinent geometry involved with a dielectric cylinder. A circular dielectric 
cylinder of refractive index n1 is embedded in a lower-refractive-index surround n2. Light is incident 
upon the fiber end face at an angle q to the z or cylinder axis from a third medium of refractive index 
n3 < n1 (Fig. 7b). We consider the meridional rays, that is, rays which intersect the fiber axis. There are 
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media. (b) Ray optics analysis of light incident on an idealized cylindrical photoreceptor (see text for details).
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three possibilities for meridional rays, shown by rays 1 through 3. Once inside the cylinder, ray 1 is 
incident upon the side wall at an angle smaller than the critical angle, is only partially reflected, and 
produces, at each reflection, a refracted ray that carries power away from the fiber. Ray 2 is critically 
incident and is thus totally reflected; this ray forms the boundary separating meridional rays that are 
refracted out of the fiber from meridional rays that trapped within the fiber. Ray 3 is incident upon 
the side wall at an angle greater than the critical angle, and is trapped within the fiber by total internal 
reflection.

Ray optics thus predicts a limiting incidence angle qL, related to the critical angle via Snell’s law, 
given by

 n3 sin qL = [(n1)
2 − (n2)

2]1/2 (2)

for which incident meridional rays may be trapped within the fiber. Only those rays incident upon 
the fiber end face at angles q < limiting angle qL are accepted; those incident at greater angles are 
quickly attenuated owing to refraction. The numerical aperture (NA) of the fiber is defined to be 
n3 sin qL.

Application of meridional ray optics thus yields an acceptance property wherein only rays incident 
at q < qL are trapped within the fiber. One thing to note is that the greater the angle of incidence is, the 
faster the attenuation of light will be through the fiber. This result is consistent with results obtained 
with electromagnetic waveguide modal analysis, which show that the farther away from a cutoff a mode 
is, the more tightly bound to the cylinder it is, and the closer its central ray is to the cylinder axis.

Geometric optics predicts that an optical fiber can trap and guide light; however, it does not pro-
vide an accurate quantitative description of phenomena on fibers having diameters of the order of 
the wavelength of visible light, where diffraction effects are important. Also, taking a simplified elec-
tromagnetic analysis of the photoreceptor waveguide model, illumination is assumed to be mono-
chromatic, and the first Born approximation55—which ignores the contribution of waves that are 
scattered by the apertures—is used to match the incident illumination in the equivalent truncating 
aperture to the modes of the lossless guide that represents the myoid. Modes excited on the myoid 
are then guided to the tapered ellipsoid. Some of the initially excited radiation field will have leaked 
away before the ellipsoid is reached. Each segment is dealt with separately; thus, the ellipsoid will 
guide or funnel the power received from the myoid to the outer segment. Since each segment is 
dealt with separately, and because the modes of those segments are identical to those of an infinitely 
extended cylinder of the same radius and refractive index, the dielectric structure is considered to 
have an infinite uniform dielectric cylinder of radius p and refractive index n1 embedded in a lower-
refractive-index surround n2.

8.7 QUANTITATIVE OBSERVATIONS OF 
SINGLE RECEPTORS

The first observations of waveguide modal patterns in photoreceptors were made by Enoch.47,56–58

Given that vertebrate photoreceptors act as waveguides, in order to treat the optics of a single recep-
tor theoretically, it is modeled as a cylindrical waveguide of circular symmetry, with two fixed indi-
ces of refraction inside and outside the guide. Note that light is propagated along the guide in one 
or more of a set of modes, each associated with a characteristic three-dimensional distribution of 
energy density in the guide. In the ideal guide their distributions may be very nonuniform but will 
show a high degree of symmetry. Modes are grouped into orders, related to the number of distinct 
modal surfaces on which the electromagnetic fields go to zero. Thus, in Fig. 8, the lowest (first) order 
mode (designated HE11) goes to zero only at an infinite distance from the guide axis. Note that for 
all modes the fields extend to infinity in principle. At the terminus of the guide the fiber effectively 
becomes an antenna, radiating light energy into space. If one observes the end of an optical wave-
guide with a microscope, one sees a more or less complex pattern of light which roughly approximates 
a cross section through the modes being transmitted.
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The optical properties of the ideal guide are completely determined by a parameter called the 
waveguide parameter V, defined by

 V = (pd/l) [(n1)
2 − (n0)

2]1/2 (3)

where d is the diameter of the guide, l the wavelength in vacuum, and n1 and n0 are the indices of 
refraction of the inside (core) and outside (cladding) of the fiber, respectively. For a given guide, 
V is readily changed by changing wavelength as shown above. With one exception, each of the 
various modes is associated with a cutoff value, Vc, below which light cannot propagate indefi-
nitely along the fiber in that mode. Again, the lowest order, HE11, mode does not have a cutoff 
value. V may be regarded as setting the radial scale of the energy distribution; for V >> Vc, the 
energy is concentrated near the axis of the guide with relatively little transmitted outside the core. 
As V approaches Vc, the energy spreads out with proportionally more being transmitted outside 
the guide wall. A quantity h (not to be confused with the relative luminous efficiency defined 
for SCE I) has been defined that represents the fraction of transmitted energy which propagates 
inside the guide wall. For a given mode or combination of modes and given V, h can be evaluated 
from waveguide theory. Figure 8a shows schematic representations of the mode patterns com-
monly observed in vertebrate receptors, cochlear hair cells, cilia (various), and the like, together 
with Vc for the corresponding modes. Figure 8b shows values of h as a function of V for some of 
the lower order modes.59

It is evident that an understanding of receptor waveguide behavior requires a determination of V
for a range of typical receptors. An obvious straightforward approach is suggested, where if one could 
determine V at any one wavelength, it could be found for other wavelengths by simple calculation. 
How is this done? If one observes a flat retinal preparation illuminated by a monochromator so that 
the mode patterns are sharp, then by rapidly changing the wavelength throughout the visible spec-
trum, some of the receptors will show an abrupt change of the pattern from one mode to another. 
This behavior suggests that for these receptors V is moving through the value of Vc for the more 
complex mode resulting in a change in the dominant mode being excited. To be valid, this approach 
requires that the fraction of energy within the guide (h) should fall abruptly to zero at cutoff. In 
experimental studies, it has been shown that h does go to zero at cutoff for the second-order modes 
characterized by bilobed or thick annular patterns as shown in Fig. 8. These modes include HE12, TE01,
TM01, TM01(TE01 + HE21), and (TM01 + HE21). Figure 9 displays some waveguide modes obtained in 
humans and monkeys, as well as variation with wavelength. In turn, it has been discovered that these 
second-order modal patterns are by far the most frequently observed in small-diameter mammalian 
receptors. Also, a detailed understanding of receptor-waveguide behavior requires accurate values for 
guide diameters. Another fact to note concerning parameter V is that the indices of refraction of the 
entire dielectric cylinder are fairly constant with no pronounced change in waveguide behavior as 
determined from past experimental studies. For reinforcement, considerable power is carried outside 
the fiber for low (above cutoff) values of V. In the limit as V → infinity, the mode’s total power is car-
ried within the fiber.

The most complete study of the electrodynamics of visible-light interaction with the outer seg-
ment of the vertebrate rod based on detailed, first-principles computational electromagnetics model-
ing using a direct time integration of Maxwell’s equation in a two-dimensional space grid for both 
transverse-magnetic and transverse-electric vector field modes was presented by Piket-May, Taflove, 
and Troy.60 Detailed maps of the standing wave within the rod were generated (Fig. 10). The standing- 
wave data were Fourier analyzed to obtain spatial frequency spectra. Except for isolated peaks, the 
spatial frequency spectra were found to be essentially independent of the illumination wavelength. 
This finding seems to support the hypothesis that the electrodynamic properties of the rod contribute 
little if at all to the wavelength specificity of optical absorption.61 Frequency-independent structures 
have found major applications in broad band transmission and reception of radio-frequency and 
microwave signals. As Piket-May et al.60 point out, it is conceivable that some engineering applica-
tion of frequency-independent, retinal-rod-like structures may eventually result for optical signal 
processing.
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8.8 WAVEGUIDE MODAL PATTERNS FOUND IN 
MONKEY/HUMAN RETINAL RECEPTORS

When a given modal pattern is excited, the wavelength composition of the energy associated with 
the propagation of that pattern in the retinal receptor (acting as a waveguide) may differ from the 
total distribution of energy at the point of incidence; for it is important to realize that the energy 
which is not transmitted is not necessarily absorbed by the receptor. It may be reflected and refracted 
out of the receptor. A distinct wavelength separation mechanism is seen to exist in those retinal 

FIGURE 10 Computed figure showing the magnitude 
of the optical standing wave within a retinal rod at three 
different wavelengths (475, 505, and 714 nm). White areas 
are standing wave peaks, dark areas standing wave nulls. 
(From Ref. 26.)
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receptors observed. In some instances, one type of modal pattern was seen having a dominant hue. 
Where multiple colors were seen in a given receptor unit, those colors in some instances were due 
to changes in modal pattern with wavelength. The appearance of multiple colors, observed when 
viewing the outer segments, occurred in some receptors where mode coupling or interactive effects 
were present. There are differences in the wavelength distribution of the energy transmitted to the 
terminal end of the receptor. In addition, there are differences in the spatial or regional distribution 
of that energy within the outer segments as a function of wavelength due to the presence of different 
modal patterns and interactions governed by parameter V.62

If the same well-oriented central foveal receptors of humans are illuminated at three angles of 
obliquity of incident light, other changes are observed. It is observed subjectively that increased obliq-
uity results in more red being transmitted, or less yellow and green being seen. Why does this occur? 
This phenomenon is dependent on the angle of incidence of light upon the receptor and the spectral 
sensitivity of the outer segment. First, the angle of incidence of light upon the receptor determines 
the amount of light transmitted through the receptor, as shown. Therefore, different values of V
result in different amounts of light being collected for a fixed angle of incidence, as well as in different 
shapes, hence, in different widths, of the respective selectivity curves. Also, as the angle of incidence 
approaches the limiting angle, there is a decrease in the amount of bound-mode power of light trans-
mitted through the receptor. In turn, absorption is greater for the larger-diameter receptors which, 
having higher V values, are more efficient at collecting light. So for higher amounts of light transmit-
ted through the receptor with less contrast of different hues, the receptor has a high V value (large 
myoid diameter) and the light incident upon it is closer to normal to the myoid’s surface versus its 
limiting angle. Another fact to note is that the absorption peak occurs at decreasing wavelengths 
for decreasing receptor radius, and the absorption curves broaden for decreasing radius of outer 
segment.

Also, since wavelength transmissivity, as well as total transmissivity, changes with obliquity of 
incidence, it may be further assumed that receptors that are not oriented properly in the retina will 
not respond to stimuli in the same manner as receptors that are oriented properly. In other words, 
disturbance in the orientation of receptors should result in some degree of anomalous color vision as 
well as visual acuity.55,63–65

It has been suggested that Henle fibers found in the retina may act as optical fibers directing light 
toward the center of the fovea.66 Henle fibers arise from cone cell bodies, and turn horizontally to run 
radially outward from the center of the fovea, parallel to the retinal surface. At the foveal periphery, 
the Henle fibers turn again, perpendicular to the retinal surface, and expand into cone pedicules. 
Pedicules of foveal cones form an annulus around the fovea. Cone pedicules are located between 100 
to 1000 μm from the center of the fovea and the Henle fibers connecting them to cone photoreceptor 
nuclear regions can be up to 300 μm long. If this hypothesis is correct, then Henle fiber-optic trans-
mission could increase foveal irradiance, channeling short wavelength light from perifoveal pedicules 
to the central fovea and increasing the fovea’s risk of photochemical damage from intense light 
exposure. This property has also been suggested as a reason for foveomacular retinitis burn without 
direct solar observation and could also be considered as a previously unsuspected risk in perifoveal 
laser photocoagulation therapy.

More recently, Franze et al.67 investigated intact retinal tissue and individual Muller cells, which 
are radial glial cells spanning the entire thickness of the retina. Transmission and reflection confo-
cal microscopy of retinal tissue in vivo and in vitro showed that these cells provide a low scattering 
passage for light from the retinal surface to the photoreceptors. In addition, using a modified dual 
beam laser trap, these researchers were able to demonstrate that these individual cells act as optical 
fibers. Their parallel array in the retina is analogous to fiberoptic plates used for low-distortion image 
transfer.  It should be noted that these cells have an extended funnel shape, a higher refractive index 
than their surrounding tissue and are oriented along the direction of light propagation. Calculation 
of the V parameter showed that it varied from 2.6 to 2.9 (at 700 nm) for the different parts along the 
Muller cell, which is sufficiently high for low loss propagation of a few modes in the structure at this 
long wavelength. In the more intermediate wavelengths, the V varies from 3.6 to 4.0. Even though 
the refractive index and diameter of the cells change along their length, the V parameter and thus, 
their light guiding capability is very nearly constant. Unlike photoreceptors, muller cells do not have 
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the smooth cylindrical shape and have complex side branching processes. Their inclusion, using an 
“effective index” actually increases the V parameter. Therefore, even though Muller cells have a com-
plex morphology, they can function as optical waveguides for visible light.

Modern theories of the Stiles-Crawford Effect I (SCE I) have used waveguide analysis to describe 
the effect. The most noteworthy is that of Snyder and Pask.68 Snyder and Pask hypothesized an ideal 
“average” foveal cone with uniform dimensions and refractive indices. The cone is thought to be made 
up of two cylinders representing inner and outer segments. The response of a single cone is assumed to 
be a monotonically increasing function of absorbed light. The psychophysical response is assumed 
to be a linear combination of single-cone responses. Values of various parameters in the associated 
equations were adjusted to fit the wavelength variation of the SCE I reported by Stiles.69 The model 
predicts the magnitude and trends of the experimental data (Fig. 11). The predictions, however, are 
highly dependent on the choice of refractive indices. Even small variations (~0.5%) produce enor-
mous changes in the results. The model is based not upon the absorption of light, but upon trans-
mitted modal power. Other waveguide models include those of, for example, Alpern,70 Starr,71 and 
Wijngaard et al.72 These papers deal with SCE II, the color effect. Additionally, Goyal et al.73 have pro-
posed an inhomogeneous waveguide model for cones.  Vohnsen and his colleagues74,75 have modified 
the existing models by making an important assumption, namely that instead of assuming that the 
light that propagates as rays in the eye to/from photoreceptors are propagated as waves. This implies 
that diffraction of both the incoming beam and the light emanated by the photoreceptors has to 
be included in the analysis. The mode field is approximated as a Gaussian. This is an important 
modification, since diffraction effects in relation to waveguide coupling have not been considered 
in previous models. Using this model it is possible to derive analytical expressions for the direction-
ality parameters. The model also approximates the overall wavelength variation of directionality. 
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When phase variations (say, due to aberrations) of the field incident at the photoreceptor aperture are 
considered, the model predicts that the finite width of photoreceptors not only leads to a slight broad-
ening of the point spread function, but also reduces the impact of aberrations on the visual sensation 
that is produced. This may play a role in accommodation, since a defocused image couples less light. 

A caveat when considering waveguide models is that attention must be given to the physical 
assumptions made. These, along with uncertainties in the values of various physical parameters (e.g., 
refractive index), can seriously affect the results and hence the conclusions drawn from these models.

A formalism for modal analysis in absorbing photoreceptor waveguides has been presented by 
Lakshminarayanan and Calvo.76–78 Here, an exact expression for the fraction of total energy confined 
in a waveguide was derived and applied to the case of a cylindrically symmetric waveguide supporting 
both the zeroth- and first-order sets of excited modes. The fraction of energy flow confined within 
the cylinder can be decomposed into two factors, one containing a Z-dependence (Z is direction of 
cylinder axis) as a damping term and the second as a Z-dependent oscillatory term. It should be noted 
that because of non-negligible absorption, Bessel and Hankel functions with complex arguments 
have to be dealt with. Using this formalism, if it is found that, using physiological data, the attenua-
tion of the fraction of confined power increased with distance, the energy is completely absorbed for 
a penetration distance Z > 60 μm.

More interesting results are obtained when two neighboring waveguides separated by a distance of 
the order of the wavelength (a situation found in the foveal photoreceptor mosaic) are considered. An 
incoherent superposition of the intensity functions in the two waveguides is assumed. The results are 
shown in Fig. 12. The radial distribution of transmitted energy for two values of core radius (0.45 μm
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and 0.75 μm) is shown in Fig. 13. It is seen that 70 percent of the energy is still confined within the 
waveguide boundary, with some percentage flowing into the cladding, producing an “efficient” wave-
guide with radius of the order of 0.75 μm and 0.95 μm in the two cases. This effect together with the 
incoherent superposition implies a mechanism wherein as light propagates along the waveguide, there 
is a two-way transverse distribution of energy from both sides of the waveguide boundary, providing 
a continuous energy flow while avoiding complete attenuation of the transmitted signal. Analysis 
also showed that for specific values of the modal parameters, some energy can escape in a direction 
transverse to the waveguide axis at specific points of the boundary. This mechanism, a result of the 
Z-dependent oscillatory term, also helps to avoid complete attenuation of the transmitted signal.

The spatial impulse response of a single-variable cross-section photoreceptor has been analyzed 
by Lakshminarayanan and Calvo.79 The modal field propagating under strict confinement conditions 
can be shown to be written in terms of a superposition integral which describes the behavior of a spa-
tially invariant system. Using standard techniques of linear systems analysis, it is possible to obtain 
the modulation transfer functions of the inner and outer segments. This analysis neglects scatter-
ing and reflection at the inner-outer segment interface. The transfer function depends on both the 
modal parameter defining the waveguide regime and spatial frequency (Fig. 14). It is seen that both 
inner and outer segments behave as low-pass filters, although for the outer segment a wide frequency 
range is obtained, especially for the longer wavelengths. Using a different analysis, Stacey and Pask80.81

have shown similar results and conclude that photoreceptors themselves contribute to visual acuity 
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through a wavelength-dependent response at each spatial frequency and that the response is depen-
dent on the coherence of the source. They have used this model to study the Campbell effect. (When 
measuring human visual acuity with an incoherent source, Campbell,82 noticed that the response 
decreased markedly when an artificial pupil placed in front of the eye was displaced perpendicular 
to the test fringes. There was no observed reduction when the pupil was displaced parallel to the 
fringes.) They conclude83 that the waveguiding properties of photoreceptors make them sensitive 
to obliquely incident exciting waves and this provides some support for the hypothesis that both 
the SCE and the Campbell effect are manifestations of the same underlying waveguide nature of the 
photoreceptors.83,84

8.9 LIGHT GUIDE EFFECT IN COCHLEAR HAIR CELLS 
AND HUMAN HAIR

The vibration of the organ of Corti in response to sound is becoming evident at the cellular level 
using the optical waveguide property of cochlear hair cells to study the motion of single hair cells. It 
has been reported that conspicuous, well-defined bright spots can be seen on the transilluminated 
organ of Corti. The spots are arranged in the mosaic fashion of hair cells known from surface views 
of the organ of Corti.85 Thus, the hair cells appear to act as light guides. Also, a definite property of 
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biological waveguide requires the extracellular matrix or fluid to be lower in refractive index as com-
pared to the fiber (in this case, cochlear hair cell), and this property has been elucidated by phase-
contrast micrographs of cochlear hair cells.86

Cochlear hair cells are transparent, nearly cylindrical bodies with a refractive index higher than 
the surrounding medium. Inner hair cells are optically denser than the surrounding supporting cells, 
and outer hair cells are optically denser than the surrounding cochlear fluid. Therefore, in optical 
studies, hair cells may be considered as optical fibers and the organ of Corti as a fiber-optics array. 
Even though the significance of the function of the organ of Corti in audition is understood, the role 
of waveguiding in hair cells is not clearly established.

To check for light-guide action, a broad light is usually used so that many hair cells show up 
simultaneously as light guides. For broad beams the conditions of light entrance into individual cells 
are not specified. Light can enter hair cells along the cylindrical wall. Part of such light is scattered at 
optical discontinuities inside the cells. To a large extent scattered light is trapped in cells by total inter-
nal reflection. Thus, to maximize contrast for transillumination with broad beams, no direct light is 
allowed to enter the microscope. Areas with hair cells appear dark. However, the heads of hair cells 
appear brightly illuminated owing to the light-collecting effect of hair cells on scattered light. Also, the 
diameter of cochlear hair cells is from 5 to 9 μm, that is, 10 to 20 times the wavelength of light. In fiber 
optics, fibers with diameters larger than 10 to 20 times the wavelength are considered multimodal 
because they support a large number of characteristic modes of light-energy propagation. Fibers with 
diameters smaller than 10 to 20 times the wavelength support fewer modes, and discrete modes of 
light-energy propagation can be launched more readily. Because of this division, cochlear hair cells 
fall in between typically single-mode and multimode optical fibers.87 Also, an important parameter 
for the evaluation of fibers with small diameters is the parameter V. Recall that the smaller param-
eter V, the smaller the number of discrete modes a given fiber is capable of supporting. In addition, 
parameter V is greater for cochlear hair cells than for retinal receptor cells mainly because they have 
larger diameters than retinal rods and cones (see above for parameter V).

Gross features of surface preparations of the organ of Corti can be recognized with the binocular 
dissecting microscope. When viewed, the rows of hair cells can be seen as strings of bright pearls. 
Bright spots in the region of hair cells are due to light transmission through hair cells. Bright spots 
disappear when hair cells are removed.

Helmholtz’s reciprocity theorem of optics55 (reversibility of light path) also applies to hair cells 
where exit radiation pattern is equivalent to entrance radiation pattern. There is no basic difference in 
light-guide action when the directions of illumination and observation are reversed compared to the 
normal directions. Obviously, Helmholtz’s theorem applies to visual photoreceptors too, since they 
are just modified cilia.

It is also seen that the detection of light guidance is shown to strongly correlate with the viewing 
angle, where incident light hits the numerical aperture of the hair cell, which is 30 to 40°. When the 
incident light is normal to the numerical aperture of the hair cell, higher transmittance of light and 
contrast is observed; however, at more oblique angles to the numerical aperture of the hair cell, less 
contrast is observed because the angle of incident light is approaching the limiting angle, which is a 
limit to total internal reflection and more refraction or scattering of rays occurs through the fiber.

A useful tool for studying the quality and preservation of preparations of organ of Corti utilizes 
the concept that hair cells show little change in appearance under the light microscope for up to 20 
to 40 min after the death of an animal. Consequently, poor fixation and preservation of the organ of 
Corti can be recognized immediately at low levels of magnification.

To study the modal light intensity distributions on single hair cells, researchers use a monocular 
microscope. Hair cells exercise relatively little mode selection, which is to be expected because of their 
relatively large diameters (large parameter V). As the monocular microscope is focused up and down 
individual hair cells, it is seen that the intensity distributions in different cross sections of hair cells 
may differ. Focusing above the exit of hair cells shows that the near-field radiation pattern may differ 
from the intensity distribution on the cell exit. Furthermore, other studies have shown that the modal 
distribution of light intensity can be changed drastically for individual cells by changing the angle 
of light incidence relative to the axis of hair cells. Also, several low-order patterns on the exit end of 
single hair cells are easily identifiable and are designated according to the customary notation.
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As a note, since cochlear hair cells show relatively little mode selection, it is not always pos-
sible to launch a desired mode pattern on a given cell with ordinary light. In order to restrict the 
spectrum of possible modes, it is advantageous to work with monochromatic, coherent light, that 
is, laser light. However, the identification of patterns relative to the cells was found to be difficult. 
This is due to the fact that laser stray light is highly structured (speckled), which makes it difficult 
to focus the microscope and to recognize cell boundaries. Light guidance in cochlear hair cells 
may be considered to be a general research tool for cochlear investigations in situations where 
the organ of Corti can be transilluminated and where relatively low levels of magnification are 
desirable.

Furthermore, biological waveguide effects have also been shown to occur in human hair,88 which 
are similar to cochlear hair cell waveguide effects. There is a reduction in light intensity with increased 
hair length, but by far the most important factor was hair color. Little or no light was transmitted by 
brown hair, while gray hair acts as a natural fiber optic which can transmit light to its matrix, the fol-
licular epithelium, and to the dermis. Interestingly, whether light transmission down hairs affects skin 
and hair needs investigation. As pointed out by Enoch and Lakshminarayanan,89 many major sensory 
systems incorporate cilia in their structure. In the eye, the invagination of the neural groove of the 
surface ectoderm of the embryo leads to the development and elaboration of the nervous system. 
The infolding and incorporation of surface tissue within the embryo accounts for the presence of 
ciliated cells within nervous tissue neurons, which after maturation form photoreceptors containing 
cilia, lining the outer wall of the collapsed brain ventricle that will form the retina (see Oyster90 for a 
description of the embryology and growth of the retina). A study of the evolution of the relationships 
between cilia and specific sensory systems would be of great interest.

8.10 FIBER-OPTIC PLANT TISSUES

Dark-grown (etiolated) plant tissues are analogous to multiple fiber-optic bundles capable of coher-
ent transfer of light over at least 20 mm; hence, they can transmit a simple pattern faithfully along 
their length. Each tissue examined can accept incident light at or above certain angles relative to nor-
mal as is expected of any optical waveguide. The peak of the curve that describes this angular depen-
dence, the acceptance angle, and the overall shape of the curve appear to be characteristic of a given 
plant species and not of its individual organs.91 Knowledge of this optical phenomenon has permit-
ted localization of the site of photoreception for certain photomorphogenic responses in etiolated 
oats. Before the discussion of the fiber-optic properties of etiolated plant tissues, it is important to 
have a general idea of what plant structures are presently being discussed to get a full understanding 
of the structure to function relationship (Fig. 15). To define, the epicotyl is a region of shoot above 
the point of attachment of the cotyledons, often bearing the first foliage leaves. The hypocotyl is the 
part of the embryo proper below the point of attachment of the cotyledons; it will form the first 
part of the stem of the young plant. The coleoptile is a cylindrical sheath that encloses the first leaves 
of seedlings of grasses and their relatives.

Total internal reflection of light should be independent of fluence rate since this phenomenon is 
simply a special case of light scattering. The amount of light emerging from the tissue segment was 
measured first at the highest fluence rate available and then again when the incident light beam had 
been attenuated with one or more calibrated neutral density filters over a range of 4.5 absorbance 
units. The amount of light axially transmitted at a given fluence rate (expressed as a percentage of the 
amount transmitted at the highest fluence rate for individual tissue segments) decreased log-linearly 
as filters of increasing absorbance were used for oat, mung bean, and corn tissues. Therefore, light 
guiding in etiolated tissues is clearly fluencerate-independent over at least 4.5 orders of magnitude.92

Light guiding through segments of etiolated root, stem, and coleoptiles, plus primary leaves 
from several species, all display the spectral dependence expected of any light scattering agent, with 
low transmission in the blue relative to that in the far-red regions of the spectrum. As tissue length 
increases, the difference between transmissions in the blue and far-red regions of the spectrum 
increases.
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It has been found that the spectra obtained when the incident beam of white light is applied to the 
side of the intact plant are indistinguishable from those obtained when the cut end of a tissue is irra-
diated. Spectra taken on tissue segments excised from different regions of the plant may show traces 
of certain pigments present only in those regions. Whereas there are no differences between spectra 
of the apical and basal portions of oat mesocotyls, the hook regions of mung bean hypocotyls contain 
small amounts of carotenoids, which is indicated as a small dip in the transmittance curve that is 
absent in spectra from the lower hypocotyl or hypocotyl-root transition zone. Oat coleoptilar nodes, 
which join the mesocotyl to the coleoptile, decrease light transmission from one organ to another 
when light is passed from the coleoptile to the mesocotyl or from the mesocotyl to the coleoptile, 
respectively, but show a spectral dependence which is independent of the direction of light transmis-
sion based on Helmholtz’s reciprocity theorem of light. Older etiolated leaves do not transmit red 
light axially relative to the cylindrical coleoptile which sheaths them. Consequently, the presence or 
absence of the primary leaves does not alter the spectrum of the etiolated coleoptile.

Colyledon

Foliage leaf

Epicotyl

Hypocotyl

Seed coatRadicle

FIGURE 15 General structure of plant tissues.
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Plant tissues mainly consist of vertical columns of cells. Light internally reflected through them 
passes predominantly along these columns of cells rather than across columns when the incident 
beam is at or above the tissue acceptance angle.91 As optical fibers, the tissues are about 10 percent as 
effective as glass rods of comparable diameter, and about 1 percent as effective as commercial fiber 
optics.92 Within a given cell, light could be traveling predominantly in the cell wall, the cytoplasm, the 
vacuole, or any combination of these three compartments. Observations of the cut ends of tissue seg-
ments that are light-guiding indicate that the cell wall does not transmit light axially but that the cell 
interior does. Also, plant cells contain pigments that are naturally restricted to the vacuole or to the 
cytoplasmic organelles. Mung bean hypocotyls contain carotenoids (absorption maxima near 450 nm), 
which are located in the etioplasts, organelles found only in the cytoplasm, whereas etiolated beet and 
rhubarb stems are composed of cells with clear cytoplasm and vacuoles containing betacyanin and/or 
anthocyania (absorption maxima near 525 to 530 nm). Spectra of the light guided through these tissues 
show that light guiding occurs both through the cytoplasm and the vacuole. The relative size of each 
compartment, the pigment concentration, and the refractive indices involved will largely determine 
the amount of light that a given compartment will transmit. As the seedlings are exposed to light and 
become green, troughs due to absorption by chlorophylls (near 670 nm) appear. Completely greened 
tissue has very little light-guiding capacity except in the far-red region of the spectrum.

Also, the red to far-red (R/FR) ratio determines the fraction of phytochrome in the active state in 
the plant cell.93 This ratio plays an important role in the regulation of growth. Similarly, the blue to 
red (B/R) ratio may be important for responses mediated by phytochrome alone when transmission is 
low in the red relative to the blue, or for those mediated by both phytochrome and a pigment absorb-
ing blue light. The R/FR ratio of the light emitted from several curved, etiolated plant tissues decreases 
as the tissue length increases. However, the patterns of change in the B/R ratio differ with each tissue 
examined. All B/R ratios presumably decrease along the first 20 mm of tissues but in mung hypocotyl 
(stem) this ratio then increases, whereas in oat mesocotyl it increases and then decreases further. 
Changes in the R/FR and B/R ratios also occur in a given length of tissue as it becomes green. The 
R/FR ratio does not change in tissues that remain white (i.e., oat mesocotyl) but decreases dramati-
cally in those that synthesize pigments (i.e., oat coleoptile or mung bean, beet, and rhubarb stems). 
The B/R ratios, unlike the R/FR ratios, tend to increase as the tissues becomes green, reflecting a 
smaller decrease in transmission at 450 nm than 660 nm as pigments accumulate.

All of these results demonstrate certain properties of light-guiding effects in plants: the fluence-
rate independence of light guiding in plants; an increase in tissue length showing a more pronounced 
difference between transmission in the blue and far-red regions of the spectra; and the effect of the 
greening status on the pertinent R/FR and B/R ratios for several species of plants grown under a 
variety of conditions. Certainly, both the B/R and the R/FR ratios change dramatically in light that 
is internally reflected through plants as etiolated tissue length is increased and as greening occurs. 
Finally, the sensitivity of etiolated plant tissues to small fluences of light and the inherent capacity of 
plants to detect and respond to small variations in the R/FR ratio indicate that light guiding occurring 
in etiolated plants beneath the soil and the concomitant spectral changes that occur along the length 
of the plant may be of importance in determining and/or fine-tuning the plant’s photomorphogenic 
response.94,95

8.11 SPONGES

Recently, researchers at Bell Laboratories studied the fiber optical features of a deep sea organism, 
namely, the glass sponge (Euplectella, “venus flower basket”).96 The spicules of these sponges have 
some remarkable fiber optic properties. The skeleton of the hexactinellid class of sponges is con-
structed from amorphous hydrated silica. The sponge has a lattice of fused spicules that provide 
extended structural support. The spicules are 5 to 15 cm long and 40 to 70 μm in diameter. The 
spicules have a characteristic layered morphology and a cross-sectional variation in composition: 
a pure silica core of about 2 μm in diameter that enclosed an organic filament, a central cylinder 
with maximum organic material and a striated shell that has a gradually decreasing organic content. 



BIOLOGICAL WAVEGUIDES  8.29

The researchers conducted interferometric index profiling and found that corresponding to the 
three regions, there was a core with a high refractive index that is comparable to or higher than that 
of vitreous silica, a cylinder of lower refractive index that surrounds the core and an oscillating pat-
tern with progressively increasing refractive index at the outer part of the spicule.  These embedded 
spicules act as single or a few-mode waveguides. When light was coupled to free standing spicules, 
they functioned as multimode fibers. 

These fibers are similar to commercial telecommunication fibers in that they are made of the same 
material and have comparable dimensions. They also function as efficient as single-mode, few-mode, 
or multi-mode, fibers depending upon optical launch conditions. 

In addition, it is possible that these spicules in addition to providing structural anchorage sup-
port, could also act as a fiber optic network for distributing light in the deep sea environment. The 
fascinating aspect of these fibers is that they are made under ambient conditions, as opposed to com-
mercial manufactured fibers which require very high temperatures (about 1700°C). Organic ligands 
at the exterior of the fiber seem to protect it and provide an effective crack-arresting mechanism and 
the fibers seem to be doped with specialized impurities that improve the refractive index profile and 
hence the waveguiding properties.

8.12 SUMMARY

In short, we have pointed out some similar relationships between the theoretical waveguide mod-
els and the actual biological waveguides such as vertebrate photoreceptors, cochlear hair cells of 
the inner ear, human hair (cilia), and fiber-optic plant tissues. The similar relationships between 
the theoretical model of waveguides and actual biological waveguides were demonstrated as 
(a) almost entirely following the Stiles-Crawford effect of the first kind (SCE-I) for vertebrate 
photoreceptors, (b) exhibiting wavelength sensitivity of transmission, and (c) conforming to 
Helmholtz’s reciprocity theorem of optics. Of special interest is the fact that visual photorecep-
tors exhibit self-orientation. Similar phototropic self-orientation is exhibited by growing and fully-
grown plants (e.g., sunflowers). For theoretical or possible applications, the light-guiding properties 
of biological waveguides can be used not only to determine the structure of such guides, but also to 
provide the basis for determining the functioning of other structures related to these guides. Lastly,  
these studies which give us greater insight into low temperature, biologically inspired processes 
could possibly result in better fiber optic materials and networks for commercial applications such 
as telecommunications.
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9.1 GLOSSARY*

Aniridia. (Greek “an” = without; “iridia” = iris.) One or both eyes of a patient who is either born 
without an iris (usually this is a bilateral anomaly), or, for whatever reason the individual has no iris 
(e.g., as a result of disease, or trauma, or surgery, etc.). Note: In some cases, on examination, a very 
tiny remnant or very small iris nubbin may be present in congenital cases. 

Aniseikonia. (Greek “anis” = unequal; “eikon or ikon” = image.) The result of aniseikonia, or the 
presence of unequal image sizes in the two eyes, is the formation of characteristic spatial distortions 
in binocular vision. If this anomaly is large enough, there is a loss of fusion of the two images. 

Aphakia. (Greek “a” = not or without; “phakia” = lens.) The state of an eye after surgical removal of 
an eye lens. In some cases, the eye lens may become displaced rather than removed (this used to be 
seen commonly with an older form of cataract surgery), or for example, as a complication of certain 
diseases such as Marfan’s syndrome. Today, the excised eye lens is commonly replaced with a plastic 
“intraocular lens” (see Chap. 21).

9.1
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∗Added useful Glossaries: please also refer to glossaries of Chap. 8, “Biological Waveguides” by Vasudevan Lakshminarayanan 
and Jay M. Enoch and Chap. 6,“The Maxwellian View with an Addendum on Apodization” by Gerald Westheimer in this volume 
and to Chap. 37, “Radiometry and Photometry for Vision Optics” by Yoshi Ohno in Vol. II.



9.2  VISION AND VISION OPTICS

Keratoconus. This is an anomaly of the cornea which results in a cone-like forward-projection 
of the central or near-central cornea (usually slightly decentered). It is also often accompanied by 
progressive thinning of the area within and surrounding the cone. 

Stiles-Crawford Effect of the fi rst kind (SCE-1). The directional sensitivity of the retina. SCE-1 is 
the result largely of photoreceptor waveguide properties (see Chap. 8). We test vision for beams of 
light entering the eye at different points in the entrance pupil of the eye, and then refracted to the 
retina by the optical system of the eye. The SCE-1 affects perceived brightness of luminous objects. 

Stiles-Crawford Effect of the second kind (SCE-2). In addition to perceived brightness effects, there 
occur alterations in perceived hue and saturation of objects viewed. This is associated with the angle 
of incidence of the viewed beam at the retinal receptor (e.g., see Refs. 45 and 46). 

Optical Stiles-Crawford effect. Distribution of reverse path (refl ected) luminous energy distribu-
tion assessed in the entrance pupil of the eye by reverse path. It is radiant energy which had been 
transmitted to and through the retina and has been refl ected back through the ocular media after 
having been reradiated after refl ection by the photoreceptor waveguides. It is assumed that these reti-
nal receptors are preferentially aligned with the exit pupil of the eye. Also present are back-refl ected 
scattered and nonguided light, for example, see Refs. 25–27. 

9.2 INTRODUCTION

The Troland 

In the vision science literature, the stimulus to vision is defined as the product of (1) the lumi-
nance of the object of regard assessed in the plane of the entrance pupil of the eye, expressed in 
candelas/m2, times (2) the area of the entrance pupil of the eye expressed in mm2. These values are 
expressed in either photopic or scotopic “trolands.” The unit is named after the late Dr. Leonard 
Troland.1–3 

It Is Time for a Reasoned Reassessment of “the Troland,” 
the Unit of Retinal Illuminance

Leonard Troland, 1889 to1932, died in a tragic accident as a relatively young man. He left behind a 
respectable body of research which led to the modern approach to assessment of retinal illuminance, 
the accepted unit used to specify the stimulus to vision.1–3 Please also refer to Dr. Yoshi Ohno’s dis-
cussion in Chap. 37 in the section on “Radiometry and Photometry for Vision Optics,” in Vol. II. 
He discusses current practices. We also call attention to the recent paper by Cheung et al. which 
addresses the standard units of optical radiation.4 

There remains, of course, the larger issue of considering whether the currently employed means 
of estimating/assessing the stimulus to vision (often expressed today as “the photopic or scotopic 
troland”) might be improved and/or modified in order to bring this form of analysis, and measure-
ment units employed, more effectively into parallel with other modern measures of radiometry and 
photometry. 

Please note the spectral response of the eye, when exposed to brighter/more intense stimuli 
exciting the cone-dominant-photopic-visual-response-system (Vl), differs from the rod-receptor-
dominant-scotopic-visual-response-system (V ′l). The latter determination(s) pertain to less intense 
visual stimuli. Readers are referred to the book by Wyszecki and Stiles for further discussion.5 

An “equivalent troland” also has been defined. This unit makes use of specification of the SCE-1 
in the entrance pupil where the stimulus has 50 percent effectiveness relative to the level of response 
determined at the SCE-1 peak location.6–9 The more complete SCE-1 function, etc., can be inferred 
using data obtained with this approach. 
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The Photometric Efficiency Factor

For completeness, we call attention to another approach to integration of and utilization of SCE-1 
data for photometric and other purposes. This is based on the photometric efficiency (PE) factor.10,11 

The PE is defined by the following ratio: 

Effective light collected by pupil
Actual ligght collected through the pupil

 (1)

This is an interesting concept, but it is not easy to compute.10 What is sought here is determina-
tion of “an equivalent entrance pupil size” where all points in the entrance pupil of the eye would 
theoretically contribute equally to the visual stimulus. Particularly for photopic vision, this equivalent 
pupil, would be smaller than the measured entrance pupil of the eye.10,11 By using this approach, an 
integrated “equivalent entrance pupil” of given diameter and area may be determined. In addition, an 
adjusted SCE-1 centrum10,11 is provided by developing appropriate weighting factors for the asym-
metries encountered. Please remember, for different size pupils, the center of the entrance pupil may 
change by as much as 0.5 mm with dilation of the pupil.12 For the same dilation of the eye pupil, usually 
this centrum is quite stable. 

Current Practice

The troland,1–3 as it is ordinarily computed (also see Chap. 37, “Radiometry and Photometry for 
Vision Optics,” by Yoshi Ohno in Vol. II), does not take into consideration the Stiles-Crawford 
effects, nor factors associated with existing blur of the retinal image, nor uncorrected blur encoun-
tered when large entrance pupil areas are included in the experimental design (using a large natural, 
or a dilated pupil of the eye, or a decentered eye pupil). It is in our collective interest to enhance the 
quality of determinations, to improve the precision of measurements, to reconsider units used, and 
to correct these deficiencies. 

The Argument Presented in This Chapter

Here we address a number of aspects of these issues, and offer an approach to the solution of resultant 
photometric problems. We suggest incorporation of the integrated Stiles-Crawford effect of the first 
kind (SCE-1)13–16 in photometric analyses when degradation of images caused by peripheral portions 
of the optical elements of the eye (the cornea and the eye lens) are/have been effectively neutralized. Even 
though this is still not a perfect solution to the specification of the visual stimulus, it does represent 
an advance relative to techniques employed today. This will allow us to move effectively toward a 
finer estimate of the magnitude of the visual stimulus seen either by the experimental subject or 
patient tested. 

9.3 THE PROBLEM AND AN APPROACH 
TO ITS SOLUTION

Statement of the Problem

When one seeks to determine effective “visual stimulation induced by radiant energy” within the visi-
ble spectrum (i.e., light, the stimulus to vision),9 and integrates all energy entering within the entrance 
pupil of the eye,13 for example, one needs to consider the Stiles-Crawford effect of the first kind 
(SCE-1).13–16 SCE-1 is also known as the directional sensitivity of the retina (see Chap. 8). The issues 
considered here have rarely been treated adequately in experimental procedures.  If one integrates 
data derived from point-by-point SCE-1 determinations (obtained by measuring responses obtained 
when using tiny apertures imaged at a number of different locations in the entrance pupil of the eye)
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the resultant integrated function may not predict properly the visual result obtained when different 
diameter areas in the entrance pupil of the eye are sampled (please see further arguments presented in 
this chapter). 

Most modern assessments of the integrated SCE-1 are based on point-by-point measurements 
of SCE-1 determined experimentally at a number of discrete points across the entrance pupil of 
the eye in a number of meridians (commonly tested in two meridians, i.e., horizontal and vertical). 
These are then fitted by a parabolic function, proposed in 1937, by both Stiles (using a log base 10 
relationship)14,15 and Crawford (employing a loge or ln base e equation),16 and that function is then 
integrated around the entrance pupil. Other functions have been proposed, for example, a Gaussian 
function by Safir and Hyams,17 Burns et al.18 as well as the relationship used in figures in this chapter by 
Enoch.19,20 A review of various analytical expressions used to fit SCE-1 data is discussed in Applegate 
and Lakshminarayanan.21 

In his dissertation, Lakshminarayanan recorded SCE-1 functions in a unique patient. This was a 
young lady born aniridic (without an iris), and (importantly) she had developed only marginal nystagmus 
(i.e., approximately ¼ mm amplitude nystagmus—in others, it is almost always of greater amplitude). 
She had quite normal visual acuity. In this eye, not only was the SCE-1 recorded, but, in her case, it 
was possible to assess better the associated side lobes of SCE-1.22–24 Assuming (1) her data correspond 
to characteristic population (central lobe) SCE-1 patterns in normal observers, (2) then none of the 
above cited equations adequately conforms to the SCE-1 coupled with the side lobes recorded. 

Notes: (1) In most experiments measuring the SCE-1 performed in recent years, very small-size 
projections of the aperture stop of the test apparatus have been imaged in the plane of the observer’s 
entrance pupil (i.e., they are usually less than 1 mm in diameter). (2) This discussion is limited to 
monocular testing. (3) Measured SCE-1 functions obtained vary with wavelength (see Fig. 8). (4) We 
do not consider here recent discussions of reflected, re-emitted, and projected light gathered from 
the retinal photoreceptor waveguides which can be assessed by reverse path irradiation/illumination. 
This relationship is commonly termed “the optical SCE-1” (see Glossary and Refs. 25–27). 

Confounds

Fundamentally, when an observer views a display or a scene in an eye with a relatively large natural eye 
pupil, or with a dilated iris resulting in an enlarged pupil (for purposes considered here, let us say 
this occurs when the entrance pupil diameter is greater than 3 mm), one must consider both the SCE-1 
and additional blur effects present in the peripheral portions of the cornea and the eye lens. These 
two factors affect perceived brightness of a stimulus! 

For simplicity, assume we are testing at photopic levels, the refraction of the individual has been 
appropriately corrected for spherical and astigmatic errors (these are first- and second-order aberra-
tions), and the observer is properly accommodated (or corrected visually) for the object viewed. When 
point-to-point assessments for SCE-1 in the entrance pupil of the eye are properly determined and 
analyzed, the resultant uncertainty occurring is largely assignable to the remaining/residual blur of the 
retinal image (see data and figures). And as will be seen, this uncertainty is associated with blur induced 
by peripheral corneal and eye lens aberrations. In discussions of related topics, the senior author has 
referred to this blur factor as a dirty variable, that is, this is an uncontrolled or poorly controlled factor 
both in vision research and in clinical practice. To further simplify this discussion, we do not address 
chromatic aberrations (these factors can be addressed/considered separately), nor the use of binocular 
stimuli. Similarly, here, we do not consider a variety of anomalous optical conditions encountered in 
clinical settings (e.g., keratoconus, cataracts, or aphakia, etc.), or decentered and/or misshapen irises/
pupils, or intraocular lenses centered or decentered, refractive surgery and its complications, movements/ 
decentration(s) of contact lenses, binocular anomalies, etc. (see Chaps. 13, 14, 16, 20, and 21).

Both the magnitude of blur encountered and the nature of a blurred image vary with accommo-
dation of the eye, and, of course, with mismatches between the retinal plane and the plane of focus of 
the retinal image formed within the eye. We restate the point that the center of the entrance pupil of 
the eye varies naturally with pupillary dilation, and is virtually always decentered to some extent rela-
tive to the optical axis of the eye. Further, the optical axis of the cornea as best determined is not the
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same as that of the eye lens (e.g., Refs. 28–30). Simply, the optical system of the eye is not a perfectly 
centric system. We also know that dilation does not affect the SCE-1 function, per se (e.g., Ref. 31). 
For radiometric and/or photometric purposes, we seek the very best result possible depending on the 
level of accuracy required for the task.

A Bit of History

When Walter “Stanley” Stiles and Brian “Hewson” Crawford first reported the SCE effect 75 years 
ago in 1933,13 their results were based on data obtained from their own eyes. And it is apparent 
that, by chance, their eyes manifested little blur of the retinal image, and hence, the complications 
one often encounters during integration of SCE-1 in the entrance pupil of the eye were largely not 
encountered in their data.13 In such relatively rare individuals, the point-by-point estimates obtained 
through SCE-1 studies predict well the results of integrating such data across the entrance pupil of 
the eye.19,20 (For example, see the example given under “Sample Data from Enoch” in Sec. 9.4 for 
experimental subject B.W.)19,20 

On the other hand, if there is meaningful degradation of the retinal image caused by peripheral 
corneal and lenticular aberrations of the eye resulting in image blur, this factor, on its own, can alter 
the effective integrated perceived luminance of the visual stimulus (e.g., Refs. 18, 19, 32–37). The 
results found need not be the same between eyes or individuals, nor as predictable as SCE-1. 

Collectively, these points have been demonstrated in number of studies, particularly in those of 
Enoch and coworkers18,19,32,33 and Drum.34,35

Today, A Solution of the Problem Is Possible by Using 
(in Addition) Adaptive Optics (AO) Techniques

What is needed is a joint test of the Stiles-Crawford function using a suitable SCE-1 apparatus (e.g., 
Ref. 38) and utilization of one of a number of modern adaptive optics (AO) devices (see Chap. 15) 
capable of determining and correcting the incident wavefront in order to deliver a corrected or a 
nearly corrected image at the retinal test locus sampled. By such an approach, we have the ability to 
determine more accurately the magnitude of the visual stimulus for the designated entrance pupil 
size. This is achieved by correcting blur (and higher-order aberrations), and adjusting or correcting 
for the SCE-1, and properly integrating the resultant data. Earlier, except for use of small entrance 
pupil diameters or imaged apertures in experiments (see Chap. 6), such corrections were not always 
possible. Note, devices utilizing adaptive optics are moving toward incorporation of means of cor-
rection for chromatic aberrations in their designs or overall experimental techniques. 

If a Nonmonochromatic Stimulus to Vision Is Employed

For a more complete treatment of stimuli which are not monochromatic, one might use an ach-
romatic approach/technique proposed by Powell39 (see Chap. 15), or other special lens(es) such as 
designed and used by the late Gunter Wyszecki to correct the chromatic aberrations of the human 
eye (e.g., Ref. 5). Using the Wyszecki lens, JME made such adjustments in some of his earlier 
research, and found this approach quite useful. Please note, the Wyszecki lens must be aligned care-
fully with the optic axis. 

A Reasonable Estimate Is Possible without Full Application 
of Adaptive Optics

By correcting refraction, and spherical aberration in annual zones within the eye pupil, and by using 
monochromatic stimuli, in 1956, Enoch was able to approximate a more complete correction of blur 
in the eyes of his experimental subjects.19,20 
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A rather similar research project to that of Enoch was conducted by Drum just a few years 
later.34,35 

These added issues relate to image formation in the retinal plane, and the assumption is made 
(often implied, but rarely stated) that energy is transferred from a single plane into the rod and cone 
photoreceptor waveguides. Please realize that the living cell is a highly complex entity (e.g., Ref. 43). 
Cell morphology and dimensions (particularly cones) often alter quite a bit across small/modest dis-
tances on the retina. Clearly, diffraction and interference effects, as well as rapid changes occurring 
in the spatial retinal image itself, are occurring across small distances about the entrance to the pho-
toreceptor waveguides. For example, it is useful to consider image alterations occurring over small 
distances about a plane of focus (both longitudinally and laterally) of the retinal image. As but one 
example, consider the contents of a paper by Bachinski and Bekkefi,40 and data recorded by Enoch 
and Fry41 in greatly enlarged and simplified rod and cone receptor models assessed in the microwave 
spectrum. Without addressing such issues further, here we suggest that a somewhat better estimate of 
the retinal stimulus to vision per se is achievable by incorporating the integrated SCE-1 function in a 
blur-corrected or blur-minimized retinal image. We argue that this provides a better assessment of the 
visual stimulus than that provided in what has become now a “classical” approach defined by the late 
Leonard Troland many years ago, and which is still used for assessing retinal illuminance.2,3 See Chap. 37,
“Radiometry and Photometry for Vision Optics,” by Yoshi Ohno in Vol. II. So saying, there is more 
that needs consideration relative to this topic in future. 

9.4 SAMPLE POINT-BY-POINT ESTIMATES OF SCE-1 
AND INTEGRATED SCE-1 DATA 

Sample Data from Stiles and Crawford, 1933

In this section, data are presented which demonstrate reasonably the magnitude and nature of the 
errors induced in calibration and measurement without correction of the defined errors encoun-
tered. While these are not extreme errors, per se, these are real effects, they are readily correctable, 
and should be considered in studies of vision. 

Data here are taken from the dissertation of Enoch19,20 and the function utilized for integrations of 
“relative directional sensitivity” here indicated as “h” (plotted as a log10 scale) are defined as 

 h = 0.25(1 + cos 9.5 q)2 (2)

h equals 1.0 at the peak of the SCE-1 curve; q is the angle of incidence of the ray of light at the 
retinal plane. A 1-mm beam displacement at the entrance pupil of the eye alters the angle of incidence 
of the incident ray of light by 2.5° of oblique incidence at the retinal plane (based on computations 
using the constants of the Gullstrand schematic eye).23

This particular equation provides a bit better fit of SCE-1 data13–16 than the Stiles’, 1937 (log base 10) 
relationship14 or Crawford’s 1937 (ln base e) equation16 for a parabola. It is used here to simplify 
transfer of the figures employed below. Because the improvements made when fitting SCE-1 data 
using this relationship were modest, the authors of this chapter have not used this format for some 
years, and, rather, have used the more broadly employed Stiles 1937 formulation14 in its stead 

 Log10 h = – rr2 (3)

In this equation “h” is the measured relative visual sensitivity of the stimulus to vision (in trolands, 
log10 scale); “r” is a constant defining the curvature of this parabolic function; and “r,” in mm, is the 
distance of the point being sampled from the peak of the measured SCE-1 function in the plane of 
the entrance pupil of the eye. 

SCE-1 data shown in Fig. 1 were taken from Stiles and Crawford13 and were fitted by Eq. (2). 
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In their initial study, Stiles and Crawford, 1933,13 were seeking to measure precisely the area of the 
eye pupil (i.e., their instrument had been designed as a straightforward pupillometer). They assumed, 
at the outset, that energy passing through each part of the eye pupil contributed equally and propor-
tionately to the retinal image and visual sensitivity. They discovered that the device gave results which 
were not consistent with their à priori assumption, and they properly interpreted their results to 
indicate that there was evidence for the presence of directional sensitivity of the retina, which became 
known as the Stiles-Crawford effect of the first kind (SCE-1). 

0.6

0.5

0.4

0.3

h 
(l

og
 s

ca
le

)

4h =

0.2

0.15
0 2

r in mm

1 3 4

0.7

0.8

0.9

1.0

(1 + cos 9.5 q )2

4

q = .045 r

Fitted to
Stiles-Crawford data

FIGURE 1 The 1933 SCE-1 data of W. S. Stiles and B. H. 
Crawford were adjusted such that the maxima of measured rela-
tive visual sensitivity functions were located at r = 0.0 mm in their 
entrance pupils, and were assigned a relative sensitivity value of 1.0 
(at/as the peak of these data functions). Radial distance settings, 
“r,” of the test beam in the entrance pupils of their eyes from the 
peaks of SCE-1 are displayed on the abscissa. The ordinate displays 
h (log10 scale). Data used in this illustration originated in the paper 
of W. S. Stiles and B. H. Crawford, 1933.13 (This illustration was cop-
ied from Fig. 1, Enoch, 1956, Dissertation; and Fig. 1, Enoch, 1958, 
J.O.S.A.19,20 These figures in this paper are reproduced with permis-
sion of the author and the publisher of J.O.S.A.)
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Their instrument sought to assess the integrated visual response resulting from irradiating the entire 
entrance pupil, and for different size entrance pupils of the eye. Since they had little image blur in their 
own eyes, the integrated result gave little evidence that when the full pupil was measured, the resultant 
additivity (of the contributions of different parts of the pupil) might also be different in eyes where 
there were meaningful peripheral corneal and eye lens aberrations resulting in additional degradation 
(blur) of the retinal image. That is, they did not encounter other than near perfect additivity from 
integrating point-by-point SCE-1 determinations and comparing them to full eye-pupil assessments. 
Thus, we need to differentiate between (1) simple addition of the contributions of the entire eye pupil, 
versus (2) that sum adjusted for SCE-1, and (3) the result obtained in eyes where there are meaningful 
aberrations in the periphery of the optical elements of the eye.

Sample Data from Enoch

Data were obtained from three well-trained graduate student subjects.19,20 Subject B.W. had an eye 
with fine optical properties. Both subjects R. V. and A. M. had greater peripheral ocular aberrations 
in their measured eyes than B. W.; with subject A. M. exhibiting somewhat greater image degrada-
tion than observer R. V. Note these are all photopic determinations. By avoiding scotopic measure-
ments here, we simplify the argument.42 Except for overall refractive correction, the single aberra-
tion measured independently as part of this dissertation (1955 to 1956) was spherical aberration. 
The latter was achieved by using a technique similar to one employed by Ivanoff.43 That is, the pupil 
was divided into discrete nonoverlapping annular zones, and the required refractive correction was 
altered as needed within each annular zone. Table 1 provides values useful if one is performing the 
described integrations.

The SCE-1 was measured separately for both (1a) white light (obtained by using a ribbon filament 
lamp run at 16 amperes, with the beam passing through a heat filter), and paired neutral density 
filters, or (1b) by appropriately adding an interference filter having a near monochromatic green light 
band of light (peak l = 552 mμ) into the same optical system. 

A second variable was introduced in this experiment. There was the traverse of the test beam across 
the entrance pupil of the eye employing (2a) an instrument design where the ribbon-lamp-filament was 
imaged in the plane of the entrance pupil of the eye (a classic Maxwellian view instrument design) (see 
Chap. 6), and, alternatively (2b) the light source was imaged directly on the retina of the observer hav-
ing passed through the same number of surfaces and by using the same dimension beam image in the 
entrance pupil of the eye, and the same viewed stimulus target. This was regarded as a non-Maxwellian–
view illumination system. Each of these cases utilized a projected aperture which subtended slightly 
less than 1-mm diameter image in the entrance pupil of the eye. Differences in measured SCE-1 results 
encountered for these different test conditions were very modest for all three subjects. Direct compari-
sons were made using both (a) bipartite fields, and, separately, (b) flicker photometry. 

TABLE 1 Area in the Entrance Pupil of the Human Eye Based on 
Gullstrand Schematic Eye 

Ent. Pupil
 Solve for Radius and Diameter

      Area
 of Entrance Pupil

(Abscissa)∗ Radius Diameter

10 mm2 1.78 mm 3.57 mm 
20 2.52 5.05
30 3.09 6.18
40 3.57 7.14
50 3.99 7.98 
60  4.37 8.74
70 4.72 9.44

∗ The Abscissas in Figs. 3 to 6 are plotted as log10 entrance pupil area. 
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FIGURE 2 SCE-1 data for subject R. V. are presented as 
an example of the many data sets acquired. His SCE-1 maxima 
were set at r = 0.0 mm on the abscissa. Top: SCE-1 data obtained 
for both white light and monochromatic green light (552 mμ 
max.) are shown. Bottom: Both data sets were obtained using 
monochromatic light. Two different optical conditions were 
employed. That is, in one experiment, a Maxwellian beam tra-
versed in the eye pupil, and in a second set of sessions, a non-
Maxwellian beam was used to traverse the entrance pupil of the 
eye.19,20 Also please refer to Chap. 6. These data are presented 
with Eq. (2) fitted to these data. (This illustration was taken 
from Fig. 14, Enoch, 1956, Dissertation;19 and Fig. 9, Enoch, 1958, 
J.O.S.A.19,20 These figures are reproduced with permission of the 
author and the publisher of J.O.S.A.)  

Figure 2 shows sample SCE-1 test data for subject R. V.19,20 As is obvious, there were only small 
differences between measured SCE-1 functions for the stated conditions. These data are presented as 
an example of the many data sets acquired. The peaks of his SCE-1 maxima were set at r = 0.0 mm 
on the abscissa.

In Figs. 3 and 4, two different predictive additivity (integrated) plots are presented. The straight 
line on these double logarithmic plots assumes each point within the entrance pupil of the observer’s 
eye contributes equally to the perceived visual stimulus. The modestly curved line represents the inte-
grated SCE-1 function [here based on Eq. (2) above]. In Fig. 3, data for subjects A. M. and R. V. are 
presented, and in Fig. 4, data for subject B. W. appears. In Fig. 3 data for one observer were displaced 
by 1 log unit for clarity. For monochromatic green light [wavelength 522 mμ, (blue circles)] data 
obtained from all subjects show quite good agreement with the integrated SCE-1 function plot in 
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FIGURES 3 AND 4 These figures demonstrate the equivalent of integrated or “additivity” diagrams for excitation 
entering defined entrance pupil areas. The straight line would predict perfect additivity of luminous stimuli entering the entrance 
pupil of the eye tested of the designated subject. The curved line incorporates a correction for the integration of SCE-1 data about 
the entrance pupil of the eye. In Fig. 3 data for Subjects R. V. and A. M. are presented; in Fig. 4 data are presented for Subject B. W. 
(This illustration was taken from Figs. 18 and 19, Enoch, 1956, Dissertation19; and Figs. 12,13, Enoch, 1958, J.O.S.A.20 These figures 
are reproduced with permission of the author and the publisher of J.O.S.A.)

both Figs. 3 and 4 (blue circles). The performance of subjects R. V. and A. M. clearly was less good 
for white light (red circles). On the other hand, data obtained from the eye of B. W. (Fig. 4)
shows remarkably good “additivity” for both monochromatic and white light stimuli. We can infer 
that ocular aberrations in B. W.’s eye exhibited lower amplitudes than those encountered in the eyes 
of A. M. and R. V. That is, the optical quality of the periphery of B. W.’s cornea and eye lens was better 
than that found in the peripheral portions of the ocular components of the other two observers. This 
difference is the result of factors contributing to both monochromatic and chromatic aberrations.

In each case, near monochromatic green stimuli more closely matched the integrated SCE-1 curve 
than did white light, and in the case of B. W. both data sets were in close approximation to the predicted 
result.19,20 

The added chromatic aberrations apparently made little difference to B. W. (or he retained his 
focus about mid-spectrum?), while the chromatic aberrations noticeably affected performance of the 
two subjects, R. V. and A. M. 

In Fig. 5, the additivity effect obtained when placing an added –1.00 diopter spherical (D.S.) 
lens (before the test eye of each subject) is shown for a limited number of different test aperture 
sizes projected into the entrance pupil of the eye, and this result is contrasted with the addition of a 
+2.00 D.S. lens placed in front of the same eye (with the –1.00 D.S. lens removed). The former lens 
(the –1.00 D.S.) makes that eye more hyperopic “far-sighted,” while the +2.00 D.S. makes the same 
eye more myopic “near-sighted.” The test eye could at least partially self-correct for the –1.00 D.S. 
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FIGURE 5 A comparison was made between the SCE additivity 
effect obtained when a –1.00 D.S. lens was placed in the apparatus 
before the eye of each observer’s test eye, and (separately) for addition 
of a +2.00 D.S. lens. Two differing relatively large entrance pupil areas 
were selected for this test. These lenses slightly altered the area of the 
imaged aperture stop in the observer’s entrance pupil. Hence, the +2 D.S. 
lens is shown as subtending a slightly smaller area in the entrance 
pupil (on the abscissa) than the –1.00 D.S. lens. (This illustration was 
taken from Fig. 22, Enoch, 1956, Dissertation;19 and Fig. 16, Enoch, 1958, 
J.O.S.A.20 These figures are reproduced with permission of the author and 
the publisher of J.O.S.A.)

lens by accommodating on the test target. That is, these were nonpresbyopic test subjects. That is, the 
pupil-dilating drops employed had only slight/modest effect on accommodation in these observers. 
All tests were monocular.

When a flicker photometric test method was employed,19,20 blur of the retinal image proved to have 
much less of an influence upon brightness matches made by the subjects (note, observers were instructed 
to compare the apparent brightness of the central parts of the flickering fields). When this same tech-
nique was combined with use of monochromatic l = 552 mμ stimuli, the matches of all three subjects 
proved to be similar and closely matched the integrated SCE-1 estimated curve. That is, all three sub-
jects exhibited near perfect additivity approximately matching the SCE-1 predicted values (Fig. 6).19,20 

Thus, by eliminating and/or minimizing blur effects on perceived brightness due to aberrations 
(i.e., both monochromatic and chromatic aberrations!), the integrated SCE function becomes a good 
estimate of visual performance for any given pupil aperture utilized. Use of such methods, now 
(today) are made more readily achievable by using modern adaptive optics techniques for nonchro-
matic image formation, and, thus, for visual stimulus control. Taking the defined steps allows a superior 
estimate to be made of perceived brightness, and for the specification of the visual stimulus. 

Finally, please note, the factor rho (or r) is not a constant across the retina (i.e., it varies with eccen-
tricity from the point of fixation (Fig. 7).12,14,15,44,45 It also varies within the visual spectrum with test 
wavelength utilized (as implied in Fig. 8).12 Here we do not consider the Stiles-Crawford effect of the 
second kind (SCE-2), that is, the alteration of perceived hue and saturation associated with variation 
of the angle of incidence at the retina.14–16, 44–46 Separately, the SCE-1 is also affected to some degree by 
the distribution of and density of yellow (blue-absorbing) pigment in the eye lens.47 The absorbance 
of this pigment also varies with wavelength. This factor is addressed in Fig. 8. See Chap. 3 in Ref. 12. 

As noted above, Drum addressed some similar issues from a somewhat different point of view.34,35 
He also clearly demonstrated additivity of the SCE-1 to exist for all assessed tests and conditions. The 
simple fact is that SCE-1 and associated integrated results are rather robust under quite a variety of 
test conditions. 



9.12  VISION AND VISION OPTICS

3520

Visual angle (deg)

r

1052

0.04

0.06

Mean horizontal

Horizontal
JME
SBS
RBP

Temporal field

Mean vertical
Mean vertical

Enoch and Hope [3.20]
Nasal field

Mean horizontal

Vertical

0.08

0.10

Fixation 3.75

FIGURE 7 This figure addresses the variation of rho, r, with eccentricity from the point 
of fixation (assume this locus corresponds to the center of the fovea). This seemingly complex 
figure combines data from more than one paper on Stiles’ r factor [Eq. (3)]. Tests were 
performed at fixation, in the para-foveal area, and separately at a test locus located 35° from 
the point of fixation. Horizontal and vertical in this figure refer to SCE-1 tests conducted in 
these two meridians within the entrance pupils of human eyes. (This figure is reproduced from 
Fig. 3.8 in Enoch and Tobey, 1980, (see Ref. 12, p. 99), and Enoch and Hope, 1973.12,45 It is 
printed with the permission of the authors and publishers.) 
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FIGURE 6 These are integrated additivity data for each of the three 
trained subjects. The flicker photometry method was used. Effects of 
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matching technique less influenced by blurred imagery. (This illustration 
was taken from Fig. 25, Enoch, 1956, Dissertation;19 and Fig. 19, Enoch, 
1958, J.O.S.A.20 These figures are reproduced with permission of the author 
and the publisher of J.O.S.A.)
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9.5 DISCUSSION

When Do Matters Considered Here Warrant Consideration? 

Like in all psychophysical studies, the demand for precision is greater the more sensitive the deter-
mination, and the more complex the problem encountered in the observer or patient. We think we 
would all agree that the approach argued here is indicated whenever large or dilated pupils are used, 
particularly for tests of photopic vision! If a pupil is not well centered, or even reasonably asym-
metric, or relatively nonresponsive, or otherwise not normal, one needs to rule out any unnecessary 
variable. Similarly, if the SCE-1 is abnormal, or displaced from its natural centrum, then it is clearly 
advisable to pursue the matter further. Note, given retinal photoreceptor packing properties, that it 
is almost unheard of for rods to be normally aligned if cones are found to be disturbed in their ori-
entations in a given retinal area, and vice versa. 

Zwick and his coworkers (e.g., Ref. 48) have studied the effects of laser exposures on retinal sur-
vival, recovery, and/or lack thereof mainly in snakes. In their experiments on animals, Zwick et al. 
used (1) subthreshold laser exposures, (2) threshold burns, (3) above threshold burns, and (4) more 
severe exposures. These studies were backed up by assessments of individual humans who have been 
exposed to comparable laser burns. Such laser burns result in immediate and substantial disturbances 
in photoreceptor alignments (often extending for some distance about the burn site), resultant early 
and late sensitivity losses. Snake eyes have large photoreceptors visible directly through the animal’s 
natural pupil in vivo, and are available for study. Snakes are relatively nonreactive when exposed 
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FIGURE 8 These data relate to values obtained from measured human foveal SCE-1
 functions (see Ref. 12, Fig. 3.13 located on p. 109).15,47 The upper curves present values of 
(–) log relative sensitivity for different subjects measured at a number of different wave-
lengths. The upper data curves presented were affected by the presence of yellow eye lens 
pigment(s), and the lower curves have been corrected for these pigment effects. Please be 
aware that the density of the yellow lens pigments increases with age. (This illustration has 
origin in data of Stiles, 1939,15 with additions obtained from the paper by Vos and Van Os, 
1975.47 These figures are reproduced with permission of the authors and the publishers.)
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to high intensity laser light when sedated, and show relatively rapid recovery if there is a potential 
for recovery. A meaningful area of the retina is affected. These authors48 have carefully documented 
recovery and failure to recover in their studies. 

One must remember that alignment of photoreceptors with the center of the exit pupil of the eye 
is maintained normally throughout life, except in cases where there has been some retinal disorder or 
disease.49,50 In a number of cases, the retina can recover if the inducing anomaly is corrected or self 
corrects (remits).51,52 So saying, residual scar tissue, local adhesions, or other impediments to recovery 
can alter the result. If ever doubts exist, suitable tests are indicated. 

As has been inferred above, and can be seen in Fig. 3 to 6, in the normal observer the smooth, 
integrated SCE-1 function curve differs only modestly from the linear additivity curve until there is 
about a 4- to 5-mm-diameter entrance pupil. 

Once again, looking at Figs. 3 and 4, uncertainty enters with peripheral blur of the optical components 
of the eye. The effects are greater for white light than monochromatic light. Subject A. M. apparently 
manifests less aberrations in his peripheral eye lens and cornea than observer V. R., and subject B. W. 
exhibits virtually no effect due to aberrations. At the outset, it was pointed out that image blur or degra-
dation enters as a “dirty variable.” Without correction of these degrading peripheral lens blur factors, one 
introduces uncertainty. If one adds refractive error to the mix, the situation is made worse (see Fig. 5). If 
refractive and peripheral blur are corrected or at least meaningfully minimized, then a SCE correction 
applied to such data predict quite well the visual stimulus presented to the observer (see Fig. 6)! 

Among other very interesting results, Makous and his coworkers,53–58 and Applegate and 
Lakshminarayanan,21 correctly point out, as can be inferred from comments made above, for small 
pupil apertures, certainly for 3-mm-diameter entrance pupils (1.5-mm radial distances) and perhaps 
a bit more, the two functions differ only slightly if refraction is well corrected, and the system is cen-
tered on the subject’s entrance pupil. And Makous et al. have also addressed and thoughtfully consid-
ered issues regarding effects of coherence and noncoherence of imagery, loci of adaptation, quantum 
activation rates in photoreceptors, effects of cell obliquity on excitation processes, etc. 

9.6 TELEOLOGICAL AND DEVELOPMENTAL FACTORS 

In a sense, it is also useful to consider these visual functions from a teleological point of view. It is 
apparent that the ultimate purpose(s) of the SCE-1 and associated waveguide properties of retinal 
photoreceptors are to enhance the detection of critical visual signal, both photopic and scotopic, and 
to help suppress intraocular stray light “noise” present in the “integrating-sphere-like” eye (e.g., Ref. 12). 
The feedback mechanisms controlling receptor alignment (under normal circumstances) and their 
directional properties together serve to favor the detection of directed visual signal content passing 
through the center of the exit pupil in eyes of vertebrates. In many invertebrate species the eyes serve 
similarly, for example, octopus, etc.; or in a different (but effectively comparable) fashion in the vast 
number of other invertebrate species. These optical and anatomical features serve to enhance greatly 
visual processes, and, as such, play critical roles in vision and survival of species. This argument 
emphasizes the great importance exerted by such mechanisms in evolutionary processes. 

Related to such matters, the attention of the reader is called to a remarkable recent paper by 
Detlev Arendt et al. in Science in 2004.59 These authors located a primitive and ancient form 
of invertebrate aquatic worm which had the usual paired invertebrate eye structures as well as verte-
brate-type, cylindrically shaped photoreceptors containing cilia located in its brain in that area which 
controlled circadian rhythms. And the latter cells were also shown to contain a cone-type of opsin!59 

9.7 CONCLUSIONS

There is a need to optimally correct and control the quality of the images formed in the eye, and/or 
the eye plus associated optical apparatuses. This is needed in order to define better the observer’s 
stimulus to vision, and to understand, in a superior way, the observer’s visual responses. This will 
include (1) a satisfactory correction of refraction, that is, lower-order aberrations, (2) correction 
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of higher-order monochromatic aberrations, and also (3) correction of chromatic aberrations. The 
totality can be aided by utilization of modern adaptive optics (AO) techniques. In radiometric and 
photometric studies, there is also need to include a factor which corrects for the Stiles-Crawford 
effect of the first kind (SCE-1), and that need increases with pupil diameter, particularly for photopic 
vision. 

Note, because we do not wholly understand the nature of the stimulus to accommodation, we 
must be careful not to be too overly aggressive in seeking to eliminate all image blur. 

And, as pointed out in the introductory remarks, it is time to reconsider the definition and units 
used to describe/define the troland. 

Here, we only have considered monocular visual corrections. That is, in this discussion, we have 
not considered issues associated with maintenance of sustained and comfortable binocular vision 
(see Chap. 13) both in instrument design as well as in assessment and corrections of vision. For 
effective binocular results, it is clear that issues associated with maintaining an observer’s comfort 
while performing extended binocular visual tasks need to be carefully addressed in both design and 
assessment of vision roles/function, including careful attention being paid to equating the sizes of 
the two retinal images (i.e., countering the effects of aniseikonia), and fusion of those images. That is, 
in design, we always need to address those additional factors affecting ocular motility and binocular 
fusion (Chap. 13). 

The list of references appended to this chapter includes a number of citations which address addi-
tional aspects of issues considered here.60–68
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10.1 GLOSSARY

Chromaticity coordinates. Tristimulus values normalized to sum to unity.

CIE. Commission Internationale de l’Éclairage or International Commission on Illumination. 
Organization that develops standards for color and lighting.

Color-matching functions (CMFs). Tristimulus values of the equal-energy spectrum locus.

Color space transformation matrix. Multiply a vector of tristimulus values for one color space by 
such a matrix to obtain tristimulus values in another color space.

Cone coordinates. Tristimulus values of a light with respect to the cone fundamentals.

Cone fundamentals. Estimates of the cone spectral sensitivities at the cornea. Equivalently, the 
CMFs that would result if primaries that uniquely stimulated the three cones could be and were 
used.

Linear model. Set of spectral functions that may be scaled and added to approximate other spec-
tral functions. For example, the spectral power distributions of three monitor primaries are a linear 
model for the set of lights that can be emitted by the monitor.

Metamers. Two physically different lights that match in appearance to an observer.

Photopic luminosity function. Measure of luminous effi ciency as a function of wavelength under 
photopic (i.e., rod-free) conditions.

Primary lights. Three independent lights (real or imaginary) to whose scaled mixture a test light is 
matched (actually or hypothetically). They must be independent in the sense that no combination of 
any two can match the third.

Standard observer. The standard observer is the hypothetical individual whose color-matching 
behavior is represented by a particular set of CMFs.

Tristimulus values. The tristimulus values of a light are the intensities of the three primary lights 
required to match it.

Visual angle. The angle subtended by an object in the external fi eld at the effective optical center of 
the eye. Colorimetric data are typically specifi ed for centrally fi xated 2° or 10° fi elds of view.
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10.2 INTRODUCTION

Scope

The goal of colorimetry is to incorporate properties of the human color vision system into the mea-
surement and numerical specification of visible light. Thanks in part to the inherent simplicity of 
the initial stages of visual coding, this branch of color science has been quite successful. We now 
have effective quantitative representations that predict when two lights will appear identical to a 
human observer and a good understanding of how these matches are related to the spectral sensitiv-
ities of the underlying cone photoreceptors. Although colorimetric representations do not directly 
predict color sensation,1–3 they do provide the foundation for the scientific study of color appear-
ance. Moreover, colorimetry can be applied successfully in practical applications. Foremost among 
these is perhaps color reproduction.4–6

As an illustrative example, Fig. 1 shows an image processing chain. Light from an illuminant reflects 
from a collection of surfaces. This light is recorded by a color camera and stored in digital form. The 
digital image is processed by a computer and rendered on a color monitor. The reproduced image is 
viewed by a human observer. The goal of the image processing is to render an image with the same 
color appearance at each image location as the original. Although exact reproduction is not always 
possible with this type of system, the concepts and formulas of colorimetry do provide a reasonable 
solution.4,7 To develop this solution, we will need to consider how to represent the spectral properties 
of light, the relation between these properties and color camera responses, the representation of the 
restricted set of lights that may be produced with a color monitor, and the way in which the human 
visual system encodes the spectral properties of light. We will treat each of these topics in this chapter, 
with particular emphasis on the role played by the human visual system.

Reference Sources

A number of excellent references are available that provide detailed treatments of colorimetry 
and its applications. Wyszecki and Stiles’ comprehensive book8 is an authoritative reference and 

Human
observer

Illuminant

Surface

Color camera

Monitor

FIGURE 1 A typical image processing chain. Light reflects from a surface 
or collection of surfaces. This light is recorded by a color camera and stored in 
digital form. The digital image is processed by a computer and rendered on a 
color monitor. The reproduced image is viewed by a human observer.
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provides numerous tables of standard colorimetric data. Smith and Pokorny9 provide a treatment 
complementary to the one developed here. Several publications of the Commission Internationale 
de l’Éclairage (International Commission on Illumination, commonly referred to as the CIE) 
describe current international technical standards for colorimetric measurements and calculations.10 
The most recent CIE proposal is for a set of physiologically relevant color-matching functions or 
cone fundamentals based mainly on the results of human psychophysical measurements.11 Other 
sources cover colorimetry’s mathematical foundations,12,13 its history,14–16 its applications,2,5,17,18 
and its relation to neural mechanisms.19–21 Chapters 3, 5, 11, and 22 in this volume, and Chap. 37, 
“Radiometry and Photometry for Vision Optics,” by Yoshi Ohno in Vol. II of this Handbook are 
also relevant.

Chapter Overview

The rest of this chapter is organized into three main sections. Section 10.3, “Fundamentals of 
Colorimetry,” reviews the empirical foundation of colorimetry and introduces basic colorimetric 
methods. In this section, we adhere to notation and development that is now fairly standard in the 
field.

Section 10.4, “Color Coordinate Systems,” discusses practicalities of using basic colorimetric ideas 
and reviews standard coordinate systems for representing color data.

Desktop computers can easily handle all standard colorimetric calculations. In Sec. 10.5 we intro-
duce vector and matrix representations of colorimetric data and formulas. This development enables 
direct translation between colorimetric concepts and computer calculations. Matrix algebra is now 
being used increasingly in the colorimetric literature.4,22,23 

Section 10.6 uses the vector and matrix formulation developed in Sec. 10.5 to treat some advanced 
topics.

The appendix (Sec. 10.7) reviews the elementary facts of matrix algebra required for this chapter. 
Numerous texts treat the subject in detail.24–27 Many software packages (e.g., MATLAB, S-Plus, R) 
provide extensive support for numerical matrix algebra.

10.3 FUNDAMENTALS OF COLORIMETRY

Introduction

We describe the light reaching the eye from an image location by its spectral power distribution. The 
spectral power distribution generally specifies the radiant power density at each wavelength in the 
visible spectrum. For human vision, the visible spectrum extends roughly between 400 and 700 nm 
(but see subsection “Sampling the Visible Spectrum” in Sec. 10.5). Depending on the viewing geom-
etry, measures of radiation transfer other than radiant power may be used. These measures include 
radiance, irradiance, exitance, and intensity. The distinctions between these measures and their asso-
ciated units as well as equivalent photometric measures are treated in Chaps. 34, 36, and 37 of Vol. II 
on this Handbook and are not considered here. 

Color and color perception are limited at the first stage of vision by the spectral properties of 
the layer of light-sensitive photoreceptors that cover the rear surface of the eye (upon which an 
inverted image of the world is projected by the eye’s optics). These photoreceptors transduce 
arriving photons to produce the patterns of electrical signals that eventually lead to perception. 
Daytime (photopic) color vision depends mainly upon the three classes of cone photoreceptor, each 
with different spectral sensitivity. These are referred to as long-, middle-, and short-wavelength-
sensitive cones (L, M, and S cones), according to the part of the visible spectrum to which they are 
most sensitive (see Fig. 6). Night-time (scotopic) vision, by contrast, depends on a single class of 
photoreceptor, the rod.
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Conventional Colorimetric Terms and Notation

Table 1 provides a glossary of conventional colorimetric terms and notation. We adhere to these 
conventions in our initial development, in this section and in Sec.10.4. See also Table 3.1 of Ref. 28, 
and compare with the matrix algebra glossary in Table 2.

Trichromacy and Univariance

Normal human vision is trichromatic. With some important provisos (see subsection “Conditions 
for Trichomatic Color Matching” in Sec. 10.3), observers can match a test light of any spectral com-
position to an appropriately adjusted mixture of just three other lights. Consequently, colors can be 
defined by three variables: the intensities of the three primary lights with which they match. These 
are called tristimulus values.

The range of colors that can be produced by the additive combination of three lights is simulated 
in Fig. 2. Overlapping red, green, and blue lights produce regions that appear cyan, purple, yellow, 
and white. Other, intermediate, colors can be produced by varying the relative intensities of the three 
lights.

Human vision is trichromatic because there are only three classes of cone photoreceptor in the 
eye, each of which responds univariantly to the rate of photon absorption.29,30 Univariance refers to 
the fact that the effect of a photon, once absorbed, is independent of wavelength. What varies with 
wavelength is the probability that a photon is in fact absorbed, and this variation is described by the 
photoreceptor’s spectral sensitivity. Photoreceptors are, in effect, sophisticated photon counters the 
outputs of which vary according to the rate of absorbed photons. Changes in the absorption rate can 
result from a change in photon wavelength or from a change in the number of incident photons. This 
confound means that individual photoreceptors are effectively color blind. Normal observers are able 
to see color by comparing the outputs of the three, individually color-blind, cone types.

TABLE 1 Glossary of Conventional Colorimetric Terms and Notation

Chromaticity coordinates  x, y, or in terms of the tristimulus values X /(X+Y+Z) and Y/(X+Y+Z), 
respectively (or r, g for RGB space, or l, m for LMS space).

Color-matching functions or CMFs  x( )λ , y( )λ , and z( )λ . Tristimulus values of the equal-energy spectrum 
locus.

Cone fundamentals  l ( )λ , m( )λ , and s ( )λ  in CMF notation, or often L(λ), M(λ), and S(λ). 
These are the CMFs that would result if primaries that uniquely stimu-
lated the three cones could be used.

Photopic luminosity function  Photometric measure of luminous efficiency as a function of wavelength 
under photopic (i.e., rod-free) conditions: V(λ) or y( )λ .

Primary lights  R, G, B, the three independent primaries (real or imaginary) to which the 
test light is matched (actually or hypothetically). They must be indepen-
dent in the sense that no combination of two can match the third.

Standard observer  The standard observer is the hypothetical individual whose color-
matching behavior is represented by a particular set of mean CMFs.

Tristimulus values  R, G, B, the amounts of the three primaries required to match a given 
stimulus.

Visual angle  The angle subtended by an object in the external field of view at the effective 
optical center of the eye. Colorimetric data are typically for centrally 
fixated 2 or 10° fields of view.



TABLE 2 Glossary of Notation Used in Matrix Algebra Development

  Link to Conventional Notation

l Wavelength 

Nl Number of wavelength samples 

b Spectral power distribution; basis vector 

B Linear model basis vectors 

a Linear model weights 

Nb Linear model dimension 

p Primary spectral power distribution 

P Linear model for primaries 

t Tristimulus coordinates 
X
Y
Z

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

 

T Color-matching functions • • • • • •
• • • • • •
• • •

x

y

zz • • •

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

 (x, y , and z  are rows of T)

r Cone (or sensor) coordinates 
L
M
S

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

R Cone (or sensor) sensitivities • • • • • •
• • • • • •
• •

l

m

• • • •

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥s

 ( l , m, and s  are rows of R )
 

v Luminance Y[ ]

V Luminous efficiency function • • • • • •⎡⎣ ⎤⎦Vλ
 (Vl is the single row of vector v)

M Color space transformation matrix 

10.5

FIGURE 2 Additive color mixing. Simulated overlap of projected red, green, and blue 
lights. The additive combination of red and green is seen as yellow, red and blue as purple, 
green and blue as cyan, and red, green, and blue as white.
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Color Matching

Trichromacy, together with other critical properties of color matching described in subsection 
“Critical Properties of Color Matching” in Sec. 10.3 mean that the color-matching behavior of 
an individual can be characterized as the intensities of three independent primary lights that are 
required to match a series of monochromatic spectral lights spanning the visible spectrum. Two 
experimental methods have been used to measure color matches: the maximum saturation method 
and Maxwell’s method. Most standard color-matching functions have been obtained using the max-
imum saturation method, though it is arguably inferior.

Maximum Saturation Method The maximum saturation method was used by Wright31 and Guild32 
to obtain the matches that form the basis of the CIE 1931 color-matching functions (see subsection 
“CIE 1931 2° Color Matching Functions” in Sec. 10.4). In this method, the observer is presented with 
a half field illuminated by a monochromatic test light of variable wavelength l as illustrated in Fig. 3a 
and an abutting half field illuminated by a mixture of red (R), green (G), and blue (B) primary lights. 
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Mixture half-fieldTest half-field

Red (645 nm)

Green (526 nm) 

Blue (444 nm)

Two primary lights

Test (l) 

Test light plus third
desaturating primary

(a)

(b)

FIGURE 3 (a) Maximum saturation method of color matching. A 
monochromatic test field of wavelength l can be matched using a mixture 
of red (645 nm), green (526 nm), and blue (444 nm) primary lights, one of 
which must usually be added to the test field to complete the match. (b) Color-
matching functions. The amounts of each of the three primaries required to 
match equal energy monochromatic lights spanning the visible spectrum are 
known as the red r ( )λ , green g( )λ , and blue b( )λ , CMFs. These are shown 
as the red, green, and blue lines respectively. A negative sign means that pri-
mary must be added to the target to complete the match. (Based on Fig. 2.6 of 
Stockman and Sharpe.21 The data are from Stiles and Burch.33)
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(Note that in this section of the chapter, bold uppercase symbols denote primary lights, not matrices.) 
Often the primary lights are chosen to be monochromatic, although this is not necessary. For each test 
wavelength l, the observer adjusts the intensities and arrangement of the three primary lights to make 
a match between the half field containing the test light and the adjacent half field. Generally, one of 
the primary lights is admixed with the test, while the other two are mixed together in the adjacent half 
field. Figure 3b shows the mean r ( )λ , g( )λ , and b( )λ  color-matching functions (hereafter abbrevi-
ated as CMFs) obtained by Stiles and Burch33 for primary lights of 645, 526, and 444 nm. Notice 
that one of the CMFs is usually negative. There is no “negative light.” Negative values mean that the 
primary in question has been added to the test light in order to make a match. Matches using real 
primaries result in negative values because the primaries do not uniquely stimulate single cone pho-
toreceptors, the spectral sensitivities of which overlap throughout the visible spectrum (see Fig. 6). 
Although color-matching functions are generally plotted as functions of wavelength, it is helpful to 
keep in mind that they represent matches, not light spectral power distributions.

The maximum saturation match between Eλ , a monochromatic constituent of the equal unit 
energy stimulus of wavelength l, and the three primary lights (R, , andG B) is denoted by

 E R G Bλ λ λ λ~ ( ) ( ) ( )r g b+ +  (1)

where r ( )λ , g( )λ , and b( )λ  are the three CMFs, and where negative CMF values indicate that the 
corresponding primary was mixed with the test to make the perceptual match. CMFs are usually 
defined for a stimulus, E, which has equal unit energy throughout the spectrum. However, in prac-
tice the spectral power of the test light used in most matching experiments is varied with wave-
length. In particular, longer-wavelength test lights are typically chosen to be intense enough to satu-
rate the rods so that rods do not participate in the matches (see, e.g., Ref. 34). CMFs and the spectral 
power distributions of lights are always measured and tabulated as discrete functions of wavelength, 
typically defined in steps of 1, 5, or 10 nm.

We use the symbol ~in Eq. (1) to indicate that two lights are a perceptual match. Perceptual matches 
are to be carefully distinguished from physical matches, which are denoted by the = symbol. Of course, 
when two lights are a physical match, they must also be a perceptual match. Two lights that are a percep-
tual match but not a physical match are referred to as metameric color stimuli or metamers. The term 
metamerism is often used to refer to the fact that two physically different lights can appear identical.

The color-matching functions are defined for equal energy monochromatic test lights. More 
generally any test light, whether monochromatic or not, may be matched in the color-matching exper-
iment. As noted above, we refer to the primary weights R, G, and B required to match any light as its 
tristimulus values. As with CMFs, tristimulus values may be negative, indicating that the correspond-
ing primary is mixed with the test to make the match. Once the matching primaries are specified, the 
tristimulus values of a light provide a complete description of its effect on the human cone-mediated 
visual system, subject to the caveats discussed below. In addition, knowledge of the color-matching
functions is sufficient to compute the tristimulus values of any light (see subsection “Tristimulus 
Values for Arbitrary lights” in Sec. 10.3).

Conditions for Trichromatic Color Matching There are a number of qualifications to the empirical 
generalization that it is possible for observers to match any test light by adjusting the intensities of 
just three primaries. Some of these qualifications have to do with ancillary restrictions on the exper-
imental conditions (e.g., the size of the bipartite field and the overall intensity of the test and match-
ing lights). The other qualifications have to do with the choice of primaries and certain conventions 
about the matching procedure. First the primaries must be chosen so that it is not possible to match 
any one of them with a weighted superposition of the other two. Second, the observer sometimes 
wishes to increase the intensity of one or more of the primaries above its maximum value. In this 
case, we must allow him to scale the intensity of the test light down. We follow the convention of 
saying that the match was possible and scale up the reported primary weights by the same factor. 
Third, as discussed in more detail above, the observer sometimes wishes to decrease the intensity of 
one or more of the primaries below zero. This is always the case when the test light is a spectral light 
unless its wavelength is equivalent to one of the primaries. In this case, we must allow the observer 
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to superimpose each such primary on the test light rather than on the other primaries. We follow 
the convention of saying that the match was possible but report with negative sign the intensity of 
each transposed primary.

With these qualifications, matching with three primaries is always possible for small fields. For 
larger fields, spatial inhomogeneities may make it impossible to produce a match simultaneously 
across the entire field (see subsections “Specifity of CMFs” and “Tristimulus Values for Arbitrary 
Lights” in Sec. 10.3).

Maxwell’s Matching Method It is of methodological interest to note that the maximum satura-
tion method is not the only way to instrument the color-matching experiment. Indeed the first 
careful quantitative measure ments of color matching and trichromacy were made by Maxwell.35 In 
Maxwell’s method, which is illustrated in Fig. 4, the matched fields always appear white, so that at 
the match point the eye is always in the same state of adaptation whatever the test wavelength (in 
contrast to the maximum saturation method in which the chromaticity of the match varies with 
wavelength). In the experiment, the subject is first presented with a white standard half-field, and 
is asked to match it with the three primary lights. The test light then replaces the primary light to 
which it is most similar and the match is repeated. Grassmann’s laws are invoked to convert the two 
empirical matches to the form of Eq. (1).

Critical Properties of Color Matching Color-matching data are usually obtained for monochro-
matic test lights. Such data are useful in general only if they can be used to predict matches for other 
lights with arbitrary spectral power distributions, and by extension the matches that would be made 
for other sets of primary lights. For this to be possible, the color-matching experiment must exhibit 
a number of critical properties. We review these properties briefly below. Given that they hold, it is 
possible to show that tristimulus values provide a complete representation for the spectral proper-
ties of light as these affect human vision. Krantz provides a detailed formal treatment.12

Grassmann’s laws Grassmann’s laws describe several of the key properties of color matching. 
They are:8,12

1. Symmetry: If light X matches light Y, then Y matches X.

2. Transitivity: If light X matches light Y and Y matches light Z, then X matches Z.

3. Proportionality: If light X matches light Y, then nX matches nY (where n is a constant of 
proportionality).

4. Additivity: If W matches X and Y matches Z, then the combination of W and Y matches the 
combination of X and Z (and similarly the combination of X and Y matches W and Z).

Mixture half-fieldWhite half-field

Test (l)
Green (526 nm)
Blue (444 nm)

Standard
white light

Two primary lights
plus test light

White

FIGURE 4 Maxwell’s method of color matching. A mono-
chromatic test field of wavelength l replaces the primary light to 
which it is most similar, and a match is made to the white stan-
dard by adjusting the intensities of the two remaining primaries 
and the test field. (Based on Fig. 3 of Stockman.206)
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These laws have been tested extensively and hold well.8,19 To a first approximation, color matching 
can be considered to be linear and additive.12,36

Uniqueness of color matches The tristimulus values of a light should be unique. This is equiva-
lent to the requirement that only one weighted combination of the apparatus primaries produces a 
match to any given test light. The uniqueness of color matches ensures that tristimulus values are 
well-defined. In conjunction with transitivity, uniqueness also guarantees that two lights that match 
each other will have identical tristimulus values. It is generally accepted that, apart from variability, 
trichromatic color matches are unique for color normal observers.

Persistence of color matches The above properties concern color matching under a single set of 
viewing conditions. By viewing conditions, we refer to the properties of the image surrounding the 
bipartite field and the sequence of images viewed by the observer before he made the match. An 
important property of color matching is that lights that match under one set of viewing conditions 
continue to match when the viewing conditions are changed. This property is referred to as the per-
sistence or stability of color matches.8, 19 It holds to good approximation (but see subsection “Limits 
of Color Matching Data” in Sec. 10.4). The importance of the persistence law is that it allows a single 
set of tristimulus values to be used across viewing conditions.

Consistency across observers Finally, for the use of tristimulus values to have general validity, it 
is important that there should be agreement about matches across observers. For the majority of the 
population, there is good agreement about which lights match. We discuss individual differences in 
color matching in section “Limits of Color-Matching Data.”

Specificity of CMFs Color-matching data are specific to the conditions under which they were 
measured, and strictly to the individual observers in whom they were measured. By applying the 
data to other conditions and using them to predict other observer’s matches, some errors will inevi-
tably be introduced. 

An important consideration is the area of the retina within which the color matches were made. 
Standard color matching data (see section “Color-Matching Functions” in Sec. 10.4) have been 
obtained for centrally viewed fields with diameters of either 2° or 10° of visual angle. The visual 
angle refers to the angle subtended by an object in the external field at the effective optical center of 
the eye. The size of a circular matching field used in colorimetry is defined as the angular difference 
subtended at the eye between two diametrically opposite points on the circumference of the field. 
Thus, matches are defined according to the retinal size of the matching field not by its physical size. 
A 2° diameter field is known as a small field, whereas a 10° one as a large field. (One degree of visual 
angle is roughly equivalent to the width of the fingernail of the index finger held at arm’s length.) 
Color matches vary with retinal size and position because of changes in macular pigment den-
sity and photopigment optical density with visual angle (see section “Limits of Color-Matching 
Data”). 

Standardized CMFs are mean data that are also known as standard observer data, in the sense that 
they are assumed to represent the color-matching behavior of a hypothetical typical human observer. 
The color matches of individual observers, however, can vary substantially from the mean matches 
represented by standard observer CMFs. Individual differences in lens pigment density, macular pig-
ment density, photopigment optical density, and in the photopigments themselves can all influence 
color matches (see section “Limits of Color-Matching Data”).

Tristimulus Values for Arbitrary Lights Given that additivity holds for color matches, the tristimu-
lus values, R, G, and B for an arbitrarily complex spectral radiant power distribution P( )λ  can be 
obtained from the r ( )λ , g( )λ , and b( )λ  CMFs by:

 R P r d= ∫ ( ) ( )λ λ λ ,  G P g d= ∫ ( ) ( )λ λ λ ,  and  B P b d= ∫ ( ) ( )λ λ λ  (2) 

Since spectral power distributions and CMFs are usually discrete functions, the integration in Eq. (2) 
is usually replaced by a sum.
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Transformability of CMFs The r ( )λ , g( )λ , and b( )λ  CMFs shown in Fig. 3 are for monochromatic 
RGB (red-green-blue) primaries of 645, 526, and 444 nm. These CMFs can be transformed to other 
sets of real primary lights, and to CMFs for imaginary primary lights, such as the CIE X, Y, and Z 
primaries, or to CMFs representing the LMS cone spectral sensitivities (cone fundamentals). These 
transformations are illustrated in Fig. 5.

Each transformation of CMFs is accomplished by multiplying the CMFs, viewed as a column vec-
tor at each wavelength, by a 3 × 3 matrix. For now we simply assert this result, as our key point here 
is to note that such transformation is possible to enable a discussion of commonly used tristimulus 
representations. See Sec. 10.5 or Sec. 3.2.5 of Ref. 8 for more details about transformations between 
primaries.

The primaries selected by the CIE produced x( )λ , y( )λ , and z( )λ  CMFs that are always positive. 
The y( )λ  CMF is also the luminosity function (see section “Brightness Matching and Photometry” 
and also Chap. 11) thus incorporating luminosity information into the CMFs, and linking colorim-
etry and photometry.

The primaries that yield the cone fundamentals l ( )λ , m( )λ , and s ( )λ  as CMFs are three imaginary 
primary lights that would uniquely stimulate each of the three classes of cones. Although l ( )λ , m( )λ , and 
s ( )λ  cannot be obtained directly from color matches, they are strongly constrained by color-matching 
data since they should be a linear transformation of any other set of CMFs. Derivation of cone 
fundamentals is discussed in the section “Cone Fundamentals.”
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FIGURE 5 CMFs can be linearly transformed from one set of primaries to another. Illustrated 
here are CMFs for R, G, and B primaries (a), for the imaginary X, Y, and Z primaries (b), and the cone 
fundamental L, M, and S primaries (c). The CMFs shown in (a) and (b) are Judd-Vos modified CIE 
1931 RGB and XYZ functions, respectively (see subsection “Judd-Vos Modified 2° Color-Matching 
Functions” in Sec. 10.4) and those shown in (c) are the Smith-Pokorny cone fundamentals (see section 
“Cone Fundamentals”). (Based on Fig. 4 of Stockman.206)
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10.4 COLOR COORDINATE SYSTEMS

Overview

For the range of conditions where the color-matching experiment obeys the properties described in 
the previous sections, tristimulus values (or cone coordinates) provide a complete and efficient repre-
sentation of human color vision. When two lights have identical tristimulus values, they are indistin-
guishable to the visual system and may be substituted for one another. When two lights have tristimu-
lus values that differ substantially, they can be distinguished by an observer with normal color vision.

The relation between spectral power distributions and tristimulus values depends on the choice of 
primaries used in the color-matching experiment. In this sense, the choice of primaries in colorimetry is 
analogous to the choice of unit (e.g., foot versus meter) in the measurement of length. We use the terms 
color coordinate system and color space to refer to a representation derived with respect to a particular 
choice of primaries. We will also use the term color coordinates as synonym for tristimulus values.

Although the choice of primaries determines a color space, specifying primaries alone is not suf-
ficient to compute tristimulus values. Rather, it is the color-matching functions that characterize the 
properties of the human observer with respect to a particular set of primaries. As noted in section 
“Fundamentals of Colorimetry” above and developed in detail in Sec. 10.5, “Matrix Representations 
and Calculations,” knowledge of the color-matching functions allows us to compute tristimulus 
values for arbitrary lights, as well as to derive color-matching functions with respect to other sets 
of primaries. Thus in practice we can specify a color space either by its primaries or by its color-
matching functions. 

A large number of different color spaces are in common use. The choice of which color space to use 
in a given application is governed by a number of considerations. If all that is of interest is to use a three-
dimensional representation that accurately predicts the results of the color-matching experiment, the 
choice revolves around the question of finding a set of color-matching functions that accurately capture 
color-matching performance for the set of observers and viewing conditions under consideration. From 
this point of view, color spaces that differ only by an invertible linear transformation are equivalent. But 
there are other possible uses for color representation. For example, one might wish to choose a space 
that makes explicit the responses of the physiological mechanisms that mediate color vision. We discuss 
a number of commonly used color spaces based on CMFs, cone fundamentals, and transformations of 
the cone fundamentals guided by assumptions about color vision after the photoreceptors.

Many of the CMFs and cone fundamentals are available online in tabulated form at URL http://
www.cvrl.org/.

Stimulus Spaces

A stimulus space is the color space determined by the primaries of a particular apparatus. For exam-
ple, stimuli are often specified in terms of the excitation of three monitor phosphors. Stimulus color 
spaces have the advantage that they provide a direct description of the physical stimulus. On the 
other hand, they are nonstandard and their use hampers comparison of data collected in different 
laboratories. A useful compromise is to transform the data to a standard color space, but to provide 
enough side information to allow exact reconstruction of the stimulus. Often this side information 
can be specification of the apparatus primaries.

Color-Matching Functions

Several sets of standard CMFs are available for the central 2° or the central 10° of vision. For the central 
2° (the small-field matching conditions), they are the CIE 1931 CMFs,37 the Judd-Vos modified 1931 
CMFs,38,39 and the Stiles and Burch CMFs.33 For the central 10° (the large-field matching conditions), 
they are the 10° CMFs of Stiles and Burch,34 and the related 10° CIE 1964 CMFs. CIE functions are avail-
able as r ( )λ , g( )λ , and b( )λ  for the real primaries R, G, and B, or as x( )λ , y( )λ , and z( )λ  for the imaginary 
primaries X, Y, and Z. The latter are more commonly used in applied colorimetry.

http://www.cvrl.org/
http://www.cvrl.org/
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CIE 1931 2° Color-Matching Functions In 1931, the CIE integrated a body of empirical data to 
determine a standard set of CMFs.37,40 The notion was that the CIE 1931 color-matching functions 
would characterize the results of a color-matching experiment performed on an “average” or “stan-
dard” color-normal human observer known as the CIE 1931 standard observer. They are available in 
both r ( )λ , g( )λ , and b( )λ  and x( )λ , y( )λ , and z( )λ  form.

The empirical color-matching data used to construct the 1931 standard observer were those of 
Wright41 and Guild,32 which provided only the ratios of the three primaries required to match spec-
tral test lights. Knowledge of the absolute radiances of the matching primaries is required to generate 
CMFs, but this was unavailable. The CIE reconstructed this information by assuming that a linear 
combination of the three unknown CMFs was equal to the 1924 CIE V(l) function.37,42 In addition to 
uncertainties about the validity of this assumption,43 the V(l) curve that was used as the standard is 
now known not to provide an accurate description of typical human performance; it is far too insen-
sitive at short wavelengths (see Fig. 2.13 of Ref. 44).

More generally, there is now considerable evidence that the color-matching functions standard-
ized by the CIE in 1931 differ from those of the average human observer21,33,34,38,39 and the CIE has 
recently recommended11 a new set of color-matching functions based on estimates of the cone pho-
toreceptor spectral sensitivities and the Stiles and Burch 10° CMFs.34 A large body of extant data is 
available only in terms of the CIE 1931 system, however, and many colorimetric instruments are 
designed around it. Therefore it seems likely that the CIE 1931 system will continue to be of practical 
importance for some time. Its inadequacy at short-wavelengths is well-known, and is often taken into 
account in colorimetric and photometric applications.

Judd-Vos Modified 2° Color-Matching Functions In 1951, Judd reconsidered the 1931 CMFs and 
came to the conclusion that they could be improved.38 He increased the sensitivity of V(l) used 
to reconstruct the CIE CMFs below 460 nm, and derived a new set of CMFs [see Table 1 (5.5.2) of 
Ref. 8, which were later slightly modified by Vos,39 see his Table 1]. 

The modifications to the V(l) function introduced by Judd had the unwanted effect of producing 
CMFs that are relatively insensitive near 460 nm (where they were unchanged). Although this insen-
sitivity can be roughly characterized as being consistent with a high macular pigment density,33,45,46 
the CMFs are somewhat artificial and thus removed from real color matches. Nevertheless, in practice 
the Judd-Vos modifications lead to a set of CMFs that are probably more typical of the average human 
observer than the original CIE 1931 color-matching functions. These functions were never officially 
standardized. However, they are widely used in practice, especially in vision science, because they are 
the basis of a number of estimates of the human cone spectral sensitivities, including the recent ver-
sions of the Smith-Pokorny cone fundamentals.47

Stiles and Burch (1955) 2° CMFs The assumption used to construct the CIE 1931 standard 
observer, namely that V(l) is a linear combination of the CMFs is now unnecessary, since current 
instrumentation allows CMFs to be measured in conjunction with absolute radiometry. The Stiles 
and Burch 2° CMFs33 are an example of directly measured functions. Though referred to by Stiles 
as “pilot” data, these CMFs are the most extensive set of directly measured color-matching data for 
2° vision available, being averaged from matches made by 10 observers. Even compared in relative 
terms, there are real differences between the CIE 1931 and the Stiles and Burch33 2° color-matching 
data in the range between 430 and 490 nm. These CMFs are seldom used.

Stiles and Burch (1959) 10° CMFs The most comprehensive set of color-matching data are the 
large-field, centrally viewed 10° CMFs of Stiles and Burch.34 Measured in 49 subjects from approxi-
mately 390 to 730 nm (and in nine subjects from 730 to 830 nm), these data are probably the most 
secure set of existing CMFs. Like the Stiles and Burch 2° functions,33 the 10° functions represent 
directly measured CMFs, and so do not depend on measures of V(l). These CMFs are the basis of 
the Stockman and Sharpe46 cone fundamentals (see section “Cone Fundamentals”) and thus the 
recent CIE proposal for a set of physiologically relevant CMFs.11

1964 10° Color-Matching Functions In 1964, the CIE standardized a second set of CMFs appropri-
ate for larger field sizes. These CMFs take into account the fact that human color matches depend on 
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the size of the matching fields. The CIE 1964 10° color-matching functions are an attempt to pro-
vide a standard observer for these larger fields. The use of 10° color-matching functions is recom-
mended by the CIE when the sizes of the regions under consideration are larger than 4°.10 The large 
field CIE 1964 CMFs are based mainly on the 10° CMFs of Stiles and Burch34 and to a lesser extent on 
the arguably inferior and possibly rod-contaminated 10° CMFs of Speranskaya.48 These functions 
are available as r ( )λ , g( )λ , and b( )λ  and x( )λ , y( )λ , and z( )λ .

While the CIE 1964 CMFs are similar to the 10° CMFs of Stiles and Burch functions, they differ 
in several ways that compromise their use as the basis for cone fundamentals.46 The CIE11 has now 
recommended a new set of 10° color-matching functions that are more tightly coupled to estimates of 
the cone spectral sensitivities and are based on the original Stiles and Burch 10° data.

Cone Fundamentals

An important goal in color science since the establishment of trichromatic color theory,49–52 has 
been the determination of the linear transformation between r ( )λ , g( )λ , and b( )λ  and the three 
cone spectral sensitivities, l ( )λ , m( )λ , and s ( )λ .

A match between the test and mixture fields in a color-matching experiment is a match at the level 
of the cone photoreceptors. The response of each cone class to the mixture of primaries equals the 
response of that cone class to the test light. Put more formally, the following equations must hold for 
each unit energy test light:

l r l g l b lR G B( ) ( ) ( ) ( )λ λ λ λ+ + =  

 m r m g m b mR G B( ) ( ) ( ) ( )λ λ λ λ+ + =  (3)

 s r s g s b sR G B( ) ( ) ( ) ( )λ λ λ λ+ + =  

where lR, lG, and lB are, respectively, the L-cone sensitivities to the R, G, and B primary lights, mR , mG,
and mB  are the M-cone sensitivities to the primary lights, and sR , sG , and sB  are the S-cone 
sensitivities.

Since the S cones are now known to be insensitive to long wavelengths, it can be assumed that sR  
is effectively zero for a long-wavelength R primary. There are therefore eight unknowns required, and 
we can rewrite Eq. (3) as a linear transformation:
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Moreover, since we are often more concerned about the relative l ( )λ , m( )λ , and s ( )λ  cone spectral 
sensitivities, rather than their absolute values, the eight unknowns become five:
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Note that the constants kl , km, and ks  remain unknown. Their values are typically chosen to scale 
the three cone fundamentals to meet some side criterion: for example, so that k ll ( )λ , k mm ( )λ , and 
k ss ( )λ  peak at unity. Smith and Pokorny53 assume that k l k ml m( ) ( )λ λ+  sum to V( )λ , the luminous 
efficiency function. Care should be taken when drawing conclusions that depend on the scaling chosen.

The five unknowns in the left of Eq. (5) can be estimated by fitting linear combinations of CMFs to 
cone spectral sensitivity measurements made in dichromatic observers and in normal observers under spe-
cial conditions that isolate the responses of single cone types. They can also be estimated by comparing 
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color matches made by normal and dichromatic observers. Estimates from dichromats depend on the “loss,” 
“reduction,” or “König” assumption that dichromatic observers lack one of the three cone types, but retain 
two that are identical in spectral sensitivity to the normal counterparts.35,54 The identity of the two remaining 
cone types means that dichromats accept all color matches set by normal trichromats. The loss hypothesis 
now has a firm empirical foundation, because it has become possible to sequence and identify the photopig-
ment opsin genes of normal, dichromatic and monochromatic observers.55,56 As a result, individuals who 
conform to the loss assumption can be selected by genetic analysis. Thanks to the longer wavelength part 
of the visible spectrum being effectively dichromatic, because of the insensitivity of the S cones to longer 
wavelength lights, the unknown value, s sG B/ , can also be derived directly from normal color-matching data 
(see Refs. 57 and 58 for details).

Several authors have estimated LMS cone spectral sensitivities using the loss hypothesis.8,53,59–66 
Figure 6 shows estimates by Smith and Pokorny53 and Stockman and Sharpe.46 The Smith-Pokorny 
estimates are a transformation of the Judd-Vos corrected CIE 1931 functions (see earlier). The 
Stockman-Sharpe estimates are a transformation of the Stiles and Burch 10° (see earlier) adjusted to 
2° (see Ref. 21 for further information).
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COLORIMETRY  10.15

Limits of Color-Matching Data

Specifying a stimulus using tristimulus values depends on having an accurate set of color-matching 
functions. The CMFs and cone fundamentals discussed in preceding sections are designed to be 
representative of a standard observer under typical viewing conditions. A number of factors limit 
the precision to which a standard color space can predict the individual color matches. We describe 
some of these factors below. Wyszecki and Stiles8 provide a more detailed treatment.

For most applications, standard calculations are sufficiently precise. However, when high precision 
is required, it is necessary to tailor a set of color-matching functions to the individual and observing 
conditions of interest. Once such a set of color-matching functions or cone fundamentals is available, 
the techniques described in other sections may be used to compute corresponding color coordinates.

Standard sets of color-matching functions are summaries or means of color-matching results for a 
number of color-normal observers. There is small but systematic variability between the matches set 
by individual observers, and this variability limits the precision to which standard color-matching func-
tions may be taken as representative of any given color-normal observer. A number of factors underlie 
the variability in color matching. Stiles and Burch carefully measured color-matching functions for 
49 observers using 10° fields.33,34 Webster and MacLeod analyzed individual variation in these color-
matching functions.67 They identified five primary factors that drive the variation in individual color 
matches. These are macular pigment density, lens pigment density, photopigment optical density, 
amount of rod intrusion into the matches, and variability in the absorption spectra of the L, M, and 
S cone photopigments.

Macular Pigment Density Light must pass through the ocular media before reaching the photore-
ceptors. At the fovea this includes the macula lutea, which contains macular pigment. This pigment 
absorbs lights of shorter wavelengths covering a broad spectral region centered on 460 nm (see inset 
of Fig. 6). There are large individual differences in macular pigment density, with peak densities at 
460 nm ranging from 0.0 to about 1.2.68–70

Lens Pigment Density Light is focused on the retina by the cornea and the yellow pigmented 
crystalline lens. The lens pigment absorbs light mainly of short wavelengths (see inset of Fig. 6). 
Individual differences in lens pigment density range by as much as ±25 percent of the mean density 
in young observers (<30 years old).71 Lens pigment also increases with age,72,73 resulting in system-
atic differences in color-matching functions between populations of different ages.74

Photopigment Optical Density The axial optical density of the photopigment in the photore-
ceptor outer segment depends on several factors, including the underlying photopigment extinc-
tion or absorbance spectra, outer segment length, and the photopigment concentration within 
the outer segment. All these factors can vary between individuals,75–82 and within individuals. 
Photoreceptor outer segment length, and thus axial photopigment optical density, decreases with 
retinal eccentricity.83,84 Although changes in photopigment optical density are typically neglected, 
they can become important under circumstances where very intense adapting fields (which dilute 
the photopigment by bleaching) are employed or where fixation is eccentric. See section “Adjusting 
Cone Spectral Sensitivities for Individual Differences” for corrections that account for changes in 
photopigment optical density.

Variability in Photopigment lmax Genetic and behavioral evidence shows that there are multiple 
versions of the human L- and M-cone photopigments.56,85–89 This multiplicity is known as cone 
polymorphism. The most common genetic polymorphism is the substitution of alanine for serine 
at position 180 of the L-cone photopigment gene. This substitution produces a shift in the L-cone 
photopigment spectral sensitivity of several nanometers, with the A180 variant shifted toward 
shorter wavelengths relative to the S180 variant (see Ref. 89 for a review of shift estimates). In appli-
cations where precise knowledge of an individual’s cone spectral sensitivities is important, genotyp-
ing can now help provide key information.46,90 Some individuals possess more than one variant of 
the L- or M- cone photopigment gene.55, 91–93
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Color-Deficient Observers A class of color-deficient individuals, known as anomalous red-green 
trichromats, are trichromatic but set color matches substantially different from color-normal 
observers. Anomalous red-green trichromacy is caused by the spectral sensitivity of either the L- or 
the M-cone photopigment being shifted from its normal location to an anomalous position that 
lies closer to the location of the spectral sensitivity function of the remaining normal M- or L-cone 
photopigment (for a review, see Ref. 89). These shifts result from the inheritance of hybrid LM- or 
ML-cone photopigment opsin genes, which are fusion genes produced by intragenic crossing over, 
containing the coding sequences of both L- and M-cone pigment genes. Measurements of the absor-
bance spectrum peaks of the hybrid pigments made in vitro87,94 and in vivo95,96 reveal a wide range of 
possible anomalous spectra that lie between the normal L- and M-cone spectra. The peak absorbances 
of the LM hybrid pigments cluster within about 8 nm of the peak absorbance of the normal M-cone 
pigment, while those of the ML hybrid pigments cluster within about 12 nm of the peak absorbance 
of the normal L-cone pigment (see Table 1 of Ref. 97). In protanomalous trichromats, one of the two 
polymorphic variants of the normal L-cone pigment has been replaced with a hybrid LM pigment, 
whereas in deuteranomalous trichromats one of the two polymorphic variants of the normal M-cone 
pigment has been replaced with a hybrid ML pigment.

Our development of colorimetric calculations in Sec. 10.5 can be used to tailor color specification 
in a particular application for color anomalous individuals, if their color-matching functions are 
known. Estimates of the cone sensitivities of color anomalous observers are available.47,98 Estimates 
of the A180 and S180 variants of the Stockman and Sharpe 2° functions are tabulated in Table A of 
Ref. 99. Details of how to adjust cone fundamentals for different lmax values are discussed in section 
“Adjusting Cone Spectral Sensitivities for Individual Differences” (see also section “Photopigment 
Optical Density Spectra” of Ref. 21).

Some individuals require only two primaries in the color-matching experiment (i.e., they are 
dichromats) or in rare cases only one primary (i.e., they are monochromats). Dichromats, like anom-
alous trichromats, are referred to as color deficient. Monochromats are, however, truly color blind 
(except for rod-cone interactions at mesopic levels in single cone monochromats100). Most forms 
of monochromacy and dichromacy can be understood by assuming that the individual lacks one or 
more of the normal three types of cone photopigment.35,101 Individuals who lack the L-, M-, or S-cone 
photopigments are known, respectively, as protanopes, deuteranopes, or tritanopes. Protanopes and 
deuteranopes are much more common than tritanopes.89 Some protanopes and deuteranopes have 
only one of the two normal longer wavelength cone photopigments, and so are true loss dichromats. 
Some, however, have a single hybrid ML- or LM-cone photopigment, which is intermediate in spec-
tral position between M and L, while others have two cone photopigments with identical or nearly 
identical spectral sensitivities. For dichromatic and monochromatic individuals with normal cone 
photopigments (i.e., those without hybrid photopigments), the use of standard color coordinates will 
produce acceptable results, since a match for all three cone types will also be a match for any subset of 
these types. In very rare cases, an individual has no cones at all and his vision is mediated entirely by 
rods. His visual matches can be predicted by the CIE scotopic luminosity function [see Table I (4.3.2) 
of Ref. 8].

Simple standard tests exist for identifying color-deficient and color-anomalous individuals. These 
include the Ishihara pseudoisochromatic plates,102 the Farnsworth 100 hue test,103 and the Rayleigh 
match.104 For coverage of the available clinical tests see Ref. 105. Genetic analysis may also be used to 
identify the variants of cone pigments likely to be expressed by a given individual.46

Retinal Inhomogeneity Most standard colorimetric systems are based on color-matching experi-
ments where the bipartite field was either 2° or 10° in diameter and viewed foveally. The distribution 
of photoreceptors is not homogeneous across the retina, however, and both macular pigment and 
photopigment optical density decline with eccentricity. Thus, CMFs that are accurate for the fovea 
do not necessarily describe color matching in the extra fovea. The CIE 1964 10° XYZ color-matching 
functions are designed for situations where the colors being judged subtend a large visual angle. 
Stockman and Sharpe46 provide both 2° and 10° cone fundamentals.

Another consideration is that the absence of S cones in approximately the central 25-min diameter 
of vision makes color matches confined to that small region tritanopic.106–109
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Rod Intrusion Both outside the fovea and at low light levels, rods can play a role in color-matching. 
Under conditions where rods play a role, there is a shift in the color-matching functions due to the 
contribution of rod signals. Wyszecki and Stiles8 discuss approximate methods for correcting stan-
dard sets of color-matching functions when rods intrude into color vision.

Chromatic Aberrations By some standards, even the small (roughly 2°) fields used as the basis of 
most color coordinate systems are rather coarse. The optics of the eye contain chromatic aberrations 
which cause different wavelengths of light to be focused with different accuracy. These aberrations 
can cause a shift in the color-matching functions if the stimuli being matched have fine spatial 
structure. Two stimuli which are metameric at low spatial frequencies may no longer be so at high 
spatial frequencies. Such effects can be quite large.110–112 It is possible to correct color coordinates for 
chromatic aberration if enough side information is available. Such correction is rare in practice but 
can be important for stimuli with fine spatial structure. Some guidance is available from the litera-
ture.111,113 Another strategy available in the laboratory is to correct the stimulus for the chromatic 
aberration of the eye.114

Adjusting Cone Spectral Sensitivities 
for Individual Differences

Adjustments from Corneal to Photoreceptor Sensitivities Cone spectral sensitivities and CMFs are 
measured with respect to light entering the observers’ cornea. However, between the cornea and 
photoreceptor, the light passes through the pigmented crystalline lens, and in the fovea through the 
macula lutea. Both of these filters markedly reduce the observers’ sensitivity to short-wavelength 
lights (see Fig. 6).

In the first part of this section, we describe how to adjust the cone spectral sensitivities back to 
their values at the photoreceptor. A related adjustment is to correct cone spectral sensitivities and 
CMFs for individual differences in lens and macular pigment densities. 

The calculation of photoreceptor sensitivities is straightforward given the lens [ ( )]dlens λ  and 
macular [ ( )]dmac λ  density spectra, as well as the respective scaling constants, klens and kmac, by which 
each should be multiplied. Beginning with the quantal corneal spectral sensitivity of, for example, the 
L cones [ ( )]l λ , the filtering by the lens pigment [ ( )]k dlens lens λ  and the macular pigment [ ( )]k dmac mac λ  
is removed:

 log [ ( )] log [ ( )] ( )10 10l l k d kr λ λ λ= + +lens lens macddmac( )λ  (6)

to give lr( )λ , the spectral sensitivity of the cones at the photoreceptor. The mean or standard dlens( )λ  
and dmac( )λ  spectra that are assumed appropriate for the Stockman and Sharpe 2° cone fundamen-
tals are tabulated in Table 2 of their paper.46 These densities correspond to a macular density of 
0.35 at 460 nm, and a lens density of 1.765 at 400 nm. For the standard 2° observer, the values of 
klens  and kmac are set to 1, but should be adjusted appropriately for individual observers or groups 
of observers with different lens and macular densities. For the mean 10° observer of Stockman and 
Sharpe, the values of klens and kmac are assumed to be 1 and 0.27, respectively.

To calculate back from photoreceptor to corneal sensitivities, the filtering by the lens and macular 
pigments is added back:

 log [ ( )] log [ ( )] ( )10 10l l k d krλ λ λ= − −lens lens macddmac( )λ  (7)

Again, klens and kmac should be adjusted as appropriate.
Macular pigment density can be estimated psychophysically from the differences between spectral 

sensitivities measured centrally and peripherally (in the macular-free area). Note, however, that such 
estimates can be affected by other changes between the two locations, such as photopigment optical 
density (see Fig. 2.5 of Ref. 21). Relative estimates of lens density can be obtained psychophysically by 
measuring spectral sensitivities in a macular-free area of the retina, and then comparing them with 
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mean spectral sensitivity data. Typically, rod spectral sensitivities are measured115 and then compared 
with mean rod data, such as the data for 50 observers measured by Crawford72 to obtain the mean 
standard rod spectral sensitivity function, V ′(l). Absolute lens density estimates can be obtained by 
comparing spectral sensitivities with photopigment spectra. See Ref. 21 for discussion.

Adjustments for Photopigment Optical Density As noted above, decreases and increases in phot-
opigment optical density result in a narrowing or broadening, respectively, of the cone spectral sen-
sitivity curves. Corrections for these changes are most easily applied to the cone fundamentals.

The photopigment optical density or absorbance spectra [ ( )]lOD λ  can be calculated from photo-
receptor spectral sensitivity [ ( )]lr λ  given the value of Dpeak, the peak optical density of the photopig-
ment, thus:

 l
l

D
r

OD
peak

( )
log [ ( )]

λ
λ

=
− −10 1

 (8)

Note that lr( )λ  should be scaled before applying Eq. (8) for lOD( )λ  to peak at 1. Stockman and 
Sharpe46 assume L-, M-, and S-cone Dpeak of 0.5, 0.5, and 0.4, respectively, for their mean 2° observer, 
and values of 0.38, 0.38, and 0.3 for their mean 10° observer.

The spectral sensitivity at the photoreceptor, lr( )λ , can be calculated from the normalized phot-
opigment optical density spectrum, lOD( )λ , by the inversion of Eq. (8) (see Ref. 116):

 lr
D l( ) ( )λ λ= − −1 10 peak OD  (9)

Calculations from corneal spectral sensitivities to retinal photopigment optical densities ignore 
changes in spectral sensitivity that may result from the structure of the photoreceptor or other ocular 
structures and pigments (unless they are incorporated in estimates of the lens or macular pigment 
density spectra).

Photopigment optical density can be estimated from the differences between spectral sensitivities 
or color matches obtained when the concentration of the photopigment is dilute and those obtained 
when it is in its normal concentration. This can be achieved psychophysically by comparing data 
obtained under bleached versus unbleached conditions or for obliquely versus axially presented 
lights. Bleaching measurements yield mean peak optical density values in the range 0.3 to 0.6, those 
that depend on oblique presentation in the range 0.7 to 1.0 and objective measures in the range 0.35 
to 0.57. See Ref. 21 for discussion.

Adjustments for Changes in Photopigment lmax Adjustments in the spectral position of the phot-
opigment spectra can be affected by shifting them along an appropriate spectral scale before apply-
ing Eq. (7) to restore the prereceptoral filtering, the appropriate scale being one that preserves the 
shapes of photopigment spectra, in general, as lmax changes (i.e., their shape should be invariant). An 
early proposal was by Dartnall117 who proposed a “nomogram” or template shape for photopigment 
spectra that was invariant when shifted along frequency or wavenumber (1/l, in units of cm–1) scale. 
Shape invariance, however, is better preserved when spectra are plotted as a function of log frequency 
or log wavenumber [log( / )]1 λ ,118–120 which is equivalent to log wavelength [log( )]λ  or normalized 
frequency ( / ).maxλ λ  Barlow121 has also proposed an abscissa of the fourth root of wavelength ( λ4 ).
A recent nomogram proposed by Govardovskii et al.122 is seeing considerable use. See also Eq. (8) of 
Ref. 46 for human photopigment nomograms. Linear wavelength scales (l) should not be used to 
shift pigment templates unless the spectral shift is quite small.

Opponent and Contrast Spaces

Cone coordinates are useful because they make explicit the responses of the initial physiological 
mechanisms thought to mediate color vision. A number of investigators have begun to use represen-
tations that attempt to represent the responses of subsequent postreceptoral mechanisms. Two basic 
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ideas underlie these representations. The first is the general opponent processing model described in 
companion chapter (Chap. 11) in this volume. We call representations based on this idea opponent 
color spaces. The second idea is that stimulus contrast is more relevant than stimulus magnitude.123 
We call spaces that are based on this second idea modulation or contrast color spaces. Some color 
spaces are both opponent and contrast color spaces.

Cone contrast space To derive coordinates in the cone contrast color space, the stimulus is first 
expressed in terms of its cone coordinates. The cone coordinates of a white point are then chosen. 
Usually these are the cone coordinates of a uniform adapting field or the spatio-temporal average 
of the cone coordinates of the entire image sequence. The cone coordinates of the white point are 
subtracted from the cone coordinates of the stimulus and the resulting differences are normalized 
by the corresponding cone coordinates of the white point.

The DKL color space Derrington, Krauskopf, and Lennie124 introduced an opponent modulation 
space that is now widely used. This space is closely related to the chromaticity diagram suggested 
by MacLeod and Boynton125 (see also Ref. 126). To derive coordinates in the DKL color space, the 
stimulus is first expressed in cone coordinates. As with cone contrast space, the cone coordinates of a 
white point are then subtracted from the cone coordinates of the stimulus of interest. The next step 
is to reexpress the resulting difference as tristimulus values with respect to a new choice of primaries 
that are thought to isolate the responses of post-receptoral mechanisms.127,128 The three primaries 
are chosen so that modulating two of them does not change the response of the photopic luminance 
mechanism (see section “Brightness Matching and Photometry”). The color coordinates corre-
sponding to these two primaries are often called the constant B and constant R and G coordinates. 
Modulating the constant R and G coordinates of a stimulus modulates only the S cones. Modulating 
the constant B coordinate modulates both the L and M cones but keeps the S-cone response con-
stant. Because the constant R and G coordinates are not allowed to change the response of the phot-
opic luminance mechanism, the DKL color space is well-defined only if the S cones do not contribute 
to luminance. The third primary of the space is chosen so that it has the same relative cone coordi-
nates as the white point. The coordinate corresponding to this third primary is called the luminance 
coordinate. Flitcroft110 and Brainard129 provide detailed treatments of the DKL color space.

Caveats The basic ideas underlying the use of opponent and modulation/contrast color spaces 
seem to be valid. On the other hand, there is not a general agreement about how signals from cones 
are combined into opponent channels, about how this combination depends on adaptation, or about 
how adaptation affects signals originating in the cones. Since a specific model of these processes is 
implicit in any opponent or modulation/contrast color space, coordinates in these spaces must be 
treated carefully. This is particularly true of contrast spaces, where the relation between the physical 
stimulus and coordinates in the space depends on the choice of white point. As a consequence, radi-
cally different stimuli can have identical coordinates in a contrast space. For example, 100 percent 
contrast monochromatic intensity gratings are all represented by the same coordinates in contrast 
color spaces, independent of their wavelength. Nonetheless, such stimuli appear very different to 
human observers. Identity of coordinates in a contrast color space does not imply identity of appear-
ance across different choices of white points. See Ref. 129 for more extended discussion.

Visualizing Color Data

A challenge facing today’s color scientist is to produce and interpret graphical representations of 
color data. Because color coordinates are three-dimensional, it is difficult to plot them on a two-
dimensional page. Even more difficult is to represent a dependent measure of visual performance as 
a function of color coordinates. We discuss several approaches.

Three-Dimensional Approaches One strategy is to plot the three-dimensional data in perspective. 
In many cases the projection viewpoint may be chosen to provide a clear view of the regularities of 
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interest in the data. In Fig. 7a the spectrum locus is shown in the LMS tristimulus space. The three-
dimensional structure of the data may be emphasized by the addition of various monocular depth 
cues to such figures, such as shading or drop lines. A number of computer graphics packages now 
provide facilities to aid in the preparation of three-dimensional perspective plots. Often these pro-
grams allow variation of the viewpoint and automatic inclusion of monocular depth cues.

Computer display technology also provides promise for improved methods of viewing three-
dimensional data. For example, it is now possible to produce computer animations that show plots 
that vary over time. Such plots have the potential for representing multidimensional data in a man-
ner that is more comprehensible to a human viewer than a static plot. Other interesting possibilities 
include the use of stereo depth cues and color displays. Online publication is making the use of such 
technologies more widely available for archival purposes.

Another approach to showing the three-dimensional structure of color data is to provide multiple 
two-dimensional views, as in a draftsman’s sketch. This is illustrated in Fig. 7.

Chromaticity Diagrams A second strategy for plotting color data is to reduce the dimensionality 
of the data representation. One common approach is through the use of chromaticity coordinates. 
Chromaticity coordinates are defined so that any two lights with the same relative color coordinates 
have identical chromaticity coordinates. That is, the chromaticity coordinates of a light are invariant 
with respect to intensity scaling. Because chromaticity coordinates have one fewer degree of freedom 
than color coordinates, they can be described by just two numbers and plotted in a plane. We call a 
plot of chromaticity coordinates a chromaticity diagram. A chromaticity diagram eliminates all 
information about the intensity of a stimulus.

M

S L

M

L L M

SS

(b)

(a)

(c) (d)

FIGURE 7 Three-dimensional views of color data. The figure shows the color coordinates of an equal energy spectrum 
in color space defined by the human cone sensitivities (connected closed circles) and the color coordinates of CIE daylight 
D65 (closed squares). (a) The data in perspective. (b, c, and d) Three two-dimensional views of the same data.
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There are many ways to normalize color coordinates to produce a set of chromaticity coordinates. 
In general, the chromaticity coordinates [ ( )r λ , g( )λ , and b( )]λ  of the spectrum locus are related to 
the CMFs [ ( )r λ , g( )λ , and b( )]λ  as follows:
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For the special case of the 1931 CMFs, we have:
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Figure 8 shows the spectrum locus in the 1931 CIE x, y chromaticity space with an approximate rep-
resentation of the colors associated with each coordinate. 

Neither r, g nor x, y chromaticity diagrams provide a strong visual connection between the data 
representation and the underlying cone mechanisms. For this reason, there is increasing use of chro-
maticity diagrams defined by the cone fundamentals. Figure 9 shows the spectrum locus plotted in l, 
m chromaticity coordinates.

A useful property of most chromaticity diagrams is that the chromaticity coordinates of the mix-
ture of two lights is always a weighted combination of chromaticity coordinates of the individual 
lights. This is easily verified for the CIE 1931 chromaticity diagram by algebraic manipulation. Thus 
the chromaticity of a mixture of lights will plot somewhere on the chord connecting the chromatici-
ties of the individual lights. Wyszecki and Stiles8 review a number of standard chromaticity diagrams 
not discussed here.

Implicit in the use of chromaticity coordinates is the assumption that scalar multiplication of the 
stimuli does not affect the visual performance being plotted. If the overall intensity of the stimuli 
matter, then the use of chromaticity coordinates can obscure important regularities. For example, the 
shape of color discrimination contours (see “Color Discrimination” in Sec. 10.6 and the Chap. 11) 
depends on how the overall intensity of the stimuli covaries with their chromaticities. Yet these con-
tours are often plotted on a chromaticity diagram. This practice can lead to misinterpretation of the 
discrimination data. We recommend that plots of chromaticity coordinates be treated with some 
caution.

Functions of Wavelength Color data are often represented as functions of wavelength. The wave-
length spectrum parameterizes a particular path through the three-dimensional color space. The 
exact path depends on how overall intensity covaries with wavelength. For an equal energy spectrum, 
the path is illustrated by Fig. 7.

Wavelength representations are particularly useful in situations where knowing the value of a 
function for the set of monochromatic stimuli provides a complete characterization of performance. 
Color-matching functions, for example, are usefully plotted as functions of wavelength because these 
functions may be used to predict the tristimulus values of any light. Plots of detection threshold 
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FIGURE 8 CIE 1931 xy chromaticity diagram. (a) A perspective 
view of the CIE 1931 XYZ tristimulus space. The ray shows a locus of 
points with constant chromaticity coordinates. The actual chromaticity 
coordinates for each ray are determined by where the ray intersects the 
plane described by the equation X + Y + Z = 1. This plane is indicated. 
The X and Y tristimulus values at the point of intersection are the x and 
y chromaticity coordinates for the ray. (b) The chromaticity coordinates 
of an equal energy spectrum with the interior colored to provide a 
rough indication of the color appearance of a stimulus of each chroma-
ticity when viewed in a neutral context.
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versus wavelength, on the other hand, cannot be used to predict the detection threshold for arbitrary 
lights.130 Just as the chromaticity diagram tends to obscure the potential importance of manipulating 
the overall intensity of light, wavelength representations tend to obscure the potential importance of 
considering mixtures of monochromatic lights.

Colorimetric Measurements

To apply the formulas described in this chapter, it is often necessary to measure the colorimetric 
properties of stimuli. The most general approach is to measure the full spectral power distribu-
tion of the stimuli. Often, however, it is not necessary to know the full spectral power distribution; 
knowledge of the tristimulus values (in some standard color space) is sufficient. For example, the 
color space transformations summarized in Table 3 depend on the full spectral power distributions 
of the primaries only through their tristimulus values.

Specialized instruments, called colorimeters, can measure tristimulus values directly. These instru-
ments typically operate using the same principles as photometers with the exception that they have 
three calibrated filters rather than just one. Each filter mimics the spectral shape of one of the color-
matching functions. Wyszecki and Stiles discuss the basics of colorimeter design.8 Colorimeters are 
generally less expensive than radiometers and are thus an attractive option when full spectral data are 
not required.

Two caveats are worth noting. First, it is technically difficult to design filters that exactly match 
a desired set of color-matching functions. Generally, commercial colorimeters are calibrated so that 
they give accurate readings for stimuli with broadband spectral power distributions. For narrow band 
stimuli (e.g., the light emitted by the red phosphor of many color monitors) the reported readings 
may be quite inaccurate. Second, most colorimeters are designed according to the CIE 1931 standard. 
This may not be an optimal choice for the purpose of predicting the matches of an average human 
observer.
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and Sharpe46 2° l, m cone chromaticity space. The L- (red 
diamond), M- (green circle), and S- (blue square) cone fun-
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10.5 MATRIX REPRESENTATIONS AND CALCULATIONS

Introduction

In the remainder of the chapter we move away from the conventional representation of colorimet-
ric data and formulae as continuous functions of wavelength to their representation as vectors and 
matrices. Matrix algebra greatly simplifies the implementation of colorimetry on digital computers. 
Although a discrete representation provides only samples of the underlying function of wavelength, 
the information loss caused by this sampling can be made arbitrarily small by sampling at smaller 
intervals.

Notation for Matrix Calculations The conventional notation used in colorimetry does not lend 
itself easily to matrix and vector representations, and at the risk of some confusion between the 
notation used in Secs. 10.3 “Fundamentals of Colorimetry” and 10.4 “Color Coordinate Systems” 
and that used here and in Sec. 10.6 “Topics,” we now switch notational conventions. Table 2 provides 
a glossary of the major symbol usage for the matrix formulation. The following notational conven-
tions are used: (a) scalars are denoted with italic symbols, (b) vectors are denoted with lowercase 
bold symbols, and (c) matrices are denoted with uppercase bold symbols. Symbols used in the 
appendix are generic.

Stimulus Representation

Vector Representation of Spectral Functions Suppose that spectral power density has been mea-
sured at Nl discrete sample wavelengths l1 . . . lNl

, each separated by an equal wavelength step 
Δl. As shown in Fig. 10, we can represent the measured spectral power distribution using an Nl 
dimensional column vector b. The nth entry of b is simply the measured power density at the nth 
sample wavelength multiplied by Δl. Note that the values of the sample wavelengths l1 . . .

 lNl
 and 

wavelength step Δl are not explicit in the vector representation. These values must be provided as 
side information when they are required for a particular calculation. In colorimetric applications, 
sample wavelengths are typically spaced evenly throughout the visible spectrum at steps of 1, 5, or 
10 nm. We follow the convention that the entries of b incorporate Δl, however, so that we need not 
represent Δl explicitly when we approximate integrals over wavelength.

Manipulation of Light Intensity scaling is an operation that changes the overall power of a 
light at each wavelength without altering the relative power between any pair of wavelengths. 

TABLE 3 Color Space Transformations 

Spectral Functions Known

Source Destination M Notes

Primaries P1 CMFs T2 M = T2P1
CMFs T1 Primaries P2 M = (T1P2)

–1

Primaries P1 Primaries P2 M = (TP2)
–1(TP1) T is any set of CMFs.

CMFs T1 CMFs T2 T2 = MT1 Use regression to find M.

One Space Specified in Terms of Other

Known Tristimulus Coordinates How to Construct M

Source primaries known in destination space. Put them in columns of M.
Source CMFs known in destination space. Put them in rows of M–1.
Destination primaries known in source space. Put them in columns of M–1.
Destination CMFs known in source space. Put them in rows of M.

CMFs stands for color matching functions.
The table summarizes how to form the matrix M that transforms color coordinates between two spaces.
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The superposition of two lights is an operation that produces a new light whose power at each 
wavelength is the sum of the power in the original lights at the corresponding wavelength. The 
effects of both manipulations may be expressed using matrix algebra. 

We use scalar multiplication to represent intensity scaling. If a light b1 is scaled by a factor a, then 
the result b is given by the equation b = b1a. The expression b1a represents a vector whose entries are 
obtained by multiplying the entries of the vector b1 by the scalar a. Similarly, we use vector addition to 
represent superposition. If we superimpose two lights b1 and b2, then the result b is given by the equation 
b = b1 + b2. The expression b1 + b2 represents a vector whose entries are obtained by adding the entries of 
the vectors b1 and b2 component by component. Figures 11 and 12 depict both of these operations.
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FIGURE 10 The vector representation of functions of wavelength. 
The plot shows a spectral power distribution measured at 10-nm inter-
vals between 400 and 700 nm. Each point on the plot represents the 
power at a single sample wavelength. The vector b on the right depicts the 
vector representation of the same spectral power distribution. The nth 
entry of b is simply the measured power density at the nth sample wave-
length times Δl. Thus b1 is derived from the power density at 400 nm, b2 
is derived from the power density at 410 nm, and b31 is derived from the 
power density at 700 nm.
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FIGURE 11 Representation of intensity scaling. Suppose that light b 
is created by reducing the power in light b1 by a factor of 0.5 at each wave-
length. The result is shown graphically in the plot. The vector representation 
of the same relation is given by the equation b = b10.5.
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Linear Models for Spectral Functions Intensity scaling and superposition may be used in combina-
tion to produce a wide range of spectral functions. Suppose that we have a set of Nb lights that we can 
individually scale and superimpose. Let the vectors b1 . . .

 bNb 
represent the spectral power distribu-

tions of these lights. In this case, we can produce any spectral power distribution b that has the form

 b = b1a1 + . . . + bNb
aNb

 (12)

Now suppose we know that a spectral function b is constrained to have the form of Eq. (12) where 
the vectors b1 . . . bNb

 are known. Then we can specify b completely by providing the values of the 
scalars a1 . . . aNb

. If the number of primaries Nb is less than the number of sample wavelengths Nl, 
then this specification is more efficient (i.e., requires fewer numbers) than specifying the entries of b
directly. We say that the spectral functions that satisfy Eq. (12) are described by (or lie within) a linear 
model. We call Nb the dimension of the linear model. We call the vectors b1 . . . bNb the basis vectors 
for the model. We call the scalars a1 . . . aNb

 required to construct any particular spectral function the 
model weights for that function.

Matrix Representation of Linear Models Equation (12) can be written using vector and matrix nota-
tion. Let B be an Nl by Nb dimensional matrix whose columns are the basis vectors b1 . . . bNb

. We call 
B the basis matrix for the linear model. The composition of the basis matrix is shown pictorially on 
the left of Fig. 13. Let a be an Nb dimensional vector whose entries are the weights a1 . . . aNb

. Figure 13 
also depicts the vector a. Using B and a we can re-express Eq. (12) as the matrix multiplication

 b = Ba (13)

The equivalence of Eqs. (12) and (13) may be established by direct expansion of the definition of 
matrix multiplication (see App. A). A useful working intuition for matrix multiplication is that the 
effect of multiplying a matrix times a vector (e.g., Ba) is to produce a new vector (e.g., b) that is a 
weighted superposition of the columns of the matrix (e.g., B), where the weight for column bi is given 
by the ith weight, ai, in a.

Use of Linear Models When we know that a spectral function is described by a linear model, we 
can specify it by using the weight vector a. The matrix B, which is determined by the basis vectors, 
specifies the side information necessary to convert the vector a back to the discrete wavelength 
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the plot. The vector representation of the same relation is given by the equation 
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representation b. When we represent spectral functions in this way, we say that we are representing 
the functions within the specified linear model.

Representing spectral functions within a small-dimensional linear model places strong constraints 
on the form of functions. As the dimension of the model grows, linear models can represent progres-
sively wider classes of spectral power distributions. In many cases of interest, there is prior informa-
tion that allows us to assume that spectra are indeed described by a linear model. A common exam-
ple of this situation is the light emitted from a computer controlled color monitor. Such a monitor 
produces different spectral power distributions by scaling the intensity of the light emitted by three 
different types of phosphor (see Chap. 22). Thus the emitted light lies within a three-dimensional 
linear model whose basis vectors are given by the emission spectra of the monitor’s phosphors. Linear 
model constraints also turn out to be useful for describing naturally occurring surface and illuminant 
spectra.

Note that representing spectral functions within linear models is a generalization of, rather than an 
alternative to, the more traditional wavelength representation. To understand this, we need to only note 
that we can choose the basis vectors of the linear model to be discrete delta functions centered at each 
sample wavelength. We refer to this special choice of basis vectors as the identity basis or wavelength 
basis. We refer to the corresponding linear model as the identity model. For the identity model, the 
basis matrix B is the (square) Nl by Nl identity matrix, where Nl is the number of sample wavelengths. 
The identity matrix contains ones along its main diagonal and zeros elsewhere. Multiplying the identity 
matrix times any vector simply results in the same vector. From Eq. (13), we can see that when B is the 
identity matrix, the representation of any light b within the linear model is simply b = a.

Sampling the Visible Spectrum To use a discrete representation for functions of wavelength, it is 
necessary to choose a sampling range and sampling increment. Standard practice varies consider-
ably. The Commission Internationale de l’Éclairage (International Commission on Illumination, 
commonly referred to as the CIE) provides recommendations on the sampling of the visible spec-
trum.10 For many applications, using 5-nm increments between 380 and 780 nm is sufficient, and 
coarser sampling at 10 nm between 400 and 700 nm is not uncommon. In cases where a subset of 
the spectral data required for a calculation is not available, interpolation or extrapolation may be 
used to estimate the missing values.

Vector Representation of Colorimetric Data

The Basic Color-Matching Experiment In the maximum saturation experiment color matching 
(see Fig. 3), observer’s task is to adjust the spectral power distribution bm of the matching light on 
one side of the bipartite field to match the appearance of the spectral power distribution bt of the 

B = b1b2 bNb

a =

a1

a2

aNb

b = B
a

• • •

FIGURE 13 Vector representation of linear models. 
The matrix B represents the basis vectors of the linear model. 
The vector a represents the model weights required to form a 
particular spectral power distribution b. The relation between 
b, a, and B is given by Eq. (13) and is depicted on the right of 
the figure.
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test light on the other side of the field. As described above, the matching light’s spectral power distri-
bution is described completely by a three-dimensional linear model whose basis vectors are the pri-
mary lights’ spectral power distributions. The tristimulus values of a test light are precisely the linear 
model weights required to form the matching light. We denote the primary spectral power distribu-
tions by the vectors p1 . . .

 p3. The associated linear model matrix P contains these vectors in its three 
columns. We denote the tristimulus values of a light using the three-dimensional vector t. Thus we 
can use the tristimulus values of any test light b to reconstruct a matching light Pt such that:

 b ~ Pt (14)

We emphasize that in general that Pt will not be equal to b.

Grassmann’s Laws Revisited In vector notation, the proportionality law states

if b1 ~ b2 

then  b1a ~ b2a (15)

where a is a scalar that represents any intensity scaling. The additivity law states

if b1 ~ b2  and  b3 ~ b4 

then  b1+ b3 ~ b2 + b4 (16)

The proportionality law allows us to determine the relation between the tristimulus values of a 
light and the tristimulus values of a scaled version of that light. Suppose that b ~ Pt. Applying the 
proportionality law, we conclude that for any scalar a, we have ba ~ (P t) a. Because matrix multiplica-
tion is associative, we can conclude that

if b ~ Pt

then ba ~ P (ta) (17)

This means that the tristimulus values of a light ba may be obtained by scaling the tristimulus
values t of the light b. A similar argument shows that the additivity law determines the relation 
between the tristimulus values of two lights and the tristimulus values of their superposition

if b1 ~ Pt1  and  b2 ~ Pt2 

then b1 + b2 ~ P (t1 + t2) (18)

Implication of Grassmann’s laws If the tristimulus values of the basis vectors for a linear model 
are known, then Grassmann’s laws allow us to determine the tristimulus values of any light within 
the linear model. Let t1 . . . tNb 

be the tristimulus values corresponding to the model basis vectors and 
let TB be the 3 by Nb matrix whose columns are t1 . . . tNb

. For any light b within the linear model, we 
can write that b = Ba where a now represents the vector of weights to be applied to each basis vector 
to produce b. By expanding this matrix product and applying Eqs. (17) and (18), it is possible to 
show that the tristimulus values of b are given by the matrix product

 t = TBa (19)

Equation (19) is very important. It tells how to compute the tristimulus values for any light within 
a linear model from the tristimulus values for each of the basis vectors. Thus a small number of color 
matches (one for each of the basis vectors) allow us to predict color matches for a large number of 
lights, that is, any light within the linear model.

Color-Matching Functions and Cone Fundamentals Let T be the matrix of tristimulus values for 
the basis vectors of the identity model (i.e., equal energy monochromatic lights). In this case T has 



COLORIMETRY  10.29

dimensions 3 by Nl, where Nl is the number of sample wavelengths. Each column of T is the tris-
timulus values for a monochromatic light. Within the identity model, the representation of any light 
b is simply b itself. From Eq. (19) we conclude directly that the tristimulus values for any light are 
given by

 t = Tb (20)

Once we know the tristimulus values for a set of monochromatic lights centered at each of the sam-
ple wavelengths, we can use Eq. (20) to compute the tristimulus values of any light. Equation (20) is 
the matrix algebra version of Eq. (2).

We can regard each of the rows of T as a function of wavelength, and in doing so we can identify 
these as the standard color-matching functions obtained with respect to the primaries used in the 
matching experiment. 

We can similarly represent the spectral sensitivity functions of the three classes of cones by the 
rows of a 3 by Nl matrix R. Let r be a three-dimensional vector whose entries are the cone quantal 
absorption rates of an arbitrary light represented by b. We can compute the absorption rates through 
the matrix equation 

 r = Rb (21)

This computation accomplishes the wavelength-by-wavelength multiplication and summation for 
each cone class.

We use the term cone coordinates to refer to the vector r. We can relate cone coordinates to tris-
timulus values in a straightforward manner. Suppose that in a color-matching experiment performed 
with primaries P we find that a light b has tristimulus values t. From our mechanistic explanation of 
color matching in terms of the cones, we have that

 r = Rb = RPt (22)

Recall that the matrix P holds the power spectrum of the three primaries used in a matching experi-
ment. If we define the matrix MT,R = (RP), we see that the tristimulus values of a light are related to 
its cone coordinates by the linear transformation

 r = MT,Rt  (23)

By comparing Eq. (20) with Eq. (22) and noting that these equations hold for any light b, we derive

 R = MT,RT  (24)

Equation (24) has the key implication, which we took advantage of in Sec. 10.4 “Color Coordinate 
Systems” [Eqs. (3) and (4)], that the color-matching experiment determines the cone sensitivities up 
to a free linear transformation, the matrix MT,R of Eq. (24).

Transformations between Color Spaces

Because of the large number of color spaces currently in use, the ability to transform data between 
various color spaces is of considerable practical importance. The derivation of such transformations 
depends on what is known about the source and destination color spaces. Below we discuss cases 
where both the source and destination color space are derived from the same underlying observer 
(i.e., when the source and destination color spaces both predict identical color matches). Table 3 
summarizes these transformations. When the source and destination color spaces are characterized 
by a different underlying observer (e.g., if they are based on different CMFs) the transformation is 
more difficult and often cannot be done exactly. We discuss possible approaches in section “Color 
Cameras and Other Visual Systems.”



10.30  VISION AND VISION OPTICS

Source Primaries and Destination Color-Matching Functions Known Let P1 be the matrix repre-
senting the spectral power distributions of a set of known primaries, with one primary in each column. 
Let T2 be the matrix representing a known set of color-matching functions (e.g., the CIE 1931 XYZ 
color-matching functions), with one function in each of its three rows. We would like to determine 
a transformation between the color coordinate system specified by P1 and that specified by T2. 
For example, linearized frame buffer values input to a computer-controlled color monitor may be 
thought of as tristimulus values in a color space defined by the monitor’s phosphor emission spec-
tra. The transformation we seek allows computation of the CIE 1931 tristimulus values from the 
linearized frame buffer values.

We start by using Eq. (20) to compute the tristimulus values, with respect to T2, for the three 
primary lights specified by P1. Each of these primaries is contained in a column of P1, so that we may 
perform this calculation directly through the matrix multiplication

 MP,T = T2P1 (25)

Let the matrix P2 represent the destination primaries. We do not need to know these explicitly, only 
that they exist. The meaning of Eq. (25) is that

 P1 ~ P2MP,T (26)

where we have generalized the symbol “~” to denote a column-by-column visual match for the 
matrices on both sides of the relation. This relation follows because the columns of MP,T specify how 
the destination primaries should be mixed to match the source primaries. Equation (26) tells us that 
we can substitute the three lights represented by the columns of P2 MP,T for the three lights repre-
sented by the columns of P1 in any color matching experiment. In particular, we may make this sub-
stitution for any light b with tristimulus values t1 in the source color coordinate system. We have

 b ~ P1t1 ~ P2MP,Tt1 (27)

By inspection, this tells us that the three-dimensional vector

 t2 = MP,T t1 (28)

is the tristimulus values of b in the destination color coordinate system.
Equation (28) provides us with the means to transform tristimulus values from a coordinate system 

where the primaries are known to one where the color-matching functions are known. The transforma-
tion matrix MP,T required to perform the transformation depends only on the known primaries P1 and 
the known color-matching functions T2. Given these, MP,T may be computed directly from Eq. (25).

Source Color-Matching Functions and Destination Primaries Known A second transformation 
applies when the color-matching functions in the source color space and the primaries in the desti-
nation color space are known. This will be the case, for example, when we wish to render a stimulus 
specified in terms of CIE 1931 tristimulus values on a calibrated color monitor.

Let T1 represent the known color-matching functions and P2 represent the known primaries. By 
applying Eq. (28) we have that the relation between source tristimulus values and the destination tris-
timulus values is given by t1 = MP,Tt2. This is a system of linear equations that we may solve to find an 
expression for t2 in terms of t1. In particular, as long as the matrix MP,T is nonsingular, we can convert 
tristimulus values using the relation

 t2 = MT,Pt1 (29)

where we define 

 MT,P = (MP,T)–1 = (T1P2 )
–1 (30)
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Source and Destination Primaries Known A third transformation applies when the primaries of 
both the source and destination color spaces are known. One application of this transformation is to 
generate matching stimuli on two different calibrated monitors.

Let P1 and P2 represent the two sets of primaries. Let T represent a set of color-matching functions 
for any human color coordinate system. (There is no requirement that the color-matching functions 
be related to either the source or the destination primaries. For example, the CIE 1931 XYZ color-
matching functions might be used.) To do the conversion, we simply use Eq. (28) to transform from 
the color coordinate system described by P1 to the coordinate system described by T. Then we use 
Eq. (29) to transform from the coordinates system described by T to the coordinate system described 
by P2. The overall transformation is given by

 t2 = MP,P t1 = (MT,P2
)(MP1,T) t1 = (TP2)

–1 (TP1)t1 (31)

It should not be surprising that this transformation requires the specification of a set of color-
matching functions. These color-matching functions are the only source of information about the 
human observer in the transformation equation.

Source and Destination Color-Matching Functions Known Finally, it is sometimes of interest to 
transform between two color spaces that are specified in terms of their color-matching functions. 
An example is transforming between the space defined by the Stiles and Burch 10° color-matching 
functions34 and the space defined by the Stockman and Sharpe 10° cone fundamentals.46

Let T1 and T2 represent the source and destination color-matching functions. Our development 
above assures us that there is some three-by-three transformation matrix, call it MT,T, that transforms 
color coordinates between the two systems. Recall that the columns of T1 and T2 are themselves tris-
timulus values for corresponding monochromatic lights. Thus MT,T must satisfy

 T2 = MT,TT1 (32)

This is a system of linear equations where the entries of MT,T are the unknown variables. This system 
may be solved using standard regression methods. Once we have solved for MT,T, we can transform 
tristimulus values using the equation

 t2 = MT,T t1 (33)

The transformation specified by Eq. (33) will be exact as long as the two sets of color-matching 
functions T1 and T2 characterize the performance of the same observer. One sometimes wishes, how-
ever, to transform between two color spaces that are defined with respect to different observers. For 
example, one might want to convert CIE 1931 XYZ tristimulus values to Judd-Vos modified tris-
timulus values. Although the regression procedure described here will still produce a transformation 
matrix in this case, the result of the transformation is not guaranteed to be correct.4 We will return to 
this topic in section “Color Cameras and Other Visual Systems.”

Interpreting the Transformation Matrix It is useful to interpret the rows and columns of the matri-
ces derived in the preceding sections. Let M be a matrix that maps the color coordinates from a source 
color space to a destination color space. Both source and destination color spaces are associated with a 
set of primaries and a set of color-matching functions. From our derivations above, we can conclude 
that the columns of M are the coordinates of the source primaries in the destination color space [see 
Eq. (25)] and the rows of M provide the destination color-matching functions with respect to the 
linear model whose basis functions are the primaries of source color space (see subsection “Use of 
Linear Modes” in Sec. 10.5). Similarly, the columns of M–1 are the coordinates of the destination pri-
maries in the source color-matching space and the rows of M–1 are the source color-matching func-
tions with respect to the linear model whose basis functions are the primaries of the destination color 
space. Thus in many cases it is possible to construct the matrix M without full knowledge of the spec-
tral functions. This can be of practical importance. For example, monitor manufacturers often specify 
the CIE 1931 tristimulus values of their monitors’ phosphors. In addition, colorimeters that measure 
tristimulus values directly are often more readily available than spectral radiometers.
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Transforming Primaries and Color-Matching Functions We have shown that color coordinates 
in any two color spaces may be related by applying a linear transformation M. The converse is also 
true. If we pick any nonsingular linear transformation M and apply it to a set of color coordinates 
we have defined a new color space that will successfully predict color matches. The color-matching 
functions for this new space will be given by T2 = MT1. A set of primaries for the new space will be 
given by P2 = P1M–1. These derived primaries are not unique. Any set of primaries that match the 
constructed primaries will also work.

The fact that new color spaces can be constructed by applying linear transformations has an 
important implication for the study of color. If we restrict attention to what we may conclude from 
the color-matching experiment, we can only determine the psychological representation of color up 
to a free linear transformation. There are two attitudes one can take toward this fact. The conservative 
attitude is to refrain from making any statements about the nature of color vision that depend on a 
particular choice of color space. The other is to appeal to experiments other than the color-matching 
experiment to choose a privileged representation.

10.6 TOPICS

Surfaces and Illuminants

As shown in Fig. 1, the light reaching the eye is often formed when light from an illuminant reflects 
from a surface. Illuminants and surfaces are of interest in color reproduction applications involving 
inks, paints, and dyes and in lighting design applications.

Reflection Model Illuminants are specified by their spectral power distributions. We will use the 
vector e to represent illuminant spectral power distributions. In general, the interaction of light with 
matter is quite complex. For many applications, however, a rather simple model is acceptable. Using 
this model, we describe a surface by its surface reflectance function. The surface reflectance function 
specifies, for each sample wavelength, the fraction of illuminant power that is reflected to the observer. 
We will use the vector s to represent surface reflectance spectra. Each entry of s gives the reflectance 
measured at a single sample wavelength. Thus the spectral power distribution b of the reflected light 
is given by the wavelength-by-wavelength product of the illuminant spectral power distribution and 
the surface reflectance function.

The most important consideration neglected in this formulation is viewing geometry. The relation 
between the radiant power emitted by a source of illumination, the material properties of a surface, 
and the radiant power reaching an observer can depend strongly on the viewing geometry. In our 
formulation, these geometrical factors must be incorporated implicitly into the specification of the 
illuminant and surface properties, so that any actual calculation is specific to a particular viewing 
geometry. Moreover, the surface reflectance must be understood as being associated with a particular 
image location, rather than with a particular object. A topic of current research in computer graph-
ics is to find accurate and efficient ways to specify illuminants and surfaces for rendering,131,132 and 
parallel work in human vision seeks to understand how the reflectance of spatially complex objects is 
perceived.133–136 A second complexity that we neglect is fluorescence.

Computing the Reflected Light The relation between the surface reflectance function and the 
reflected light spectral power distribution is linear if the illuminant spectral power distribution 
is held fixed. We form the Nl by Nl diagonal illuminant matrix E whose diagonal entries are the 
entries of e. This leads to the relation b = Es. By substituting into Eq. (20), we arrive at an expression 
for the tristimulus values of the light reflected from a surface:

 t = (TE)s (34)

where T holds the colour matching functions in its three rows. The matrix (TE) in this equation plays 
exactly the same role as the color-matching functions do in Eq. (20). Any result that holds for spectral 
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power distributions may thus be directly extended to a result for surface reflectance functions when 
the illuminant is known and held fixed (see subsection “Color Coordinates of Surfaces” in Sec. 10.6).

Linear Model Representations for Surfaces and Illuminants Judd, MacAdam, and Wyszecki137 
measured the spectral power distributions of a large number of naturally occurring daylights. They 
determined that a four-dimensional linear model provided a good description of their spectral mea-
surements. Consideration of their results and other daylight measurements led the CIE to standardize 
a three-dimensional linear model for natural daylights.10 Figure 14 depicts a daylight spectral power 
distribution measured by the first author and its approximation using the first two basis vectors of 
the CIE linear model for daylight.

Cohen138 analyzed the reflectance spectra of a large set of Munsell papers139,140 and concluded that 
a four-dimensional linear model provided a good approximation to the entire data set. Maloney141 

reanalyzed these data, plus a set of natural spectra measured by Krinov142 and confirmed Cohen’s 
conclusion. More recently, reflectance measurements of the spectra of additional Munsell papers and 
natural objects143,144 have been described by small-dimensional linear models. Figure 15 shows a mea-
sured surface reflectance spectrum (red cloth, measured by the first author) and its approximation 
using Cohen’s four-dimensional linear model.
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FIGURE 14 The figure shows a daylight spectral power 
distribution and its approximation using the CIE linear model 
for daylight. For this particular illuminant, only two basis 
functions were required to provide a very good fit.
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FIGURE 15 The figure shows a measured sur-
face reflectance function and a fit to it using Cohen’s 
four-dimensional linear model.138 
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It is not yet clear why natural illuminant and surface spectra are well-approximated by small-
dimensional linear models nor how general this conclusion is. Maloney141 provides some specula-
tions. None the less, the assumption that natural spectra do lie within small-dimensional linear models 
seems reasonable in light of the currently available evidence. This assumption makes possible a number 
of interesting practical calculations, as we illustrate in some of the following sections.

Determining a Linear Model from Raw Spectral Data Given a set of spectral measurements, it 
is possible, for any integer Nb, to find the Nb dimensional linear model that best approximates the 
spectral data set (in a least squares sense). Suppose that the data set consists of Nmeas spectra, each of 
which is represented at Nl sample wavelengths. Let X be an Nl by Nmeas data matrix whose columns 
represent the individual spectral measurements. The goal of the calculation is to determine the Nl 
by Nb matrix B and an Nb by Nmeas matrix of coefficients A such that the linear model approxima-

tion X
~

 = BA is the best least squares approximation to the data matrix X over all possible choices of 
B and A.

The process of finding the matrix B is called one mode components analysis.145,146 It is very 
closely related to the principle components analysis technique discussed in most multivariate sta-
tistics texts.147 One mode 1 components analysis may be accomplished numerically through the use 
of the singular value decomposition.27,148 We define the singular value decomposition in Sec. 10.7 
“Appendix—Matrix Algebra.” To see how the singular value decomposition is used to determine an 
Nb dimensional linear model for X, consider Fig. 16. Figure 16a depicts the singular value decomposi-
tion of an Nl by Nmeas matrix X for the case Nmeas > Nl, where the two matrices D and VT have been 
collapsed. This form makes it clear that each column of X is given by a linear combination of the 
columns of U. Furthermore, for each column of X, the weights needed to combine the columns of 
U are given by the corresponding column of the matrix DVT. Suppose we choose an Nb dimensional 
linear model B for the data in X by extracting the first Nb columns of U. In this case, it should be clear 
that we can form an approximation X

~
 to the data X as shown in Fig. 16b. Because the columns of U

are orthogonal, the matrix A consists of the first Nb rows of DVT. The accuracy of the approxima-
tion depends on how important the columns of U excluded from B were to the original expression 
for X. Under certain assumptions, it can be shown that choosing B as above produces a linear model 
that minimizes the squared error of the approximation, for any choice of Nb.

145 Thus computing the 
singular value decomposition of X allows us to find a good linear model of any desired dimension for 
Nb < Nl. Computing linear models from data is quite feasible on modern desktop computers.

Although the above procedure produces the linear model that provides the best least squares fit 
to a data set, there are a number of additional considerations that should go into choosing a linear 

X = U DVT

X = B
A

(a)

(b)

FIGURE 16 (a) The figure depicts the singular value 
decomposition (SVD) of an Nl by Nmeas matrix X for the 
case Nmeas > Nl. In this view we have collapsed the two 
matrices D and VT. To determine an Nb dimensional linear 
model B for the data in X we let B consist of the first Nb 
columns of U. (b) The linear model approximation of the 
data is given by X̂  = BA, where A consists of the first Nb 
rows of DVT. 
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model. First, we note that the choice of linear model is not unique. Any nonsingular linear combina-
tion of the columns of B will produce a linear model that provides an equally good account of the 
data. Second, the least squares error measure gives more weight to spectra with large amplitudes. In 
the case of surface spectra, this means that the more reflective surfaces will tend to drive the choice of 
basis vectors. In the case of illuminants, the more intense illuminants will tend to drive the choice. To 
avoid this weighting, the measured spectra are sometimes normalized to unit length before perform-
ing the singular value decomposition. The normalization equalizes the effect of the relative shape 
of each spectrum in the data set.141 Third, it is sometimes desired to find a linear model that best 
describes the variation of a data set around its mean. To do this, the mean of the data set should 
be subtracted before performing the singular value decomposition. When the mean of the data is 
subtracted, one mode components analysis is identical to principle components analysis. Finally, 
there are circumstances where the linear model will be used not to approximate spectra but rather to 
approximate some other quantity (e.g., color coordinates) that depend on the spectra. In this case, 
more general techniques, closely related to those discussed here, may be used.149

Approximating a Spectrum with Respect to a Linear Model Given an Nb dimensional linear 
model B, it is straightforward to find the representation of any spectrum with respect to the linear 
model. Let X be a matrix representing the spectra of functions to be approximated. These spectra 
do not need to be members of the data set that was used to determine the linear model. To find 
the matrix of coefficients A such that X

~
 = BA best approximates X we use simple linear regression. 

Regression routines to solve this problem are provided as part of any standard matrix algebra software 
package.

Digital Image Representations If in a given application illuminants and surfaces may be repre-
sented with respect to small-dimensional linear models, then it becomes feasible to use point-by-
point representations of these quantities in digital image processing. In typical color image processing, 
the image data at each point are represented by three numbers at each location. These numbers 
are generally tristimulus values in some color space. In calibrated systems, side information about 
the color-matching functions or primary spectral power distributions that define the color space is 
available to interpret the tristimulus values. It is straightforward to generalize this notion of color 
images by allowing the images to contain Nb numbers at each point and allowing these numbers to 
represent quantities other than tristimulus values.7 For example, in representing the image produced 
by a printer, it might be advantageous to represent the surface reflectance at each location.150 If the 
gamut of printed reflectances can be represented within a small-dimensional linear model, then rep-
resenting the surface reflectance functions with respect to this model would not require much more 
storage than a traditional color image.7 The basis functions for the linear model only need be rep-
resented once, not at each location. But by representing reflectances rather than tristimulus values, 
it becomes possible to compute what the tristimulus values reflected from the printed image would 
be under any illumination. We illustrate the calculation in the next section. Because of the problem 
of metamerism (see subsection “Computing the Reflected Light”), this calculation is not possible if 
only the tristimulus values are represented in the digital image. To avoid this limitation, hyperspectral 
images record full spectra at each image location.151–153

Simulation of Illuminated Surfaces Consider the problem of producing a signal on a monitor that 
has the same tristimulus values as a surface under a variety of different illuminants. The solution 
to this problem is straightforward and is useful in a number of applications. These include render-
ing digitally archived paintings,154,155 generating stimuli for use in psychophysics,156 and producing 
photorealistic computer-generated imagery.17 We show the calculation for the data at a single image 
location. Let a be a representation of the surface reflectance with respect to an Nb dimensional linear 
model B. Let E represent the illuminant spectral power distribution in diagonal matrix form. Let T
represent the color-matching functions for a human observer, and P represent the primary phos-
phor spectral power distributions for the monitor on which the surface will be rendered. We wish 
to determine tristimulus values t with respect to the monitor primaries so that the light emitted 
from the monitor will appear identical to the light reflected from the simulated surface under the 
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simulated illuminant. From Eqs. (13) (cast as s = Ba), (34), (29), and (30) we can write directly the 
desired rendering equation

 t = [(TP)–1(TE)B]a (35)

The rendering matrix [(TP)–1 (TE)B] has dimensions 3 by Nb and maps the surface weights directly 
to monitor tristimulus values. It is quite general, in that we may use it for any calibrated monitor 
and any choice of linear models. It does not depend on the particular surface being rendered and 
may be computed once for an entire image. Because the rendering matrix is of small dimension, ren-
dering of this sort is feasible, even for very large images. As discussed in subsection “Transformations 
between Color Spaces” in Sec. 10.5, it may be possible to determine the matrix MT,P = (TP)–1 directly. 
A similar shortcut is possible for the matrix (TE)B. Each column of this matrix is the tristimulus 
values of one linear model basis vector under the illuminant specified by the matrix E.

Color Coordinates of Surfaces Our discussion thus far has emphasized describing the color coordi-
nates of lights. In many applications of colorimetry, it is desirable to describe the color properties of 
reflective objects. One efficient way to do this, as described above, is to use linear models to describe 
the full surface reflectance functions. Another possibility is to specify the color coordinates of the 
light reflected from the surface under standard illumination. This method allows the assignment of 
tristimulus values to surfaces in an orderly fashion.

The CIE has standardized several illuminant spectral power distributions that may be used for this 
purpose (see the next section). Using the procedures defined above, one can begin with the spectral 
power distribution of the illuminant and the surface reflectance function and from there calculate the 
desired color-matching coordinates.

The relative size of the tristimulus values assigned to a surface depend on its spectral reflectance 
function and on the illuminant chosen for specification. To factor the intensity of the illuminant out 
of the surface representation, the CIE specified a normalization of the color coordinates for use with 
1931 XYZ tristimulus values. This normalization consists of multiplying the computed tristimulus 
values by the quantity 100/Y0, where Y0 is the Y tristimulus value for the illuminant.

The tristimulus values of a surface provide enough information to match the surface when it is 
viewed under the illuminant used to compute those coordinates. It is important to bear in mind that 
two surfaces that have the same tristimulus values under one illuminant do not necessarily share the 
same tristimulus values under another illuminant. A more complete description can be generated 
using the linear model approach described above.

Standard Sources of Illumination The CIE has standardized a number of illuminant spectral 
power distributions.157 These were designed to be typical of various common viewing conditions 
and are useful as specific choices of illumination when the illuminant cannot be measured directly. 
CIE Illuminant A is designed to be representative of tungsten-filament illumination. CIE Illuminant 
D65 is designed to be representative of average daylight. Other CIE standard daylight illuminants 
may be computed using the CIE principle components of daylight as basis vectors and the formulas 
specified by the CIE.10 Spectra representative of fluorescent lamps and other artificial sources are 
also available.8,10

Metamerism

Recovering Spectral Power Distributions from Tristimulus Values It is not possible in general to 
recover a spectral power distribution from its tristimulus values. If some prior information about the 
spectral power distribution of the color signal is available, however, then recovery may be possible. 
Such recovery is of most interest in applications where direct spectral measurements are not possible 
and where knowing the full spectrum is important. For example, the effect of lens chromatic aberra-
tions on cone quantal absorption rates depends on the full spectral power distribution.110

Suppose the spectral power distribution of interest is known to lie within a three-dimensional 
linear model. We may write b = Ba, where the basis matrix B has dimensions Nl by 3. Let t be the 
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tristimulus values of the light with respect to a set of color-matching functions T. We can conclude 
that a = (TB )

–1 t, which implies

 b = B(TB )
–1t (36)

When we do not have a prior constraint that the signal belongs to a three-dimensional linear 
model, we may still be able to place some linear model constraint, of dimension higher than three, 
on the spectral power distribution. For example, when we know that the signal was produced by the 
reflection of daylight from a natural object, it is reasonable to assume that the color signal lies within 
a linear model of dimension that may be as low as nine.158 In this case, we can still write b = Ba, but 
we cannot apply Eq. (36) directly because the matrix (TB) will be singular. To deal with this prob-
lem, we can choose a reduced linear model with only three dimensions. We then proceed as outlined 
above, but substitute the reduced model for the true model. This will lead to an estimate for the actual 
spectral power distribution b. If the reduced linear model provides a reasonable approximation to b, 
the estimation error may be quite small. The estimate will have the property that it is a metamer of b.
The techniques described above for finding linear model approximations may be used to choose an 
appropriate reduced model.

Finding Metamers of a Light It is often of interest to find metamers of a light. We discuss two 
approaches here. Wyszecki and Stiles8 treat the problem in considerable detail.

Using a linear model If we choose any three-dimensional linear model we can combine Eq. (36) 
with the fact the fact that t = Tb [Eq. (20)] to compute a pair of metameric spectral power distribu-

tions b and b̂

 ˆ ˆ ˆb B(TB) Tb–1=  (37)

Each choice of B̂  will lead to a different metamer. Figure 17 shows a number of metameric spectral 
power distributions generated in this fashion.
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FIGURE 17 The figure shows three metameric color 
signals with respect to the CIE 1931 standard observer. The 
three metamers were computed using Eq. (37). The initial 
spectral power distribution b (not shown) was an equal 
energy spectrum. Three separate linear models were used: 
one that describes natural daylights, one typical of monitor 
phosphor spectral power distributions, and one that provides 
Cohen’s “fundamental metamer.”207
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Metameric blacks Another approach to generating metamers is to note that there will be 
some spectral power distributions b0 that have the property Tb0 = 0. Wyszecki referred to such 
distributions as metameric blacks, since they have the same tristimulus values as no light at all.159 
Grassmann’s laws imply that adding a metameric black b0 to any light b yields a metamer of b. 
Given a linear model B with dimension greater than three it is possible to find a second linear model 
B0 such that (a) all lights that lie in B0 also lie in B and (b) all lights in B0 are metameric blacks. 
We determine B0 by finding a linear model for the null space of the matrix TB. The null space of a 
matrix consists of all vectors that are mapped to 0 by the matrix. Finding a basis for the null space of 
a matrix is a standard operation in numerical matrix algebra. If we have a set of basis vectors N0 for 
the null space of TB, we can form B0 = BN0. This technique provides a way to generate a large list of 
metamers for any given light b. We choose a set of weights a at random and construct b0 = B0a. We 
then add b0 to b to form a metamer. To generate more metamers, we simply repeat with new choices 
of weight vector a.

Surface and Illuminant Metamerism The formal similarity between Eq. (20) (which gives the 
relation between spectral power distributions and tristimulus values) and Eq. (34) (which gives the 
relation between surface reflectance functions and tristimulus values when the illuminant is known) 
makes it clear that our discussion of metamerism can be applied to surface reflectance spectra. Two 
physically different surfaces will appear identical if the tristimulus values of the light reflected from 
them is identical. This fact can be used to good purpose in some color reproduction applications. 
Suppose that we have a sample surface or textile whose color we wish to reproduce. It may be that 
we are not able to reproduce the sample’s surface reflectance function exactly because of various 
limitations in the available color reproduction technology. If we know the illuminant under which 
the reproduction will be viewed, we may be able to determine a reproducible reflectance function 
that is metameric to that of the desired sample. This will give us a sample whose color appearance 
is as desired. Applications of this sort make heavy use of the methods described earlier to determine 
metamers.

But what if the illuminant is not known or if it is known to vary? In this case there is an additional 
richness to the topic of determining metamers. We can pose the problem of finding surface reflec-
tance functions that will be metameric to a desired reflectance under multiple specified illuminants 
or under all of the illuminants within some linear model. The general methods developed here have 
been extended to analyze this case.158,160 Similar issues arise in lighting design, where we desire to 
produce an artificial light whose color-rendering properties match those of a specified light (such as 
natural daylight). When wavelength by wavelength matching of the spectra is not feasible, it may still 
be possible to find a spectrum so that the light reflected from surfaces within a linear model is identi-
cal for the two light sources. Because of the symmetric role of illuminants and surfaces in reflection, 
this problem may be treated by the same methods as used for surface reproduction.

Color Cameras and Other Visual Systems

We have treated colorimetry from the point of view of specifying the spectral information avail-
able to a human observer. We have developed our treatment, however, in such a way that it may be 
applied to handle other visual systems. Suppose that we wish to define color coordinates with respect 
to some arbitrary visual system with Ndevice photosensors. This visual system might be an artificial 
system based on a color camera or scanner, a nonhuman biological visual system, or the visual system 
of a color anomalous human observer. We assume that the sensitivities of the visual system’s photo-
sensors are known up to a linear transformation. Let Tdevice be an Ndevice by Nl matrix whose entries 
are the sensitivities of each of the device’s sensors at each sample wavelength. We can compute the 
responses of these sensors to any light b. Let tdevice be a vector containing the responses of each sensor 
type to the light. Then we have tdevice = Tdevice b. We may use tdevice as the device color coordinates of b.

Transformation between Color Coordinates of Different Visual Systems Suppose that we have 
two different visual systems and we wish to transform between the color coordinates of each. 
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A typical example might be trying to compute the CIE 1931 XYZ tristimulus values of a light from 
the responses of a color camera. Let Ns be the number of source sensors, with sensitivities specified 
by Ts. Similarly, let Nd by the number of destination sensors with sensitivities specified by Td. For 
any light b we know that the source device color coordinates are given by ts = Tsb and the destina-
tion device color coordinates td = Tdb. We would like to transform between ts and td without direct 
knowledge of b.

If we can find an Nd by Ns matrix M such that Td = MTs then it is easy to show that the matrix M 
may be used to compute the destination device color coordinates from the source device color coor-
dinates through td = Mts. We have already considered this case (in a less general form) in subsection 
“Transformations between Color Spaces.” The extension here is that we allow the possibility that the 
dimensions of the two color coordinate systems differ. When a linear transformation between Ts and 
Td exists, it can be found by standard regression methods.

Horn demonstrated that when no exact linear transformation between Ts and Td exists, it is not 
in general possible to transform between the two sets of color coordinates.4 The reason for this is that 
there will always exist a pair of lights that have the same color coordinates for the source device but 
different color coordinates for the destination device. The transformation will therefore be incorrect 
for at least one member of this pair. When no exact linear transformation exists, it is still possible to 
make an approximate transformation. One approach is to use linear regression to find the best linear 
transformation M between the two sets of color-matching functions in a least squares sense. This 
transformation is then applied to the source color coordinates as if it were exact.4 Although this is an 
approximation, in many cases the results will be acceptable. In the absence of prior information about 
the spectral power distribution of the original light b, it is a sensible approach. 

A second possibility is to use prior constraints on the spectral power distribution of the light to 
guide the transformation.22 Suppose that we know that the light is constrained to lie within an Nb 
dimensional linear model B. Then we can find the best linear transformation M between the two 
matrices TsB and TdB. This transformation may then be used to transform the source color coordi-
nates to the destination color coordinates. It is easy to show that the transformation will be exact if 
TdB = MTsB. Otherwise it is a reasonable approximation that takes the linear model constraint into 
account.

A number of recent papers present more elaborated methods for color correction.161–163

Computational Color Constancy An interesting application is the problem of estimating surface 
reflectance functions from color coordinates. This problem is of interest for two reasons. First, it 
appears that human color vision makes some attempt to perform this estimation, so that our per-
cept of color is more closely associated with object surface properties than with the proximal prop-
erties of the light reaching the eye. Second, an artificial system that could estimate surface properties 
would have an important cue to aid object recognition. In the case where the illuminant is known, 
the problem of estimating surface reflectance properties is the same as the problem of estimating the 
color signal, because the illuminant spectral power distribution can simply be incorporated into the 
sensor sensitivities. In this case the methods outlined in the preceding section for estimating color 
signal spectral properties can be used.

The more interesting case is where both the illuminant and the surface reflectance are unknown. 
In this case, the problem is more difficult. Considerable insight has been gained by applying lin-
ear model constraints to both the surface and illuminant spectral power distributions. A number of 
approaches have been developed for recovering surface reflectance functions or otherwise achieving 
color constancy.158,164–172 Each approach differs (1) in the additional assumptions that are made about 
the properties of the image and (2) in the sophistication of the model of illuminant surface interac-
tion and scene geometry used. A thorough review of all of these methods is beyond the scope of this 
chapter. It is instructive, however, to review one of the simpler methods, that of Buchsbaum.165 See 
Ebner173 for a discussion of many current algorithms.

Buchsbaum assumed that in any given scene, the average reflectance function of the surfaces 
in the scene is known. This is commonly called the “gray world” assumption. He also assumed that 
the illuminant was diffuse and constant across the scene and that the illuminants and surfaces in 
the scene are described by linear models with the same dimensionality as the number of sensors. 
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Let Savg be the spectral power distribution of the known average surface, represented in diagonal 
matrix form. Then it is possible to write the relation between the space average of the sensor responses 
and the illuminant as 

 tavg = TSavgBeae  (38)

where ae is a vector containing the weights of the illuminant within the linear model representation 
Be. Because we assume that the dimension Ne = Nt, the matrix TSavgBe will be square and typically 
may be inverted. From this we recover the illuminant as e = Be(TSavgBe )

–1tavg. If we let E represent 
the recovered illuminant in matrix form, then at each image location we can write

 t = TEBsas (39)

where as is a vector containing the weights of the surface within the linear model representation Bs. 
Proceeding exactly as we did for the illuminant, we may recover the surface reflectance from this 
equation.

Although Buchsbaum’s method depends on rather strong assumptions about the nature of the 
scene, subsequent algorithms have shown that these assumptions can be relaxed.22,166,172 Several authors 
treat the relation between computational color constancy and the study of human vision.174–178

Color Discrimination

Measurement of Small Color Differences Our treatment so far has not included any discussion of 
the precision to which observers can judge identity of color appearance. To specify tolerances for 
color reproduction, it would be helpful to know how different the color coordinates of two lights 
must be for an observer to reliably distinguish between them. A number of techniques are avail-
able for measuring human ability to discriminate between colored lights. We review these briefly 
here as an introduction to the topic of uniform color spaces. A more extended discussion of color 
discrimination and its relation to postreceptoral mechanisms is presented in the companion chapter 
(Chap. 11).

One experimental method, employed in seminal work by MacAdam,179,180 is to examine the vari-
ability in individual color matches. That is, if we have observers set matches to the same test stimu-
lus, we will discover that they do not always set exactly the same values. Rather, there will be some 
trial-to-trial variability in the settings. MacAdam and others181,182 used the sample covariance of the 
individual match tristimulus values as a measure of observers’ color discrimination.

A second approach is to use more direct psychophysical methods (see Chap. 3) to measure observ-
ers’ thresholds for discriminating between pairs of colored lights. Examples include increment thresh-
old measurements for monochromatic lights183 and thresholds measured systematically in a three-
dimensional color space.184,185

Measurements of small color differences are often summarized with isodiscrimination contours. 
An isodiscrimination contour specifies the color coordinates of lights that are equally discrim-
inable from a common standard light. Figure 18 shows an illustrative isodiscrimination contour. 
Isodiscrimination contours are often modeled as ellipsoids184,185 and the figure is drawn to the typical 
ellipsoidal shape. The well-known MacAdam ellipses179 are an example of representing discrimina-
tion data using the chromaticity coordinates of a cross-section of a full three-dimensional isodis-
crimination contour (see the legend of Fig. 18). Chapter 11 provides a more extensive discussion 
of possible models of discrimination contours. Under some experimental conditions, the measured 
contour may not be ellipsoidal.

CIE Uniform Color Spaces Figure 19 shows chromaticity plots of theoretical isodiscrimination 
contours. A striking feature of the plots is that the size and shape of the contours depends on the 
standard stimulus. For this reason, it is not possible to predict whether two lights will be discrim-
inable solely on the basis of the Euclidean distance between their color coordinates. The heterogeneity 
of the isodiscrimination contours must also be taken into account.
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FIGURE 18 Isodiscrimination contour. The plotted ellipsoid shows 
a hypothetical isodiscrimination contour in the CIE XYZ color space. This 
contour represents color discrimination performance for the standard light 
whose color coordinates are located at the ellipsoid’s center. Isodiscrimination 
contours such as the one shown are often summarized by a two-dimensional 
contour plotted on a chromaticity diagram (see Fig. 19). The two-dimensional 
contour is obtained from a cross section of the full contour, and its shape 
can depend on which cross section is used. This information is not available 
directly from the two-dimensional plot. A common criterion for choice of 
cross section is isoluminance. The ellipsoid shown in the figure is schematic 
and does not represent actual human performance.
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FIGURE 19 Isodiscrimination contours plotted in the chromaticity diagram. These 
were computed using the CIE L∗a∗b∗ uniform color space and ΔEab

∗  difference metric. They 
provide an approximate representation of human performance. For each standard stimulus, 
the plotted contour represents the color coordinates of lights that differ from the standard by 
15 ΔEab

∗  units but that have the same luminance as the standard. The choice of 15 ΔEab
∗  units 

magnifies the contours compared to those that would be obtained in a threshold experiment. 
The contours shown are a projection of isodiscrimination contours computed for isoluminant 
color differences. The luminance of the white point used in the CIELAB computations was set 
at 1000 cd/m2, while the discriminations were around stimuli with a luminance of 500 cd/m2.

10.41
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The CIE10 provides formulas that may be used to predict the discriminability of colored lights. The 
most recent recommendations are based on the CIE 1976 L∗a∗b∗ (CIELAB) color coordinates. These 
are obtained by a nonlinear transformation from CIE 1931 XYZ color coordinates. The transforma-
tion stretches the XYZ color space so that the resulting Euclidean distance between color coordinates 
provides an approximation to the how well lights may be discriminated. The L∗a∗b∗ system is referred 
to as a uniform color space. There is also a CIE 1976 L∗u∗v∗ (CIELUV) system, but this is now less 
widely used than the L∗a∗b∗ system and its derivatives.

Transformation to CIELAB coordinates The CIE 1976 L∗a∗b∗ color coordinates of a light may be 
obtained from its CIE XYZ coordinates according to the equations
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where the function f (s) is defined as
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The quantities Xn, Yn, and Zn in the equations above are the tristimulus values of a white point. Little 
guidance is available as to how to choose an appropriate white point. In the case where the lights 
being judged are formed when an illuminant reflects from surfaces, the tristimulus values of the 
illuminant may be used. In the case where the lights being judged on a computer-controlled color 
monitor, the sum of the tristimulus values of the three monitor phosphors stimulated at their maxi-
mum intensity may be used.

Distance in CIELAB space The Euclidean distance between the L∗a∗b∗ coordinates of two lights 
provides a rough guide to their discriminability. The symbol ΔEab

∗  is used to denote distance in the 
uniform color space and is defined as

 
Δ Δ Δ ΔE L a bab

∗ ∗ ∗ ∗= + +( ) ( ) ( )2 2 2  (42)

where the various quantities on the right represent the differences between the corresponding coor-
dinates of the two lights. Roughly speaking, a ΔEab

∗  value of 1 corresponds to a color difference that 
can just be reliably discerned by a human observer under optimal viewing conditions. A ΔEab

∗  value 
of 3 is sometimes used as an acceptable tolerance in industrial color reproduction applications.
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The CIE color difference measure ΔEab
∗  provides only an approximate guide to the discriminability 

between two lights. There are a number of reasons why this is so. The first is that the relatively simple 
nonlinear transformation between CIE XYZ and CIE L∗a∗b∗ coordinates does not completely capture 
the empirical data on color discrimination between two samples. In part this is because the formulae 
were designed to predict not only discrimination data but also certain suprathreshold judgments of 
color appearance.186 Second, color discrimination thresholds depend heavily on factors other than 
the tristimulus values. These factors include the adapted state of the observer,183 the spatial and tem-
poral structure of the stimulus,187–189

 and the task demands placed on the observer.190–193 Therefore, 
the complete specification of a uniform color space must incorporate these factors. The CIE has now 
recommended a more involved method of computing small color differences from the CIE L∗a∗b∗ 
coordinates that attempts to provide better prediction of small color differences.10,194 The resultant 
computed difference is referred to as ΔE00. The details of the computation of ΔE00 are provided and 
discussed in a CIE technical report.194 The reader considering using ΔE00 is encouraged to study 
Wyszecki and Stiles’s8(pp. 584–586) insightful discussion of color vision models.

Effect of Errors in Color-Matching Functions

Given that there is some variation between different standard estimates of color-matching functions, 
between the color-matching functions of different individuals, and between the color-matching 
functions that mediate performance for different viewing conditions, it is of interest to determine 
whether the magnitude of this variation is of practical importance. There is probably no general 
method for making this determination, but here we outline one approach.

Consider the case of rendering a set of illuminated surfaces on a color monitor. If we know the 
spectral power distribution of the monitor’s phosphors, it is possible to compute the appropriate 
weights on the monitor phosphors to produce a light metameric to each illuminated surface. The 
computed weights will depend on the choice of color-matching functions. Once we know the weights, 
however, we can find the L∗a∗b∗ coordinates of the emitted light. This suggests the following method 
to estimate the effect of differences in color-matching functions. First we compute the L∗a∗b∗ coor-
dinates of surfaces rendered using the first set of color-matching functions. Then we compute the 
corresponding coordinates when the surfaces are rendered using the second set of color-matching 
functions. Finally, we compute the ΔEab

∗  difference between corresponding sets of coordinates. If 
the ΔEab

∗  are large, then the differences between the color-matching functions are important for the 
rendering application.

We have performed this calculation for a set of 462 measured surfaces139,140 rendered under CIE 
Illuminant D65. The two sets of color-matching functions used were the 1931 CIE XYZ color-matching 
functions and the Judd-Vos modified XYZ color-matching functions. The monitor phosphor spec-
tral power distributions were measured by the first author. The results are shown in Fig. 20. The plot 
shows a histogram of the differences. The median difference is 1.2 units. This difference is quite close 
to discrimination threshold and for many applications, the differences between the two sets of color-
matching functions will probably not be of great consequence.

Brightness Matching and Photometry

The foundation of colorimetry is the human observer’s ability to judge identity of color appearance. 
It is sometimes of interest to compare certain perceptual attributes of lights that do not, as a whole, 
appear identical. In particular, there has been a great deal of interest in developing formulas that pre-
dict when two lights with different relative spectral power distributions will appear equally bright. 
Colorimetry provides a partial answer to this question, since two lights that match in appearance 
must appear equally bright. Intuitively, however, it seems that it should be possible to set the relative 
intensities of any two lights so that they match in brightness.

In a heterochromatic brightness matching experiment, observers are asked to scale the intensity of 
a matching light until its brightness matches that of an experimentally controlled test light. Although 
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observers can perform the heterochromatic brightness matching task, they often report that it is dif-
ficult and their matches tend to be highly variable.8 Moreover, the results of brightness-matching 
experiments are not additive.43,195 For photometry to be as practicable as radiometry, the measured 
luminous efficiency of any mixture of lights must equal the sum of the luminous efficiencies of the 
component lights. Such additivity is known as obedience to Abney’s law.196,197 For this reason, more 
indirect methods for equating the overall effectiveness of lights at stimulating the visual system have 
been developed.8,195,198–203 The most commonly used method is that of flicker photometry. In a flicker 
photometric experiment, two lights of different spectral power distributions are presented alternately 
at the same location. At moderate flicker rates (about 20 Hz), subjects are able to adjust the overall 
intensity of one of the lights to minimize the apparent flicker. The intensity setting that minimizes 
apparent flicker is taken to indicate that the two lights match in their effectiveness as visual stimuli. 
Two lights equated in this way are said to be equiluminant or to have equal luminance. 

Because experiments for determining when lights have the same luminance obey linearity proper-
ties similar to Grassmann’s laws, it is possible to determine a luminous efficiency function that allows 
the assignment of a luminance value to any light. A luminous efficiency function specifies, for each 
sample wavelength, the relative contribution of that wavelength to the overall luminance. We can 
represent a luminous efficiency function as an Nl dimensional row vector v. Each entry of the matrix 
specifies the relative luminance of light at the corresponding sample wavelength. The luminance v of 
an arbitrary spectral power distribution b may be computed by the equation

 v = vb (43)

The CIE has standardized four luminous efficiency functions by definition. The most commonly 
used of these is the standard photopic luminous efficiency function V(l). This is identical by defi-
nition to the 1931 XYZ color-matching function yλ. For lights that subtend more than 4° of visual 
angle, a luminous efficiency function V10(l) given by the 1964 10° XYZ color-matching functions is 
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FIGURE 20 Effect of changes in color-matching functions. The plot 
shows a histogram of the ΔEab

∗  differences between two sets of lights, each of 
which is a monitor rendering of the same set of illuminated surfaces. The two 
renderings were computed using different sets of color-matching functions. The 
white point used in the CIELAB transformations was the XYZ coordinates of 
the illuminant used to compute the renderings, CIE D65.
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preferred. More recently, the Judd-Vos modified color matching function has been made a supple-
mental standard.204 A final standard luminous efficiency function is available for use at low light levels 
when the rods are the primary functioning photoreceptors. A new luminous efficiency function will 
be incorporated into the new CIE proposal for a set of physiologically relevant color-matching func-
tions. The notation Vl or V(l) is often used in the literature to denote luminous efficiency functions. 
Note that Eq. (43) allows the computation of luminance in arbitrary units. Ref. 8 discusses standard 
measurement units for luminance.

It is important to note that luminance is a construct derived from flicker photometric and related 
experiments. As such, it does not directly predict when two lights will be judged to have the same 
brightness. The relation between luminance and brightness is quite complicated.8,205

It is also worth noting that there is considerable individual variation in flicker photometric judg-
ments, even among color-normal observers. For this reason, it is a common practice in psychophysi-
cal experiments to use flicker photometry to determine isoluminant stimuli for individual subjects 
with the stimuli of interest.

10.7 APPENDIX—MATRIX ALGEBRA

This appendix provides a brief introduction to matrix algebra. The development emphasizes the 
aspects of matrix algebra that are used in this chapter and is somewhat idiosyncratic. In addition, 
we do not prove any of the results we state. Rather, our intention is to provide the reader unfamiliar 
with matrix algebra with enough information to make this chapter self-contained.

Basic Notions

Vectors and Matrices A vector is a list of numbers. We use lowercase bold letters to represent vec-
tors. We use single subscripts to identify the individual entries of a vector. The entry ai refers to the 
ith number in a. We call the total number of entries in a vector its dimension.

A matrix is an array of numbers. We use uppercase bold letters to represent matrices. We use dual 
subscripts to identify the individual entries of a matrix. The entry aij refers to the number in the ith 
row and jth column of A. We sometimes refer to this as the ijth entry of A. We call the number of rows 
in a matrix its row dimension. We call the number of columns in a matrix its column dimension. We 
generally use the symbol N to denote dimensions.

Vectors are a special case of matrices where either the row or the column dimension is 1. A matrix 
with a single column is often called a column vector. A matrix with a single row is often called a row 
vector. By convention, all vectors used in this chapter should be understood to be column vectors 
unless explicitly noted otherwise.

It is often convenient to think of a matrix as being composed of vectors. For example, if a matrix 
has dimensions Nr by Nc, then we may think of the matrix as consisting of Nc column vectors, each of 
which has dimension Nr.

Addition and Multiplication A vector may be multiplied by a number. We call this scalar mul-
tiplication. Scalar multiplication is accomplished by multiplying each entry of the vector by the 
number. If a is a vector and b is a number, then b = ab = ba is a vector whose entries are given by 
cj = baj.

Two vectors may be added together if they have the same dimension. We call this vector addition. 
Vector addition is accomplished through entry-by-entry addition. If a and b are vectors with the same 
dimension, the entries of c = a + b are given by cj = aj + bj.

Two matrices may be added if they have the same row and column dimensions. We call this matrix 
addition. Matrix addition is also defined as entry by entry addition. Thus if A and B are matrices with 
the same dimension, the entries of C = A + B are given by cij = aij + bij. Vector addition is a special case 
of matrix addition.
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A column vector may be multiplied by a matrix if the column dimension of the matrix matches the 
dimension of the vector. If A has dimensions Nr by Nc and b has dimension Nc, then c = Ab is an Nr 
dimensional vector. The ith entry of c is related to the entries of A and b by the equation:

 
c a bi ij jj

Nc=
=∑ 1

 (44)

It is also possible to multiply a matrix B, by another matrix, A on the left, if the column dimension 
of A matches the row dimension of B. If A has dimensions Nr by N and B has dimensions N by Nc, 
then C = AB is an Nr by Nc dimensional matrix. The ikth entry of C is related to the entries of A and 
B by the equation:

 
c a bik ij jkj

N=
=∑ 1

 (45)

By comparing Eqs. (44) and (45) we see that multiplying a matrix by a matrix is a shorthand for 
multiplying several vectors by the same matrix. Denote the Nc columns of B by b1, . . ., bNc

 and the Nc 
columns of C by c1, . . ., cNc

. If C = AB, then ck = Abk for k = 1, . . ., Nc.
It is possible to show that matrix multiplication is associative. Suppose we have three matrices A, B, 

and C whose dimensions are such that the matrix products (AB) and (BC) are both well-defined. Then 
(AB)C = A(BC). We often write ABC to denote either product. Matrix multiplication is not commuta-
tive. Even when both products are well-defined, it is not in general true that BA is equal to AB.

Matrix Transposition The transpose of an Nr by Nc matrix A is an Nc by Nr matrix B whose ijth 
entry is given by bij = aji. We use the superscript “T ” to denote matrix transposition: B = AT. The 

identity (AB)T = BTAT always holds.

Special Matrices and Vectors A diagonal matrix D is an Nr by Nc matrix whose entries dij are zero 
if i ≠ j. That is, the only nonzero entries of a diagonal matrix lie along its main diagonal. We refer to 
the nonzero entries of a diagonal matrix as its diagonal entries.

A square matrix is a matrix whose row and column dimensions are equal. We refer to the row and 
column dimensions of a square matrix as its dimension.

An identity matrix is a square diagonal matrix whose diagonal entries are all one. We use the symbol 
IN to denote the N by N identity matrix. Using Eq. (45) it is possible to show that for any Nr by Nc 
matrix A, AINc

 = INr
A = A.

An orthogonal matrix U is a square matrix that has the property that UTU = UUT = IN, where N is 
the dimension of U.

A zero vector is a vector whose entries are all zero. We use the symbol 0N to denote the N dimen-
sional zero vector.

Linear Models

Linear Combinations of Vectors Equation (44) is not particularly intuitive. A useful way to think 
about the effect of multiplying a vector b by matrix A is as follows. Consider the matrix A to consist 
of Nc column vectors a1, . . ., aNc

. Then from Eq. (44) we have that the vector c = Ab may be obtained 
by the operations of vector addition and scalar multiplication by

 c = a1b1 + . . . + aNc
bNc  

(46)

where the numbers b1, . . ., bNc are the entries of b. Thus the effect of multiplying a vector by a matrix 
is to form a weighted sum of the columns of the matrix. The weights that go into forming the sum are 
the entries of the vector. We call any expression that has the form of the right hand side of Eq. (46) 
a linear combination of the vectors a1, . . ., aNc.
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Independence and Rank Consider a collection of vectors a1, . . ., aNc. If no one of these vectors may 
be expressed as a linear combination of the others, then we say that the collection is independent. 
We define the rank of a collection of vectors a1, . . ., aNc as the largest number of linearly independent 
vectors that may be chosen from that collection. We define the rank of a matrix A to be the rank of 
the vectors a1, . . ., aNc 

that make up its columns. It may be proved that the rank of a matrix is always 
less than or equal to the minimum of its row and column dimensions. We say that a matrix has full 
rank if its rank is exactly equal to the minimum of its row and column dimensions.

Linear Models When a vector c has the form given in Eq. (46), we say that c lies within a linear 
model. We call Nc the dimension of the linear model. We call the vectors a1, . . ., aNc 

the basis vectors 
for the model. Thus an Nc dimensional linear model with basis vectors a1, . . ., aNc 

contains all vectors 
c that can be expressed exactly using Eq. (46) for some choice of numbers b1, . . ., bNc. Equivalently, 
the linear model contains all vectors c that may be expressed as c = Ab where the columns of the 
matrix A are the vectors a1, . . ., aNc 

and b is an arbitrary vector. We refer to all vectors within a linear 
model as the subspace defined by that model.

Simultaneous Linear Equations

Matrix and Vector Form Matrix multiplication may be used to express a system of simultaneous 
linear equations. Suppose we have a set of Nr simultaneous linear equations in Nc unknowns. Call 
the unknowns b1, . . ., bNc. Conventionally we would write the equations in the form

 a11b1 +
 . . . + a1Nc

bNc = c1 

a21b1 +
 . . . + a2Nc

 bNc
 = c2

 . . . 
(47)

aNr1b1 +
 . . . + aNrNc

 bNc
 = cNr

where the aij and ci represent known numbers. From Eq. (44) it is easy to see that we may rewrite 
Eq. (47) as a matrix multiplication

 Ab = c (48)

In this form, the entries of the vector b represent the unknowns. Solving Eq. (48) for b is equivalent 
to solving the system of simultaneous linear equations of Eq. (47).

Solving Simultaneous Linear Equations A fundamental topic in linear algebra is finding solutions 
for systems of simultaneous linear equations. We will rely on several basic results in this chapter, 
which we state here.

When the matrix A is square and has full rank, it is always possible to find a unique matrix A–1 
such that AA–1 = A–1A = IN. We call the matrix A–1 the inverse of the matrix A. The matrix A–1 is also 
square and has full rank. Algorithms exist for determining the inverse of a matrix and are provided by 
software packages that support matrix algebra.

When the matrix A is square and has full rank, a unique solution b to Eq. (48) exists. This solution 
is given simply by the expression b = A–1c. When the rank of A is less than its row dimension, then 
there will not in general be an exact solution to Eq. (48). There will, however, be a unique vector b that
is the best solution in a least squares sense. We call this the least squares solution to Eq. (48). Finding 
the least squares solution to Eq. (48) is often referred to as linear regression. Algorithms exist for per-
forming linear regression and are provided by software packages that support matrix algebra. 

A generalization of Eq. (48) is the matrix equation

 AB = C (49)
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where the entries of the matrix B are the unknowns. From our interpretation of matrix multiplica-
tion as a shorthand for multiple multiplications of a vector by a matrix, we can see immediately that 
this type of equation may be solved by applying the above analysis in a columnwise fashion. If A 
is square and has full rank, then we may determine B uniquely as A–1C. When the rank of A is less 
than its row dimension, we may use regression determine a matrix B that satisfies Eq. (49) in a least 
squares sense. 

It is also possible to solve matrix equations of the form BA = C where the entries of B are again the 
unknowns. An equation of this form may be converted to the form of Eq. (49) by applying the trans-
pose identity (see subsection “Matrix Transposition”). That is, we may find B by solving the equation 
ATBT = CT if AT meets the appropriate conditions.

Null Space When the rank of a matrix A is greater than its row dimension Nr, it is possible to find 
nontrivial solutions to the equation

 Ab = 0Nr 
(50)

Indeed, it is possible to determine a linear model such that all vectors contained in the model satisfy 
Eq. (50). This linear model will have dimension equal to the difference between Nr and the rank 
of the matrix A. The subspace defined by this linear model is called the null space of the matrix A. 
Algorithms to find the basis vectors of a matrix’s null space exist and are provided by software pack-
ages that support matrix algebra.

Singular Value Decomposition

The singular value decomposition allows us to write any Nr by Nc matrix X in the form

 X = UDVT (51)

where U is an Nr by Nr orthogonal matrix, D is an Nr by Nc “diagonal” matrix, and V is an Nc by 
Nc orthogonal matrix.148 The diagonal entries of D are guaranteed to be nonnegative. Some of the 
diagonal entries may be zero. By convention, the entries along this diagonal are arranged in decreas-
ing order. We illustrate the singular value decomposition in Fig. 21. The singular value decomposi-
tion has a large number of uses in numerical matrix algebra. Routines to compute it are generally 
provided as part of software packages that support matrix algebra.

X = U D

X =

VT

X = U D VT

U

D VT

FIGURE 21 The figure depicts the singular value decom-
position (SVD) of an N by M matrix X for three cases: Nc > Nr, 
Nc = Nr, and Nc < Nr.
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11.1 GLOSSARY

Achromatic mechanism. Hypothetical psychophysical mechanisms, sometimes equated with the 
luminance mechanism, which respond primarily to changes in intensity. Note that achromatic mech-
anisms may have spectrally opponent inputs, in addition to their primary nonopponent inputs.

Bezold-Brücke hue shift. The shift in the hue of a stimulus toward either the yellow or blue 
invariant hues with increasing intensity.

Bipolar mechanism. A mechanism, the response of which has two mutually exclusive types of out-
put that depend on the balance between its two opposing inputs. Its response is nulled when its two 
inputs are balanced.

Brightness. A perceptual measure of the apparent intensity of lights. Distinct from luminance in the 
sense that lights that appear equally bright are not necessarily of equal luminance.

Cardinal directions. Stimulus directions in a three-dimensional color space that silence two of the 
three “cardinal mechanisms.” These are the isolating directions for the L+M, L–M, and S–(L+M) mech-
anisms. Note that the isolating directions do not necessarily correspond to mechanism directions.

Cardinal mechanisms. The second-site bipolar L–M and S–(L+M) chromatic mechanisms and 
the L+M luminance mechanism.

Chromatic discrimination. Discrimination of a chromatic target from another target or back-
ground, typically measured at equiluminance.

Chromatic mechanism. Hypothetical psychophysical mechanisms that respond to chromatic stimuli, 
that is, to stimuli modulated at equiluminance.

Color appearance. Subjective appearance of the hue, brightness, and saturation of objects or lights.

Color-appearance mechanisms. Hypothetical psychophysical mechanisms that mediate color 
appearance, especially as determined in hue scaling or color valence experiments.

Color assimilation. The phenomenon in which the hue of an area is perceived to be closer to that of 
the surround than to its hue when viewed in isolation. Also known as the von Bezold spreading effect.

11.1
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Color constancy. The tendency of objects to retain their color appearance despite changes in the 
spectral characteristics of the illuminant, or, more generally, despite changes in viewing context.

Color contrast. The change in the color appearance of an area caused by the presence of a colored 
surround. The color change, unlike assimilation, is usually complementary to the surround color.

Color-discrimination mechanisms. Hypothetical psychophysical mechanisms that determine 
performance in chromatic detection or discrimination tasks. Assumed in some models to correspond 
to cone-opponent mechanisms.

Color spaces. Representations of lights either in terms of the responses of some known or 
hypothetical mechanisms thought to underlie the perception of color (such as cone or postreceptoral 
mechanisms), or in terms of the projection of the lights onto stimulus-based vectors (such as mono-
chromatic primaries or mechanism-isolating vectors).

Color valence. A measure of the color of a light in terms of the amount of a cancelling light 
required to null one of the hue sensations produced by that light. Thus, if a light appears red it is can-
celled by light that appears green, and the amount of this green light is its red valance. In opponent-
colors theory, color appearance depends on the relative red-green and blue-yellow valences.

Cone contrast. The contrast (or relative change in quantal or energy catch) presented to each cone 
photoreceptor: ΔL/L, ΔM/M, and ΔS/S.

Cone contrast space. A color space where the position along each axis represents the contrast 
of one cone class.

Cone mechanisms. Hypothetical psychophysical mechanisms, the performances of which are limited 
at the cone photoreceptors.

Cone-opponent mechanism. Hypothetical psychophysical mechanisms with opposed cone inputs.

Derrington Krauskopf Lennie (DKL) space. Color space, the axes of which are the stimulus strengths 
in each of the three cardinal mechanism directions. Closely related to the spaces proposed by Lüther85 
and MacLeod and Boynton.86 In some accounts of this space the axes are defi ned in a different way, in 
terms of the three vectors that isolate each of the three cardinal mechanisms.

Detection surface or contour. Detection thresholds measured in many directions in color space 
form a detection surface. Confi ned to a plane, they form a contour. The terms threshold surface and 
threshold contour are synonymous with detection surface and detection contour, respectively.

Field method. A method in which the observer’s sensitivity for detecting or discriminating a target is 
measured as a function of some change in context or in the adapted state of the mechanism of interest.

First-site adaptation. Adaptation, usually assumed to be cone-class specifi c, occurring at or related 
to the photoreceptor level.

Habituation. Loss of sensitivity caused by prolonged adaptation to chromatic and/or achromatic 
stimulus modulations, also known as contrast adaptation.

Incremental cone-excitation space. A color space in which the axes represent the deviations of each 
of the three classes of cones from a background. Deviations can be negative (decrements) as well as 
increments.

Intensity. Generic term to denote variation in stimulus or modulation strength when chromatic 
properties are held constant. In the particular context of modulations around a background, the vec-
tor length of a modulation may be used as a measure of intensity.

Invariant hue. A stimulus produces an invariant hue if that hue is independent of changes to stimu-
lus intensity. Generally studied in the context of monochromatic stimuli.

Isolating direction. Direction in a color space that isolates the response of a single mechanism.

Linear visual mechanisms. Hypothetical mechanisms that behave linearly, usually with respect to 
the cone isomerization rates, but in some models with respect to the cone outputs after von Kries 
adaptation or contrast coding.

Luminance. A measure of the effi ciency (or effectiveness) of lights often linked to the assumed 
output of the achromatic mechanism.
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Mechanism direction. Stimulus color direction along which a specifi ed mechanism is most sensi-
tive. Note that the mechanism direction is not, in general, the same as the isolating direction for the 
same mechanism.

Noise masking. Threshold elevations caused by superimposing targets in noise.

Nonlinear visual mechanisms. Hypothetical mechanisms that behave nonlinearly either with re-
spect to the cone inputs or with respect to their own (assumed) inputs.

Opponent-colors theory. A color theory that accounts for color appearance in the terms of the per-
ceptual opposition of red and green (R/G), blue and yellow (B/Y), and dark and light (W/B).

Pedestal effects. Changes in sensitivity that occur when a target is superimposed on another stimu-
lus, called the pedestal, which may have either identical or different spatio-chromatic-temporal char-
acteristics to the target.

Second-site desensitization. Adaptation or sensitivity losses that act on the outputs of second-site 
cone-opponent and achromatic mechanisms, and thus on the combined cone signals processed by 
each mechanism.

Test method. A method in which the sensitivity for detecting or discriminating a target is measured 
as a function of some target parameter, such as wavelength, size, or temporal frequency.

Threshold surface or contour. Synonyms for detection surface or contour.

Unique hues. Hues that appear perceptually unmixed, such as unique blue and unique yellow 
(which appear neither red nor green).

Unipolar mechanism. A mechanism that responds to only one pole of bipolar cone-opponent ex-
cursions, thought to be produced by half-wave rectifi cation of bipolar signals.

Univariant mechanism. A mechanism, in which the output varies unidimensionally, irrespective of 
the characteristics of its inputs.

von Bezold spreading. See Color assimilation.

von Kries adaptation. Reciprocal sensitivity adjustment in response to changing light levels assumed 
to occur independently within each of the three cone mechanisms.

Weber’s law. ΔI/I = constant. The sensitivity to increments (ΔI) is inversely proportional to the 
adaptation level (I).

11.2 INTRODUCTION

The first stage of color vision is now well understood (see Chap. 10). When presented in the same 
context under photopic conditions, pairs of lights that produce the same excitations in the long-, 
middle-, and short-wavelength-sensitive (L-, M-, and S-) cones match each other exactly in appear-
ance. Moreover, this match survives changes in context and changes in adaptation, provided that the 
changes are applied equally to both lights. Crucially, however, while the match survives such mani-
pulations, the shared appearance of the lights does not. Substantial shifts in color appearance can 
be caused both by changes in context and by changes in chromatic adaptation. The identity of lights 
matched in this way reflects univariance at the cone photoreceptor level, whereas their changed 
appearance reflects the complex activity of postreceptoral mechanisms acting on the outputs of 
the cone photoreceptors. Figure 1 shows examples of how color contrast and color assimilation can 
affect the color appearance of pairs of lights that are physically identical.

In addition to affecting color appearance, postreceptoral mechanisms play a major role in 
determining the discriminability of color stimuli. Indeed, measurements of color thresholds 
(detection and discrimination) are critical in guiding models of postreceptoral mechanisms. Models 
of color discrimination are also important in industrial applications, for instance, in the specifica-
tion tolerances for color reproduction (see subsection “CIE Uniform Color Spaces” in Sec. 10.6, 
Chap. 10).
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Color contrast

Color assimilation

(a)

(b)

FIGURE 1 (a) Color contrast: The pairs of smaller squares in each of the four vertical columns are physi-
cally the same, but their color appearances are very different. The differences arise because of the surrounding 
areas, which induce complementary color changes in the appearance of the central squares.473 Comparable 
examples of color contrast have been produced by Akiyoshi Kitaoka,474 which he attributed to Kasumi Sakai.475 
(b) Color assimilation or the von Bezold spreading effect:476 The tiny squares that make up the checkerboard pat-
terns in each of the four columns are identical, except in the square central areas. In those central areas, one of 
the checkerboard colors has been replaced by a third color. The replacement color is the same in the upper and 
lower patterns, but the colors of the checkers that it replaces are different. The result is that the replacement color 
is surrounded by a different color in the upper and lower patterns. Although the replacement color is physically 
the same in each column, it appears different because of the color of the immediately surrounding squares. 
Unlike color contrast, the apparent color change is toward that of the surrounding squares.
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The Mechanistic Approach

This chapter is about color vision after the photoreceptors. In the development, we adopt a mech-
anistic approach. The idea is to model color vision as a series of stages that act on the responses 
of the cones. Within the mechanistic approach, the central questions are: how many stages are 
needed, what are the properties of the mechanisms at each stage, and how are the mechanisms’ out-
puts linked to measured performance? We focus on psychophysical (perceptual) data. Nonetheless, 
we are guided in many instances by physiological and anatomical considerations. For reviews of 
color physiology and anatomy, see, for example, Gegenfurtner and Kiper,1 Lennie and Movshon2, 
and Solomon and Lennie.3 A useful online resource is Webvision at http://webvision.med.utah.edu/.

The distinction between color encoded at the photoreceptors and color encoded by postreceptoral 
mechanisms was anticipated by two theories that have dominated color vision research since the late 
nineteenth century. First, in the Young-Helmholtz trichromatic theory,4,5 color vision is assumed to 
depend on the univariant responses of the three fundamental color mechanisms (see Chap. 10). Color 
vision is therefore trichromatic. Trichromacy allows us to predict which mixtures of lights match, 
but it does not address how those matches appear, nor the discriminability or similarity of stimuli 
that do not match.

Second, in Hering’s6,7 opponent colors theory, an early attempt was made to explain some of the 
phenomenological aspects of color appearance, and, in particular, the observation that under normal 
viewing conditions some combinations of colors, such as reddish-blue, reddish-yellow, and greenish- 
yellow, are perceived together, but others, such as reddish-green or yellowish-blue, are not. This idea 
is illustrated in Fig. 2. Hering proposed that color appearance arises from the action of three signed 
mechanisms that represent opposing sensations of red versus green, blue versus yellow, and light ver-
sus dark.6,7 A consequence of this idea is that opposing or opponent pairs of sensations are exclusive, 
since they cannot both be simultaneously encoded. In this chapter, we will use the term “color-
appearance mechanisms” to refer to model-constructs designed to account for the appearance of 
stimuli, and in particular the opponent nature of color appearance.

Early attempts to reconcile trichromacy with the opponent phenomenology of color appear-
ance suggested that the color-appearance mechanisms reflect a postreceptoral stage (or “zone”) of 
color processing that acts upon the outputs of the three Young-Helmholtz cone mechanisms. Modern 
versions of the two-stage theory explicitly incorporate the cone’s characteristics as a first stage as well as 

R
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YColors
Opponent

colors

(a) (b)

FIGURE 2 Hering’s opponent-colors diagram. A diagrammatic repre-
sentation of opponent-colors theory. The ring on the left (a) shows a range 
of colors changing in small steps from green at the top clockwise to blue, red, 
yellow, and back to green. The ring on the right (b) shows the hypothetical 
contributions of each of the color-opponent pairs [red (R) vs. green (G), and 
blue (B) vs. yellow (Y)] to the appearance of the corresponding colors in (a). 
In accordance with opponent-colors theory, the opposed pairs of colors are 
mutually exclusive. (Redrawn from Plate 1 of Ref. 7).

http://webvision.med.utah.edu/
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FIGURE 3 Model of the early postreceptoral stages of the visual 
system. The signals from the three cone types, S, M, and L, are com-
bined to produce an achromatic or luminance channel, L+M, and 
two cone-opponent channels, L–M and S–(L+M). Note that there is 
assumed to be no S-cone input to the luminance channel. (Based on 
Fig. 7.3 of Ref. 15).

a second stage at which signals from the separate cone classes interact (e.g., Refs. 8–14). A familiar version 
of the two-zone model from Boynton15 with chromatic, L–M and S–(L+M), and achromatic, L+M, 
postreceptoral mechanisms is shown in Fig. 3.

Interestingly, the particulars of many modern two-stage models were formulated not to account 
for color appearance, but rather to explain threshold measurements of the detection and discrimina-
tion of visual stimuli. As Fig. 3 indicates, the opponent mechanisms in these models take on a simple 
form, represented as elementary combinations of the outputs of the three cone classes. We refer 
to opponent mechanisms that are postulated to explain threshold data as “color-discrimination
mechanisms,” to distinguish them from color-appearance mechanisms postulated to explain appear-
ance phenomena. Here we use the omnibus term color-discrimination to refer both to detection (where 
a stimulus is discriminated from a uniform background) and discrimination (where two stimuli, each 
different from a background, are discriminated from each other.)

The distinction between color-appearance and color-discrimination mechanisms is important, 
both conceptually and in practice. It is important conceptually because there is no a priori reason 
why data from the two types of experiments (appearance and threshold) need be mediated by the 
same stages of visual processing. Indeed, as we will see below, the theory that links measured perfor-
mance to mechanism properties is quite different in the two cases. The distinction is important in 
practice because the mechanism properties derived from appearance and discrimination data are not 
currently well reconciled.

The discrepancy between color-discrimination and color-appearance mechanisms has been 
commented on by recent authors,11,14,16–22 but the discrepancy is implicit in early versions of the 
three-stage Müller zone theories,23,24 Judd’s version of which24 was discussed again some years 
later in a more modern context (see Fig. 6. of Ref. 25). It is remarkable that models with separate 
opponent stages for the two types of data were proposed well before the first physiological observation 
of cone opponency in fish26 and primate.27

Figure 4 illustrates a modern version of Judd’s three-stage Müller zone theory, which is described 
in more detail in the subsection “Three Stage Zone Models” in Sec. 11.6. The figure shows the spec-
tral sensitivities of each of the three stages. The spectral sensitivities of Stage 1 correspond to the 
cone spectral sensitivities of Stockman and Sharpe,28 those of Stage 2 to the spectral sensitivities of 
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FIGURE 4 Version of the three-stage Müller zone model with updated spectral sensitivities. The panels shows 
the assumed spectral sensitivities of the color mechanisms at Stages 1 (upper panel), 2 (middle panels), and 3 (lower 
panels). Stage 1: L- (red line), M- (green line), and S- (blue line) cone fundamental spectral sensitivities.28 Stage 2: L–M 
(red line), M–L (green line), S–(L+M) (blue line), and (L+M)–S (yellow line) cone-opponent mechanism spectral 
sensitivities. Stage 3: R/G (red line), G/R (green line), B/Y (blue line), Y/B (yellow line) color-opponent spectral sensi-
tivities. Our derivation of the cone-opponent and color-opponent spectral sensitivities is described in the subsection 
“Three-Stage Zone Models” in Sec. 11.6. The dashed lines in the lower right panel are versions of the B/Y and Y/B 
color-opponent spectral sensitivities adjusted so that the Y and B spectral sensitivity poles are equal in area. The wave-
lengths of the zero crossings of the Stage 2 and Stage 3 mechanisms are given in the figure. The spectral sensitivities of 
the achromatic mechanisms have been omitted.
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color-discrimination mechanisms as suggested by threshold data, and those of Stage 3 to the spectral 
sensitivities of color-appearance mechanisms as suggested by appearance data.

Figure 4 sets the scene for this chapter, in which we will review the theory and data that allow 
derivation of the properties of color-discrimination and color-appearance mechanisms, and discuss 
the relation between the two. According to some commentators, one of the unsolved mysteries of 
color vision is how best to understand the relation between mechanisms referred to as Stages 2 and 3 
of Fig. 4.

Nomenclature

One unnecessary complication in the literature is that discrimination and appearance mecha-
nisms are frequently described using the same names. Thus, the terms red-green (R/G), blue-yellow 
(B/Y), and luminance are often used to describe both types of mechanisms. We will attempt in this 
chapter to maintain a distinct nomenclature for distinct mechanisms.

It is now accepted that cones should be referred to as long-, middle-, and short-wavelength-
sensitive (L-, M-, and S-), rather than red, green, and blue, because the color descriptions corre-
spond neither to the wavelengths of peak cone sensitivity nor to the color sensations elicited by 
the excitation of single cones.30 However, it is equally misleading to use color names to refer to 
color-discrimination mechanisms. Stimulation of just one or other side of such a mechanism does 
not necessarily give rise to a simple color sensation. Indeed, current models of opponent color-
discrimination mechanisms have the property that modulating each in isolation around an 
achromatic background produces in one case a red/magenta to cyan color variation and in the 
other a purple to yellow/green variation.31,32 Consequently, the perception of blue, green, and 
yellow, and to a lesser extent red, requires the modulation of both cone-opponent discrimina-
tion mechanisms (see subsection “Color Appearance and Color Opponency” in Sec. 11.5). 
We therefore refer to chromatic color-discrimination mechanisms according to their predomi-
nant cone inputs: L–M and S–(L+M). Although this approach has the unfortunate consequence 
that it neglects to indicate smaller inputs, usually from the S-cones (see subsection “Sensitivity to 
Different Directions of Color Space” in Sec. 11.5.), it has the advantage of simplicity and matches
standard usage in much of the literature. We refer to the nonchromatic color discrimination mecha-
nism as L+M. Note also that this nomenclature is intended to convey the identity and sign of the 
predominant cone inputs to each mechanism, but not the relative weights of these inputs.

In contrast, the perception of pure or “unique” red, green, yellow, and blue is, by construction of 
the theory, assumed to result from the responses of a single opponent color-appearance mechanism, 
the response of the other mechanism or mechanisms being nulled or in equilibrium (see subsection 
“Opponent-Colors Theory” in Sec. 11.5). We refer to opponent color-appearance mechanisms as R/G 
and B/Y, according to the color percepts they are assumed to generate. We refer to the nonopponent 
appearance mechanism as brightness.

Guiding Principles

Behavioral measurements of color vision reflect the activity of an inherently complex neural system 
with multiple sites of processing that operate both in series and in parallel. Moreover, these sites are 
essentially nonlinear. The promise of the mechanistic approach lies in two main areas. First, in 
terms of developing an overall characterization of postreceptoral color vision, the hope is that it 
will be possible to identify broad regularities in the behavior of the system that can be understood in 
terms of models that postulate a small number of relatively simple mechanism constructs. Second, 
in terms of using psychophysics to characterize the behavior of particular neural sites, and to link 
behavior to physiology, the hope is that specific stimulus conditions can be identified for which the 
properties of the site of interest dominate the measured performance. In the conceptual limit of 
complexity, where a mechanistic model explicitly describes the action of every neuron in a given 
visual pathway, these models can, in principle, predict performance. But as a practical matter, it 
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remains unclear the degree to which parsimonious mechanistic models derived from behavioral 
measurements will succeed. Given the complexity of the underlying neural system, it is apparent that 
the mechanistic approach is ambitious.

In this context, several points are worth bearing in mind. First, the concept of a psychophysi-
cal mechanism will have the most utility when it can be shown to have an existence that extends 
beyond the particular stimulus and task conditions from which it was derived. Thus, we regard a 
mechanism as a theoretical construct whose usefulness depends on the range of data it can explain 
parsimoniously. This is a broader consideration than those sometimes used to determine the value of 
a mechanism.33,34 In Secs. 11.3 and 11.4, we review two broad mechanism concepts that satisfy this 
criterion: opponency and adaptation.

Second, while some psychophysical techniques may emphasize the contribution of particular stages 
of the system, it is, with the exception of color matching, a simplification to ignore the contributions of 
earlier and/or later stages. For example, an often made but usually implicit assumption is that the cone 
quantal absorption rates are transmitted directly to postreceptoral mechanisms, as if the photorecep-
tors had no role other than to pass on a linear copy of their inputs. An interesting future direction for 
mechanistic models is to account for interactions between different stages of processing more fully.

Finally, in spite of our concerns, we have written this chapter primarily from the point of view of 
psychophysics. We readily acknowledge that over the past 50 years, results from molecular genetics, 
anatomy, and physiology have helped propel many psychophysical theories from intelligent specu-
lation to received wisdom, particularly in the cases of cone spectral sensitivities and early retinal 
visual processing. Physiology and anatomy have also provided important evidence about color cod-
ing at different levels of the early visual system (e.g., Refs. 35–37), crucial information that is hard to 
obtain psychophysically. Obversely, as the increasing complexity of the visual system at higher levels 
of processing begins to limit the utility of a mechanistic psychophysical approach, it also constrains 
how much can be understood from a knowledge of the properties of the component neurons in the 
processing chain, the majority of which have yet to be characterized.

Chapter Organization

The rest of this chapter is organized as follows: In the next two sections, we describe how mecha-
nism concepts allow us to understand important features of both color discrimination and color 
appearance. Our treatment here is illustrative. We review a small selection of experimental data, 
and emphasize the logic that leads from the data to constraints on the corresponding models. In 
Sec. 11.3 we discuss discrimination data; in Sec. 11.4 we turn to appearance data. Two broad 
mechanistic concepts emerge from this initial review: those of color opponency and of adaptation. 
The initial review provides us with a basic model for postreceptoral color vision. Although this model 
is clearly oversimplified, it serves as the point of departure for much current work, and understand-
ing it is crucial for making sense of the literature. The remainder of the chapter (Secs. 11.5 and 
11.6) is devoted to a discussion of advanced issues that push the boundaries of the basic model.

11.3 BASICS OF COLOR-DISCRIMINATION 
MECHANISMS

What Is a Mechanism?

Given the central role of the mechanism concept in models of color vision, one might expect that 
this concept is clearly and precisely defined, with a good consensus about its meaning. Our experi-
ence, however, is that although there are precise definitions of what constitutes a mechanism,33,34 
these are generally specific to a particular model and that the term is often used fairly loosely. In 
keeping with this tradition, we will proceed to discuss mechanisms through examples without 
attempting a rigorous definition.
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Figure 5 illustrates the broad mechanism concept. Figure 5a shows the L, M, and S cones. Each 
of these cones is a mechanism and satisfies several key properties. First, we conceive of each cone 
mechanism as providing a spatiotemporal representation of the retinal image, so that the mechanism 
output may be regarded as a spatial array that changes over time. Second, at a single location and 
time, the output of each cone mechanism is univariate and conveys only a single scalar quantity. This 
means that the output of a single cone mechanism confounds changes in the relative spectrum of the 
light input with the overall intensity of the spectral distribution. Third, the relation between mecha-
nism input and output is subject to adaptation. This is indicated in the figure by the open circle along 
the output pathway for each cone mechanism. Often the adaptation is characterized as a gain con-
trol, or a gain control coupled with a term that subtracts steady-state input (e.g., Refs. 38 and 39).

(a)

(b)
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Lout

Mout
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Lout L + M

L – M

S – (L + M)
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FIGURE 5 Basic mechanisms. (a) First-stage cone mechanisms: L, M, and S. The 
cone outputs are subject to some form of gain control (open circles), which can, in 
principle, be modified by signals from the same or from different cone mecha-
nisms. (b) Second-stage color-discrimination mechanisms: L+M, L–M, and S–(L+M). 
The inputs to these mechanisms are the adapted cone outputs from the cone mecha-
nisms. As with the cone mechanisms, the outputs of the second-stage mechanism are 
subject to some gain control, which can be modified by signals from the same or from 
different second-stage mechanisms. Dashed arrows indicate inhibitory outputs.



COLOR VISION MECHANISMS  11.11

Key to the mechanism approach is that the behavior of the mechanism can be probed experimen-
tally with adaptation held approximately fixed. This may be accomplished, for example, by present-
ing brief, relatively weak, flashes on spatially uniform backgrounds. In this case, the state of adapta-
tion is taken to be determined by the background alone; that is, it is assumed that the weak flashes do 
not measurably perturb the state of adaptation and thus that the state of adaptation is independent 
of the flash.

The arrows pointing into each circle in Fig. 5 indicate that the signals that control the state of 
adaptation can be quite general, and need to be specified as part of the model. In the classical (von 
Kries) mechanism concept, however, these signals are assumed to arise entirely within the array of 
signals from the same cone mechanism.33 For example, the gain (or adaptation) applied to the L-cone 
signals at a location would be taken to be determined entirely by the array of L-cone responses, and 
be independent of the responses of M and S cones. Adaptation that acts on the output of the cones is 
referred to as “first-site” adaptation.

Figure 5b shows a simple model of three second-stage color-discrimination mechanisms with the 
same basic wiring diagram as Fig. 3. These mechanisms have a similar structure to the cone mecha-
nisms, in the sense that they are assumed to provide a spatial array of univariate responses. In addition, 
as with the cone mechanisms, the second-stage mechanisms can adapt. An important difference 
between these second-stage mechanisms and the cone mechanisms is the nature of their input. 
Where the cone mechanisms transduce light into a neural signal, the second-stage mechanisms take 
the adapted cone responses as their input. As shown in the Fig. 5, each of the postreceptoral mecha-
nisms can be thought of as computing a weighted combination of cone signals. The three mecha-
nisms are labeled by the manner in which they combine cone inputs. The first mechanism, (L+M), 
which is often referred to as the luminance mechanism, adds inputs from the L and M cones. The sec-
ond mechanism, (L–M), takes a difference between L and M cone signals. And the third mechanism, 
S–(L+M), takes a difference between S-cone signals and summed L- and M-cone signals.

Although not necessary as part of the mechanism definition, making the input to the mechanism 
be a linear function of the output of the preceding stage simplifies the model, and enables it to make 
stronger predictions; whether the cone combinations are actually linear is an empirical question. 
Adaptation that acts on the outputs of the second-stage postreceptoral mechanisms is usually referred 
to as “second-site” adaptation or desensitization.

The cone mechanisms used in color vision models represent the action of a well-defined neu-
ral processing stage (the cone photoreceptors). The connection between postreceptoral mechanisms 
and neurons is not as tight. Although the cone inputs to different classes of retinal ganglion cells are 
similar to those used in models, these models often do not incorporate important features of real gan-
glion cells, such as their spatial receptive field structure (but see subsection “Multiplexing Chromatic 
and Achromatic Signals” in Sec. 11.5), cell-to-cell variability in cone inputs, and the fact that ganglion 
cells come in distinct ON and OFF varieties that each partially rectify their output (but see “Unipolar 
vs. Bipolar Chromatic Mechanisms” in Sec. 11.6).

Psychophysical Test and Field Methods

Broadly speaking, two principal psychophysical techniques have been used to investigate the prop-
erties of color-discrimination mechanisms.40–42 In the “test” (or “target”) sensitivity method, the 
observer’s sensitivity for detecting or discriminating a target is measured as a function of some tar-
get parameter, such as its wavelength, size, or temporal frequency. As noted above, implicit in the 
use of this method is the assumption that the presentation of the target does not substantially alter 
the properties or sensitivity of the detection mechanism, so that targets are usually presented against 
a background and kept near visual threshold.

In the “field” sensitivity method, the observer’s sensitivity for detecting or discriminating a tar-
get is measured as a function of some change in the adaptive state of the mechanism. Field meth-
ods complement test methods by explicitly probing how contextual signals control adaptation. On 
the assumption that the control of adaptation occurs solely through signals within the mechanism 
mediating detection, the spectral properties of that mechanism can be investigated by, for example, 
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superimposing the target on a steady adapting field and changing the adapting field chromaticity 
and/or radiance, by habituating the observer to backgrounds temporally modulated in chromaticity 
and/or luminance just prior to the target presentation, or by superimposing chromatic and/or lumi-
nance noise on the target.

Both test and field methods have obvious limitations. In the test method, it is difficult to ensure 
that a target is detected by a single mechanism when the target parameters are varied, with the 
result that multiple mechanisms typically mediate most sets of test sensitivity measurements. As we 
discuss below, assigning different portions of chromatic detection contours to different mechanisms 
is problematic (see subsection “Sensitivity to Different Directions of Color Space” in Sec. 11.5). In 
the field method, it is often easier to ensure that a target is detected by a single mechanism. However, 
the assumption that adaptation is controlled entirely by signals from within the mechanism mediat-
ing detection is a strong one, and interpretation of results becomes much more complicated under 
conditions where this assumption is not secure. More generally, without an explicit and accu-
rate model about the properties of the mechanism, both test and field sensitivity data may be 
uninterpretable.

How Test Measurements Imply Opponency

In the next three sections, we introduce color-discrimination mechanisms. These are character-
ized by opponent recombination of cone signals at a second site (as shown in Fig. 5b), by adapta-
tion in cone specific pathways (first-site adaptation, Fig. 5a), and by adaptation after the opponent 
recombination (second-site adaptation, Fig. 5b).

We begin with evidence from test sensitivity measurements that some sort of opponent recombi-
nation occurs. In the canonical test sensitivity experiment, a small test stimulus is presented against a 
uniform background. We denote the L-, M-, and S-cone excitations of the background by Lb, Mb, and 
Sb. If we fix the background, the test stimulus may be characterized by how much the cone excitations 
it produces deviate from the background. Denote these deviations by ΔL, ΔM, and ΔS, so that the 
overall cone excitations of the test are given by L = Lb + ΔL, M = Mb + ΔM, and S = Sb + ΔS. Note that 
the deviations ΔL, ΔM, and ΔS may be positive or negative.

For any background, we can consider a parametric family of test stimuli whose L-, M-, and 
S-cone deviations are in the same proportion. That is, we can define a test color direction by a triplet of 

deviations ΔLd, ΔMd, and ΔSd, normalized so that Δ Δ ΔL M Sd d d
2 2 2 1+ + = . Test stimuli that share the 

same color direction have the form ΔL = cΔLd, ΔM = cΔMd, and ΔS = cΔSd. We refer to the constant c
as the intensity of the test stimulus along the given color direction. Figure 6a illustrates the test color 
direction and intensity concept for two vectors in the ΔL, ΔM plane.

If the background and color direction of a test stimulus are held fixed, an experimenter can 
vary the test intensity and determine the psychophysical threshold for detection. This is the lowest 
intensity at which the observer can just see the test, and its value can be found experimentally using a 
variety of procedures.43 The experiment can then be repeated for different choices of color direction, 
and the threshold intensity can be determined for each one.

Figure 6b plots one way in which the data from a threshold experiment might come out. For sim-
plicity, we assume that ΔSd was set to zero, and show data only in the ΔL, ΔM plane. Each point in the 
plot represents the results of a threshold measurement for one color direction. The set of threshold 
points together trace out a “detection contour” (or “threshold contour”), since each point on the 
contour leads to an equal level of detection performance (the “threshold”). The two points that lie 
directly on the ΔL axis represent threshold for increments and decrements that drive only the L cones 
and leave the M cones silent; that is, these targets produce zero change in the M cones. Similarly two 
points that lie directly on the ΔM axis represent increments and decrements that produce only changes 
in the M cones. The other points on the contour show thresholds obtained when L- and M-cone 
signals are covaried in various ratios.

Understanding how threshold contours inform us about color-discrimination mechanisms is 
a key idea in the theory we present in this chapter. It is useful to begin by asking how the contour 
would come out if the visual system had a single color-discrimination mechanism consisting of, say, 
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only the L cones. In this case, only the ΔL component of the test modulation would affect perfor-
mance, and the threshold contour would consist of two lines, both parallel to the ΔM axis. One line 
would represent threshold for incremental tests with a positive ΔL value, while the other would repre-
sent threshold for decremental tests with a negative ΔL value. This hypothetical detection contour is 
shown as two solid vertical lines in Fig. 6b. If there were no other mechanisms, the threshold con-
tour would simply continue along the extensions of the solid vertical lines. The contour would not be 
closed, because modulations along the M-cone isolating direction produce ΔL values of zero and thus 
are invisible to the L-cone mechanism.
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FIGURE 6 Basic thresholds. (a) Two vectors plotted in the ΔL, ΔM plane that represent two lights 
of different color directions and different intensities. (b) Incremental and decremental thresholds deter-
mined by an L-cone mechanism (vertical black lines) or by an M-cone mechanism (black, horizontal 
dotted lines). The points define the contour expected if threshold is determined independently and with 
no interactions between L- and M-cone detection mechanisms. (c) The joint detection contours when the 
L- and M-cone detection mechanisms show different degrees of summation. The inner, middle, and outer 
contours are for summation exponents of k = 2, 4, and 1000, respectively. (d) Idealized detection contours 
(red solid points) for thresholds determined by chromatic L–M (solid lines at 45°) and achromatic L+M 
(dotted lines at –45°) mechanisms. The single open circle shows the threshold expected in the ΔLd = ΔMd 
direction if the threshold was determined by the cone mechanisms (i.e., by the thresholds along the axes ΔLd = 0 
and ΔMd = 0).
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We can also consider a visual system with only an M-cone discrimination mechanism. By reason-
ing analogous to that used for the L-cone case above, the threshold contour for this system would 
consist of the two horizontal dotted lines also shown in the figure.

Finally, we can consider a system with independent L- and M-cone mechanisms and a threshold 
determined when either its ΔL or ΔM component reached the threshold for the corresponding mecha-
nism. This would lead to a closed rectangular detection contour formed by the intersecting segments 
of the solid vertical and dotted horizontal lines shown in Fig. 6b. The threshold data plotted as solid 
red circles in the panel correspond to this simple model.

When signals from both L- and M-cone mechanisms mediate detection, the measured detection 
contour would be expected not to reach the corners of the rectangular contour shown in Fig. 6b. 
This is because even if the L- and M-cone mechanisms are completely independent, detection is nec-
essarily probabilistic, and in probabilistic terms the likelihood that L, M, or both L and M together 
will signal the test is greater than the likelihood of either cone mechanism doing so alone even when 
the mechanisms are independent, especially when L and M are both near threshold. This “probability 
summation” will reduce thresholds in the corners where L and M signals are of similar detectability, 
rounding them. A number of simple models of how mechanisms outputs might combine in the pres-
ence of neural noise predict such rounding, with the exact shape of the predicted contour varying 
across models.

A convenient parametric form for a broad class of summation models is that test threshold is 

reached when the quantity Δ Δ=
=∑ | |i

k
i

N
k

1
 reaches some criterion value. In this expression, N is 

the number of mechanism whose outputs are being combined, Δi is the output of the ith mecha-
nism, and the exponent k determines the form of summation. When k = 2, the quantity Δ represents 
the Euclidean vector length of the mechanism outputs. When k → ∞, Δ represents the output of the 
mechanism whose output is greatest.

Figure 6c shows expected threshold contours for the output of the L and M mechanisms for three 
values of k. The outer rectangular contour (solid lines) shows the contour for k = 1000. Here there 
is effectively no summation, and the contour has the rectangular shape shown in Fig. 6b. The inner 
contour (solid line) shows the case for k = 2. Here the contour is an ellipse. The middle contour (dot-
ted line) shows the case for k = 4. Determining the value of k that best fits experimental data is a topic 
of current interest, as the answer turns out to have important implications for how to reason from 
sensitivity contours to mechanism properties (see subsection “Sensitivity to Different Directions of 
Color Space” in Sec. 11.5). Here, however, the key point is that we expect actual experimental data 
to show more rounded threshold contours than the one depicted in Fig. 6b. Under conditions where 
sensitivity is determined by the output of the L- and M-cone mechanisms, the expected shape of the 
threshold contour is a closed form whose major axes are aligned with the ΔL and ΔM axes.

Figure 6d shows an idealized representation of how the data actually come out when thresholds 
are measured against a neutral background (see also Fig. 20). Actual data deviate clearly from 
the predictions shown in Fig. 6c, which were based on the assumption that the color-discrimination 
mechanisms are the responses of the L and M cones. Instead, the data lie near an elongated ellipsoid 
whose axes are rotated intermediate to the ΔL and ΔM axes. The deviations from the predictions of 
the Fig. 6c are large and robust. In particular, note the location of the open circle in the figure. This 
circle shows an upper bound on threshold in the ΔLd = ΔMd color direction; if the color-discrimination 
mechanisms were the L and M cones and they operated without summation, then threshold would 
be given by the open circle. If there was also summation between L- and M-cone mechanisms, then 
threshold would lie between the open circle and the origin, with the exact location depending on the 
degree of summation. Thresholds in this direction vastly exceed the bound shown by the open circle. 
This observation demonstrates unequivocally that the outputs of different cone mechanisms must 
be postreceptorally recombined.

A natural interpretation of the threshold contour shown in Fig. 6d is indicated by the rotated 
rectangle shown on the plot. The parallel solid lines represent the threshold contour that would be 
observed if detection were mediated by a single mechanism that computed as its output the differ-
ence between the L- and M-cone excitations to the test, and if threshold depended on |ΔL – ΔM| 
reaching some criterion threshold level. Similarly, the dotted lines represent the threshold contours 
of a mechanism that sums the L- and M-cone excitations of the test. The idealized threshold data 
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shown is thus consistent with the first two color-discrimination mechanisms illustrated in Fig. 5b, 
with some amount of summation between mechanism outputs accounting for the quasi-ellipsoidal 
shape of the overall contour.

Logic similar to that shown, applied to data where ΔS is varied, leads us to postulate a third color-
discrimination mechanism whose output is given by a weighted opposition of ΔS on the one hand 
and ΔL and ΔM on the other. Figure 21, later, shows detection contours in the equiluminant plane 
partially determined by the S–(L+M) mechanism.

Although it is straightforward to predict detection contours if the spectral properties of the under-
lying detection mechanisms and the interactions between them are known, it is harder, as we shall 
see below, to infer unequivocally the exact mechanism properties (e.g., the exact weights on signals 
from each cone class) from the contours.

First-Site Adaptation

Weber’s law and contrast coding The measurements described in the previous section assess sen-
sitivity under conditions where the state of adaptation was held fixed. We now turn to how input 
signals from the cones depend on the conditioning or adapting background. The key idea here 
is that the cone excitations are converted to a contrast representation. Here we use L cones as an 
example and take the L-cone contrast of the test, CL, to be given by CL = ΔL/Lb, where ΔL is (as 
above) the difference between the L-cone excitations produced by the test and background, and 
Lb is the L-cone excitation produced by the background. Similar expressions apply for the M and 
S cones.

The conversion of raw cone excitations (photoisomerizations) to a contrast code implies an 
important adaptive function. The range of cone excitation rates encountered in the environment 
can be greater than 106. This range greatly exceeds the limitations imposed by the individual 
neurons in the visual pathway, many of which have dynamic ranges of no more than about 102 from 
the level of noise—their spontaneous firing rate in the absence of light stimulation—to their response 
ceiling.44,45 If there were no adaptation, the cone visual response would often convey no useful infor-
mation, either because it was too small to rise above the noise at the low end of the stimulus range 
or because it was saturated at the maximum response level and thus unable to signal changes. For 
adaptation to protect the cone-mediated visual system from overload as the light level increases, 
the primary mechanisms of sensitivity regulation are likely to be early in the visual pathways, most 
likely in the cone photoreceptors themselves.46,48 Indeed, the molecular mechanisms of adaptation act-
ing within the photoreceptor are now fairly well understood.49–52

The idea that signals leaving the cones are effectively converted to a contrast code makes a 
specific prediction about how thresholds should depend on the background. Suppose we consider 
test stimuli that only stimulate the L cones, and that we manipulate the L-cone component 
of the background, Lb. Because of the cone-specific adaptation, increasing Lb will produce a pro-
portional decrease in the contrast signal fed to the postreceptoral detection mechanisms. On the 
assumption that the noise limiting discrimination behavior remains constant across the change of 
background (see “Sites of Limiting Noise” in Sec. 11.3), this decrease means that the differential 
signal, ΔL, required to bring a test stimulus to threshold will increase in proportion to Lb. This 
sort of behavior is often described as obedience to Weber’s law; predictions of Weber’s law models 
are shown by the blue line in Fig. 7a. Figure 7a shows a log-log plot of increment threshold ΔL 
against background component Lb. The predicted thresholds increase with a slope of unity on the 
log-log plot.

A feature of contrast-coding predictions that is clearly not realistic is that the threshold ΔL 
should decrease toward zero in complete darkness. A generalized and more realistic form of con-
trast coding is given by CL = ΔL/(Lb + Lo), where Lo is a constant. The dashed line in Fig. 7a shows a 
prediction of this form, which has the feature that thresholds approach a constant nonzero value as Lb 
decreases below Lo. The value of Lo may be thought of as the hypothetical excitation level—sometimes 
called a “dark light”—produced internally within the visual system in the absence of light that limits 
performance at low background levels.
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Stiles’ template shape [see Table 1(7.4.3) of Ref. 53], shown as the red line in Fig. 7a, has a form 
similar to that predicted by generalized contrast coding (dashed line). This template was derived 
to account for increment threshold data obtained under a variety of conditions (see subsections 
“Sensitivity to Spectral Lights” and “Stiles’ p Mechanisms” in Sec. 11.5). Figure 7b shows increment 
threshold data measured by Sigel and Pugh,54 for three different background wavelengths under con-
ditions where the L-cone mechanism is thought to dominate detection. These data fall approximately 
along Stiles’ template, although deviations are clear at high background radiances for two of the 
three spectral backgrounds shown. The deviations are consistent with contributions of postreceptoral 
mechanisms to detection performance.54,55 Data like these speak to the difficulties of distinguishing 
the contributions of different mechanisms from even the simplest data. Stiles, for example, accounted 
for the same sort of deviations by proposing an additional cone mechanism.33
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FIGURE 7 Weber’s law and increment thresholds. (a) Predictions 
of three first-site adaptation models for test lights detected by an L-cone 
mechanism as a function of background intensity. (b) Increment 
threshold data attributed to the L-cone mechanism (p5, see subsection 
“Stiles’ p Mechanisms” in Sec. 11.5) replotted from Fig. 2 (Observer: EP) 
of Sigel and Pugh54 obtained using a 200-ms duration, 667-nm target 
presented on background fields of 650 nm (red triangles), 500 nm 
(green circles), and 410 nm (purple squares). The solid lines aligned 
with each data set at low background radiances are Stiles’ standard 
template [Table 1(7.4.3) of Ref. 53). The horizontal position of the data 
is arbitrary.
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The signals reaching the second site Although increment threshold data suggest a roughly 
Weber-type gain control, they do not by themselves determine whether the signal transmitted to 
the second site is of the contrast form ΔL/(Lb + Lo), as we have written above, or of the simpler form 
L/(Lb + Lo), where to recap L = ΔL + Lb. We cannot, in other words, determine from detection thresh-
olds alone whether the adapted signal generated by the background is partially or wholly subtracted 
from the signal transmitted to the postreceptoral mechanisms.

To understand the ambiguity, define the gain g as g = 1/(Lb + Lo). In a gain control only model 
(with no background subtraction), the signal transmitted from the L cones in response to the back-
ground plus test would be L′ = gL, where L represents the combined cone excitations to the back-
ground plus test. Similarly, under this model, the gain adjusted response to the background alone 
would be Lb′ = gLb. If we assume that threshold requires the difference in response to background plus 
test on the one hand and background alone on the other to reach some criterion level, then the thresh-
old will depend on (L′ – Lb′) = g(L – Lb) = (L – Lb)/(Lb + Lo) = ΔL/(Lb + Lo) = C, which is the contrast 
form. Thus, predictions about detection threshold are independent of whether a constant is sub-
tracted from the signals leaving the cones.

To deduce the need for a subtractive term (i.e., to differentiate contrast-like coding from gain 
control alone) from threshold data requires discrimination experiments, in which threshold is mea-
sured not just for detecting a test against the background, but also for detecting the test (often 
referred to as a probe in this context) presented against an incremental flash, both of which are 
presented against a steady background. In these experiments, the threshold intensity for the probe 
depends on the flash intensity, and changes in this dependence with the background may be used to 
infer the nature of the adaptive processes. We will not review these experiments or their analysis here; 
other papers provide detailed descriptions (e.g., Refs. 56–59). The conclusion drawn by these authors is 
that to account for steady-state adaptation a subtractive term is required in addition to multiplicative 
gain control.

Second-Site Adaptation

The final piece of the basic model of color-discrimination mechanisms is a second stage of adap-
tation that modifies the output of the second-stage mechanisms (Fig. 5b). First-site adaptation 
is postulated to remove the effects of steady, uniform backgrounds by converting signals to a 
contrast representation; second-site adaptation is postulated to be driven by contrast signals in 
the background (see subsection “Field Sensitivities” in Sec. 11.5). Before proceeding, however, 
we should add two caveats. First, even with uniform, steady fields, first-site adaptation is usually 
incomplete. Were it complete, detection thresholds expressed as contrasts would be independent of 
background chromaticity, which they clearly are not (see Fig. 8 and subsection “Field Sensitivities” 
in Sec. 11.5). Second, first-site adaptation is not instantaneous. If it were, then in the extreme case 
of complete first-site adaptation being local to the photoreceptor as well as being instantaneous, nei-
ther local nor global changes in contrast would be transmitted to the second-site. In the less extreme 
case of complete, instantaneous adaptation being more spatially extended, then global changes in 
contrast would not be transmitted—with the result that large uniform field or Ganzfeld flicker 
should be invisible, which is not the case.60 To understand the basic logic that connects threshold 
experiments to second-site contrast adaptation or desensitization, we first consider the effects of 
steady backgrounds and then the effects of habituation.

Second-site desensitization by steady fields Because first-site adaptation is incomplete, steady 
chromatic backgrounds can desensitize second-site mechanisms. The effect of this type of desen-
sitization on detection contours is illustrated in Fig. 8. The colored circles in Fig. 8a show segments 
of detection contours in the ΔL/L, ΔM/M plane of cone contrast space for two background chroma-
ticities. The contours have a slope of 1, which is consistent with detection by a chromatic L–M mech-
anism with equal and opposite L- and M-cone contrast weights. If the background chromaticity is 
changed and adaptation at the first site follows Weber’s law, then the contours plotted in cone 
contrast units should not change. What happens in practice, when for example, a field is changed 
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in chromaticity from spectral yellow to red, is that the contours move outward,61 as indicated by the 
arrows and the red circles in Fig. 8a. (Actual data of this type are shown in Fig. 28.)

The constant slope of the L–M detection contours with changing background chromaticity is 
consistent with Weber’s law operating at the first site. The loss of sensitivity in excess of Weber’s law is 
most naturally interpreted as a second-site desensitization that depends on background chromaticity 
and acts on the joint L–M signals. Experimental evidence also supports the idea that first-site adapta-
tion is in the Weber regime under conditions where supra-Weber desensitization is observed.62

The effect of second-site chromatic adaptation on the L+M luminance mechanism is different. 
The yellow circles show partial detection contours with a slope of –1.7, which is consistent with 
detection by an achromatic L+M mechanism with an L-cone contrast weight 1.7 times greater than 
the M-cone contrast weight (this choice is arbitrary, but, in general, the L-cone weight is found to 
be greater than the M-cone weight, see subsection “Luminance” in Sec. 11.5). If the background 
chromaticity is again changed from spectral yellow to red, the detection contours rotate, as indicated 
by the arrows and the yellow circles.63 In this case, the rotation is due to a suppression by the long-
wavelength field of the L-cone contribution to luminance detection relative to the M-cone contribu-
tion.63,64 Given first-site adaptation that follows Weber’s law independently in the L- and the M-cones, 
first-site adaptation should affect L- and M-cone inputs equally in all postreceptoral mechanisms. The 
fact that the L–M measurements show an equal effect on the L- and M-cone contrast inputs, whereas 
the L+M measurements show a differential effect, is most easily explained by positing adaptation 
effects at a second-site. The idea that the cone inputs to luminance and chromatic mechanisms 
undergo adaptation that is specific to each type of mechanism was framed by Ahn and MacLeod.65 
The same idea is also explicit in the earlier work of Stromeyer, Cole, and Kronauer.61,63 The effects of 
steady fields on the L+M mechanism are discussed further in subsection “Achromatic Direction and 
Chromatic Adaptation” in Sec. 11.5.
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FIGURE 8 Changes in contrast threshold caused by second-site adaptation to steady fields. (a) Hypothetical 
contours for detection mediated by the L–M mechanism plotted in cone contrast space before (yellow circles) and 
after (red circles) second-site desensitization (caused by, e.g., a change in background chromaticity from yellow to 
red). The L–M mechanism is assumed to have equal and opposite L-cone contrast weights at its input, and this 
equality is assumed to be unaffected by the desensitization. (b) Hypothetical detection contours for detection by 
the L+M mechanism before (yellow circles) and after (red circles) a change in background chromaticity from 
yellow to red. Initially, the L+M mechanism is assumed to have an L-cone contrast weight 1.7 times greater than the 
M-cone contrast weight. Changing the field to red suppresses the L-cone contrast weight, causing a rotation of 
the contour, as indicated by the arrows and the red circles.63
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Second-site habituation The effects of steady backgrounds at the second site are comparatively 
small because the background signals are attenuated by adaptation at the first site. Second-site effects 
can be enhanced by temporally modulating the chromaticity or luminance of the background as in 
an habituation experiment. Figure 9a shows an idealized threshold contour for detection thresholds
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FIGURE 9 Habituation predictions. (a) Hypothetical threshold contour under condi-
tions where detection is mediated by second-site mechanisms. The contour is plotted in 
a cone contrast representation, and shows the contour in the ΔL/L, ΔM/M contrast plane. 
The S-cone contrast is taken to be zero, so that thresholds are mediated by the L+M and 
L–M mechanisms. The contour was computed on the assumption that the gain of the L–M 
mechanism was four times that of the L+M mechanism, using a summation model with an 
exponent of 2. (b) Corresponding contour after habituation has reduced the gain of the L–M 
mechanism by a factor of 2 and left the L+M mechanism gain unchanged. The habituating 
direction is indicated by the black arrow. The result is the threshold contour becomes more 
elongated along the negative diagonal in the cone contrast plot.
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in the ΔL/L, ΔM/M plane obtained against a uniform background. This is the same type of data 
shown in Fig. 6d, but plotted on cone contrast axes. Detection is assumed to be mediated by L–M 
and L+M mechanisms with L–M being four times more sensitive to cone contrast than L+M. The 
elliptical contour reflects a summation exponent of 2, which we assume here for didactic purposes. 
If the same experiment is repeated after the subject has been habituated to contrast modulated in 
the L–M direction (as indicated by the black arrow Fig. 9b), the basic second-site model predicts 
that thresholds will be elevated for test stimuli that are modulated in that direction. On the other 
hand, for test stimuli modulated in the L+M direction, thresholds should be unaffected. Finally, 
for stimuli in intermediate directions, thresholds will be elevated to the extent that the L–M opponent 
mechanism contributes to detection. Figure 9b shows the predicted threshold contour, com-
puted on the assumption that the L–M habituation cuts the gain of the L–M mechanism in half while 
leaving that of the L+M mechanism unaffected.

The data shown in Fig. 9 may be replotted by taking the difference of the post- and prehabituation 
threshold stimuli, for each color direction. Figure 10a shows an habituation effect plot of this sort. In 
this plot, the distance from the origin to the contour in each direction shows the threshold increase 
produced by the L–M habituation for test stimuli modulated in that color direction. The radius is 
large in the L–M test direction, and drops to zero for the L+M test direction.

Figure 10b and c show idealized habituation effect plots for habituation in the L+M direction and 
to an intermediate color direction, as shown by the black arrows. What the figure makes clear is 
that the effect of habituation on detection threshold should have a characteristic signature for each 
habituation direction.

Figure 11 replots the parts of Fig. 10 on axes that represent not cone contrast but rather stimulus 
directions that isolate the L+M and L–M discrimination mechanisms. These axes have been nor-
malized so that a unit step along each axis direction corresponds to a threshold stimulus (without 
any habituation) for the corresponding mechanism. We discuss in more detail in subsection “Color 
Data Representations” in Sec. 11.5 the advantages and disadvantages of using an opponent repre-
sentation of this type, but introduce it here to allow direct comparison of the idealized predictions 
of the basic model to the data reported by Krauskopf, Williams, and Heeley.14 These authors made 
measurements of how habituation in different color directions affected threshold contours. Their 
data for observer DRW, as shown in Fig. 29 in subsection “Habituation or Contrast Adaptation 
Experiments” in Sec. 11.5, agree qualitatively with the predictions shown in Fig. 11, and provide 
fairly direct evidence to support habituation at a second site. As with other aspects of the basic model, 
we return below to discuss more subtle features of the data that deviate from its predictions.

Sites of Limiting Noise

Before proceeding to color-appearance mechanisms, we pause to discuss a fundamental theoreti-
cal issue. This is the question of how the properties of a mechanism at an early stage of the visual 
processing chain could directly mediate observed detection thresholds, given that the signals from 
such a site must pass through many additional stages of processing before a perceptual decision is 
made. This question parallels one often asked in the context of colorimetry, namely, how it is that 
the very first stage of light absorption can mediate the overall behavior observed in color matching 
(see Chap. 10). Both questions have the same underlying answer, namely, that information lost at an 
early stage of visual processing cannot be restored at subsequent stages. The difference is the nature 
of the information loss. In the case of color matching, the information loss occurs because of the 
univariant nature of phototransduction. In the case of color thresholds, the information loss occurs 
because of noise in the responses of visual mechanisms. These sources of noise, relative to the signal 
strength, set the limits on visual detection and discrimination.

The link between thresholds and noise is well developed under the rubric of the theory of 
signal detection.43,66–68 Here we introduce the basic ideas. Consider a test stimulus of intensity c in 
the ΔLd = 1, ΔMd = 0 color direction. Only the L-cone mechanism responds to this stimulus, so for 
this initial example we can restrict attention to the L-cone response. If we present this same stimulus 
over many trials, the response of the L-cone mechanism will vary from trial-to-trial. This is indicated 
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FIGURE 10 Changes in contrast threshold caused by habituation. It is conventional to report the results of 
a habituation experiment using a plot that shows the change in threshold caused by habituation. (a) Depiction 
of the hypothetical data shown in Fig. 9 in this fashion. For each direction in the cone contrast plot, the distance 
between the origin and the contour shows the increase in threshold caused by habituation for tests in that color 
direction. For the example shown, there is no change in threshold in the L+M contrast direction, and the contour 
returns to the origin for this direction. (b) Changes in threshold that would be produced by a habituating stimu-
lus that decreases the gain of the L+M mechanism by a factor of 2 and leaves the gain of the L–M mechanism 
unchanged. (c) Changes in threshold that would be produced by a habituating stimulus that decreases the gain 
of both mechanisms equally by a factor of 1.33. The habituating directions are indicated by the black arrows.
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FIGURE 11 Changes in L+M and L–M sensitivity caused by habituation. Panels (a) to (c) replot the 
threshold changes shown in the corresponding panels of Fig. 10. Rather than showing the effects in cone-contrast 
space, here the results are shown in a space where the axes correspond to the L+M and L–M color directions. 
In addition, the units of each of these rotated axes have been chosen so that detection threshold for tests along 
the axis is 1. This representation highlights the canonical pattern of results expected when habituation 
along each axis reduces sensitivity for only the corresponding mechanism, and where habituation along the 
45° direction reduces sensitivity equally for the two mechanisms. The habituating directions are indicated by the 
black arrows.
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by the probability distribution (solid red line) in Fig. 12a. Although the mean response here is 0.06, 
sometimes the response is larger and sometimes smaller. Similarly, the mechanism response to the 
background alone will also fluctuate (probability distribution shown as dotted blue line).

It can be shown43,69 that optimal performance in a detection experiment occurs if the observer sets an 
appropriate criterion level and reports “background alone” if the response falls below this criterion

0.0–0.1–0.2 0.1 0.2
0

5

10

15

20

25

30

L-cone response

(a)

(b)

R
es

po
n

se
 p

ro
ba

bi
lit

y

Background alone

Background plus test

L + M

L – M

S – (L + M)

+

eL e(L+M)

eM

eS

+

+

+

e(L–M)

eS–(L+M)

+

+

L

M

S

FIGURE 12 Thresholds and noise. (a) The theory of signal detection’s account of how noise determines thresholds, for a 
single mechanism. When the background alone is presented, the mechanism’s responses vary somewhat from trial-to-trial because 
of additive response noise. The response variation is illustrated by the probability distribution centered on zero and shown by the 
dotted blue line. When the background and test are presented together, the average response increases but there is still trial-to-trial 
variability. This is illustrated by the probability distribution shown by the solid red line. When the two types of trial are presented 
equally often and the magnitudes of the costs associated with correct and incorrect responses are equal, it can be shown that the 
observer maximizes percent correct by reporting that the test was present whenever the mechanism response exceeds the criterion 
value shown in the figure by the vertical line. Different costs and prior probabilities simply move the location of this criterion. Even 
when this optimal criterion is used, there will still be some incorrect trials, those on which the response to background alone exceeds 
the criterion and those on which the response to background and test falls below the criterion. Threshold is reached when the test is 
intense enough that the observer is correct on a sufficient percentage of trials. How much the average response to background plus 
test must exceed that to background alone is determined by the magnitude of the noise. (b) The two-stage model of color-discrimi-
nation mechanisms, drawn in a manner that emphasizes that noise (e) may be added both to the output of the first-site mechanisms 
and to the output of the second-site mechanisms. A full signal detection theoretic model of detection takes into account the response 
gain at each stage (which determines the separation of the average response to background and to background plus test) and the 
magnitude of noise at each stage. It also replaces the simple criterion shown in (a) with an optimal multivariate classifier stage.70
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and “background plus test” otherwise. The plot shows the location of the optimal criterion (verti-
cal line) for the special case when background-plus-test and background-alone events are presented 
equally often and when the benefits associated with both sorts of correct response (hits and correct 
rejections) have the same magnitude as the costs associated with both sorts of incorrect response (false 
alarms and misses). Note that even the optimal strategy will not lead to perfect performance unless 
the intensity of the test is large enough that the two distributions become completely separated. In 
this sense, the magnitude of response noise (which determines the widths of the distributions), rela-
tive to the effect of the test on the mean mechanism response, is what limits performance. More gen-
erally, the theory of signal detection allows computation of the probability of the observer performing 
correctly in the detection experiment as a function of the noise magnitude and test intensity.

With this idea in mind, we can turn to understanding how threshold measurements can reveal 
properties of early mechanisms, despite later processing by subsequent mechanisms. Figure 12b 
shows the basic model of color-discrimination mechanisms from Fig. 5, but without the adapta-
tion stages shown explicitly. What is shown here, however, is that noise (e) is added to the response 
of each mechanism. At the first stage, the cone responses are noisy. The noisy cone responses are 
then transformed at the second-site, and more noise is added. Thus the responses of the second-site 
mechanisms are subject both to noise that propagates from the first site, in addition to noise injected 
directly at the second site. For simplicity, we consider the noise added to each mechanism at each 
site to be independent; note that even with this assumption the noise at the opponent site will be 
correlated across the three color-discrimination mechanisms as a result of the way the first-site noise 
is transformed.

This model allows us to compute the expected shape of the threshold contours for a visual system that 
makes optimal use of the output of the second-site mechanisms. The computation is more involved 
than the simple unidimensional signal detection example illustrated in Fig. 12a, because optimal 
performance makes use of the output of all three second-site mechanisms and must take into account 
the correlated nature of the noise at this stage. Nonetheless, the ideas underlying the computation are 
the same as in the simple example, and the theory that allows the computation is well worked out.70 
We can thus ask how the expected discrimination contours, computed on the basis of the output at 
the second site, vary with the properties of the noise added at each stage.

Figure 13 shows threshold contours computed for three choices of noise. Figure 13a shows a 
case where the standard deviation of the noise injected at the first site is 5 times larger than that at 
the second site. The derived contour has the properties expected of detection by cone mechanisms, 
with the major axes of the contour aligned with the L- and M-cone contrast axes (see Fig. 6b and c). 
Figure 13c on the other hand, shows the opposite situation where the noise injected at the second 
site is 5 times larger than that at the first site. Simply changing the noise magnitude has major 
effects on the observed contour; the shape of the contour shown in Fig. 13c is the expected result for 
detection mediated by second-site mechanisms (see Fig. 6d). Finally, Fig. 13b shows an intermedi-
ate case, with equal noise injected at the two sites. Here the result is intermediate between the two 
other cases.

This example lets us draw a number of important conclusions. First, the result in Fig. 13a shows 
explicitly how, in a two-stage visual system, threshold contours can reveal properties of the first-
stage mechanism. The necessary condition is that the noise added before the transformation to 
the second stage be large enough to dominate the overall performance. When a situation like this 
holds, we say that the first stage represents the site of limiting noise. As long as subsequent processing 
does not add significant additional noise, it is the site of limiting noise whose properties will be 
reflected by threshold measurements. Although Fig. 13a shows an example where the cones were the 
site of limiting noise, the fact that detection contours often have the shape shown in Fig. 13c sug-
gests that often the second site limits performance, and that subsequent processing at sites past the 
second site do not add significant additional noise. As an aside, we note that much of threshold 
psychophysics is concerned with arranging auxiliary stimulus manipulations that manipulate mecha-
nism properties so as to move the site of limiting noise from one stage of processing to another, or 
to shift it across mechanisms within a stage (e.g., to change the relative contribution of L+M and 
L–M mechanisms to performance), with the goal of enabling psychophysical probing of individual 
mechanisms at different stages of processing. Generally, the stimulus manipulations are thought to 
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FIGURE 13 Threshold predictions from signal detection theoretical model. The figure shows threshold contours predicted 
using the model shown in Fig. 12b, for various choices of noise amplitude. In all cases, only the L+M and L–M mechanisms were 
considered. The gain on L-cone contrast was set at 2, while the gain on M-cone contrast was set at 1. The gain of the L+M mecha-
nism was set at 1, while that of the L–M mechanism was set at 4. The noise added at each site was assumed to be Gaussian, and for 
each test color direction and choice of noise magnitude, the test intensity that led to optimal classification performance of 75 percent 
was determined. (a) Resulting contour when the noise at the first site is five times that of the noise at the second site. In this case, the 
detection contour has the shape expected for the first-site mechanisms, because little additional information is lost at the second-site 
mechanisms. (c) Contour when the magnitude of the noise at the second site is five times that of the first. In this case, the properties of 
the second-site mechanisms dominate measured performance. (b) Contour when the noise at the two sites is of comparable magnitude, 
and here the result is itself intermediate between that expected from the properties of first- and second-site mechanisms.
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act by changing the gains applied to mechanism outputs. This changes the effect of the stimulus rela-
tive to the noise, rather than the noise magnitude itself.

A second important point can be drawn from Fig. 13b. It is not unreasonable to think that noise 
at different stages of visual processing will be of a comparable magnitude, and Fig. 13b shows that in 
such cases observed performance will represent a mixture of effects that arise from mechanisms prop-
erties at different stages. This is a more formal development of a point we stressed in the introduc-
tion, namely, that in spite of our attempt to attribute performance under any given experimental 
conditions primarily to the action of a small number of mechanisms, this is likely to be a highly 
simplified account. Eventually, it seems likely that models that explicitly account for the interactions 
between mechanisms at different stages will be needed. The theory underlying the production of 
Fig. 13, which explicitly accounts for the role of noise at each stage, would be one interesting approach 
toward such models.

Finally, note that the development of Fig. 13 is in the tradition of ideal-observer models, where 
performance is derived from an explicit model of a set of stages of visual processing, followed by the 
assumption that further processing is optimal.71–74 Although the assumption of optimal processing 
is unlikely to be exactly correct, ideal-observer models are useful because they can provide theoret-
ical clarity and because cases where the data deviate from the predictions of such a model highlight 
phenomena that require further exploration and understanding. For example, the rounded shape of 
threshold contours, which we initially described using a descriptive vector length account, emerges 
naturally from the ideal-observer analysis. Indeed, for the ideal observer the predicted shape of the 
threshold contours is essentially ellipsoidal (summation exponent of 2). This prediction is another 
reason why careful assessment of the observed shape of threshold contours is of theoretical interest.

In subsection “Noise-Masking Experiments” in Sec. 11.5, we consider the effects of adding exter-
nal noise to the system.

11.4 BASICS OF COLOR-APPEARANCE 
MECHANISMS

We now turn to consider how a different class of observations can inform us about mech-
anisms. These are measurements that assess not the observer’s ability to detect or discriminate 
stimuli, but rather measurements of how stimuli look to observers. More specifically, we will con-
sider measurements of color appearance.

As with threshold measurements, color-appearance measurements may be divided into two classes, 
those that assess the appearance of test stimuli as some function of those stimuli (test measurements) 
and those that assess how the color appearance of a test stimulus depends on the context in which it 
is viewed (field measurements). We review how both sorts of measurements can inform a model of 
color-appearance mechanisms. This treatment parallels our development for color-discrimination 
mechanisms in order to highlight similarities and differences between models that account for the 
two types of data.

Appearance Test Measurements and Opponency

As described in the introduction, one of the earliest suggestions that the output of the cone mecha-
nisms were recombined at a second site came from Hering’s observation that certain pairs of color 
sensations (i.e., red and green, blue and yellow) are mutually exclusive. Hurvich and Jameson 
elaborated this observation into a psychophysical procedure known as hue cancellation (see subsec-
tion “Spectral Properties of Color-Opponent Mechanisms” in Sec. 11.5). Hue cancellation can be 
performed separately for the red/green opponent pair and the blue/yellow opponent pair.

In the red/green hue-cancellation experiment, the observer is presented with a test stimulus, 
which is usually monochromatic, and asked to judge whether its appearance is reddish or greenish. 
The results may be used to derive the properties of an opponent mechanism, under the “linking 
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hypothesis” that when the mechanism’s response is of one sign the stimulus appears reddish, while 
when it is of the opposite sign the stimulus appears greenish. That is, color-appearance measurements 
are used to derive mechanism properties on the assumption that the mechanism output provides an 
explicit representation of the sensation experienced by the observer.

To understand the hue-cancellation procedure in more detail, imagine that the experimenter 
picks a fixed monochromatic reference light that in isolation appears greenish to the observer. The 
experimenter then chooses a series of monochromatic test lights of unit intensity, each of which 
appears reddish in isolation. The observer judges mixtures of each test light and the reference light. 
If the mixture appears reddish, the intensity of the greenish reference light is increased. If the mix-
ture appears greenish, the intensity of the greenish reference light is decreased. Repeating this pro-
cedure allows the experimental determination of a balance or equilibrium point for the red-green 
mechanism, where the result of the mixture appears neither reddish nor greenish. (Depending on 
the test stimulus, the balanced mixture will appear either as yellow or blue or achromatic.) Colored 
stimuli that appear neither reddish nor greenish are referred to as “unique yellow” or “unique blue.” 
The intensity of the green reference light in the balanced mixture may be taken as a measure of the 
amount of redness in the test stimulus, in the same way that the amount of weight added to one side 
of a balance scale indexes the weight on the other side when the balance is even (see Krantz’s “force 
table” analogy.75)

A similar procedure may be used to determine the amount of greenness in test stimuli that 
have a greenish component, by choosing an adjustable reference stimulus that appears reddish. 
Moreover, the units of redness and greenness may be equated by balancing the two reference 
stimuli against each other. Figure 14a and b show prototypical results of such measurements for 
spectral test lights, as well as results for an analogous procedure used to determine the amount of 
blueness and yellowness in the same set of spectral test lights. Such data are referred to as “chromatic 
valence” data.

Krantz75,76 showed that if the amount of redness, greenness, blueness, and yellowness in any test 
light is represented by the output of two opponent color-appearance mechanisms, and if these mech-
anisms combine cone signals linearly, then the spectral hue-valence functions measured in the 
cancellation experiment must be a linear transformation of the cone spectral sensitivities. Although 
the linearity assumption is at best an approximation (see subsection “Linearity of Color-Opponent 
Mechanisms” in Sec. 11.5), Krantz’s theorem allows derivation of the cone inputs from the data 
shown in Fig. 14. Such fits are shown in Fig. 14a and b, and lead to the basic wiring diagram shown 
in Fig. 14c. This shows two opponent color-appearance mechanisms, labeled R/G and B/Y. The cone 
inputs to these mechanisms are similar to those for the opponent color-discrimination mechanisms, 
with one striking difference: the S cones make a strong R contribution to the R/G appearance mecha-
nism. By contrast, the S-cone input to the L–M discrimination mechanism is small at most. Another 
difference, which we address later, is that the M-cone contribution to B/Y in some models is of the 
same sign as the S-cone contribution (see “Three-Stage Zone Models” in Sec. 11.6).

Although the hue-cancellation procedure may be used to derive properties of opponent-appearance 
mechanisms, it is less suited to deriving the properties of a third mechanism that signals the brightness 
of colored stimuli. This aspect of color appearance may be assessed using heterochromatic brightness 
matching, where subjects are asked to equate the brightness of two stimuli, or scaling methods, where 
observers are asked to directly rate how bright test stimuli appear (see subsection “Luminance and 
Brightness” in Sec. 11.5).

Appearance Field Measurements and First-Site Adaptation

It is also possible to make field measurements using appearance judgments. A common method 
is known as asymmetric matching, which is a simple extension of the basic color-matching experi-
ment (see Chap. 10). In the basic color-matching experiment, the observer adjusts a match stimulus 
to have the same appearance as a test stimulus when both are seen side-by-side in the same context. 
The asymmetric matching experiment adds one additional variable, namely that the test and match 
are each seen in separate contexts. As illustrated in Fig. 1, when an identical test patch is presented 
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FIGURE 14 Chromatic valence data and wiring. (a) and
(b) Valence data (colored symbols) replotted from Figs. 4 and 
5 of Jameson and Huryich279 for observers “J” (a) and “H” 
(b) fitted with linear combinations of the Stockman and 
Sharpe28 cone fundamentals (solid and dashed curves). The 
best-fitting cone weights are noted in the key. (c) Wiring 
suggested by this (a) and subsequent color valence data. In 
the diagram, the sign of the M-cone contribution to B/Y is 
shown as negative (see subsection “Spectral Properties of 
Color-Opponent Mechanisms” in Sec. 11.5).
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against two different surrounds, it can appear quite different. In the asymmetric matching exper-
iment, the observer compares test patches seen in two different contexts (e.g., against different 
adapting backgrounds) and adjusts one of them until it matches the other in appearance. The 
cone coordinates of the match test patches typically differ, with the shift being a measure of the 
effect of changing from one context to the other.

Figure 15a plots asymmetric matching data from an experiment of this sort reported by 
MacAdam.77 The filled circles show the L- and S-cone coordinates of a set of test stimuli, seen in 
a region of the retina adapted to a background with the chromaticity of a typical daylight. The 
open circles show a subset of the corresponding asymmetric matches seen in a region of the retina 
adapted to a typical tungsten illuminant. The change in adapting background produces a change in 
test appearance, which observers have compensated for in their adjustments.

Asymmetric matching data can be used to test models of adaptation. For example, one can 
ask whether simple gain control together with subtractive adaptation applied to the cone signals 
can account for the matches. Let (L1, M1, S1), (L2,M2,S2), . . ., (LN,MN,SN) represent the L-, M-, and 
S-cone coordinates of N test stimuli seen in one context. Similarly, let (L′1,M′1,S′1), (L′2,M′2,S′2), . . ., 
(L′N,M′N,S′N) represent the cone coordinates of the matches set in the other context. If the data can 
be accounted for by cone-specific gain control together with subtractive adaptation, then we should 
be able to find gains gL, gM, gS, and subtractive terms L0, M0, S0 such that L′i ≈ gL Li – L0, M′i ≈ gM Mi – M0, 
and S′i ≈ gS Si – S0 for all of the N matches. The asterisks plotted in Fig. 15a show predictions of this 
gain control model in the L,-S cone plane. Figure 15b, c, and d show predicted shifts against the mea-
sured shifts for all three cone classes. The model captures the broad trends in the data, although it 
misses some of the detail. The first-site adaptation captured by this model is often taken to be the 
same adaptation revealed by sensitivity experiments.78

Appearance Field Measurements and 
Second-Site Adaptation

Asymmetric matching may also be used to investigate the effect of contrast adaptation on color 
appearance. In a series of experiments, Webster and Mollon32,79 investigated the effect of contrast adap-
tation (or habituation) on the color appearance of suprathreshold lights (see also Refs. 80 and 81). 
Observers habituated to a background field that was sinusoidally modulated at 1 Hz along various 
color directions. The habituating field was interleaved with a stimulus presented at the same loca-
tion. The observer’s task was to adjust the chromaticity and luminance of a match stimulus so that 
its appearance matched that of the test field. Webster and Mollon found that habituation affected 
the appearance of the test stimulus.

The motivation behind these experiments was to test whether or not the changes in color appear-
ance caused by contrast adaptation were consistent with the type of second-site adaptation that char-
acterizes sensitivity experiments, namely independent adaptation of three cardinal mechanisms with 
cone inputs: L–M, L+M, and S–(L+M). The prediction for this case is that the appearance effects 
should always be greatest along the color axis corresponding to the mechanism most adapted by 
the habituating stimulus, and least along the axis corresponding to the mechanism least adapted 
by the stimulus—and this pattern should be found whatever the chromatic axis of the habituating 
stimulus. Thus the relative changes in chromaticity and/or luminance caused by habituation should 
be roughly elliptical with axes aligned with the mechanism axes.

The results showed that the sensitivity changes did not consistently align with the axes of the 
cardinal mechanisms. Instead, the largest selective sensitivity losses in the equiluminant plane, for 
two out of three subjects, aligned with the adapting axis, while the smallest losses aligned with an 
axis approximately 90° away. Comparable results were found when the habituating and test stimuli 
varied in color and luminance in either the plane including the L−M and L+M+S axes or the plane 
including the S and L+M+S axes. Thus, contrast adaptation produces changes in color appearance that 
are, in general, selective for the habituating axis rather than selective for the purported underlying 
mechanism axes. Nevertheless, greater selectivity was found for habituation along the three cardi-
nal axes, which suggests their importance. See Ref. 32 for further details.
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FIGURE 15 Analysis of asymmetric matching data. (a) Subset of the data 
from Observer DLM reported by MacAdam.77 The closed circles show L- and S-cone 
coordinates of tests viewed on part of the retina adapted to a background with the 
chromaticity of daylight. The connected open circles show the asymmetric matches 
to these tests, when the matching stimulus was viewed on part of the retina adapted 
to the chromaticity of a tungsten illuminant. The star symbols show the predictions 
of a model that supposes first-site gain control and subtractive adaptation, operating 
separately within each cone mechanism. (b), (c), and (d) Model predictions for the 
full set of 29 matches set by Observer DLM. Each panel shows data for one cone class. 
The x axis shows the measured difference between the test and match, and represents 
the size of the asymmetric matching effect. The y axis shows the corresponding pre-
dicted difference. If the model were perfect, all of the data would lie along the positive 
diagonals. The model captures the broad trend of the data, but misses in detail.
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Webster and Mollon32 conclude that the changes in color appearance following habituation are 
inconsistent with models of color vision that assume adaptation in just three independent postrecep-
toral channels. Given, however, that the properties of the color-appearance mechanisms as revealed 
by test methods differ from those of color-discrimination mechanisms, this result is hardly surprising. 
Also note that comparisons between sensitivity measurements made for test stimuli near detection 
threshold and appearance measurements made for suprathreshold tests are complicated by the pres-
ence of response nonlinearities at various stages of processing. See Refs. 78 and 82 for discussion.

11.5 DETAILS AND LIMITS OF THE BASIC MODEL

Sections 11.3 and 11.4 introduce what we will refer to as a “basic model” of color-discrimination 
and color-appearance mechanisms. There is general agreement that the components incorporated 
in this model are correct in broad outline. These are (1) first-site, cone specific, adaptation roughly 
in accord with Weber’s law for signals of low temporal frequency, (2) a recombination of cone sig-
nals that accounts for opponent and nonopponent postreceptoral second-site signals, (3) second-
site desensitization and habituation, and (4) the necessity for distinct mechanistic accounts of dis-
crimination and appearance.

In the earlier sections, we highlighted example data that strongly suggest each feature of the 
basic model. Not surprisingly, those data represent a small subset of the available experimental 
evidence brought to bear on the nature of postreceptoral color vision. In this section we provide 
a more detailed review, with the goal of highlighting both data accounted for by the basic model, 
as well as data that expose the model’s limitations. Current research in the mechanistic tradition 
is aimed at understanding how we should elaborate the basic model to account parsimoniously 
for a wider range of phenomena, and at the end of this chapter we outline approaches being taken 
toward this end.

Sections “Test Sensitivities” through “Color Appearance and Color Opponency” follow the 
same basic organization as the introductory sections. We consider discrimination and appearance 
data separately, and distinguish between test and field methods. We begin, however, with a discussion 
of color data representations.

Color Data Representations

Over the past 50 years, color vision research has been driven in part by the available technol-
ogy. Conventional optical systems with spectral lights and mechanical shutters largely restricted 
the volume of color space that could be easily investigated to the 1/8 volume containing posi-
tive, incremental cone modulations. When such data are obtained as a function of the wavelength 
of monochromatic stimuli, a natural stimulus representation is to plot the results as a function of 
wavelength (e.g., Fig. 14a and b). This representation, however, does not take advantage of our 
understanding of the first stage of color processing, transduction of light by the cone photorecep-
tors. Moreover, with the availability of color monitors and other three-primary devices, stimuli 
are now routinely generated as a combination of primaries, which makes increments, decre-
ments, and mixtures readily available for experimentation. Spectral plots are not appropriate for 
such stimuli, which instead are represented within some tristimulus space (see Chap. 10).

Our estimates of the human cone spectral sensitivities have become increasingly secure over the 
past 30 years (see Chap. 10). This allows stimulus representations that explicitly represent the stimu-
lus in terms of the L-, M-, and S-cone excitations and which therefore connect data quite directly to 
the first-stage color mechanisms. Such representations are called “cone-excitation spaces,” and an 
example of this sort of representation is provided in Fig. 7 of Chap. 10.

An extension of cone-excitation space is one in which the cone excitations are converted to incre-
ments and decrements of each cone type relative to a background. Thus, the three axes are the changes 
in cone excitations: ±ΔL, ±ΔM, and ±ΔS. We introduced such spaces in Fig. 6; they are useful when 
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the stimulus is most naturally conceived as a modulation relative to a background, and where the 
properties of the background per se are of less interest. We will use the shorthand “incremental cone 
spaces” to refer to this type of representation, although clearly they allow expression of both incre-
ments and decrements.

Closely related to incremental cone spaces are “cone contrast spaces,” in which the incremen-
tal/decremental changes in cone excitations produced by the target are divided by the cone excita-
tions produced by the background.61,83 Here, the three axes are dimensionless cone contrasts: ΔL/Lb, 
ΔM/Mb, and ΔS/Sb. If Weber’s law holds independently for each cone type then ΔL/Lb, ΔM/Mb, and 
ΔS/Sb all remain constant. Thus a particular advantage of this space is that it factors out the gross 
effects of first-site cone-specific adaptation, which tends to follow Weber’s law at higher intensities 
(see subsection “First-Site Adaptation” in Sec. 11.3). Plots in cone contrast space help to emphasize 
desensitization that occurs after the receptors, and, to the extent that Weber’s law holds, provide an 
explicit representation of the inputs to postreceptoral mechanisms. (We introduced a cone contrast 
representation in Fig. 8 exactly for this reason.)

At lower adaptation levels, when adaptation falls short of Weber’s law (see Fig. 7) or under condi-
tions where Weber’s law does not hold (such as at high spatial and temporal frequencies; see, e.g., Ref. 
84), cone contrast space is less useful. However, for targets of low temporal and spatial frequencies, 
Weber’s law has been found to hold for chromatic detection down to low photopic levels.62

A final widely used color space is known as the “Derrington-Krauskopf-Lennie” (DKL) 
space36,85,86 in which the coordinates represent the purported responses of the three second-site color-
discrimination mechanism, L+M, L–M, and S–(L+M). In this context, modulation directions that 
change the response of one of these mechanisms while leaving the response of the other two fixed 
are referred to as “cardinal directions.”14 The DKL representation was introduced in Fig. 11 and is 
further illustrated in Fig. 16. See Ref. 87 for further discussion of color spaces and considerations of 
when each is most appropriately used.

–90°

0°

90°

180°

270°

+90°

L + M

L – M

S – (L + M)

FIGURE 16 Derrington-Krauskopf-Lennie (DKL) color space. The grid corresponds 
to the equiluminant plane, which includes the L–M (0°–180°) and S–(L+M) (90°–270°) 
cardinal mechanisms axes. The vertical axis is the achromatic L+M axis (–90° – +90°). 
The colors along each axis are approximate representations of the appearances of lights 
modulated along each cardinal axis from an achromatic gray at the center. Notice that 
the unique hues do not appear. The axes are labeled according to the mechanisms that are 
assumed to be uniquely excited by modulations along each cardinal axis. (Figure provided 
by Caterina Ripamonti.)
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Although the conceptual ideas underlying the various color spaces discussed here are clear 
enough, confusion often arises when one tries to use one color space to represent constructs from 
another. The confusion arises because there are two distinct ways to interpret the axes of a three-
dimensional color space. The first is in terms of the responses of three specified mechanisms, while 
the second is in terms of how the stimulus is decomposed in terms of the modulation directions that 
isolate the three mechanisms. To understand why these are different, note that to compute the 
response of a particular mechanism, one only needs to know its properties (e.g., that it is an L−M 
mechanism). But, in contrast, the stimulus direction that isolates that same mechanism is the one 
that silences the responses of the other two mechanisms. The isolating stimulus direction depends 
not on the properties of the mechanism being isolated but on those of the other two. For this reason, 
it is important to distinguish between the mechanism direction, which is the stimulus direction that 
elicits the maximum positive response of a given mechanism per unit intensity, and the isolating 
direction for the same mechanism, which produces no response in the other two mechanisms. For the 
triplet of mechanisms L+M, L–M, and S–(L+M), the mechanism and isolating directions align 
(by definition) in DKL space, but this property does not hold when these directions are plotted in 
the antecedent incremental cone space or cone contrast space. Note that in some descriptions of 
DKL space, the axes are defined in terms of the cone modulations that isolate mechanisms rather 
than in terms of the mechanism responses. These conflicting definitions of DKL space have led to 
a good deal of confusion. See Chap. 10 and Refs. 87–89 for further discussion of transformations 
between color spaces and the relation between mechanism sensitivities, mechanism directions, and 
isolating directions.

Caveats Crucial for the use of any color space based on the cone mechanisms either for generat-
ing visual stimuli or for interpreting the resulting data is that the underlying cone spectral sensi-
tivities are correct. Our estimates of these are now secure enough for many applications, but there 
are uncertainties that may matter for some applications, particularly at short wavelengths. These 
are compounded by individual differences (see Chap. 10), as well as issues with some of the sets of 
color-matching functions used to derive particular estimates of cone spectral sensitivities (again 
see Chap. 10, and also Ref. 90 for further discussion).

Such concerns are magnified in the use of postreceptoral spaces like the DKL space, because as 
well as the cone spectral sensitivities needing to be correct, the rules by which they are combined 
to produce the spectral sensitivities of the postreceptoral mechanisms must also be correct. For 
example, to silence the L+M luminance mechanism it is necessary to specify exactly the relative 
weights of the M and L cones to this mechanism. However, these weights are uncertain. As dis-
cussed in subsection “Luminance” in Sec. 11.5, the M- and L-cone weights show large individual 
differences. Furthermore, the assumption typically used in practice, when constructing the DKL 
space, is that luminance is a weighted sum of M and L cones and that the S cones therefore do not 
contribute to luminance. This may not always be the case.91–94 Luminous efficiency also varies with 
chromatic adaptation, the spatial and temporal properties of the stimulus, and the experimental 
task used to define luminous efficiency. Lastly, the standard 1924 CIE V(l) luminous efficiency 
function, which determines candelas/m2, and has been used by several groups to define the 
spectral sensitivity of the luminance mechanism, seriously underestimates luminous efficiency 
at shorter wavelengths (see Ref. 90).

One final note of caution is that it is useful to keep in mind that independently representing 
and manipulating the responses of mechanisms at a particular stage of visual processing only makes 
sense if there are three or fewer mechanisms. If there are more than three photopic mechanisms 
at the second stage of color processing (see also subsection “Low-Level and Higher-Order Color-
Discrimination Mechanisms” in Sec. 11.6), independently manipulating all of them is not possible 
because of the inherent three-dimensionality of the first stage.

These caveats are not meant to discourage entirely the use of physiologically motivated color spaces 
for data representation; on the contrary we believe such representations offer important advantages 
if used judiciously. It is crucial, however, to bear in mind that such spaces usually assume particular 
theories of processing, and that interpreting data represented within them should be done in the 
context of a clear understanding of the limitations of the corresponding theories.
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Test Sensitivities

The most direct method of studying the chromatic properties of color mechanisms is the test 
method. Variations of this method have been tailored to investigate the properties of different visual 
mechanisms, including cone, chromatic, and achromatic (or luminance) mechanisms.

Sensitivity to Spectral Lights Perhaps the most influential chromatic detection data have been the 
two-color threshold data of Stiles,41,42,95–98 so called because the threshold for detecting a target or 
test field of one wavelength is measured on a larger adapting or background field usually of a second 
wavelength (or mixture of wavelengths). These data were collected within the context of an explicit 
model of color mechanisms, referred to as “p-mechanisms,” and how they adapt. Enoch99 provides a 
concise review of Stiles’ work.

An important limitation of Stiles’ model is that it did not allow for opponency: the p-mechanisms 
had all-positive spectral sensitivities and interactions between them were required to be summative. 
In some instances, the deviations caused by opponency were accommodated in Stiles’ model by the 
postulation of new p-mechanisms, such as p5′ (see Refs. 54 and 55). As data in the two-color tradition 
accumulated, this limitation led to the demise of the p-mechanism framework and the development 
of the basic model we introduced in Sec. 11.3. Nonetheless, any correct model must be consistent with 
the experimental data provided by the two-color threshold technique, and we review some key aspects 
in the context of current thinking.

Two-color threshold test spectral sensitivity measurements obtained on steady backgrounds as a 
function of target wavelength have characteristic peaks and troughs that depend on the background 
wavelength (see Fig. 1 of Ref. 98). These undulations were interpreted as the envelope of the spectral 
sensitivities of the underlying cone mechanisms (or “p-mechanisms,” see Fig. 23), but crucially they 
are now known also to reflect opponent interactions between mechanisms.100

The shape of test spectral sensitivity functions depend not only on background wavelength 
but also on the type of target used in the detection task. Detection by second-site opponent color-
discrimination mechanisms is generally favored by targets comprised mainly of low temporal and 
spatial frequency components, whereas detection by achromatic mechanisms, which sum cone signals, 
is favored by targets with higher temporal and spatial frequency components.83,101,102 Stiles typically 
used a flashed target of 1° in visual diameter and 200 ms in duration, which favors detection by 
chromatic mechanisms. When Stiles’ two-color threshold experiments are carried out using brief, 
10-ms duration targets, the results are more consistent with detection being mediated by achromatic 
mechanisms.103

Detection by chromatically opponent mechanisms is most evident in test spectral sensitivity func-
tions measured using targets of low temporal and/or spatial frequency. Measured on neutral fields, 
chromatic detection is characterized by peaks in the spectral sensitivity curves at approximately 440, 
530, and 610 nm that are broader than the underlying cone spectral sensitivity functions and sepa-
rated by pronounced notches.102,104–108 The so-called “Sloan notch”109 corresponds to the loss of sensi-
tivity when the target wavelength is such that the target produces no chromatic signal (e.g., when the 
L- and M-cone inputs to the L−M chromatic mechanism are equal), so that detection is mediated 
instead by the less-sensitive achromatic mechanism. By contrast, the broad peaks correspond to 
target wavelengths at which the target produces a large chromatic signal.101,102,105–108,110,111 Examples of 
detection spectral sensitivities with strong contributions from opponent mechanisms are shown in 
Fig. 17a and Fig. 18a. Those shown as circles in Fig. 17 and Fig. 18 were measured on a white back-
ground. The other functions in Fig. 17 were measured on backgrounds of 560 nm (green squares), 
580 nm (yellow triangles), and 600 nm (orange triangles).

The nature of the mechanisms responsible for the spectral sensitivity data in Fig. 17a can be seen 
clearly by replotting the data as cone contrasts, as illustrated in Fig. 17b for the three chromatic 
backgrounds (from Ref. 89). As indicated by the straight lines fitted to each set of data, the detection 
contours have slopes close to one in cone contrast space, which is consistent with detection by L–M 
chromatic mechanisms with equal cone contrast weights (see subsection “Sensitivity to Different 
Directions of Color Space” in Sec. 11.5). Note also that the contours move outward with increasing 
field wavelength. This is consistent with second-site desensitization (see Fig. 8). The dependence 
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FIGURE 17 Sloan notch and chromatic adaptation. The three data sets in (a) are spectral sensitivity data 
replotted from Fig. 1 of Thornton and Pugh107 measured on 1010 quanta sec–1 deg–2 fields of 560 nm (green 
squares), 580 nm (yellow triangles), and 600 nm (orange inverted triangles) using a long duration (one period of a 
2-Hz cosine), large (3° diameter, Gaussian-windowed) target. The lowest data set in (a) are data replotted from 
Fig. 4 (Observer JS) of Sperling and Harwerth105 measured on 10,000 td, 5500 K, white field (open circles) using a 
50-ms duration, 45-min diameter target. The data have been modeled (solid lines) by assuming that the spectral 
sensitivities can be described by b|aL – M| + c|M – aL| + d|S – e(L + 0.5M)|, where L, M, and S are the quantal cone 
fundamentals28 normalized to unity peak, and a−e are the best-fitting scaling factors. These fits are comparable to the 
ones originally carried out by Thornton and Pugh107 using different cone fundamentals. Notice that the Sloan notch 
(on colored backgrounds) coincides with the field wavelength. The detection contours in (b) have been replotted 
from Fig. 18.4B of Eskew, McLellan, and Giulianini.89 The data are the spectral sensitivities measured on 560 nm 
(green squares), 580 nm (yellow triangles), and 600 nm (orange inverted triangles) fields already shown in (a), but 
transformed and plotted in cone-contrast space. Only data for target wavelengths ≥ 520 nm are shown. As indicated 
by the straight lines fitted to each set of data, the detection contours have slopes close to one in cone contrast space, 
which is consistent with detection by L–M chromatic mechanisms with equal L- and M-cone contrast weights.
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FIGURE 18 Test additivity. (a) Spectral sensitivity 
for the detection of a low frequency target measured on 
a 6000 td xenon (white) background (yellow circles). The 
shape is characteristic of detection by chromatic channels. 
The arrows indicate the wavelengths of the two prima-
ries used in the test additivity experiment shown in (b). 
(b) Detection thresholds measured on the same field for 
different ratios of the two primaries. Data and model fits 
replotted from Fig. 2 of Thornton and Pugh.164 The solid 
curve is the fit of a multi-mechanism model comprising an 
achromatic (L+M) and chromatic mechanisms (L–M and 
M–L with the same but opposite weights). The sensitivities 
of the chromatic mechanisms are shown by the dashed blue 
line. (See Ref. 164 for details.)
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of the spectral position of the Sloan notch on background wavelength is discussed in subsection 
“Chromatic Adaptation and the Sloan Notch” in Sec. 11.5.

Luminance

Luminous efficiency The target parameters (and the experimental task) can also be chosen to 
favor detection by achromatic mechanisms. For example, changing the target parameters from a
200-ms duration, 1° diameter flash to a 10 ms, 0.05° diameter flash presented on a white background 
changes the spectral sensitivity from a chromatic one to an achromatic one, with chromatic peaks 
at approximately 530- and 610-nm merging to form a broad peak near 555 nm.102 Measurements 
that favor detection by achromatic mechanisms have been carried out frequently in the applied 
field of photometry as a means of estimating scotopic (rod), mesopic (rod-cone), or photopic (cone) 
“luminous efficiency” functions.

Luminous efficiency was introduced by the CIE (Commission Internationale de l’Éclairage) to 
provide a perceptual analog of radiance that could be used to estimate the visual effectiveness of lights. 
The measurement of luminous efficiency using tasks that favor achromatic detection is a practical 
solution to the requirement that luminous efficiency should be additive. Additivity, also known as 
obedience to Abney’s law,112,113 is necessary in order for the luminous efficiency of a light of arbitrary 
spectral complexity to be predictable from the luminous efficiency function for spectral lights, V(l).

Some of the earlier luminous efficiency measurements114–117 incorporated into the original 1924 
CIE photopic luminous efficiency function, V(l), used techniques that are now known to fail the 
additivity requirement. Techniques that satisfy the additivity requirement, and depend mainly on 
achromatic or luminance mechanisms, include heterochromatic flicker photometry (HFP), het-
erochromatic modulation photometry (HMP), minimally distinct border (MDB), and minimum 
motion (MM). Details of these techniques can be found in several papers.28,53,90,118–124

In visual science, V(l) or its variants, has often been assumed to correspond to the spectral sensi-
tivity of the human postreceptoral achromatic or “luminance” mechanism, which is assumed to add 
positively weighted inputs from the L and M cones.125 As a result, estimates of luminous efficiency 
have taken on an important theoretical role in studies of the opponent mechanisms, because they are 
used to produce stimulus modulations that produce no change in the purported luminance mecha-
nism. In this context, the V(l) standard is often overinterpreted, since it obscures a number of factors 
that affect actual measurements of luminous efficiency. These include (1) the strong dependence of 
luminous efficiency on the mean state of chromatic adaptation (see subsection “Achromatic Detection 
and Chromatic Adaptation” in Sec. 11.5), (2) the sizeable individual differences in luminous efficiency 
that can occur between observers (see below), and (3) the fact that luminous efficiency is affected 
both by the spatial properties of the target, as well by where on the retina it is measured.

A more fundamental problem is that the CIE photopic 1924 V(l) function seriously underestimates 
luminous efficiency at short wavelengths, because of errors made in its derivation. Consequently, 
V(l) is seldom used in visual science, except for the derivation of troland values (with the result 
that luminance is often underestimated at short wavelengths). Attempts to improve V(l)126,127 have 
been less than satisfactory,28,90 but are continuing in the form of a new estimate referred to as V ∗(l).128,129 
The V ∗(l) (green line) and the CIE 1924 V(l) (green circles) luminous efficiency functions for cen-
trally viewed fields of 2° in visual diameter, and the V10

∗(l) (orange line) and the CIE 1964 V10(l) 
(orange squares) luminous efficiency functions for centrally viewed fields of 10° in visual diameter 
can be compared in Fig. 19. The functions differ mainly at short wavelengths. The V ∗(l) and V10

∗(l) 
functions have been recommended by the CIE for use in “physiologically relevant” colorimetric and 
photometric systems.130

In general, luminous efficiency functions can be approximated by a linear combination of the 
L-cone [ ( )]l λ  and M-cone [ ( )]m λ  spectral sensitivities, thus: V al m( ) ( ) ( )λ λ λ= + , where a is the L-
cone weight relative to the M-cone weight. Luminous efficiency shows sizeable individual differences 
even after individual differences in macular and lens pigmentation have been taken into account. For 
example, under neutral adaptation, such as daylight D65 adaptation, the L-cone weight in a group 
of 40 subjects, in whom 25-Hz HFP spectral sensitivity data were measured on a 3 log td white D65 
background, varied from 0.56 to 17.75, while the mean HFP data were consistent with an L-cone 
weight of 1.89.128,129
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Cone numerosity On the assumption that the variation in L:M cone contribution to luminous 
efficiency is directly related to the variation in the ratio of L:M cone numbers in the retina, several inves-
tigators have used luminous efficiency measurements to estimate relative L:M cone numerosity.125,131–141 
It is important to note, however, that luminous efficiency depends on factors other than relative 
L:M cone number, and is affected, in particular, by both first-site and second-site adaptation.63,64,142 
Indeed, the L:M contribution to luminous efficiency could in principle have little or nothing to do 
with the relative numbers of L and M cones, but instead reflect the relative L- and M-cone contrast 
gains set in a manner independent of cone number. Such an extreme view seems unlikely to hold, 
however. Population estimates of relative L:M cone numerosity obtained using luminous effi-
ciency, correlate reasonably well with estimates obtained using direct imaging,30 flicker ERG,143,144 
and other methods.134,137–139,145–148 More precise delineation of the relation between luminous effi-
ciency and relative L:M cone numerosity awaits further investigation. Note that an important piece 
of this enterprise is to incorporate measurements of individual variation in L- and M-cone spectral 
sensitivity.128,144,146

Multiple luminance signals As developed later in subsection “Multiplexing Chromatic and 
Achromatic Signals” in Sec. 11.5, cone-opponent, center-surround mechanisms that are also 
spatially opponent, such as parvocellular or P-cells, encode not only chromatic information, but 
also luminance information (see Fig. 38). The fact that P-cells transmit a luminance signal suggests 
that there may be two distinct “luminance” signals at the physiological level: one generated by P-cells 
and another by magnocellular or M-cells, a possibility which has been discussed in several papers by 
Ingling and his coworkers.149–152 The need for a P-cell-based luminance system is also suggested by 
the fact that the retinal distribution of M-cells is too coarse to support the observed psychophysical 
spatial acuity for luminance patterns153 (but see Ref. 154). Others have also suggested that multiple 
mechanisms might underlie luminance spectral sensitivity functions.124

Luminance mechanisms based on M-cell and P-cells should have different spatial and temporal prop-
erties. Specifically, the mechanism more dependent on M-cell activity, which we refer to as (L+M)M, 
should be more sensitive to high temporal frequencies, whereas the mechanism more dependent on 
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P-cell activity, which we refer to as (L+M)P, should be more sensitive to high spatial frequencies. If, 
as has been suggested,149–152 (L+M)P is multiplexed with L–M, we might also expect the interactions 
between (L+M)P and L–M to be different from those between (L+M)M and L–M. Similarly, chromatic 
noise may have a greater effect on (L+M)P than on (L+M)M. Note, however, that if the stimulus tem-
poral frequency is high enough for the spatially opponent surround to become synergistic with the 
center (i.e., when the surround delay is half of the flicker period), the P-cell will, in principle, become 
sensitive to any low spatial frequency luminance components of the stimulus.151,155

Psychophysical evidence for multiple luminance mechanisms is relatively sparse. Given the likely 
difference in the M- and L-cone weights into (L+M)M, the conventional luminance mechanism, and 
into L-M, the chromatic mechanism [from which (L+M)P is assumed to derive], the spectral sensi-
tivities for spatial acuity tasks, which favor (L+M)P, and for flicker tasks, which favor (L+M)M, should 
be different. However, little difference in spectral sensitivity is actually found.122,156–158 Ingling and 
Tsou152 speculate that this similarity is found despite there being different luminance mechanisms, 
because the spatial acuity task may depend on P-cell centers rather than on centers and surrounds. 
Averaged over many cells, the P-cell center spectral sensitivity may be similar to the M-cell sensitivity, 
particularly if the latter depends on relative cone numerosity (see previous subsection).

Webster and Mollon17 looked at the effect of correlated chromatic and luminance contrast adap-
tation on four different measures of “luminous efficiency.” They found that lightness settings and 
minimum-motion settings for 1-Hz counter-phase gratings were strongly biased by contrast adap-
tation, but that flicker settings and minimum-motion settings for 15-Hz counter-phase gratings 
were unaffected. On the face of it, these results are consistent with the idea that different luminance 
mechanisms mediate low- and high-temporal frequency tasks.

We speculate that some of the discrepancies found between the detection contours measured in 
the L,M plane might be related to detection being mediated by different luminance mechanisms 
under different conditions. Conditions chosen to favor the conventional luminance channel (e.g., the 
presence of chromatic noise and/or the use of targets of high temporal frequency) are likely to favor 
detection by (L+M)M. Perhaps, under these conditions the (L+M)M luminance contours appear as dis-
tinct segments, because there is relatively little threshold summation with L–M (e.g., k = 4). Examples 
of such segments are shown by the dashed lines in Fig. 20c. Conditions not specially chosen to favor 
the conventional luminance channel (e.g., the use of targets of high spatial and/or low temporal fre-
quencies) may favor instead detection by (L+M)P. Perhaps, under these conditions the luminance 
(L+M)P contours form elliptical contours with L–M (k = 2). Examples of such contours are shown in 
Fig. 20d. Noorlander, Heuts, and Koenderink,83 however, reported that elliptical contours were found 
across all spatial and temporal frequencies.

Sensitivity to Different Directions of Color Space Before considering results obtained using 
trichromatic test mixtures, we first consider earlier results obtained using bichromatic mixtures.

Sensitivity to bichromatic test mixtures The use of spectral lights restricts the range of measure-
ments to the spectrum locus in color space, thus ignoring the much larger and arguably environ-
mentally more relevant volume of space that includes desaturated colors, achromatic lights, and 
extra-spectral colors (such as purples). Measuring detection sensitivity for mixtures of spectral tar-
gets probes the inner volume of color space. Studying these “bichromatic mixtures,” moreover, can 
provide a direct test of the additivity of a mechanism. For example, under conditions that isolate a 
univariant linear mechanism, pairs of lights should combine additively, so that the observer should 
be more sensitive to the combination than to either light alone. For a cone-opponent mechanism, 
on the other hand, pairs of lights that oppositely polarize the mechanism should combine subad-
ditively, so that the observer is less sensitive to the mixture than to either component (as illustrated 
in Fig. 6d). If different mechanisms detect the two targets, then other potential interactions include 
probability summation or gating inhibition (winner takes all). Boynton, Ikeda, and Stiles100 found 
a complex pattern of interactions between various test fields that included most of the possible 
types of interactions.

Several workers have demonstrated subadditivity for mixtures of spectral lights that is consistent 
with either L–M or S–(L+M) cone opponency.100,106,120,159–165 Clear examples of subadditivity were 
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FIGURE 20 Detection contours in the ΔL/L, ΔM/M plane. Detection thresholds for a 1-cpd Gabor replotted from 
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flickering rings modulated along the ΔL/L = –ΔM/M (chromatic) axis (a and c) or the ΔM/M (M-cone) axis (b and 
d). The arrows indicate the noise directions. (a) and (b). Model fits (solid lines) by Giulianini and Eskew175 in which 
L–M chromatic detection is assumed to be mediated by a mechanism with relative cone contrast weights of 0.70 ΔL/L 
and 0.72 ΔM/M of opposite sign, while L+M achromatic detection is mediated by a mechanism with relative weights 
of 0.90 ΔL/L and 0.43 ΔM/M of the same sign. Without chromatic noise, the detection data are consistent with detec-
tion solely by the chromatic mechanism (as indicated by the parallel lines) except along the luminance axis. With added 
chromatic noise, the sensitivity of the chromatic mechanism is reduced, revealing the achromatic mechanism in the 
first and third quadrants. In the presence of noise, the data are consistent with detection by both chromatic and ach-
romatic mechanisms (as indicated by the rounded parallelogram). The combination exponent for the two mechanisms, k, 
was assumed to be 4 (see subsection “How Test Measurements Imply Opponency” in Sec. 11.3). (c) and (d) Alternative 
fits to the data using elliptical contours, which provide a surprisingly good fit to the detection data, except in the achromatic 
direction with chromatic noise (c). The ellipse fitted to the yellow circles in (c) has the formula 3332x2 + 2021y2 + 873xy = 1 
(major axis 73.16°), while that fitted to the green circles has the formula 27,191x2 + 24,842y2 + 43,005xy = 1 (major axis 
46.56°), where x = ΔL/L and y = ΔM/M. Those data with noise that are poorly accounted for by the ellipse have been 
fitted with a straight line of best-fitting slope –1.14 (dashed line). The ellipse fitted to the yellow circles in (d) has the 
formula 3648x2 + 1959y2 + 1992xy = 1 (major axis 65.15°), while that fitted to the green circles has the formula 26,521x2 + 
23,587y2 + 38,131xy = 1 (major axis 47.20°).



COLOR VISION MECHANISMS  11.41

obtained by Thornton and Pugh,164 who presented targets chosen to favor chromatic detection on 
a white (xenon-arc) background. Figure 18a shows the test spectral sensitivity obtained on the 
white field characteristic of chromatic detection. The spectral positions of the test mixture primaries 
used in the additivity experiment are indicated by the arrows. Figure 18b shows the results of the text 
mixture experiment. Detection contours aligned with the parallel diagonal contours (dashed blue 
lines) is consistent with chromatic detection by an L–M mechanism, whereas detection along the 
45° vector (parallel to the contours) is consistent with achromatic detection by an L+M mechanism. 
Thornton and Pugh164 also used test primaries of 430 and 570 nm, which were chosen to favor detec-
tion by the S cones and by luminance (L+M), respectively. Although less clear than the L–M case 
shown here, they found evidence for inhibition between the 430- and 570-nm target consistent with 
detection by an S–(L+M) cone-opponent mechanism.

Guth and Lodge11 and Ingling and Tsou12 both used models that incorporated opponency to ana-
lyze bichromatic and spectral thresholds. Both found that the threshold data could be accounted for 
by two opponent-color mechanisms [which can be approximated to the basic cone-opponent dis-
crimination mechanisms, L+M and S–(L+M)], and a single nonopponent mechanism (L+M). Both 
also developed models that could better account for “suprathreshold” data, such as color valence data, 
by modifying their basic models. These modifications took the form of an increase in the contribution 
of the S–(L+M) mechanism and either inhibition between the two cone-opponent mechanisms11 or 
addition of an S-cone contribution to the L-cone side of the L–M mechanism.12 These suprathreshold 
models are related to the color-appearance models discussed in subsection “Color Appearance and 
Color Opponency” in Sec. 11.5. It is worth noting that Guth and Lodge acknowledge that modulations 
of their cone-opponent discrimination mechanisms do not produce strictly red-green or yellow-blue 
appearance changes, but rather yellowish-red versus blue-green and greenish-yellow versus violet. 
That is, their threshold discrimination mechanisms do not account for unique hues (see subsection 
“Spectral Properties of Color-Opponent Mechanisms” in Sec. 11.5).

Kranda and King-Smith106 also modeled bichromatic and spectral threshold data, but they 
required four mechanisms: an achromatic mechanism (L+M), two L–M cone-opponent mechanisms 
of opposite polarities (L–M and M–L), and an S-cone mechanism (S). The main discrepancy from 
the previous models is that they found no clear evidence for an opponent inhibition of S by L+M. 
Two opposite polarity, L–M mechanisms were required because Kranda and King-Smith assumed 
that only the positive lobe contributed to detection, whereas previous workers had assumed that both 
negative and positive lobes could contribute. This presaged the unipolar versus bipolar mechanism 
debate (see “Unipolar versus Bipolar Chromatic Mechanisms” in Sec. 11.6).

With the exception of Boynton, Ikeda, and Stiles,100 most of the preceding studies used incremental 
spectral test lights, which confined the measurements to the eighth volume of color space in which 
all three cone signals increase. To explore other directions in color space, both incremental and decre-
mental stimuli must be used.

Detection contours in the L,M plane The first explicit use of incremental and decremental stimuli 
in cone contrast space was by Noorlander, Heuts, and Koenderink,83 who made measurements in 
the L,M plane. They fitted their detection contours with ellipses, and found that the alignment of the 
minor and major axes depended on temporal and spatial frequency. At lower frequencies, the minor 
and major axes aligned with the chromatic (ΔM/M = –ΔL/L) and achromatic (ΔM/M = ΔL/L) direc-
tions, respectively. By contrast, at higher frequencies, the reverse was the case. Such a change is con-
sistent with relative insensitivity of chromatic mechanisms to higher temporal and spatial frequencies 
(see subsection “Spatial and Temporal Contrast Sensitivity Functions” in Sec. 11.5).

If the individual detection contours are truly elliptical in two-dimensional color space or ellipsoi-
dal in three, then the vectors of the underlying linear detection mechanisms cannot be unambigu-
ously defined. This ambiguity arises because ellipses or ellipsoids can be linearly transformed into 
circles or spheres, which do not have privileged directions.165 Consequently, whether or not detection 
contours are elliptical or ellipsoidal has become an important experimental question. Knoblauch and 
Maloney166 specifically addressed this question by testing the shapes of detection contours measured 
in two color planes. One plane was defined by modulations of the red and green phosphors of their 
display (referred to by them as the ΔR, ΔG plane), and the other by the modulations of the red and 
green phosphors together and the blue phosphor of their display (referred to as the ΔY, ΔB plane). The 
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detection contours they obtained did not differ significantly in shape from an elliptical contour.166 
Note, however, that a set of multiple threshold contours, each ellipsoidal but measured under related 
conditions, can be used to identify mechanisms uniquely, given a model about how the change in con-
ditions affects the contours (see, e.g., Ref. 167; discussed in subsection “Spatial and Temporal Contrast 
Sensitivity Functions” in Sec. 11.5).

Deviations from an ellipse, if they do occur, are most likely to be found under experimental conditions 
that maximize the probability that different portions of the contour depend on detection by different 
mechanisms. Such a differentiation is unlikely to be found under the conditions used by Knoblauch and 
Maloney.166 At lower temporal frequencies (1.5-Hz sine wave or a Gaussian-windowed, s = 335 ms, 
1.5-Hz cosine wave), the detection contour in the ΔR, ΔG phosphor space is likely to be dominated by 
the much more sensitive L–M mechanisms, whereas the contour in ΔY, ΔB space is likely to depend 
upon detection by all three mechanisms [L–M, L+M, and S–(L+M)]. A comparable conclusion about 
the shape of threshold contours was reached by Poirson, Wandell, Varner, and Brainard,168 who found 
that color thresholds could be described well by ellipses, squares, or parallelograms. Again, however, they 
used long duration (a Gaussian envelope lasting 1 s, corresponding to +5 to –5 standard deviations) 
and large (2° diameter) target that would favor detection by L–M.

The relatively high sensitivity of the L–M mechanism to foveally viewed, long-duration 
flashed targets169–171 means that the L–M mechanism dominates the detection contours unless steps 
are taken to expose the L+M luminance mechanisms, such as by the use of flickering targets,63,172 very 
small targets,173 or chromatic noise (see subsection “Noise-Masking Experiments” in Sec. 11.5). Detection 
threshold contours measured in the L,M plane that expose both L–M and L+M contours are argu-
ably better described by a parallelogram with rounded corners rather than an ellipse, with the parallel 
sides of positive slope corresponding to detection by the L–M chromatic mechanism and those of 
negative slope corresponding to detection by the L+M luminance mechanism.61,63,173,174 Examples of 
detection contours that appear nonelliptical include parts of Figs. 3 and 4 of Ref. 63; Fig. 3, 5, and 7 
of Ref. 175; and Fig. 2 of Ref. 176.

Figure 20 shows the detection data replotted from Fig. 5 of Ref. 175. The data are shown twice: 
once in the upper panels (a, b) and again in the lower panels (c, d). The data shown as green circles 
were measured without noise. The data shown as yellow circles in Fig. 20a and c were measured in 
the presence of chromatic noise, while those in Fig. 20b and d were measured in the presence of M-
cone noise. The noise directions are indicated by the black arrows.

If, for the sake of argument, we accept that the mechanism vectors of the detection mechanisms 
can be unambiguously defined from detection contours (as illustrated in Fig. 20a and b), it is pos-
sible to estimate their cone weights and therefore their spectral sensitivities. The chromatic L–M 
detection contours in Fig. 20a and b obtained without noise (green circles) have been fitted with lines 
of parallel slopes of approximately 1.0, which indicates that the L–M chromatic mechanism responds 
to the linear difference of the L- and M-cone contrast signals; |cΔL/L – dΔM/M| = constant, where 
c = d.61,63,173,174 The equality of the L- and M-cone weights, unlike the underlying relative L-and M-cone
numerosities (e.g., Ref. 30), shows a remarkable lack of individual variability across observers (see Ref. 
89). Similarly, color appearance settings (see subsection “Color Appearance and Color Opponency” in 
Sec. 11.5) in the form of unique yellow settings show much less variability than would be expected if 
unique yellow depended on the relative number of L and M cones in the retina.146

As suggested by the yellow circles in Fig. 20a and c, the use of a high frequency flickering target in 
chromatic noise exposes more of the L+M contour in the first and third quadrants. Unlike the L–M 
contour, the L+M contour has a negative slope, which indicates that the L+M achromatic chromatic 
mechanism responds to the linear sum of the L- and M-cone contrast signals; |aΔL/L + bΔM/M| = 
constant, where a is typically greater than b.61,63,89,173,174

Mechanism interactions The shapes of the detection contours when two or more postreceptoral 
mechanisms mediate threshold depends upon the way in which those mechanisms interact (see 
Fig. 6c). In principle, such interactions can range from complete summation, through probability 
summation to exclusivity (winner takes all) and inhibition (see Ref. 100). The usual assumption is 
that L–M, S–(L+M), and L+M are stochastically independent mechanisms that combine by prob-
ability summation. That is, if two or three mechanisms respond to the target, then the threshold 
will be lower than if only one responds to it. How much the threshold is lowered depends upon the 
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underlying frequency-of-seeing curve for each mechanism. Steep frequency-of-seeing curves result 
in a relatively small drop in threshold, whereas shallow curves result in a larger drop. Several groups 
have mimicked probability summation by using the summation rule introduced in “How Test 
Measurements Imply Opponency” in Sec. 11.3. The summation exponent can be varied to mimic 
the effects of probability summation for psychometric functions with different slopes (see Refs. 174 
and 89). A closely related geometrical description of the threshold contours was used by Sankeralli 
and Mullen.172 For the fits in Fig. 20a and b, the summation exponent was assumed to be 4, which 
produces a contour shaped like a rounded parallelogram.89,175

The superiority of a rounded parallelogram over an ellipse (summation exponent of 2) is not 
always clear. For example, Fig. 20c and d show the same detection data as the a and b. In c and d, the 
data have been fitted with ellipses. As can be seen, each set of data is well fitted by an ellipse, except 
perhaps for a small part of the contour measured in the presence of chromatic noise shown in Fig. 
20c. In this region, we have fitted a straight line plotted as the dashed line. Changing the direction of 
the noise from L–M chromatic to M cone between Fig. 20c and d rotates the ellipse slightly anti-
clockwise. The L–M data along the opponent diagonals clearly follow an elliptical rather than a 
straight contour in both cases. As previously noted, when an elliptical representation underlies the 
data, it does not uniquely determine the inputs to the underlying mechanisms.

Support for the summation exponent of 4 used to fit the data in Fig. 20a and b is also lacking from 
estimates of the slopes of the underlying psychometric functions, which are consistent with much 
smaller exponents.171,177,178

Detection in the other planes An investigation of mechanisms other than L–M and L+M (as well 
as information about whether or not there are S-cone inputs into those mechanisms) requires the 
measurement of responses outside the L,M plane of color space. Two systematic investigations have 
been carried out that include S-cone modulations. Cole, Hine, and McIlhagga174 made measure-
ments on a roughly 1000 log td white background using a Gaussian-blurred 2°, 200-ms spot that 
favors chromatic detection. Their data were consistent with three independent mechanisms: 
an L–M mechanism with equal and opposite L- and M-cone inputs but no S-cone input; an L+M 
mechanisms with unequal inputs and a small positive S-cone input, and an S–(L+M) mechanism. 
Sankeralli and Mullen172 used three types of gratings with spatiotemporal properties chosen to 
favor either the chromatic L–M (1 cpd, 0 Hz), chromatic S–(L+M) (0.125 cpd, 0 Hz), or the achro-
matic L+M mechanism (1 cpd, 24 Hz). They confirmed that L–M had equal and opposite L- and 
M-cone inputs, but found a small S-cone input of about 2 percent added to either the L or the M 
cones for different observers. In addition, they found a small 5 percent S-cone input into the lumi-
nance mechanism that opposed the L+M input (see also Ref. 92). The S–(L+M) mechanism was 
assumed to have balanced opposed inputs.172 Eskew, McLellan, and Giulianini89 provide a separate 
analysis of both these sets of data (see Table 18.1 of Ref. 89).

Figure 21 shows chromatic detection data measured in the L–M,S plane by Eskew, Newton, 
and Giulianini.179 The central panel shows detection thresholds with (filled circles) and without 
(open squares) L–M chromatic masking noise. Detection by the relatively insensitive S-cone chro-
matic mechanisms becomes apparent when detection by L–M chromatic mechanism is prevented by 
chromatic noise. The nearly horizontal portions of the black contour reflect detection by S–(L+M), 
while the vertical portions reflect detection by L–M (the model fit is actually of the unipolar mecha-
nisms |L–M|, |M–L|, |S–(L+M)|, and |(L+M)–S|, see Ref. 34 for details; also “Unipolar versus Bipolar 
Chromatic Mechanisms” in Sec. 11.6).

The question of whether or not the S cones make a small contribution to the L–M detection 
mechanisms remains controversial. Boynton, Nagy, and Olsen180 found that S cones show summa-
tion with L–M (+S with L–M, and –S with M–L) in chromatic difference judgments. Stromeyer 
et al.181 showed that S-cone flicker facilitated detection and discrimination of L–M flicker, with 
+S facilitating L–M and –S facilitating M–L. Yet, the estimated S-cone contrast weight was only 
approximately 1/60th of the L- and M-cone contrasts weight into L–M (see p. 820 of Ref. 181). In 
general, in detection measurement the S-cone signal adds to redness (L–M) rather than greenness 
(M–L)—as expected from color-opponent theory (see Sec. 11.4), but the size of the contribution 
is much less than expected. Eskew and Kortick,20 however, made both hue equilibria and detection 
measurements and estimated that the S-cone contrast weight was about 3 percent that of the L- and 
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FIGURE 21 Detection and discrimination contours in the equiluminant plane. This figure is a reproduction of Fig. 5 from 
Eskew.34 The central panel shows thresholds for the detection of Gabor patches with (filled circles) and without (open squares) 
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suppressed by L–M chromatic noise. The black contour fitted to the filled circles is the prediction of a model in which detection is 
mediated by probability summation between four symmetric unipolar linear mechanisms |L–M|, |M–L|, |S–(L+M)|, and |(L+M)–S|,
(see subsection “Unipolar versus Bipolar Chromatic Mechanisms” Sec. 11.6). The three outlying semicircular polar plots are dis-
criminability data (filled squares), in which the angular coordinate corresponds to the same stimuli, at the same angles, as in the 
detection data. The radial coordinate gives the discriminability between 0.5 (chance) and 1.0 (perfect discriminability) of the given 
test color angle relative to the standard color angle indicated by the arrow. The open circles are predictions of a Bayesian classifier 
model that takes the outputs of the four mechanisms fitted to the detection data as its inputs. Colored regions indicate bands of 
poorly discriminated stimuli, and are redrawn on the detection plot for comparison. These results suggest that just four univariant 
mechanisms are responsible for detection and discrimination under these conditions. See Ref. 34 for further details. [Figure adapted 
by Eskew34 from Fig. 4 (Observer JRN) of Ref. 179 Reprinted from The Senses: A Comprehensive Reference, Volume 2: Vision II, Fig. 5 
from R. T. Eskew, Jr., “Chromatic Detection and Discrimination,” pp. 109–117. Copyright (2008), with permission from Elsevier.]
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M-cone contrast weights for both tasks. Yet, although test methods support an S-cone contribution 
to L–M, field methods do not (see Ref. 34). Changes in the S-cone adaptation level have little effect on 
L–M detection182 or on L–M mediated wavelength discrimination.183

Given the uncertainties about cone spectral sensitivities and luminous efficiency at short wave-
lengths, as well as the substantial individual differences in prereceptoral filtering between observers 
(see, e.g., Ref. 90), evidence for small S-cone inputs should be treated with caution.

Spatial and Temporal Contrast Sensitivity Functions The test method can also be used to deter-
mine the temporal and spatial properties of visual mechanisms. These properties are traditionally 
characterized by temporal and spatial “contrast sensitivity functions” (CSFs). These are sometimes 
incorrectly called “modulation transfer functions” (MTFs)—incorrectly because MTFs require phase 
as well as amplitude specifications.

In a temporal CSF determination, the observer’s sensitivity for detecting sinusoidal flicker is mea-
sured as a function of temporal frequency. Generally, the chromatic mechanisms have a lowpass 
temporal frequency response with typically greater temporal integration and a poorer response to 
higher temporal frequencies than the more band-pass achromatic mechanism.94,102,184–190 A lowpass 
CSF means that the temporal response is approximately independent of frequency at low frequencies but 
falls off at higher frequencies, whereas a band-pass CSF means that the response peaks at an inter-
mediate frequency and falls off at both lower and higher frequencies.

On the grounds that different chromatic flicker frequencies can be discriminated near threshold, 
Metha and Mullen190 suggest that at least two chromatic mechanisms with different temporal CSFs 
must underlie the measured chromatic CSF, one with a band-pass CSF and the other with a lowpass 
CSF. They argue that two mechanisms must operate, because a single univariant flicker mechanism 
will confound changes in contrast and flicker frequency, making frequency identification impossi-
ble. However, the assumption that flicker is encoded univariantly may be flawed. At low frequencies, 
flicker may be encoded as a moment-by-moment variation that matches the flicker frequency.191

In a spatial CSF determination, the observer’s sensitivity for detecting sinusoidal gratings is mea-
sured as a function of their spatial frequency. Generally, the chromatic mechanisms have a lowpass 
spatial frequency response with greater spatial integration and a poorer response to higher spatial 
frequencies than the usually more band-pass achromatic mechanisms.102,192–197

Spatial CSFs are degraded by sensitivity losses introduced by the optics of the eye. In one study, 
laser interference fringes were used to project gratings directly on the retina, thereby effectively 
bypassing the MTF of the eye’s optics.198,199 However, because the red and green equiluminant inter-
ference fringes could not be reliably aligned to produce a steady artifact-free chromatic grating, 
they were drifted in opposite directions at 0.25 Hz. Thus, the gratings continuously changed from 
a red-green chromatic (equiluminant) grating to a yellow-black luminance (equichromatic) grat-
ing. The subject’s task was to set the contrast threshold separately for the different spatial phases, 
which was apparently possible.199 One concern about this method, however, is that the close juxta-
position of chromatic and luminance gratings in time and space might produce facilitation or inter-
ference (see subsection “Pedestal Experiments” in Sec. 11.5). For S-cone detection, a single grating 
was used.

The results for equiluminant, chromatic (red circles) and equichromatic, achromatic (blue circles) 
fringes are shown for three observers in the upper panels of Fig. 22. As expected, there is a steeper 
fall-off in high spatial-frequency sensitivity for chromatic gratings than for luminance gratings. By 
estimating the sensitivity losses caused by known factors such as photon noise, ocular transmission, 
cone-aperture size, and cone sampling, Sekiguchi, Williams, and Brainard198 were able to estimate an 
ideal observer’s sensitivity at the retina. Any additional losses found in the real data are then assumed 
to be due to neural factors alone. Estimates of the losses due to neural factors are shown in the lower 
panels of Fig. 22. Based on these estimates, the neural mechanism that detects luminance gratings has 
about 1.8 times the bandwidth of the mechanisms that detect chromatic gratings. Interestingly, the 
neural mechanisms responsible for the detection of equiluminant L–M gratings and S-cone gratings 
have strikingly similar (bandpass) contrast sensitivities, despite the very different spatial properties 
of their submosaics.200 This commonality may have important implications for color processing (see 
“Three-Stage Zone Models” in Sec. 11.6).
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Poirson and Wandell167 measured spatial CSFs along the two cardinal directions and along inter-
mediate directions in color space; that is, they effectively measured threshold contours for a series of 
grating spatial frequencies. They fitted the contours with an ellipsoidal model, but added a constraint 
of pattern-color separability; that is, they assumed that the effect of pattern operated independently 
in each of three second-site mechanisms. This constraint resolves the mechanism ambiguity inherent 
in fitting ellipsoidal contours to the individual data, and allowed Poirson and Wandell to estimate 
the sensitivities of three underlying mechanisms by jointly analyzing the contours across spatial fre-
quency. They found two opponent and one nonopponent mechanisms, with sensitivities consistent 
with the cardinal mechanisms, L+M, L–M, and S–(L+M) (see Fig. 6 of Ref. 167).

We next consider results obtained using the field method.

Field Sensitivities

Stiles’ p-Mechanisms Stiles used the field sensitivity method to define the spectral sensitivities of 
the p-mechanisms, which are illustrated in Fig. 23. The tabulated field sensitivities can be found in 
Table 2 (7.4.3) of Ref. 53 and Table B of Ref. 33. The field sensitivities are the reciprocals of the field 
radiances (in log quanta s–1 deg–2) required to raise the threshold of each isolated p-mechanism by 
one log unit above its absolute threshold. The tabulated data are average data for four subjects: three 
females aged 20 to 30 and one male aged 51.
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the ideal to the real observer’s contrast sensitivity for detecting equiluminant (red circles) and equichromatic (blue circles) 
stimuli. (Based on Figure 9 of Ref. 199.)
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Through field sensitivity measurements, and measurements of threshold versus background 
radiance for many combinations of target and background wavelength, Stiles identified seven phot-
opic p-mechanisms: three predominately S-cone mechanisms (p1, p2, and p3), two M-cone (p4 and p4′), 
and two L-cone (p5 and p5′). Although it has been variously suggested that some of the p-mechanisms 
might correspond to cone mechanisms,97,201–203 it is now clear that all reflect some form of postrecepto-
ral cone interaction. The surfeit of p-mechanisms and their lack of obvious correspondence to cone 
mechanisms or simple postreceptoral mechanisms led to the demise of Stiles’ model. Its usefulness, 
however, was prolonged in the work of several investigators, who used failures of Stiles’ model as a way 
of investigating and understanding the properties of chromatic mechanisms (see “Field Additivity” in 
this section). But, as noted in the parallel discussion in the context of test sensitivity, the potential 
ongoing value of the p-mechanism field sensitivities is that they provide an empirical database that 
may be used to constrain current models.

Achromatic Detection and Chromatic Adaptation Achromatic spectral sensitivity (or luminous 
efficiency) is strongly dependent on chromatic adaptation.63,64,142,204–210 Figure 24a shows the changes 
in luminous efficiency caused by changing background field wavelength from 430 to 670 nm and 
Fig. 24b shows the changes caused by mixing 478- and 577-nm adapting fields in different luminance
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FIGURE 23 Stiles’ p-mechanisms. Field spectral sensitivities of the seven 
photopic p-mechanisms: p1 (purple triangles), p2 (dark blue inverted triangles), p3 
(light blue circles), p4 (green diamonds), p′4 (green half-filled diamonds), p5 (red 
squares), p′5 (red half-filled squares). The field sensitivities are the reciprocals of 
the field radiances (in log quanta s–1 deg–2) required to raise the threshold of each 
“isolated” p-mechanism by one log unit above its absolute threshold. The results 
were averaged across four subjects: three females aged 20 to 30 and one male aged 
51. Details of the experimental conditions can be found on p. 12 of Stiles’ book.33 
(Data from Table 2(7.4.3) of Wyszecki and Stiles.53)
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ratios. These changes are consistent with selective adaptation reducing L-cone sensitivity rela-
tive to M on longer wavelength fields, and reducing M-cone sensitivity relative to L on shorter 
wavelength fields. Between about 535 and 603 nm the selective changes are roughly consistent with 
Weber’s law (ΔI/I = constant). Consequently, plotted in cone contrast space, the sensitivity contour 
for the achromatic mechanism should remain of constant slope between field wavelengths of 535 
and 603 nm, unlike the example shown in Fig. 8b. For background wavelengths shorter than 535 nm, 
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Jägle, Pirzer and Sharpe.129 Measurements were made using 25-Hz heterochromatic 
flicker photometry (HFP) on 1000-td backgrounds. (a) HFP changes on fourteen 
1000-td spectral adapting fields from 430 to 670 nm and (b) changes on seven 1000 td 
bichromatic, 478(B) + 577(Y)-nm adapting field mixtures that varied from 100 percent 
B to 100 percent Y.
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on the other hand, the changes in spectral sensitivity are consistent with a relative loss of M-cone 
sensitivity in excess of that implied by Weber’s law (for details, see Ref. 129). This is consistent with 
other evidence that also shows that the luminance contribution of the L- or M-cone type more 
sensitive to a given chromatic field can be suppressed by more than Weber’s law implies.63,64,142 Such 
supra-Weber suppression, illustrated in Fig. 8b for the L-cone case, causes the luminance sensitivity 
contours in cone contrast space to rotate away from the axis of the more suppressed cone.

Multiple cone inputs There is now good psychophysical evidence that the standard model of the 
luminance channel as an additive channel with just fast L- and M-cone inputs (referred to here as 
+fL+fM) is incomplete. According to this model, pairs of sinusoidally alternating lights that are 
“luminance-equated” and detected solely by the luminance channel should appear perfectly steady 
or nulled whatever their chromaticities (equating alternating lights to produce a null is known as 
heterochromatic flicker photometry or HFP). And, indeed, such nulls are generally possible, but 
sometimes only if moderate to large phase delays are introduced between the pairs of flickering 
lights.184,211–215 Moreover, these large phase delays are often accompanied by substantial frequency-
dependent changes in the spectral sensitivity of flicker detection and modulation sensitivity.216–218 From 
the phase delays and sensitivity changes, it is possible to infer that, in addition to the faster +fM+fL sig-
nals, sluggish +sM–sL, +sL–sM, and –sS signals also contribute to the luminance-signal nulls in a way 
that depends on adapting chromaticity and luminance.94,215–223

Figure 25 shows examples of large phase delays that are found for M- and L-cone-detected flick-
ering lights on four increasingly intense 658 nm fields. In these plots, 0° means that the two lights 
cancelled when they were physically in opposite phase (i.e., when they were alternated), while ± 180° 
means that they cancelled when they were actually in the same phase. The differences between the 
plotted M- and L-cone phase delays therefore show the delays between the M- and L-cone signals 
introduced within the visual system. As can be seen, some of the phase delays are substantial even at 
moderately high temporal frequencies, particularly for the M-cone signals. Such delays are inconsis-
tent with the standard model of luminance, which, except for phase differences caused by the selective 
adaptation of the L cones by the long-wavelength field, predicts that no phase adjustments should be 
required. Notice also the abrupt changes in phase between intensity levels 3 and 4.

The continuous lines in Fig. 25 are fits of a vector model, in which it was assumed that slug-
gish and fast signals both contribute to the resultant M- and L-cone signals, but in different ratios 
depending on the cone type and intensity level. At levels 1 to 3, the dominant slow and fast signals 
are +sL–sM and +fL+fM, respectively, as illustrated in the lower neural circuit diagram of Fig. 25, 
whereas at level 4 they are –sL+sM and +fL+fM, as illustrated in the upper neural circuit diagram. 
According to the model, the polarities of the both the slow M- and the slow L-cone signals reverse 
between levels 3 and 4.

Note that although the sluggish signals +sM–sL and +sL–sM are spectrally opponent, they produce 
an achromatic percept that can be flicker photometrically cancelled with luminance flicker, rather 
than producing an R/G chromatic percept.

Chromatic Adaptation and the Sloan Notch Thornton and Pugh107 measured test spectral sen-
sitivity functions on fields of 560, 580, and 600 nm using a target that strongly favors chromatic 
detection. As illustrated in Fig. 17a, they found that the local minimum in spectral sensitivity, or 
Sloan notch, coincides with the field wavelength (i.e., it occurs when the target and background 
wavelengths are the same; i.e., homochromatic). As discussed in subsection “Sensitivity to Spectral 
Lights” in Sec. 11.5, the notch is thought to correspond to the target wavelength that produces a 
minimum or null in the L–M chromatic channel, so that the less-sensitive, achromatic channel 
takes over detection. For the notch to occur at the homochromatic target wavelength means that 
adaptation to the field has shifted the zero crossing or null in the cone-opponent mechanism to the 
field wavelength. Such a shift is consistent with reciprocal (von Kries) adaptation occurring inde-
pendently in both the M and the L cones. This type of adaptation is plausible given that Weber’s 
law behavior for detection will have been reached on the fairly intense fields used by Thornton and 
Pugh.33 If first-site adaptation had fallen short of the proportionality implied by Weber’s Law, then 
the Sloan notch would not have shifted as far as the homochromatic target wavelength.
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FIGURE 25 Large phase delays in the “luminance” channel. Phase advances of M-cone (green circles) 
or L-cone (red squares) stimuli required to flicker-photometrically null a 656-nm target for observers AS 
(left panels) and DJP (right panels) measured on 658-nm backgrounds of 8.93 (Level 1), 10.16 (Level 2), 
11.18 (Level 3), or 12.50 (Level 4) log10 quanta s–1 deg–2. The M-cone stimuli were alternating pairs of L-cone-
equated 540 and 650 nm targets; and the L-cone stimuli were pairs of M-cone-equated 650- and 550-nm 
targets. The continuous lines are fits of a model in which the L- and M-cone signals are assumed to be the 
resultant of a fast signal (f) and a delayed slow signal (s) of the same or opposite sign. The predominant signals 
at each level are indicated by the wiring diagrams in the central insets (see Ref. 223).
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As noted in Sec. 11.3, the idea that the zero or null point of an opponent second site always cor-
responds to the background field wavelength is due to von Kries adaptation is clearly an oversimpli-
fication. Were that the case, chromatic detection contours measured in cone contrast units would be 
independent of field wavelength, which they clearly are not (see subsection “Detection Contours 
and Field Adaptation” in Sec. 11.5). Similarly, chromatic sensitivity would be independent of field 
chromaticity at intensities at which Weber’s law had been reached, which is also not the case in field 
additivity experiments (see next). In general, if first-site adaptation was precisely inversely propor-
tional to the amount of background excitation, second-site opponent desensitization would play little 
or no role in adaptation to steady fields. It would, of course, still play an important role in contrast 
adaptation; that is, in adaptation to excursions around the mean adapting level.

Field Additivity By using mainly spectral backgrounds (but sometimes with fixed-wavelength aux-
iliary backgrounds), Stiles restricted his measurements to the spectrum locus of color space. Some of 
the most revealing failures of his model, however, occur in the interior volume of color space when 
two spectral backgrounds are added together in different intensity ratios. Given the expectation in 
Stiles’ model that p-mechanisms should behave univariantly, bichromatic field mixtures should raise 
the threshold of a p-mechanism simply in accordance with the total quantum catch generated by 
those fields in that mechanism. For a linear mechanism, the effects of mixed fields, in other words, 
should be additive whenever only a single p-mechanism is involved. However, failures of field addi-
tivity can be subadditive, the mixed fields have less than the expected effect, or superadditive, when 
they have more than the expected effect. Subadditivity is an indication of opponency, and cases of 
subadditivity are thus another way that field experiments provide evidence of opponency.

Arguably the most interesting failures of field additivity occur under conditions that isolate Stiles’ 
S-cone mechanisms, p1 and p3, as illustrated in Fig. 26. On a blue, 476-nm background, the threshold 
for a 425 nm target rises faster than Weber’s law predicts (leftmost data set, dashed vs continuous 
lines), this is superadditivity and is consistent with S-cone saturation.224,225 However, when a yel-
low, 590-nm background is added to the blue background, additivity typically fails. For lower 476-
nm radiances (open circles, dashed vs continuous lines), superadditivity is found again,226 whereas 
for higher 476-nm radiances (open and filled squares, open triangles) subadditivity is found.227,228 
Comparable failures of field additivity are found for the L-cone mechanism or p5,

55,188 but less clearly 
for the M-cone mechanisms or p4.

188,196,229,230

First- and Second-Site Adaptation Pugh and Mollon231 developed a model to account for the 
failures of field additivity and other “anomalies” in the S-cone pathway, which has been influential. 
They assumed that the S-cone signal can be attenuated by gain controls at two sites. Gain at the first 
site is cone-specific, being controlled in the case of p1 and p3 solely by excitation in the S cones. By 
contrast, gain at the cone-opponent second-site is controlled by the net difference between signals 
generated by the S cones and those generated by the two other cone types. Excursions at the second 
site either in the S-cone direction or in the L+M-cone direction reduce the gain of that site, and thus 
attenuate the transmitted S-cone signal. Sensitivity at the second site is assumed to be greatest when 
the S-cone and the L+M-cone signals are balanced. Superadditivity occurs when attenuation at 
the first and second sites work together, for example on a blue spectral background. Subadditivity 
occurs when the addition of a background restores the balance at the second site, for example 
when a yellow background is added to a blue one. The original version of the Pugh and Mollon231 
model is formalized in their Eqs. (1) to (3). Another version of the model in which the second-site 
“gain” is implemented as a bipolar static nonlinearity (see Fig. 6 of Ref. 227) is illustrated in Fig. 27. 
The nonlinearity is a sigmoidal function that compresses the response and thus reduces sensitivity 
if the input is polarized either in the +S or –(L+M) direction or in the L+M or –S direction. 
The presence of a compressive nonlinearity in the output of mechanisms is now generally accepted 
as an important extension of the basic model. Such nonlinearities form a critical piece of mod-
els that aim to account for discrimination as well as detection data (see subsection “Pedestal 
Experiments” in Sec. 11.5).

There is an inconsistency in the Pugh and Mollon scheme for steady-state adaptation. In order 
for first-site adaptation to be consistent with Weber’s law (ΔI/I = constant), sensitivity adjustment is 
assumed to be reciprocal—any increase in background radiance is compensated for by a reciprocal
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decrease in gain. Consequently, the signal that leaves the first site (and potentially reaches the sec-
ond site) should be independent of background radiance (see also “First-Site Adaptation” in Sec. 11.3). 
However, for the Pugh and Mollon model (and comparable models of first- and second-site adaptation)
to work requires that the cone signals reaching the second site continue to grow with background 
radiance. To achieve this in their original model, they decrease the S-cone gain at the second site 
in proportion to the background radiance raised to the power n (where n is 0.71, 0.75, or 0.82 
depending on the subject) rather than in proportion to the background radiance as at the first site 
(n = 1). Thus, the S-cone signal at the input to the second site continues to grow with background 
radiance, even though the signal at the output of the first site is constant. This scheme requires that 
the cone signal at second site somehow bypasses first-site adaptation, perhaps depending on sig-
nals at the border of the field89 or on higher temporal frequency components, which are not subject to 
Weber’s law.52

A now mainly historical issue is how much adaptation occurs at the cone photoreceptors. Although 
some evidence has suggested that relatively little adaptation occurs within photoreceptors until close 
to bleaching levels,232,233 other compelling evidence suggests that significant adaptation occurs at 
much lower levels.46–48 Measures of adaptation in monkey horizontal cells show that light adapta-
tion is well advanced at or before the first synapse in the visual pathway, and begins at levels as low 
as 15 td.234,235 Moreover, psychophysically, local adaptation has been demonstrated to occur with the 
resolution of single cones.236–238 The available evidence supports a receptoral site of cone adaptation.
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FIGURE 26 Field additivity failures. S-cone threshold data replotted from Fig. 1A of 
Pugh and Larimer.228 The data are increment thresholds for a 425 nm, 200-ms duration, 
1° diameter foveal target presented in the centre of 476-nm fields (filled circles and open dia-
monds, left curves), 590-nm fields (filled circles, right curves), and various bichromatic mixtures 
of the two. (A 590-nm field of at least 8.0 log10 quanta s–1 deg–2 was always added to the 476-nm 
field.) In the bichromatic mixture experiments a series of increasingly intense 590-nm fields, the 
intensities of which are indicated along the abscissa on the right, were added to a fixed intensity 
476-nm field, the intensity of which corresponds to the abscissa associated with the dashed 
curve at target threshold radiance values corresponding to the data points at the lowest auxiliary 
background radiances. The shape of solid curves associated with the filled circles and open dia-
monds on the left and with the filled circles on the right is the standard Stiles threshold-versus-
increment (tvi) template shape. The data provide examples of saturation (1), when the threshold 
elevation grows faster than Weber’s law,224,225 subadditivity (2), when the threshold elevation of 
the bichromatic mixture falls short of the additivity prediction,227 and superadditivity (3), when 
the threshold elevation exceeds the additivity prediction.226 Figure design based on Figs. 1A and 
2 of Pugh and Larimer.228 Units of radiance are log quanta sec–1 deg–2.
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Detection Contours and Field Adaptation Stromeyer, Cole, and Kronauer61 measured cone con-
trasts in the L,M-cone plane (the plane defined by the ΔL/L and ΔM/M cone contrast axes, which 
includes chromatic L–M and achromatic L+M excursions) on spectral green, yellow, and red 
adapting backgrounds. Changing background wavelength moved the parallel chromatic contours 
for the detection of 200-ms flashes either outward (reducing sensitivity) or inward (increasing sen-
sitivity). In general, background field wavelength strongly affects chromatic detection with sensitiv-
ity being maximal on yellow fields, declining slightly on green fields, and declining strongly on red 
fields. Since the slopes of the contours in contrast space are unaffected by these changes, the results 
again show that chromatic adaptation does not alter the relative weights of the M- and L-cone 
contrast inputs to the chromatic mechanism, but does change the sensitivity of the chromatically 
opponent second site. These data should be compared with the predictions shown in Fig. 8a. S-cone 
stimulation did not affect the L–M chromatic detection contours.61
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FIGURE 27 Pugh and Mollon cone-opponent model. Version of the Pugh 
and Mollon model231 in which the cone-opponent, second-site desensitization is 
implemented at a bipolar static nonlinearity.227 The nonlinearity is a sigmoidal 
function that compresses the response as the input is polarized either in the 
+S [or –(L+M)] direction or in the L+M or (–S) direction. The effect of the 
nonlinearity can be understood by assuming that the system needs a criterion 
change in response (ΔR) in order for a change in the input to be detected. At 
smaller excursions along the +S direction, a smaller change in the S-cone signal, 
ΔS1, is required to produce the criterion response than the change in signal, ΔS2, 
required at greater excursions. Sensitivity should be greatest when the polariza-
tion is balanced, and the system is in the middle of its response range.
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Figure 28 shows a clear example of the effect of changing the background wavelength of 3000 td 
fields from 525 to 579 to 654 nm from Fig. 4 of Ref. 62. Consistent with Stromeyer, Cole, and 
Kronauer,61 the L–M chromatic detection contours have positive unity slopes, and move outward 
from the origin as the wavelength lengthens to 654 nm.

The relation between these detection contours and spectral sensitivity data is nicely illustrated 
by replotting the spectral sensitivity data as cone contrasts. Figure 17b, shows the spectral sensitivity 
data of Thornton and Pugh107 replotted in cone contrast space by Eskew, McLellan, and Giulianini.89 
The replotted spectral sensitivity data have the same characteristics as the detection contours shown 
in Fig. 28.

Habituation or Contrast Adaptation Experiments The extent of second-site desensitization pro-
duced by steady backgrounds is fundamentally limited by first-site adaptation. A natural extension 
of the field sensitivity method is to temporally modulate the chromaticity or luminance of the back-
ground around a mean level, so partially “bypassing” all but the most rapid effects of first-site adapta-
tion and enhancing the effects of second-site desensitization. Moreover, if the spectral properties of 
the postreceptoral detection mechanisms are known, one mechanism can be selectively desensitized 
by adapting (or habituating) to modulations along a cardinal axis, which are invisible or “silent” to 
the other mechanisms (see Ref. 239 for a review of silent substitution methods and their origins).

In an influential paper, Krauskopf, Williams, and Heeley14 used habituation (the loss of sensitivity 
following prolonged exposure, in this case, to a temporally varying adapting stimulus) to investi-
gate the properties of what they referred to as the “cardinal mechanisms” (see also Ref. 240). They 
used a 50 td, 2° diameter field made up of 632.5-, 514.5-, and 441.6-nm laser primaries. Following 
habituation to 1-Hz sinusoidal modulations (a 30-s initial habituation, then 5-s top-ups between 
test presentations) that were either chromatic (in the L–M, or S directions at equiluminance), or 
achromatic (L+M+S), or intermediate between these three directions, the detection sensitivity for 
Gaussian target pulses (s = 250 ms) was measured in various directions of color space.
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FIGURE 28 Second-site desensitization of L−M by steady fields. L–M detection contours in cone contrast 
space for two subjects measured by Chaparro, Stromeyer, Chen, and Kronauer62 on 3000-td fields of 525 nm (green 
circles), 579 nm (yellow squares), and 654 nm (red triangles) replotted from their Fig. 4. ΔM/M is plotted 
along the ordinate and ΔL/L along the abscissa. The straight contours fitted to thresholds have slopes of 1, consis-
tent with detection by an L–M mechanism with equal and opposite L- and M-cone contrast weights. Constant relative 
L- and M-cone weights are a characteristic of von Kries first-site adaptation. The displacement of the contour from the origin 
on the 654 nm field is characteristic of second-site adaptation.
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Figure 29 shows the results for observer DRW. The red circles show the losses of sensitivity and the 
black circles the increase in sensitivity following habituation to stimuli modulated in the directions of 
the orange arrows shown in all panels. These results should be compared with the predictions shown 
in Fig. 11. In their original paper, Krauskopf, Williams, and Heeley14 concluded that their results 
showed that habituation occurred independently along each of the three cardinal mechanism axes: 
L–M, S, and L+M. Thus, the sensitivity losses to habituation along one axis were mainly confined to 
targets modulated along the same axis, whereas the losses to habituation along axes intermediate to the 
cardinal ones involved losses in both mechanisms.

–S

+S

L – MM – L
(a) (b)

(c) (d)

FIGURE 29 Habituation. Data from Fig. 6 of Krauskopf, Williams, and 
Heeley14 plotted in the canonical format shown in Fig. 11. These data are for stimuli 
that silence the L+M mechanism and reveal the properties of the L–M and S–(L+M) 
mechanisms plotted in a color space in which the horizontal axis corresponds to 
stimuli that only stimulate the L–M mechanism and the vertical axis corresponds 
to stimuli that only stimulate the S–(L+M) mechanism (by modulating S). (a) and 
(b) Results for habituation stimuli oriented along the horizontal and vertical axes, 
respectively. (c) and (d) Threshold changes for habituation stimuli along intermedi-
ate directions. The pattern of results is in qualitative agreement with the predictions 
developed in Figs. 9 to 11, and provides evidence for second-site adaptation in two 
opponent-discrimination mechanisms. The red circles plot increases in threshold 
following habituation, whereas the black circles plot cases where threshold was 
slightly decreased, rather than increased, by habituation.
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Three years later, after a more rigorous analysis using Fourier methods, Krauskopf, Williams, 
Mandler, and Brown241 concluded instead that the same data showed that habituation could desen-
sitize multiple “higher-order” mechanisms tuned to intermediate directions in the equiluminant 
plane between the L–M and S cardinal directions. Yet, in terms of the magnitude of the selective 
losses, those along the intermediate axes are very much second-order effects compared with those 
found along the cardinal L–M or S axes. These second-order effects are not particularly compel-
ling evidence for the existence of higher-order mechanisms, because they might also be due to more 
mundane causes, such as the visual distortion of the habituating stimuli or low-level mechanism 
interactions. The strong conclusion that can be drawn from the habituating experiments is that 
selective losses are largest when the habituating stimuli are modulated along the S, L–M, or L+M+S 
cardinal axes. The evidence for higher-order mechanisms along intermediate axes is secondary. Other 
workers have suggested that instead of there being multiple mechanisms, the cardinal mechanisms 
adapt to decorrelate the input signals so that their mechanism vectors rotate.242–244

Noise-Masking Experiments Another field method used to investigate visual mechanisms is the 
introduction of masking noise to raise detection threshold. The spectral properties of the underlying 
mechanisms can then be investigated by varying either the chromaticity and/or luminance of the tar-
get (which, if the noise is held constant, is strictly speaking a test method) or by varying the chroma-
ticity and/or luminance of the noise. As with habituating stimuli, the noise stimuli can be fashioned to 
excite one or other receptoral or postreceptoral mechanism. However, whereas habituation is assumed 
to have little effect at the first site, noise masking can potentially raise thresholds at both the first and 
the second sites. Although it is possible to selectively excite different first-stage cone mechanisms by 
modulating the noise along cone-isolating vectors or to selectively excite different second-stage color-
discrimination mechanisms by modulating the noise along cardinal vectors, each noise stimulus inevi-
tably excites both first- and second-stage mechanisms. As described in section “Sites of Limiting Noise” 
in Sec. 11.3 with respect to internal noise (see Figs. 12 and 13), changing the balance of noise at the 
first and second sites has the potential of rotating the detection contours in color space. Consequently, 
the discovery of detection contours for some noise vectors that do not align with the assumed low-
level mechanism axes does not necessarily imply the existence of high-order mechanisms.

Gegenfurtner and Kiper245 measured thresholds for a 1.2-cpd Gabor patch (s = 0.8° in space and 
170 ms in time) in the presence of noise modulated in different directions around white in the L,M 
plane of DKL space. The target was either modulated in the L–M or L+M+S directions or in an 
intermediate direction along which the target color appeared to change between bright red and dark 
green. For all three directions masking was maximal when the noise was in the target direction, 
and minimal when it was in the orthogonal direction, even if the target direction did not lie along 
a cardinal axis. These findings suggested to the authors that there must be multiple mechanisms, 
some tuned to axes other than the cardinal ones.

The mechanisms derived by Gegenfurtner and Kiper, however, combined cone inputs nonlinearly. 
In a linear mechanism, the effectiveness of the noise should depend on the cosine between the cardi-
nal direction and the noise direction, but Gegenfurtner and Kiper245 found mechanisms that were more 
narrowly tuned. Curiously, when square rather than Gabor patches were used, evidence for multiple 
mechanisms was not found.

The central findings of Gegenfurtner and Kiper have been contradicted in other papers, some of 
which used comparable techniques. Sankeralli and Mullen246 found evidence for only three mecha-
nisms in ΔL/L, ΔM/M, ΔS/S cone contrast space using a 1-cpd semi-Gabor patch (s = 1.4° verti-
cally, and 4° horizontally with sharp edges in space, and s = 170 ms in time). Mechanism tuning was 
found to be linear in cone contrast units with a cosine relationship between the noise effectiveness 
and the angle between the mechanism and noise vectors. Giulianini and Eskew175 working in the 
ΔL/L, ΔM/M cone contrast plane using 200-ms circular Gaussian blobs (s = 1°) or horizontal Gabor 
patches (1 cpd, s = 1°) similarly found evidence for only two mechanisms in that plane. Their results 
were consistent with a linear L–M mechanism with equal cone contrast weights, and a linear L+M 
mechanism with greater L-than M-cone weights.

Some of Giulianini and Eskew’s175 results from their Fig. 5 are shown in Fig. 20, for noise masks in the 
chromatic direction (Fig. 20a and c) and in the M-cone direction (Fig. 20b and d). Their interpretation 
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of the data is shown by the solid contours in Fig. 20a and b. Their model is consistent with detection by 
two mechanisms with roughly constant L–M contours across the two noise directions, but L+M con-
tours that rotate slightly away from the M-cone axis in the presence of M-cone noise. However, as our 
elliptical fits in Fig. 20c and d show, other interpretations of their data are also plausible; most of the 
data in the presence of chromatic and M-cone noise can be described by ellipses, but the major axes 
of the ellipses do not align with the noise directions.

Subsequently, Eskew, Newton, and Giulianini179 extended these measurements to include S-cone 
modulations in the equiluminant plane, and again found no evidence for higher-order mecha-
nisms in detection or near-threshold discrimination tasks. Some of their results are shown in Fig. 21. 
These data seem more consistent with a rounded parallelogram than an ellipse. All three studies 
just described, in contradiction to Gegenfurtner and Kiper,245 found that the directions at which 
noise masking was maximal more closely aligned with the expected mechanism directions than with 
the noise directions. However, see also Hansen and Gegenfurtner.247

In a related study, D’Zmura and Knoblauch248 did find evidence for multiple mechanisms within 
the equiluminant plane of DKL space. They used “sectored” noise made up of noise centered on 
the signal direction combined with noise of various strengths in the orthogonal direction. Contrast 
thresholds for “yellow,” “orange,” “red,” and “violet” signals (s = 2.4° in space and 160 ms in time) 
were independent of the strength of the orthogonal noise, which suggests the existence of linear 
broad-band mechanisms tuned to each of the signal directions (for which the orthogonal direction 
is a null direction). Like Gegenfurtner and Kiper245 multiple mechanisms were found, but they were 
broadly rather than narrowly tuned. D’Zmura and Knoblauch248 argued that narrow tuning can result 
from off-axis looking in which subjects switch among multiple linear broad-band detection channels 
to reduce the noise and maximize the detectability of the signal.

An important caveat about D’Zmura and Knoblauch’s experiments is that they used the 1924 
V(l) function to equate luminance (see p. 3118 of Ref. 248). Because V(l) substantially underesti-
mates luminous efficiency at short wavelengths, modulations of their blue phosphor will produce a 
luminance signal in their nominally equiluminant plane, which could complicate the interpretation 
of their results. For example, nominally S-cone modulations might have superimposed and cancelling 
L+M modulations, and some signal directions might be luminance-detected (and therefore artifactu-
ally independent of chromatic noise in the orthogonal direction). Nonetheless, Monaci et al.249 using 
a related technique, but a better definition of luminous efficiency, came to the same conclusion.

Most recently, Giulianini and Eskew250 used noise masking to investigate the properties of the S–(L+M)
mechanism, and, in particular, whether or not the mechanism responds linearly to noises in different 
directions of cone contrast space. Though the effects of noise on the L–M mechanism are linear, for 
both polarities of the S–(L+M) mechanism (i.e., for +S and –S detection) its effects are nonlinear.250

Chromatic Discrimination

Basic Experiments Chromatic discrimination is the ability to distinguish the difference between 
two test lights that differ in chromaticity. The prototypical set of chromatic discrimination data are 
the discrimination ellipses of MacAdam251 originally plotted as CIE x,y chromaticity coordinates, and 
thus in a color space that is not especially conducive to understanding the underlying mecha-
nisms. These ellipses were determined from the variability of repeated color matches made at 25 
different reference chromaticities in the CIE color space. Le Grand252 reanalyzed MacAdam’s data and 
found that much of the variability between the ellipses could be accounted for by considering vari-
ability along the tritan (S) dimension and along the cone-opponent (L–M) dimension. Interpretation 
of MacAdam’s data is complicated by the fact that each ellipse was measured for a different state of 
adaptation, namely that determined by the mean match whose variability was being assessed.

Boynton and Kambe253 made a series of discrimination measurements in the equiluminant plane 
along the important S and L–M color directions. They found that discrimination along the S axis 
depended on only S-cone excitation level; specifically that ΔS/S+S0 = constant, where S is the back-
ground excitation and S0 is an “eigengrau” or “darklight” term. At high S-cone excitation levels, as 
S0 becomes less significant, Weber’s law holds (i.e., ΔS/S is approximately constant).254–256 A similar 
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conclusion was reached by Rodieck257 in his reanalysis of MacAdam’s251 data (see Figs. XXIII-10 and 
XXIII-11 of Ref. 257). When plotted in a normalized cone excitation diagram, chromaticity ellipses for 
individual subjects have similar shapes regardless of the reference chromaticity.258

Chromatic Discrimination Near Detection Threshold Under conditions that isolate the chromatic 
mechanisms, near-threshold lights can be indistinguishable over fairly extended spectral or chroma-
ticity ranges. On a white background using 0.75° diameter, 500-ms duration test discs, Mullen and 
Kulikowski197 found that there were four indistinguishable wavelength ranges that corresponded to the 
threshold lights appearing orange (above 585 nm), pale yellow (566–585 nm), green (c. 490– 566 nm), 
and blue (c. 456–490 nm), and that there was weaker evidence for a fifth range that appeared violet 
(< c. 456 nm). Importantly, too, these boundaries were independent of the wavelength differences 
between pairs of lights, which suggests that each mechanism is univariant. These results suggest the 
existence of four or five distinct unipolar mechanisms at threshold.197 Unlike the bipolar mecha-
nisms (L–M) and S–(L+M), a unipolar mechanism responds with only positive sign. The bipolar 
(L–M) mechanism, for example, may be thought of as consisting of two unipolar mechanisms 
|L–M| and |M–L|, each of which is half-wave rectified (see “Unipolar versus Bipolar Chromatic 
Mechanisms” in Sec. 11.6).

Eskew, Newton, and Giulianini179 looked at discrimination between near-threshold Gabor patches 
modulated in various directions in the equiluminant plane. Noise masking was used to desensitize the 
more sensitive L–M mechanism and thus reveal more of the S-cone mechanism, and perhaps higher-
order mechanisms. Despite the presence of noise they found evidence for only four color regions 
within which lights were indiscriminable. These regions corresponded to detection by the four poles 
of the classical cone-opponent mechanisms |L–M|, |M–L|, |S–(L+M)|, and |(L+M)–S|. Some of their 
results are shown in Fig. 21. The four colors shown in the three outer arcs of the figure correspond 
to the four regions within which lights were indiscriminable. The data in each semicircular polar 
plot (filled squares) show the discriminability of a given chromatic vector from the standard vector 
shown by the arrow. The open circles are model predictions (see legend). There is no evidence here for 
higher-order color mechanisms. In a later abstract, Eskew, Wang, and Richters259 reported evidence 
also from threshold level discrimination measurements for a fifth unipolar mechanism, which from 
hue-scaling measurements they identified as generating a “purple” hue percept (with the other four 
mechanisms generating blue, green, yellow, and red percepts).

Thus, the work of both Mullen and Kulikowski197 and Eskew et al.179,259 may be consistent with five 
threshold-level color mechanisms. By contrast, Krauskopf et al.241 found evidence for multiple mecha-
nisms. They measured the detection and discrimination of lights that were 90° apart in the equilumi-
nant DKL plane and modulated either along cardinal or intermediate axes. No difference was found 
between data from the cardinal and noncardinal axes, which should not be the case if only cardinal 
mechanisms mediate discrimination. The authors argued that stimuli 90° apart modulated along the 
two cardinal axes should always be discriminable at threshold, because they are always detected by 
different cardinal mechanisms. In contrast, stimuli 90° apart modulated along intermediate axes will 
only be discriminable if they are detected by different cardinal mechanisms, which will not always be 
the case. Care is required with arguments of this sort, because angles between stimuli are not preserved 
across color space transformations (i.e., they depend on the choice of axes for the space and also on 
the scaling of the axes relative to each). More secure are conclusions based on an explicit model of the 
detection and discrimination process. Note that this caveat applies not just here but also to many stud-
ies that rely on intuitions about the angular spacing of stimuli relative to each other.

Clearly, colors that are substantially suprathreshold and stimulate more than one color mechanism 
should be distinguishable. However, the range of suprathreshold univariance can be surprisingly 
large. Calkins, Thornton, and Pugh111 made chromatic discrimination and detection measurements 
in the red-green range from 530 to 670 nm both at threshold and at levels up to 8 times threshold. 
Measurements were made with single trough-to-trough periods of a 2-Hz raised-cosine presented 
on a yellow field of 6700 td and 578 nm. The observers’ responses were functionally monochro-
matic either for wavelengths below the Sloan notch (between 530 and 560 nm) or for wavelengths 
above the Sloan notch (between 600 and 670 nm); that is, any two wavelengths within each range were 
indistinguishable at some relative intensity. The action spectra for indiscriminability above threshold 
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and for detection at threshold were consistent with an L–M opponent mechanism. Discrimination 
for pairs of wavelengths either side of the Sloan notch was very good, and between stimuli near the 
notch and stimuli further away from the notch was also good. The good discriminability near the 
notch is consistent with a diminution of |L–M| as the signals become balanced and with the intrusion 
of another mechanism, which between 575 and 610 nm has a spectral sensitivity comparable with the 
photopic luminosity function [although whether or not this corresponds to luminance or the L+M 
lobe of S–(L+M) is unclear]. For full details, see Ref. 111.

The results reviewed in this section are especially important because they suggest that each color 
mechanism is not only univariant, but behaves like a “labeled line.” As Calkins et al. note on their 
p. 2365 “Phenomenologically speaking, the discrimination judgments [in the monochromatic regions] 
are based upon variation in perceptual brightness.”

Pedestal Experiments Discrimination experiments, sometimes called “pedestal experiments” can 
be used to investigate the properties of mechanisms over a range of contrasts both above and below 
the normal detection threshold. In a typical pedestal experiment, an observer is presented with two 
identical but brief “pedestal” stimuli, separated either in space or in time, upon one of which a test 
stimulus is superimposed. The observer’s task is to discriminate in which spatial or temporal inter-
val the test stimulus occurred. By presenting the test and pedestal stimuli to the same mechanism 
(sometimes called the “uncrossed” condition), it is possible to investigate the properties of chro-
matic and luminance mechanisms separately. By presenting the test and pedestal stimuli to different 
mechanisms (sometimes called the “crossed” condition), it is possible to investigate interactions 
between them. The presentation of the pedestals causes a rapid shift away from the mean adapting 
state. The transient signals produced by these shifts will be affected by instantaneous or rapid adap-
tation mechanisms, such as changes in the response that depend on static transducer functions, but 
not by more sluggish adaptation mechanisms.

When pedestal and test stimuli are both uncrossed and of the same sign, the discrimination of the 
test stimulus typically follows a “dipper” function as the pedestal contrast is increased. As the ped-
estal contrast is raised from below its contrast threshold, the threshold for detecting the test stimu-
lus falls by a factor of about two or three, reaching a minimum just above the pedestal threshold, 
after which further increases in pedestal contrast hurts the detection of the test.260–265 Facilitation has 
been explained by supposing there is a transducer (input-output) function that accelerates at lower 
contrasts, thus causing the difference in output generated by the pedestal and test-plus-pedestal to 
increase with pedestal contrast (e.g., Refs. 263, 266). Alternatively, it has been explained by supposing 
that the pedestal, because it is a copy of the test, reduces detection uncertainty.267 The dipper function 
is found both for uncrossed luminance and uncrossed chromatic stimuli, and has similar characteris-
tics for the two mechanisms.169,268,269 When pedestals and test stimuli are uncrossed but of the opposite
sign, increases in pedestal contrast first raise threshold—consistent with subthreshold cancellation 
between the pedestal and test. As the pedestal approaches its own threshold, however, discrimination 
threshold abruptly decreases, after which further increases in pedestal contrast hurt detection of the 
test for both uncrossed luminance and uncrossed chromatic conditions.169 The increase followed by 
decrease in threshold has been referred to as a “bumper” function.270 The dipper and bumper func-
tions found under uncrossed conditions show clear evidence of subthreshold summation or cancel-
lation. Figure 30a shows examples of the dipper (upper right and lower left quadrants) and bumper 
functions (upper left and lower right quadrants) for uncrossed L–M chromatic pedestals and targets 
from Cole, Stromeyer, and Kronauer.169

Presenting the pedestals and test stimuli to different mechanisms in the crossed conditions is a 
potentially powerful way of investigating how the luminance and chromatic mechanisms interact. 
For example, if the two mechanisms interact before the hypothesized accelerating transducer, then 
the crossed and uncrossed dipper and bumper functions should be comparable and should also show 
evidence for subthreshold interactions. If the chromatic and luminance mechanisms are largely inde-
pendent until later stages of visual processing, then subthreshold effects should be absent, but given 
the uncertainty model suprathreshold facilitation might still be expected.

The results obtained with crossed test and pedestal stimuli, however, remain somewhat equivocal. 
Luminance square-wave gratings or spots have been shown to facilitate chromatic discrimination.194,271 
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FIGURE 30 Pedestal effects. (a) Detection of chromatic L–M tests on 
chromatic L–M pedestals. As indicated by the icons in each quadrant, the 
data points are the thresholds for detecting red chromatic targets (red circles)
on either red (upper right quadrant) or green (upper left quadrant) chro-
matic pedestals, or for detecting green chromatic targets (green squares) on 
either red (lower right quadrant) or green (lower left quadrant) pedestals.
The diamonds show the thresholds for detecting the red (red diamond)
or green (green diamond) chromatic pedestals alone. The dashed lines show 
predictions that the discrimination of the presence of the test depends only 
on the intensity of the test plus the pedestal (which implies that pedestal alone 
is ineffectual). (b) Detection of chromatic L–M tests on achromatic L+M 
pedestals. As indicated by the icons, the data are the thresholds for detecting 
red chromatic targets (red inverted triangles) on incremental (upper right 
quadrant) or decremental (upper left quadrant) luminance pedestals, or for 
detecting green chromatic targets (green triangles) on incremental (lower 
right quadrant) or decremental (lower left quadrant) luminance pedestals.
The diamonds show the thresholds for detecting the incremental (open diamond)
or decremental (filled diamond) luminance pedestals alone. (Data replotted 
from Figs. 4 and 5 of Cole, Stromeyer, and Kronauer.169 Design of the figure based 
on Fig. 18.10 of Eskew, McLellan, and Giulianini.89)
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Using sine-wave gratings, De Valois and Switkes265 and Switkes, Bradley, and De Valois268 found that 
crossed facilitation and masking was asymmetric: for luminance pedestals and chromatic tests they 
found facilitation and no masking, but for chromatic pedestals and luminance tests they found no 
facilitation and strong masking. This curious asymmetry has not always been replicated in subsequent 
measurements. Using spots, Cole, Stromeyer, and Kronauer169 obtained equivalent results for crossed 
luminance pedestals and chromatic tests and for crossed chromatic pedestals and luminance tests. 
They found in both cases that increasing the contrast of the crossed pedestal had little effect on test 
threshold until the pedestal approached or exceeded its own threshold by a factor of two or more, and 
that further increases in pedestal contrast had little or no masking effect.169 Figure 30b shows examples 
of their crossed luminance and chromatic results. Similarly, Mullen, and Losada269 found facilitation 
for both types of crossed pedestals and tests when the pedestal was suprathreshold, but unlike Cole, 
Stromeyer, and Kronauer169 they found crossed masking for higher pedestal contrasts. Chen, Foley, 
and Brainard,272 however, obtained results that were more consistent with De Valois and Switkes265 
and Switkes, Bradley, and De Valois.268 They used spatial Gabors (1 cpd, 1° standard deviation) with a 
Gaussian temporal presentation (40-ms standard deviation, 160-ms total duration), and investigated 
the effects of targets and pedestals presented in various directions of color space. They found masking 
for all target-pedestal pairs and facilitation for most target-pedestal pairs. The exceptions were that 
(1) equiluminant pedestals did not facilitate luminance targets, and (2) tritan (blue/yellow) pedestals 
facilitated only tritan targets.

So, what does all this mean? The fact that the crossed facilitation, when it is found, occurs 
mostly with suprathreshold pedestals169,268,269 suggests that the interaction occurs after the stages 
that limit the thresholds in the chromatic and luminance mechanisms. This is surprising, given that 
center-surround L–M neurons respond to both chromatic and luminance gratings (see subsection 
“Multiplexing Chromatic and Achromatic Signals” in Sec. 11.5). This early independence is sup-
ported by findings with gratings that the crossed facilitation is independent of the spatial phase of 
the gratings.268,269 However, the facilitation is not found with crossed dichoptic pedestals and tests. 
The finding that crossed facilitation survives if the luminance pedestal is replaced with a thin ring169 
suggests that it might be due to uncertainty reduction. However, yes-no psychometric functions and 
receiver operating characteristics show clearly that the facilitation of chromatic detection by lumi-
nance contours is inconsistent with the uncertainty model.177 To explain their results, Chen, Foley, 
and Brainard273 presented a model made up of three postreceptoral channels with separate excit-
atory inputs (producing facilitation), but each with divisive inhibition aggregated from all channels 
(producing masking).

Krauskopf and Gegenfurtner255 performed a series of experiments in which chromatic discrimina-
tion was measured after an abrupt change in chromaticity away from an equal-energy-white adapting 
light (see also Refs. 274, 275). The change in chromaticity was effected by simultaneously presenting 
four 36-min diameter discs for 1 s. Three of the discs were of the same chromaticity, but the fourth 
was slightly offset from the others. The observer’s task was to identify which disc was different. 
The task can be thought of as the presentation of three stimuli defined by a “pedestal” color vector 
from the white point with the fourth stimulus being defined by the vector sum of the pedestal 
vector plus a “test” vector.89 The experiments were carried out in the DKL equiluminant plane at a 
luminance of 37 cd/m2. The discrimination of a test vector along one of the cardinal axes was found 
to deteriorate if the pedestal vector was along the same axis, but was relatively unaffected if the ped-
estal vector was along the other axis. Color discrimination, therefore, depended primarily on the 
L–M and S–(L+M) mechanisms nominally isolated by modulations along the cardinal axes.255 A more 
detailed determination of the shapes of chromatic discrimination ellipses for pedestal and test vectors 
along 16 color directions was also consistent with discrimination being determined by the cardinal 
mechanisms, but there was also evidence for another mechanism orientated along a blue-green to 
orange axis, from 135 to 315° in the DKL space.255 This might reflect the existence of a higher-level 
mechanism, but it might also be consistent with other explanations. Maintaining the phosphors at 
37 cd/m2 [a photometric measure defined by the discredited CIE V(l) function that underes-
timates luminous efficiency in the blue and violet] results in modulation of the blue phosphor 
at nominal “equiluminance” producing a luminance (L+M) axis close to the blue-green axis. The 
effect of such a signal is hard to predict, but could affect the sensitivity of the S–(L+M) mechanism by 
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cancelling S, or it could be detected by L+M. Another possibility is that the evidence for an additional 
mechanism might instead reflect a small S-cone contribution to L–M, which would rotate the L–M 
mechanism axis.89

Color Appearance and Color Opponency

When viewed in isolation (i.e., in the “aperture” mode), monochromatic lights have characteristic 
color appearances. Across the visible spectrum hues vary from violet through blue, blue-green or 
cyan, green, yellow-green, yellow, orange, and red.276 Yet, however compelling these colors might 
seem, they are private perceptions. Consequently, to investigate them, we must move away from the 
safer and more objective psychophysical realms of color matching, color detection, and color dis-
crimination, and rely instead on observers’ introspections about their perceptual experiences (see 
Ref. 277 for a related discussion of “Class A” and “Class B” observations). Experiments that depend 
upon introspection are an anathema to some psychophysicists, yet they represent one of the few 
methods of gaining insights into how color is processed beyond the early stages of the visual system. 
As long as the limitations of the techniques are recognized, such experiments can be revealing. In 
addition, it is of interest to understand color appearance per se, and to do so requires the use of sub-
jective methods in which observers report their experience.

Physiological measurements of the spectral properties of neurons in the retina and LGN are gen-
erally inconsistent with the spectral properties of color-appearance mechanisms, which suggests that 
color appearance is likely to be determined by cortical processes (see, e.g., Ref. 18). Relative to the 
input at the photoreceptors, the relevant neural signals that eventually determine color appearance 
will have undergone several transformations, likely to be both linear and nonlinear, before they reach 
the cortex. Despite this many models of color appearance are based on the assumption that appear-
ance can be accounted for by mechanisms that linearly combine cone inputs (see Sec. 11.4). As we 
will see later, this is at best an approximation, at least for some aspects of color appearance. One 
reason for the failures of linearity may be that the suprathreshold test stimuli used to probe appear-
ance are often adapting stimuli that intrude significantly on the measurements. That is, unlike in 
detection experiments where near-threshold tests can reasonably be assumed not to perturb the 
adapted state of the visual system very much, nonlinear adaptive processes cannot be ignored even 
for nominally steady-state color-appearance measurements, except perhaps under some contrived 
experimental conditions (see subsection “Linearity of Color-Opponent Mechanisms” in Sec. 11.5).

Opponent-Colors Theory Color appearance is often conceptualized in terms of Hering’s opponent- 
color theory; that is, in terms of the perceptual opposition of red and green (R/G), blue and yellow 
(B/Y), and dark and light. In many versions of the model, the opponent mechanisms are assumed, 
either explicitly or implicitly, to combine their inputs from cones in a linear fashion.11,12,18,19,29,76,278–282 
Stage 3 of Fig. 4 represents a version of the linear model derived by the simple combinations of 
cone-opponent mechanisms (see subsection “Three-Stage Zone Models” in Sec. 11.6 for details).

The assumption of linearity constrains and simplifies the predicted properties of the color-opponent 
mechanisms. For example, under this assumption each opponent mechanism is completely charac-
terized by its spectral response. As a function of wavelength, the R/G opponent mechanism responds 
R at both short and long wavelengths, corresponding to the red constituent in the appearance of 
both short- and long-wavelength lights, and responds G at middle wavelengths. The B/Y mechanism 
responds B at shorter wavelengths and Y at longer wavelengths. Each response (R, G, Y, or B) is uni-
variant, and the responses of opposed poles (R vs. G, and B vs. Y) are mutually exclusive. The colors of 
lights detected solely by the same pole of a given mechanism cannot be distinguished at threshold, but 
lights detected by different poles can. In the model, color appearance depends on the relative outputs 
of the color-opponent appearance mechanisms. The individual mechanisms signal one opponent 
color or the other (e.g., redness or greenness) in different strengths, or a null.

The wavelength at which the opponent response of a mechanism changes polarity is a zero cross-
ing for that mechanism, at which its response falls to zero. These zero crossings correspond to the 
unique hues. Unique blue and yellow are the two zero crossings for the R/G mechanism, and unique 
green and red are the two zero crossings for the Y/B mechanism. Unique red does not appear in plots 
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of valence against wavelength because it is extra-spectral (i.e., it has no monochromatic metamer and 
can only be produced by a mixture of spectral lights). Another extra-spectral color is white, which 
corresponds to an “equilibrium color” for both the R/G and B/Y mechanisms. A property of opponent- 
color mechanisms is that both the R/G and the Y/B mechanisms do not respond to a suitably chosen 
broadband white stimulus (such as an equal energy white). Thus, the sum of the outputs of the posi-
tive and negative lobes of each mechanism in response to such stimuli should be zero.

Tests of the assumptions of linearity of opponent-colors mechanisms are discussed below (see 
subsection “Linearity of Color-Opponent Mechanisms” in Sec. 11.5). See also Hurvich283 for more 
details of opponent colors theory.

Spectral Properties of Color-Opponent Mechanisms Several techniques have been used to inves-
tigate the spectral properties of the color-opponent mechanisms. Most rely on the assumption that 
opponent-color mechanisms can be nulled or silenced by lights or combinations of lights that bal-
ance opposing sensations. The null may be achieved experimentally by equating two lights so that 
their combination appears to be in equilibrium (see section “Appearance Test Measurements and 
Opponency” in Sec. 11.4). A closely related alternative is to find single spectral lights that appear 
to be in equilibrium for a particular mechanism (e.g., that appear neither red nor green, or neither 
blue nor yellow). Another related technique is hue scaling, in which lights are scaled according to 
how blue, green, yellow, or red they appear. Thus, lights that are rated 100 percent blue, green, yel-
low, or red are equilibrium or unique hues.

Hue scaling Despite the variety of color terms that could be used to describe the colors of lights, 
observers require only four—red, yellow, green, and blue—to describe most aspects of color 
appearance.6,7 Other colors such as orange can be described as reddish-yellow, cyan as bluish-green, 
purple as reddish-blue, and so on. The need for just four color terms is consistent with opponent-
colors theory. By asking observers to scale how blue, green, yellow, and blue spectral lights appear, 
hue scaling can be used to estimate the spectral response curves of the opponent mechanisms.21,284–286 
A cyan, for example, might be described as 50-percent green, 50-percent blue, and an orange as 60-
percent red and 40-percent yellow. Figure 31 shows hue scaling data obtained by De Valois et al.,21 
who instead of using spectral lights used equiluminant modulations in DKL space, the implications 
of which are discussed below. Hue-scaling results have been reported to be consistent with hue-
cancellation valence functions,286 but inconsistencies have also been reported.287

Color-opponent response or valence functions As introduced in section “Appearance Test 
Measurements and Opponency,” the phenomenological color-opponency theory of Hering6 was 
given a more quantitative basis by the hue-cancellation technique.279,280,288 Jameson and Hurvich
(see Fig. 14 for some of their data) determined the amount of particular standard lights that had to 
be added to a spectral test light in order to cancel the perception of either redness, greenness, blue-
ness, or yellowness that was apparent in the test light, and so produced “valence” functions. Figure 32 
shows additional R/G valence data from Ingling and Tsou12 and B/Y valence data from Werner 
and Wooten.286 Individual lobes of the curves show the amounts of red, green, blue, or yellow light 
required to cancel the perception of its opposing color in the test light. The zero crossings are the 
“unique” colors of blue, green, and yellow.

These types of judgments are, of course, highly subjective because the observer must abstract a par-
ticular color quality from color sensations that vary in more than one perceptual dimension. In valence 
settings, the color of the lights at equilibrium depends on the wavelength of the spectral test light. Lights 
that are in red/green equilibrium vary along a blue-achromatic-yellow color dimension, while those in 
yellow/blue equilibrium vary along a red-achromatic-green color dimension. To reduce the need for 
the observer to decide when a light is close enough to the neutral point to accept the adjustment, some 
authors have used techniques in which the observer judges simply whether a presented light appears, 
for example, reddish or greenish, to establish the neutral points of each mechanism.289

Unique hues and equilibrium colors The equilibrium points of the R/G color opponent mecha-
nism correspond to the unique blue and unique yellow hues that appear neither red nor green, 
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whereas those of the B/Y mechanism correspond to the unique green and unique red hues that 
appear neither blue nor yellow. These hues are “unique” in the sense that they appear phenomeno-
logically unmixed.290

Measurements of the spectral positions of the unique hues have been made in several studies.281,290–296 
Kuehni297 provides a useful summary of the unique hue settings from 10 relatively recent studies. For 
unique yellow, the mean and standard deviation after weighting by the number of observers in each 
study are 577.8 and 2.9 nm, respectively; for unique green, 527.2 and 14.9 nm; and for unique blue, 
476.8 and 5.2 nm. Studies that generate colors either on monitors22,289,298 or in print,299,300 and there-
fore use desaturated, nonspectral colors, are not necessarily comparable with the results obtained 
using spectral lights, since perceived hue depends upon saturation.301 The mean unique yellow, green, 
and blue wavelengths taken from Table of Kuehni297 excluding those obtained by extrapolation from 
desaturated, nonspectral equilibrium lights are 576.3, 514.8, and 478.0 nm, respectively. Although 
unique hues show sizable individual differences, the settings within observers are generally quite 
precise.302,303 Dimmick and Hubbard290 review historical estimates.

Dimmick and Hubbard290 reported, nearly 70 years ago, that unique blue and yellow and unique 
red and green are not complementaries (see also Ref. 304). By extending unique hue settings to include 
nonspectral colors it is possible to determine the equilibrium vectors of the opponent mechanisms in 
two dimensions or the equilibrium planes in three dimensions. Valberg305 determined unique blues, 
greens, yellows, and reds as a function of saturation. Although not commented on in the original 
paper, two important features of his results were that (1) the unique red and green vectors plotted 
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in a CIE x,y chromaticity diagram were not colinear, and (2) unique yellow and blue vectors, though 
continuous through the white point, were slightly curved. Burns et al.16 in a comparable experiment 
confirmed that the unique green and red vectors were not colinear, and that the unique blue vector 
was curved, but found that the unique yellow and green vectors were roughly straight.

Chichilnisky and Wandell289 located equilibrium boundary planes by presenting stimuli varying in 
both intensity and chromaticity on various backgrounds, and then asking subjects to classify them 
into red-green, blue-yellow, and white-black opponent-color categories. They found that the opponent- 
color classification boundaries were not coplanar. Wuerger, Atkinson, and Cropper22 determined the 
null planes for the four unique hues using a hue-selection task in which subjects selected the equilib-
rium hue from an array of colors. They concluded that unique green and unique red planes in a space 
defined by the color monitor phosphors were not coplanar, consistent with the previous findings, but 
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that unique blue and unique yellow could form a single plane. However, they did not try to fit their 
data with curved surfaces, as might be suggested by previous work.

In summary, unique red and green are not colinear in two-dimensional color space or coplanar in 
three, and the unique blue “vector” or “plane” is curved. As we discuss below, failures of colinearity or 
coplanarity imply that either a bipolar color-opponent mechanism is not a single mechanism or it is 
a single but nonlinear mechanism, while curved vectors and planes imply failures of additivity within 
single mechanisms.

Linearity of Color-Opponent Mechanisms

Tests of linearity For the spectral sensitivities of color-opponent mechanisms to be generalizable 
implicitly or explicitly, the color-opponent mechanisms must be linear and additive. This assump-
tion is made in many accounts of zero crossings and/or in descriptions of valence functions as linear 
combinations of the cone fundamentals.11,18,19,24,29,76,278,279,306–308

Larimer, Krantz, and Cicerone307,309 specifically tested whether the equilibrium colors behaved 
additively under dark adapted conditions. They tested two predictions of additivity: (1) that equilib-
rium colors should be intensity-invariant (the so-called “scalar invariance law”), and (2) that mix-
tures of equilibrium hues should also be in equilibrium (“the additivity law”). Another consequence 
of these predictions is that the chromatic response or valence function should be a linear combination 
of the cone fundamentals.75 For R/G opponency, Larimer, Krantz, and Cicerone307 found that the 
spectral position of the blue and yellow equilibrium hues were intensity-invariant over a range of 1 
to 2 log units, and that mixtures of red/green equilibrium hues remained in red/green equilibrium. 
These results suggest that R/G color opponency is additive. Additivity for the R/G mechanism has 
also been reported in other studies310,311 and is consistent with the R/G valence functions being linear 
combinations of the cone spectral sensitivities.12,286,312

Several studies, however, suggest that linearity fails for the R/G mechanism. The curvilinear 
unique blue vector16,305 implies that mixtures of lights that individually appear unique blue and 
therefore in R/G equilibrium will not be in equilibrium when they are mixed—as is required 
for additivity. Similarly, the nonplanar red-green color categories289 also imply failures of additivity. 
Ayama, Kaiser, and Nakatsue313 carried out an additivity test for red valence and found that while 
additivity was found for some pairs of wavelength within separate R valence lobes (400 paired 
with 440 nm and 610 paired with 680 nm) failures were found between lobes (400 paired with
680 nm) for 3 out of 4 observers. Ingling et al.314 found that the short-wavelength shape of the R valence 
lobe was dependent on the technique used to measure it. If the redness of the violet light was 
assessed by matching rather than by cancellation, the estimate of redness was as much as 30 times 
less. Ingling, Barley, and Ghani287 analyzed previous R/G hue cancellation and hue-scaling data and 
found them to be inconsistent with the linear model.

By contrast, most evidence suggests that the B/Y color-opponent mechanism is nonlinear. 
Larimer, Krantz, and Cicerone309 found that equilibrium green was approximately intensity-invariant, 
but that equilibrium red was not, becoming more bluish-red as the target intensity was increased. 
Moreover, although mixtures of B/Y equilibrium hues remained in equilibrium as their overall inten-
sity changed, the equilibria showed an intensity-dependence. Other results also suggest that B/Y 
color opponency is nonlinear. The unique green and red vectors are not colinear in two dimensions 
of color space16,305 and the unique green and unique red planes are not coplanar.22,289 These failures of 
colinearity and coplanarity suggest that the B and the Y valence function have different spectral sensi-
tivities, but the same neutral or balance point. The failure of additivity is consistent with the fact that 
the B/Y valence functions cannot be described by a linear combination of the cone fundamentals; 
instead some form of nonlinearity must be introduced.286,309 Elzinga and de Weert315 found failures of 
intensity-invariance for equilibrium mixtures and attributed the failures to a nonlinear (power) trans-
form of the S-cone input. Ayama and Ikeda316 found additivity failures for combinations of several 
wavelength pairs. Ingling, Barley, and Ghani287 found that previous B/Y hue cancellation and hue-
scaling data were inconsistent with the linear model. Knoblauch and Shevell317 found that the B/Y 
nonlinearity might be related to the signs of the cone signals changing with luminance.
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Interestingly, the B/Y mechanism behaves linearly in protanopes and deuteranopes, which sug-
gests that the nonlinearity might depend in some way on L–M.318,319

Why linearity? This question of whether color-opponent mechanisms are linear or nonlinear was 
originally formulated when it was still considered plausible that cone signals somehow fed directly 
into color-opponent channels without modification. Given our current knowledge of receptoral 
adaptation and postreceptoral circuitry, that hope now seems somewhat optimistic. Receptoral 
adaptation is an essentially nonlinear process, so that unless the adaptive states of all three cone 
types are held approximately constant (or they somehow change together as perhaps in the case of 
invariant hues), linearity will fail.

Tests that have found linearity have used elaborate experimental strategies to avoid the effects 
of adaptation. Larimer, Krantz, and Cicerone,307,309 for example, used dark-adapted conditions and 
presented the stimuli for only 1 second once every 21 seconds. This protracted procedure succeeded 
in achieving additivity in the case of the red/green equilibrium experiments but not in the case of the 
blue/yellow ones.

It would be a mistake to conclude from results like these that color opponency and color appear-
ance are, in general, additive with respect to the cone inputs. Experiments like those of Larimer, 
Krantz, and Cicerone307,309 demonstrate additivity, but only under very specific conditions. While the 
results are important, because they provide information about the properties of the “isolated” postre-
ceptoral mechanisms, they are not necessarily relevant to natural viewing conditions under which the 
mechanisms may well behave nonlinearly with respect to the cone inputs.

Bezold-Brücke Effect and Invariant Hues Hue depends upon light intensity. Although a linear 
explanation of such hue changes has been suggested (see, e.g., Fig. 4 on p.74 of Hurvich283), it now 
seems clear that these changes reflect underlying nonlinearities in the visual response. These non-
linearities arise in part because the cone outputs are nonlinear functions of intensity, but they may 
also reflect inherent nonlinearities within the color-appearance mechanisms themselves and the way 
in which they combine cone signals. The dependence of hue on intensity is revealed clearly by the 
Bezold-Brücke effect,320,321 which is illustrated in Fig. 33 using prototypical data from Purdy.322 As the 
intensity of a spectral light is increased, those with wavelengths shorter than 500-nm shift in appear-
ance toward that of an invariant blue hue of approximately 474 nm, while those with wavelengths 
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longer than about 520 nm shift in appearance toward that of the invariant yellow of approximately 
571 nm. Intermediate spectral colors shift to an invariant green of approximately 506 nm.

The invariant hues are usually assumed to coincide with the unique hues of color-opponent 
theory,283 yet when the coincidence is tested, small discrepancies are found in some284,322,323 but not 
all307,309 studies (see also Ref. 296). Although invariant hues are often interpreted as being the zero 
crossings of cone-opponent mechanisms,136 they are also consistent with models that incorporate just 
receptor adaptation.323,324 As Vos323 pointed out, if hue invariance and unique hues reflect different 
underlying processes, their approximate agreement may serve an important purpose.

Color Appearance and Chromatic Adaptation In the Bezold-Brücke effect, the level of adaptation 
is varied by increasing or decreasing the intensity of spectral lights of fixed wavelength. Under such 
conditions, as noted in the previous section, the appearances of some wavelengths are invariant with 
intensity. If, however, the state of chromatic adaptation is varied by superimposing the spectral lights 
on a chromatic background, their color appearance will change. In general, the appearances of targets 
superimposed on an adapting background move away from the appearance of the adapting wave-
length. Thus, a target that appears yellow when viewed alone will appear reddish if superimposed 
on a middle-wavelength adapting background or greenish if superimposed on a long-wavelength
one.325–327 Similarly, the appearance of a superimposed target of the same wavelength as the adapt-
ing background will move toward the appearance of the equilibrium yellow hue. Indeed, on intense 
adapting fields of 560, 580, and 600 nm, Thornton and Pugh107 showed that the spectral position of 
equilibrium yellow for a superimposed target coincided with the adapting field wavelength. However, 
this agreement breaks down on longer wavelength fields. Long-wavelength flashes presented on long-
wavelength fields appear red, not equilibrium yellow.65,328,329

Historically, changes in color appearance with adaptation were thought to be consistent with 
von Kries adaptation,330 in which the gain of each photoreceptor is attenuated in proportion to 
the background adaptation. However, von Kries adaptation cannot completely account for the 
changes in color appearance77,331–333 (but see Ref. 334). In particular, asymmetric color matches, 
in which targets presented on different adapting backgrounds are adjusted to match in hue, do 
not survive proportional changes in overall intensity—as they should if the von Kries coefficient 
law holds.335

Jameson and Hurvich336 proposed that the adapting field alters color appearance in two ways. 
First, by changing the cone sensitivities in accordance with von Kries adaptation, and second by an 
additive contribution to the appearance of the incremental mixture. For example, a red background 
tends to make an incremental target appear greener because it selectively adapts the L- cones, but it 
also tends to make it appear redder because it adds to the target. Color-appearance models of this sort 
remain in vogue (see Ref. 337). Figure 15 shows a case where a model with both gain control at the 
cones and an additive term accounts for much but not all of the variance in an asymmetric matching 
data set.

The details of this two-stage theory have been contentious, despite the fact that all authors are 
in essential agreement that much of the effect of the background is removed from the admixed back-
ground and test. Walraven,325,338 using 1.5° diameter targets superimposed on 7° diameter backgrounds, 
determined the equilibrium mixtures of incremental 540 and 660 nm targets on various 660 nm back-
grounds. He found that the equilibria were consistent with von Kries adaptation produced by the 
background, but that the color appearance of the background was completely discounted, so that 
it made no additive contribution to the appearance of the incremental target. By contrast, Shevell, 
using thin annuli or transiently presented 150-ms targets that were contiguous with the back-
ground, found that the background is not discounted completely and instead makes a small addi-
tive contribution to the target.326,327,339 Walraven338 suggested that Shevell’s results reflected the fact that 
his conditions hindered the easy separation of the incremental target from the background. Yet, later 
workers came to similar conclusions as Shevell.340–342 However, although the background is not entirely 
discounted, its additive contribution to color appearance is much less than would be expected from 
its physical admixture.327,343 Thus, a discounting mechanism must be playing some role. Indeed, the 
failure of complete discounting is small compared to the magnitude of the additive term, so that the 
failure is very much a second-order effect.
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Color Appearance and Chromatic Detection and Discrimination Several attempts have been 
made to link explicitly the cone-opponent effects evident in field sensitivity and field adaptation 
detection experiments with changes in color appearance measured under the same conditions.

On a white, xenon field, Thornton and Pugh164 showed that the L–M cone-opponent detection 
implied by the Sloan notch is consistent with the suprathreshold color opponency implied by red-
green hue equilibria. Thus, the wavelength of the notch, which is assumed to occur when the L–M 
cone-opponent signals are equal, coincided with an R/G equilibrium hue. A comparable conver-
gence was found for 430- and 570-nm mixtures and the suprathreshold yellow-blue equilibrium 
locus.

S-cone thresholds on bichromatic mixtures of spectral blue and yellow fields are subadditive 
(see Fig. 26). According to the Pugh and Mollon231 cone-opponent model, the greatest sensitization 
should occur when the opposing signals at the second site are in balance; that is, when the S- and 
L+M-cone signals are equal and opposite. In an attempt to link these cone-opponent effects to the 
color opponency of Hering, two groups have suggested that the background mixture that yields 
the lowest threshold, which is therefore the balance point of the cone-opponent at the second site, 
should also be the mixture that is in blue-yellow equilibrium (i.e., the mixture that appears neither 
yellow nor blue).

Pugh and Larimer228 investigated the detection sensitivity of p1/p3 on field mixtures that appeared to 
be in yellow-blue equilibrium. They reasoned that if such mixtures are also null stimuli for the cone-
opponent S–(L+M) second site, then detection sensitivity should depend only on first-site adaptation. 
Their results were consistent with their hypothesis, since field mixtures in yellow-blue equilibrium 
never produced superadditivity, a characteristic assumed to be due to second-site adaptation (see 
“Field Additivity” in Sec. 11.5). However, Polden and Mollon227 looked specifically at the relation-
ship between the maximum sensitization and the contribution of the longer wavelength com-
ponent of the field mixture and found that it approximately followed a V(l) spectral sensitivity. By 
contrast, the comparable equilibrium hue settings for long-wavelength fields fell much more steeply 
with wavelength for fields longer than 590 nm, implying that different underlying spectral sensitivi-
ties operate in the two cases. 

Rinner and Gegenfurtner344 looked at the time course of adaptation for color appearance and 
discrimination and identified three processes with half lives of less than 10 ms, 40 to 70 ms, and 20 s. 
The slow and intermediate adaptation processes were common to color appearance and discrimina-
tion, but the fast process affected only color appearance. However, in an extensive study, Hillis and 
Brainard78 compared the effects of chromatic adaptation on color discrimination and asymmetric 
color matching. Pedestal discrimination measurements made as a function of pedestal intensity on 
five different chromatic backgrounds were used to estimate the response-intensity curves on each 
background. These response-intensity curves were then used to predict pairs of light that should 
match on different pairs of backgrounds. The agreement they found between the predicted asym-
metric matches and measured ones suggests that color appearance and discriminability on different 
uniform backgrounds are controlled by the same underlying mechanism.78 A follow-up study reached 
the same conclusion about the effect of habituation on “unstructured” spatiotemporal contrast,82 
although this study did not probe performance with test stimuli likely to tap purported higher-order 
chromatic mechanisms.

Overall, the results of these experiments are somewhat equivocal, but the majority of experiments 
find some correspondence between the effects of adaptation on color detection and discrimination 
on the one hand, and its effects on color appearance on the other. Given, however, that the discrimi-
nation and appearance processes have very different spectral sensitivities, this correspondence must 
break down under some conditions of chromatic adaptation, at least if the signals that control the 
adaptation of mechanisms depend strongly on the output of those same mechanisms. Of note here is 
that Hillis and Brainard did find clear dissociations of the effect of adaptation on discrimination and 
on appearance when the stimuli contained sufficient spatial structure to be perceived as illuminated 
surfaces.345 Elucidation of the nature of this dissociation awaits further investigation.

Color Appearance and Habituation The results of Webster and Mollon32,79 were used as an example 
in subsection “Appearance Field Measurements and Second-Site Adaptation” in Sec. 11.4. Briefly, they 
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found that contrast adaptation produced changes in appearance that were selective for the habituating 
axis whether that axis was in the equiluminant plane or not. This finding is a potentially important 
difference between the effects of habituation on color appearance and its effects on detection, 
since only the appearance data provides clear evidence for higher-order mechanisms that are sen-
sitive to both chromatic and luminance modulations. The detection data measured after habitua-
tion suggest that the chromatic and luminance mechanisms behave independently.241 Determining 
conclusively whether this comparison across studies reflects a dissociation between habituation 
effects on thresholds and appearance, or instead represents a difference between the processing of 
near-threshold and suprathreshold test stimuli, could be resolved by applying the logic developed by 
Hillis and Brainard78,82 to data collected for the full set of stimulus conditions studied by Webster and 
Mollon.32,79

Webster and Mollon32,79 suggested two models that might account for their data. In the first, they 
replaced the three color mechanisms tuned to the three cardinal directions of color space with many 
mechanisms with tuning that varied according to a Gaussian distribution around each of the three 
cardinal directions. They found that they could account for the individual data by varying the stan-
dard deviations of the Gaussian distributions. In the second, they assumed that there were just three 
mechanisms, but that their tuning could be modified by adaptation. With adaptation, inhibition was 
assumed to build up between the mechanisms to decorrelate the input signals and reduce redundancy 
(see also Refs. 242–244). These models can also be applied to chromatic detection data.

Luminance and Brightness Brightness matching functions are broader than luminous efficiency 
functions measured using techniques such as HFP or MDB that produce additive results (see subsection 
“Sensitivity to Spectral Lights” in Sec. 11.5) and are thought to measure the sensitivity of the lumi-
nance channel.115,118,122,346

Figure 34 shows examples of a brightness matching function measured by direct brightness 
matching (red line) and luminous efficiency measured by flicker photometry (black line) replotted 
from Wagner and Boynton.122 The brightness matching function is relatively more sensitive in the 
blue and orange spectral regions and slightly less sensitive in the yellow. These differences are usually 
attributed to a chromatic contribution to brightness but not to luminance.11,122,347
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Mechanisms of Color Constancy

The literature on mechanisms of color appearance is closely tied to a phenomenon known as “color 
constancy.” The need for color constancy stems from two observations. First, our normal use of color 
appearance is to associate colors with objects. Second, the stimulus reflected to the eye from a fixed 
object depends not only on the object’s intrinsic reflectance properties but also on the spectrum of 
the illumination. When the illuminant changes, so does the spectrum of the reflected light. If the 
visual system did not compensate for this change to stabilize the appearance of objects, it would not 
be possible to use color appearance as a reliable guide to object properties.

Empirically, color constancy is studied in much the same way as color appearance, using tech-
niques of asymmetric matching, hue cancellation, or hue scaling. Papers published under the rubric 
of color constancy, however, have tended to employ stimulus conditions designed to model scenes 
consisting of illuminated objects and to emphasize context changes induced by manipulating the 
illuminant, rather than the simpler test-stimuli-on-background configurations favored for working 
out mechanistic accounts of color appearance.348–353 The evidence supports the empirical generaliza-
tion that when the illuminant is varied in a manner typical of the variations that occur in the natural 
environment, the visual system adapts to compensate for the physical change in reflected light, and 
thus to stabilize color appearance. That is, constancy in the face of naturally occurring illumination 
changes is good.352,353 At the same time, it is important to note that constancy is not perfect: objects 
do not appear exactly the same across illumination changes. Moreover, other scene manipulations, 
such as those that change the reflectance of objects near the one of interest, also affect color appear-
ance, even in rich scenes.354 Figure 1 shows examples of this latter type of effect for simple stimulus 
configurations; these may be regarded as failures of constancy. Several recent reviews treat empirical 
studies of color constancy in more detail.355–357

Considerable theoretical attention has been devoted to modeling human color constancy. Much 
of this work is in the computational tradition, in which the theorist starts not with experimental data 
but rather by asking how constancy could in principle be achieved (or approximated), given the infor-
mation about object reflectance properties that is available in the retinal image.358–363

With a few exceptions, work in the computational tradition does not connect explicitly with the 
mechanistic account of processing that we have developed in this chapter. Rather the work seeks to eluci-
date the sources of information in an image that could contribute to constancy. This is then used both to 
guide experiments354 as well as in models whose purpose is to explicitly predict color appearance.364–367

A particular promise of this approach is that it generalizes naturally as scene complexity increases, 
allowing (for example) predictions of the effects of manipulations in complex three-dimensional scenes 
using the principles developed for simpler scene configurations.368–370

A limitation of computational models is that they do not, in and of themselves, provide much 
insight about how neural mechanisms might act to provide constancy. Not surprisingly, then, 
there is also an important line of theoretical work that attempts to understand constancy in terms 
of the action of the first- and second-site mechanisms of adaptation that we have reviewed in this 
chapter.

Land’s retinex theory371–374 may be understood as a computational model that incorporates first-
site cone-specific gain control to stabilize the representation of object color. Several authors have 
shown that for natural illuminant changes, such first-site gain control provides excellent, although 
not perfect, compensation for the effect of illumination changes on the light reflected from natural 
objects as long as the gains are set correctly for the scene illumination.375–378 Moreover, asymmetric 
matching data from experiments conducted using rich, naturalistic stimuli are well fit by postulat-
ing first-site gain control.352 Webster and Mollon379 (see also Ref. 380) extended this general line of 
thinking by showing that following first-site cone-specific adaptation with a second-site process that 
is sensitive to image contrast can improve the degree of compensation for the physical effect of illu-
minant changes. As we have reviewed in subsections “Appearance Field Measurements and Second 
Site Adaptation” in Sec. 11.4 and “Color Appearance and Habituation” in Sec. 11.5, it has also been 
established that contrast adaptation affects color appearance,32,79,379,381 which provides a connection 
between human performance and the observation that contrast adaptation can help achieve color 
constancy.
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A number of authors382–384 have emphasized that it is clarifying, in the context of understanding 
constancy and more generally adaptation, to distinguish two questions. First, what parameters of 
visual processing (e.g., first-site gains, subtractive terms, second-site gains) are affected by contextual 
factors. That is, what can adapt? Second, what are the particular contextual features that act to set 
each of the adaptable parameters? Our understanding of these aspects is less developed. For example, 
it is not obvious how theories based on data obtained with spatially uniform adapting fields should 
be generalized to predict the adapted state for image contexts that have rich spatial and temporal 
structure. Simple hypotheses for generalization include the idea that a weighted average of the cone 
coordinates of the image might play the role of the uniform field, as might the most luminous image 
region. Ideas of this sort are implicit, for example, in Land’s retinex theory. Explicit tests of hypotheses 
of this nature for rich scenes, however, have not revealed simple scene statistics sufficient to predict 
the visual system’s state of adaptation.354 Indeed, understanding what image statistics are used by 
the visual system to achieve constancy, and connecting the extraction of these statistics explicitly to 
mechanistic sites of adaptation is a primary focus of current research on constancy. In this regard, the 
computational work may provide critical guidance, as at the heart of each computational theory is an 
analysis of where in the retinal image the most valuable information about the illumination may be 
found. Zaidi385 and Golz and MacLeod,386 for example, translate analyses of image statistics that carry 
information about the illuminant into mechanistic terms.

Color and Contours

In the natural world, differently colored regions are usually delimited by contours across which 
there is also a luminance difference. If the luminance difference is removed, the contour becomes 
indistinct, and it becomes more difficult to discriminate the chromatic differences between the 
two regions. For example, Boynton, Hayhoe, and MacLeod387 showed that color discrimination is 
severely impaired if the difference between two regions is dependent on only the S cones, and Eskew 
and Boynton388 showed that the contour remains indistinct even for chromaticity differences up to 
twice threshold. For two regions separated by a border defined by S cones (i.e., if the regions are 
tritan pairs), “melting” of the border389 and “chromatic diffusion” between the regions388 have been 
reported.

Figure 35a shows two examples of chromatic regions filling in an area bordered by a luminance 
contour. These are versions of the “Boynton illusion” (see p. 287 of Ref. 15 and http://www.yorku.
ca/eye/boynton.htm). The yellow areas, which are discriminated from the white background mainly 
by S cones, appear to fill-in the black borders as you move further away from the figure. The filling-in 
illustrates the tendency of luminance contours to constrain the spatial extent of signals mediated 
by the chromatic pathways.

Figure 35b shows four examples of a related illusion, which is known as the watercolor illusion or 
effect.390–392 If an area is delineated by a darker outer chromatic contour flanked by a brighter inner 
chromatic contour, then the brighter color spreads faintly into the inner area.393 This faint coloration 
resembles a “watercolor” wash.

The “Gap” Effect and Luminance Pedestals The gap effect is a well-known phenomenon described 
by Boynton, Hayhoe, and MacLeod.387 A small gap introduced between two juxtaposed test fields 
improves their discriminability if the fields differ only in S-cone excitation, impairs it if they differ 
only in luminance, and can result in a small improvement if they differ only in L- and M-cone 
excitation at constant luminance (i.e., in L–M excitation).387,394 The small gap that separates the tritan 
pair and improves discriminability can be produced either by a luminance difference or by an 
L–M chromatic difference.395

The improvement in chromatic discriminability caused by gaps can be related to the improve-
ment in chromatic sensitivity when a luminance pedestal or contour is coincident with the chromatic 
stimulus169,177,194,269,271,272—the so-called “crossed” pedestal facilitation described above (see subsection 
“Pedestal Experiments” in Sec. 11.5). Moreover, as also noted above, the crossed facilitation survives 
if the luminance pedestal is replaced by a thin ring169 (see also Ref. 177). Montag394 compared the gap 

http://www.yorku.ca/eye/boynton.htm
http://www.yorku.ca/eye/boynton.htm


COLOR VISION MECHANISMS  11.73

FIGURE 35 Boynton and watercolor illusions. (a) Two examples of the Boynton illusion. 
In the left picture, a star-shaped black outline is superimposed on a circular yellow area, while 
in the right picture a circular black outline is superimposed on a star-shaped yellow area. As 
you move away from the picture, the yellow areas appear to fill the black outlines. These are 
variations of an illusion attributed to Robert M. Boynton by Peter Kaiser, see: http://www.yorku.
ca/eye/boynton.htm. (b) Four examples of the watercolor illusion.390–392 Each square is outlined 
by a pair of juxtaposed sinuous contours. The similar colors of the inner contour of each larger 
square and the outer contour of each smaller square fill in the intervening space with a faint color 
(which looks like a watercolor wash). Inspired by a version of the watercolor illusion designed by 
Akiyoshi Kitaoka, see: http://www.psy.ritsumei.ac.jp/~akitaoka/watercolorillusionsamples.jpg.

http://www.yorku.ca/eye/boynton.htm
http://www.yorku.ca/eye/boynton.htm
http://www.psy.ritsumei.ac.jp/~akitaoka/watercolorillusionsamples.jpg
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effect with facilitation produced by adding thin lines of the same orientation to gratings at half-cycle 
intervals. He found that the detection of S-cone gratings was facilitated by placing dark lines at the 
midpoints between the peaks and troughs of the gratings (i.e., where the luminance of the grating 
is equal to the mean luminance of the stimulus—zero crossings of the spatially varying factor in the 
stimulus), but that the facilitation declined to zero as the lines were moved toward the peaks and 
troughs. A comparable but smaller effect was found for equiluminant L- and M-cone modulated 
gratings, while the detection of luminance gratings was always impaired. Montag suggested that the 
gap effect and pedestal enhancement may be complementary effects.394 Indeed, Gowdy, Stromeyer, 
and Kronauer396 reported that the facilitation of L–M detection by luminance pedestals is mark-
edly enhanced if the luminance grating is square-wave rather than sinusoidal. They argued that 
the square-wave produces an abrupt border across which the L–M mechanism is somehow able to 
compare chromatic differences.

Color Appearance and Stabilized Borders The importance of contours on color appearance is 
made clear in experiments in which the retinal image is partially or wholly stabilized. When the 
retinal image is wholly stabilized, the color and brightness of the stimulus fades until it is no longer 
seen.397 The color appearance of partially stabilized images in which stabilized and unstabilized 
borders are combined can be entirely independent of the local quantal absorptions. Krauskopf398 
found that when the border between a disc and a surrounding annulus is stabilized, and the outer 
border of the annulus unstabilized, the disc “disappears” and its color is filled in by the color of the 
annulus. When, for example, the border between a green, 529-nm annulus, and an orange, 640-nm 
disc, is stabilized, the disc appears green. These changes are not restricted to the stabilized disc. 
Unstabilized targets presented on stabilized discs also change their color appearance as the color of 
the disc fills in to the color of the annulus.399 For example, if the annulus is yellow and the stabilized 
disc is either red or green, both discs fill in to take on the yellow color of the annulus. Unstabilized 
yellow targets presented in the center of the stabilized discs, however, take on the color appearance 
complementary to actual color of the disc, so that the yellow target on a green disc appears red, and 
the yellow target on a red disc appears green. Such changes are consistent with the local contrast 
signals at the target edges determining the filled-in appearance of the yellow target (see Experiment 
4 of Ref. 400).

It has also been reported that stabilized boundaries can produce colors that appear reddish-green 
and yellowish-blue, and so violate the predictions of the opponent-colors theory that opposed colors 
(red and green, or yellow and blue) cannot be perceived simultaneously. These “forbidden colors” 
were produced by presenting two vertical stripes side-by-side, with their common border stabilized, 
but their outer borders unstabilized. When the juxtaposed stripes were red and green, most observers 
reported that the merged stripes appeared reddish-green or greenish-red, and when the stripes were 
blue and yellow most observers reported that they appeared bluish-yellow401 (see Experiment 3 of 
Ref. 400). Forbidden colors were also reported by some subjects in another study, but only when the 
stripes were equiluminant.402

The results obtained using stabilized and unstabilized borders add to the view that color appear-
ance need not be a local retinal phenomenon. A crucial question, then, is whether the changes in 
color appearance caused by image stabilization also influence phenomena that are ostensibly more 
low-level, and thus more likely to be local, such as detection. Two experiments have addressed this 
question. Nerger, Piantanida, and Larimer403 found that when a red disk was surrounded by a yellow 
annulus, stabilizing the edge between the two fields on the retina caused the yellow to fill in, making 
the disk appear yellow too. This filling-in affected the color appearance of small tests added to the 
disk, but it did not affect their increment threshold. The results for S-cone flicker detection, some-
what surprisingly, suggest that filling-in can change S-cone flicker sensitivity. Previously, Wisowaty 
and Boynton,404 using flickering tritan pairs to isolate the S-cone response, had found that yellow 
background adaptation reduces the S-cone modulation sensitivity compared to no background adap-
tation. Piantanida405 showed that the reduction in S-cone flicker sensitivity caused by a yellow field 
could also be caused by a dark field that only appeared yellow because its outer border with a yellow 
annulus was stabilized. In a related experiment, Piantanida and Larimer,400 compared S-cone modu-
lation sensitivities on yellow and green fields, and found that the S-cone modulation sensitivity was 
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lower on the yellow field. Again, this sensitivity difference depended upon the field appearance rather 
than upon its spectral content. Thus, the reduced sensitivity was found not only on the yellow field 
but also on a green field that appeared yellow because its border with a surrounding yellow annulus 
was stabilized. Similarly, the increased sensitivity was found not only on the green field but also on a 
yellow field that appeared green because its border with a surrounding green annulus was stabilized. 
The differences between studies may indicate that different sites of limiting noise act to limit detection 
in the different tasks.

Contours and Aftereffects Daw406 showed that the saliency of colored after-images depended upon 
the presence of an aligned monochrome image. Thus, adaptation to a colored image produces a 
clear afterimage if the after-image is aligned with a monochrome image with the same contours, but 
produces a poor after-image if the two are misaligned. Figure 36 demonstrates this effect.

+

++

+

FIGURE 36 Color and contour. Four different images of a fruit stall are shown. The full color image (top left) has been 
decomposed into its chromatic (bottom left) and luminance components (bottom right). The image on the top right is the 
complementary or inverse of the chromatic image. Notice that the details of the image are much better preserved in the luminance 
image than in the chromatic image. The chromatic information, although important for object discrimination and identification, 
is secondary to the perception of form. Color fills-in the picture delineated by the luminance information. This can be demon-
strated by fixating the cross in the center of the complementary chromatic image (top right) for several seconds, and then diverting 
your gaze quickly to the cross in the center of the luminance image (bottom right). You should see a correctly colored version of 
the picture. Notice that if you shift your gaze slightly, so that the after-image no longer aligns precisely with the luminance image, 
the color disappears. You can also try adapting to the chromatic image (bottom left) and repeating the experiment. The effects 
are stronger with projected CRT versions of the images and successive presentation, which can be seen at http://www.cvrl.org.
Color scene after Fig. 1.14A of Sharpe et al.477 from an original by Minolta Corp. A version of this aftereffect demonstration was 
first described in 1962 by Nigel Daw.406 Other examples of this illusion along with instructions about how to produce comparable 
images can be found at: http ://www.johnsadowski.com/color_illusion_tutorial.html.

http://www.cvrl.org
http://www.johnsadowski.com/color_illusion_tutorial.html
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Impressive demonstrations of the influence of contours on after-images have recently been pro-
duced by van Lier and Vergeer407 and van Lier, Vergeer, and Anstis.408 Their demonstrations show 
that colored stimuli can produce different after-image colors at the same retinal location, depending on 
the positioning of contours presented with the after-image. In one version, observers adapt to a plaid 
pattern made up of blue, green, orange, and purple squares, and then view, together with the after-
image, either horizontal or vertical contours aligned with the borders of the squares. The color of 
the after-image changes with the orientation of the contours, because the “mean” after-image along 
the horizontal rows and along the vertical columns is different, thanks to the arrangement of the 
adapting squares in the plaid. The demonstration can be seen at: http://www-psy.ucsd.edu/~sanstis/
SAai.html.

McCollough Effect The McCollough effect is a well-known orientation-contingent color after-
effect.409 After prolonged viewing of colored “adapting” gratings of, say, vertical or horizontal 
orientation, neutral, black-and-white test gratings of the same orientation take on the compli-
mentary hue of the adapting grating. For example, following adaptation to red horizontal and 
green vertical gratings, horizontal and vertical black-and-white gratings appear, respectively, 
slightly greenish and reddish (see Fig. 37).

The McCollough effect can persist undiminished for many days provided that test gratings are not 
viewed.410 This prolonged effect is distinct from colored afterimages, such as the effect demonstrated 
in the previous subsection, which decline relatively quickly. Vul, Krizay, and MacLeod411 have recently 
identified two processes in the generation of the McCollough effect. The first process behaves like a leaky 
integrator, and produces an effect that declines exponentially with a time constant of roughly 30 s. The 
second process behaves like a perfect integrator, and produces an effect that shows no decay.411 Several 
lines of evidence suggest that the McCollough effect is generated relatively early in the visual pathway. 
First, the McCollough effect exhibits little interocular transfer.409,412,413 Second, it can by produced by 
alternating red-striped and green-striped adapting patterns at rates as high as 50 Hz, frequencies at 
which the colored patterns cannot be consciously perceived.414 Third, it is dependent on the spectral 
content of the inducing stimuli, not their color appearance.415 These findings suggest that the “adapta-
tion” has an effect that occurs at a relatively early visual site that precedes binocularity, is able to respond 
high-frequency flicker, and retains some veridical information about the spectral content of lights. 
However, the contingency of the McCollough effect on grating orientation suggests that the site cannot 
be earlier than primary visual cortex, V1, where orientation selectivity is first clearly established.416,417

There is an extensive literature on the McCollough effect (e.g., Refs. 418–423).

Multiplexing Chromatic and Achromatic Signals Information about color and contour may be 
transmitted—at least in part—by the same postreceptoral pathways. The ways in which these mixed 
signals are demultiplexed may give rise to some of the color and border phenomena described in 
the previous subsections. The evidence for the color-luminance multiplexing comes mainly from 
knowledge of the spatial properties of neuronal receptive fields in the early visual pathway. Cone-
opponent, center-surround mechanisms that are also spatially opponent encode not only 
chromatic information, which is dependent upon the difference between the spectral sensitivities of 
their center and surround, but also “achromatic” information, which is dependent on the sum of 
their spectral sensitivities. For color, the center and surround behave synergistically producing 
a low-pass response to spatial variations in chromaticity, but for luminance they behave antagonis-
tically producing a more band-pass response to spatial variations in luminance.149–151 This type of 
multiplexing can, in principle, apply to any mechanism that is both chromatically and spatially oppo-
nent, but it is most often considered in the context of P-cells or midget ganglion cells, which make 
up as much as 80 percent of the primate ganglion cell population.424 These cells are chromatically 
opponent with opposed L- and M-cone inputs,36 but also respond to spatial differences in lumi-
nance.425,426 In the fovea, they may be chromatically opponent simply by virtue of having single L- or 
M-cone centers 427,428 and mixed surrounds.429–431 How segregated the L- and M-cone inputs are to 
P-cell surrounds and to P-cell centers in the periphery remains controversial.432–440

The multiplexing of color and luminance signals may just be an unwanted and unused artifact of 
having both spatial and chromatic opponency in P-cells. Indeed, Rodieck441 has argued that the L–M 

http://www-psy.ucsd.edu/~sanstis/SAai.html
http://www-psy.ucsd.edu/~sanstis/SAai.html
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opponent system is mediated instead by a population of so-called Type II cells with coincident centers 
and surrounds, which are chromatically but not spatially opponent. For the multiplexing of color 
and luminance signals in cells with concentric center-surrounds to be unambiguously useful to later 
visual stages, the signals must be decoded. Several decoding strategies have been suggested, most 
of which depend on the chromatic signal being spatially low-pass filtered by the center-surround 
interaction, and the luminance signal being spatially band-pass filtered. Because of this filtering, sig-
nals between adjacent mechanisms will, in general, change slowly if the signals are chromatic and 
rapidly if they are achromatic. Thus, the chromatic and luminance signals can be decoded by spatially 

(a)

(b)

FIGURE 37 McCollough effect. View the upper 
colored image (a) for several minutes letting your gaze 
fall on different colored areas for several seconds at a 
time. Look next at the lower monochrome image (b).
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low-pass or band-pass filtering, respectively, across adjacent mechanisms.149,150 In such a scheme, 
low spatial-frequency luminance information and high spatial-frequency chromatic (edge) informa-
tion is lost. The high-frequency luminance or edge information can be used both in “filling-in” the 
low spatial frequency luminance information, and to define missing chromatic edges. Several well-
known visual illusions, such as the Craik-O’Brien-Cornsweet illusion (see Ref. 442), are consistent 
with filling-in, while others, such as the Boynton illusion (see Fig. 35a), are consistent with luminance 
edges defining chromatic borders.

Simple mechanisms for decoding the luminance and chromatic signals that difference or sum 
center-surround chromatically opponent neurons have been proposed.153,443–445 Such mechanisms are, 
in fact, mathematically related to decoding using matched spatial filters.445 In one version, spatially 
superimposed opponent cells with different cone inputs are either summed or differenced.153 The 
band-pass luminance signal is decoded by summing +Lc–Ms and +Mc–Ls to give +(L+M)c–(L+M)s 
and by summing –Mc+Ls and –Lc+Ms to give –(L+M)c+(L+M)s, both of which are also bandpass and, 
in principle, achromatic (where c = center, s = surround). The low-pass chromatic signal is decoded 
by differencing +Lc–Ms and –Mc+Ls to give (+L–M)c,s and by differencing –Lc+Ms and +Mc–Ls to 
give (+M–L)c,s, both of which have spatially coincident centers and surrounds. These combination 
schemes are illustrated in Fig. 38. As Kingdom and Mullen446 point out, superimposed centers with 
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FIGURE 38 Double-duty L–M center-surround 
opponency. Achromatic and chromatic information can be 
demultiplexed from LM-cone-opponent center-surround 
mechanisms by summing or differencing different types of 
mechanisms. Spatially opponent On and Off center achro-
matic mechanisms can be produced by summing, respectively, 
either (a) L and M On-center mechanisms, or (b) L and M 
Off-center mechanisms. Spatially nonopponent L–M and
M–L chromatic mechanisms can be produced by differenc-
ing, respectively, either (c) L and M On-center mechanisms, or 
(d) L and M Off-center mechanisms. See Fig. 24 of Lennie and 
D’Zmura478 and Fig. 2 of Kingdom and Mullen.446
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different cone inputs must be spatially offset, simply because two cones cannot occupy the same 
space. They found that such offsets produce significant crosstalk between the decoded luminance and 
chromatic outputs. However, this problem is mitigated somewhat by the blurring of the image by the 
eye’s optics, and, in the case of chromatic detection, by neural blurring (see Fig. 7 of Ref. 200).

In another version of the decoding mechanism, De Valois and De Valois18 added S-cone inputs to 
generate spectral sensitivities more consistent with opponent-colors theory (see subsection “Spectral 
Properties of Color-Opponent Mechanisms” in Sec. 11.5). Billock,445 by contrast, opposed P-cells of the 
same sign in both the center and surround, thus directly generating double-opponent cells. This 
can be achieved by differencing (e.g., +L–M in the center differenced from +L–M in the surround) or 
by summing (e.g., +L–M in the center summed with –L+M in the surround).

The importance of multiplexing in spatially and chromatically opponent mechanisms, and, in par-
ticular, in P-cells, remains controversial. Clearly, the P-cells, which make up 80 percent of the gan-
glion cells and have small receptive fields, must be important for spatial, achromatic vision, but 
their importance for color vision, while likely, is not yet firmly established. Speculative arguments 
have been based on the phylogenetically recent duplication of the M/L-cone photopigment gene, 
which is thought to have occurred about 30 to 40 million years ago after the divergence of Old and 
New World primates.447 The typical argument is that the color opponency in P-cells is parasitic on an 
“ancient” system that before the duplication detected only luminance contrast.448 However, this raises 
the possibility that the “decoding” of color information might be done simply to remove it and so 
improve image fidelity rather than to provide a color signal.

Many psychophysical experiments have attempted to elucidate the properties of the P-cells by 
employing equiluminant stimuli.449 The idea is that these stimuli silence the M-cells and thus reveal 
the properties of the P-cells. If we accept this logic, there is still, of course, an important limitation 
to these experiments: they do not, by their design, provide any information about how the P-cells 
respond to luminance modulation. Thus, these experiments can provide only a partial characteriza-
tion of the P-cells’ response.

11.6 CONCLUSIONS

In Sections 11.3 and 11.4, we introduced basic mechanistic models for color discrimination and 
color appearance. Section 11.5 reviewed evidence that both supports the basic model and indicates 
areas where it is deficient. Here we summarize what we see as the current state of mechanistic mod-
els of color vision.

Low-Level and Higher-Order Color-Discrimination 
Mechanisms

Test methods provide clear evidence for the existence of three low-level “cardinal” postreceptoral 
mechanisms: L–M, S–(L+M), and L+M in detection and discrimination experiments (see subsection 
“Test Sensitivities” in Sec. 11.5). This simple picture is complicated by evidence that L–M and L+M 
may have small S-cone inputs (see subsection “Sensitivity to Different Directions of Color Space” 
in Sec. 11.5), but nevertheless the weight of the evidence suggests that just three bipolar cardinal 
mechanisms (or six unipolar mechanisms—see next section “Unipolar versus Bipolar Chromatic 
Mechanisms”) are sufficient to understand the preponderance of the data. Consistent with the 
existence of cardinal mechanisms, near-threshold color-discrimination experiments, with one excep-
tion,241 require only four or five unipolar detection mechanisms.179,197,260 Field methods (see subsection 
“Field Sensitivities” in Sec. 11.5) also confirm the importance of the three cardinal mechanisms. 
This agreement across methods provides strong psychophysical evidence for the independent exis-
tence of these mechanisms.

Test methods provide little or no evidence for the existence of “higher-order” (or noncardinal) mech-
anisms. Evidence for higher-order mechanisms comes almost entirely from field methods carried 
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out mainly in the DKL equiluminance plane using detection and habituation,241 detection and noise 
masking,245,248,450 discrimination and habituation,241,255 texture segmentation and noise,451 and image 
segmentation and noise.452 In contrast, three experiments using detection and noise carried out with 
stimuli specified in cone contrast space found little or no evidence for higher-order mechanisms.175,179,246

In principal, the choice of space should not influence the results. However, the choice of space used to 
represent the data does tend to affect the ensemble of stimuli studied, in the sense that stimuli that uni-
formly sample color directions when they are represented in one space do not necessarily do so when 
they are represented in another. Another concern is that experiments carried out at nominal equilumi-
nance are liable to luminance artifacts, since the elimination of luminance signals is, in practice, dif-
ficult to achieve. Aside from limits on calibration precision or inaccuracies introduced by the assump-
tion that the 1924 CIE V(l) function (i.e., candelas/m2) defines equiluminance, a recurring difficulty 
in producing truly equiluminant stimuli is that the luminance spectral sensitivity varies not only with 
chromatic adaptation and experimental task, but also shows large individual differences (see subsection 
“Luminance” in Sec. 11.5). Moreover, the luminance channel almost certainly has cone-opponent inputs 
(see Fig. 25). Finally, even when the luminance mechanism is silenced, the low-level L–M mechanism 
may have a small S-cone input, which will rotate the mechanism axis away from the cardinal axis.

These concerns notwithstanding, the results of field methods also suffer from an inherent ambigu-
ity. Just because noise masking or habituation alters the detection spectral sensitivity does not neces-
sarily reveal transitions between multiple higher-order mechanisms. Such changes can also result if 
the simple model used to characterize mechanisms fails to capture, for example, low-level interactions 
and nonlinearities. Indeed, Zaidi and Shapiro243 have suggested that such “failures” might actually be 
an adaptive orthogonalization among cardinal mechanisms that reduces sensitivity to the adapting 
stimulus and improves sensitivity to the orthogonal direction. Moreover, noise masking can produce 
rotated detection contours by changing the balance of noise at the first and second sites (see subsec-
tion “Sites of Limiting Noise” in Sec. 11.3) without the need to invoke high-order mechanisms.

Of course, it would be absurd to suppose that higher-order color mechanisms do not exist in some 
form. They are clearly found in more “cognitive” experiments such as Stroop or reverse-Stroop experi-
ments, which show clearly the effects of color categorization (e.g., Ref. 453). The central question with 
respect to color discrimination, however, is how such mechanisms can be revealed and investigated 
psychophysically using conventional threshold techniques. For example, if the site of limiting noise 
precedes higher-order mechanisms for most stimulus conditions, this may not be possible. In that 
case, the study of higher-order mechanisms will require the use of appearance or other experimental 
tasks in addition to knowledge of the input characteristics.

On the other hand, some discrimination tasks do provide clear evidence for higher-order mecha-
nisms. Zaidi and Halevy454 showed that the discrimination thresholds for an excursion in color 
space away from a background, the chromaticity of which was modulated at 0.46 Hz along a circle 
in the DKL equiluminant-color plane, depended on the direction of the background color change. 
Discrimination was consistently worse if the excursion was in the same direction as the background 
color change, than if it was in the opposite direction. Since this effect was independent of the actual 
background chromaticity, the effect is inconsistent with there being a limited number of cardi-
nal mechanisms. More generally, Flanagan, Cavanagh, and Favreau31 used the tilt after-effect to 
investigate the spectral properties of the orientation-selective mechanisms thought to underlie the 
after-effect. They found that the orientation-selectivity occurs independently in each of the three 
cardinal mechanisms, but they also found evidence for secondary orientation-selective mechanisms at 
other directions in color space. In addition, they found evidence for another orientation-selective 
mechanism that was nonselective for color directions in any color direction. Other experiments that 
suggest high-order mechanisms include visual search,455 color appearance,32,79,456 and the motion 
coherence of plaid patterns.457 A unified understanding of when and why higher-order mechanisms are 
revealed experimentally remains an important question for the field.

Unipolar versus Bipolar Chromatic Mechanisms

The strong implication that cone-opponent and color-opponent mechanisms may be unipolar 
rather than bipolar came first from physiology. The inhibitory range of LGN opponent cells 
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(i.e., the extent of decreases in firing rate from the resting or spontaneous level) is seldom more 
than 10 to 20 impulses per second, compared with an excitatory range of several hundred (i.e., the 
extent of increases in firing rate from the resting level).458 Consequently, cells of both polarities 
(i.e., L–M and M–L) are required in a push-pull relationship to encode fully both poles of a cone-
opponent response. By the cortex, the low spontaneous firing rates of cortical neurons makes cells 
effectively half-wave rectifiers, because they cannot encode inhibitory responses.459,460 Thus, the 
bipolar L–M, M–L, S–(L+M), and (L+M)–S cone-opponent mechanisms must become unipolar |L–M|, 
|M–L|, |S–(L+M)|, and |(L+M)–S| cone-opponent mechanisms, while the bipolar R/G and B/Y 
mechanism become unipolar R, G, B, and Y mechanisms.

Behavioral evidence for unipolar mechanisms at the cone-opponent level is sparse in the case of 
the L–M mechanism, because the opposite polarity L–M and M–L detection mechanisms have simi-
lar cone weights (see subsection “Detection contours in the L, M Plane” in Sec. 11.5), so in many ways 
they behave like a unitary bipolar mechanism.34 Nevertheless, there is some evidence that the |L–M| 
and |M–L| poles behave differently. In particular, habituations to sawtooth chromaticity modula-
tions can selectively elevate thresholds for |L–M| or |M–L| targets.14,461 Sankeralli and Mullen462 raised 
detection threshold using unipolar masking noise and found that masking was most evident when 
the test and noise had the same polarity (thus, |L–M| noise selectively masks an |L–M| test, and |M–L| 
noise selectively masks an |M–L| test). Other evidence suggests that |L–M| and |M–L| are separate 
mechanisms at the fovea.396,463 Evidence for separate mechanisms is also apparent in the peripheral 
retina, where the |L–M| mechanism predominates.176,178,464

There is better evidence for the existence of unipolar S-cone mechanisms. Sawtooth chromaticity 
modulations selectively elevate thresholds for |S–(L+M)| or |(L+M)–S| targets,14,461 as do unipolar 
|S–(L+M)| or |(L+M)–S| masks.462 Other evidence shows that (1) the spatial summation for S-cone 
incremental and decremental flashes differs,465 (2) the longer wavelength field sensitivity for tran-
sient tritanopia is different for incremental and decremental flashes, which indicates different L- and 
M-cone inputs for the two S cone polarities,466 and (3) habituation or transient adapting flashes have 
differential effects on S increment and S decrement thresholds.467,468 There is also ample physiologi-
cal and anatomical evidence that S-cone ON and OFF pathways are distinct (e.g., Ref. 2). For a recent 
review, see Ref. 34.

Eskew34 takes the more philosophical stance that a psychophysical mechanism should be defined 
as a univariant mechanism, the output of which is a “labeled line.”469,470 This means that a bipolar 
cone-opponent mechanism cannot by definition be a unitary mechanism, since it can exist in two 
discriminable states (positive and negative).

Discrepancies between Color-Discrimination 
and Color-Appearance Mechanisms

Much evidence indicates that color-discrimination and color-appearance mechanisms are dis-
tinct, at least given the linking hypotheses currently used to connect mechanism properties to per-
formance.14,16–22 As with color-discrimination mechanisms, much color appearance data may be 
accounted for by postulating three postreceptoral mechanisms. But the detailed properties of these 
mechanisms differ from those of the color-discrimination mechanisms.

In general, excitation of single cone-opponent mechanisms along cardinal directions does not give 
rise to the perceptions expected of isolated color-opponent mechanisms. Thus, the modulation of 
L–M around white produces a red/magenta to cyan color variation, whereas modulation of S around 
white produces a purple to yellow/green modulation.31,32

In specific tests of the relationship between color-discrimination and color-appearance mecha-
nisms, unique hues, which correspond to the null vector of color-appearance mechanisms (see sub-
section “Spectral Properties of Color-Opponent Mechanisms” in Sec. 11.5), have been compared with 
the null vectors of color-discrimination mechanisms. Webster et al.298 plotted pairs of unique colors 
of different saturation in DKL space. They found that only the unique red pair aligned with one of the 
cone-opponent axes, the L–M axis. The blue and yellow pair aligned roughly along an intermediate 
axis, but the green pair was not colinear with the red pair. Thus, unique blue and yellow, in particular, 
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must reflect the joint activity of L–M and S–(L+M). Chichilnisky and Wandell289 and Wuerger, 
Atkinson, and Cropper22 found that their four unique hue planes did not correspond to the null planes 
of color-discrimination mechanisms. Using a hue-naming technique, De Valois et al.21 found that hue 
names are also not easily related to modulations of color-discrimination mechanisms (see Fig. 31).

The inconsistencies between color-discrimination and color-appearance mechanisms strongly sug-
gest that the two are fundamentally different. But can they be considered to be mechanisms at different 
levels of a common serial processing stream or are they even more distinct? And if they do act serially, 
how might they be related? The simplified three-stage zone model described in the next section sug-
gests that they could be parts of a common serial process and, at least for R/G, very simply related.

Three-Stage Zone Models

As noted in the Introduction (see section “The Mechanistic Approach” in Sec. 11.2), linear three-stage 
Müller zone models,23 in which the second stage is roughly cone-opponent and the third stage color-
opponent, have been proposed by Judd24 and more recently by Guth29 and De Valois, and De Valois.18

The De Valois and De Valois18 three-stage zone model is an interesting example based on physi-
ological and anatomical assumptions about the relative numerosity of cone inputs to center-sur-
round-opponent neurons. In their indiscriminate-surround model, neurons are assumed to have 
single cone inputs to their centers and mixed cone inputs to their surrounds (in the ratio of 10L:5M:
S). Consequently, both the L–M and M–L cone-opponent stages have −S inputs, as a result of which 
the third color-opponent stage with an S input to R/G is arguably not needed (see Guth471 and De 
Valois and De Valois472). [The dangers of assuming that cone weights can be simply related to rela-
tive cone numerosity were discussed before in the context of luminous efficiency (see subsection 
“Luminance” in Sec. 11.5).] The spectral sensitivities of the De Valois and De Valois18 third-stage 
color-opponent mechanisms are shown in Fig. 32, as dashed black lines. Despite their physiologically 
based approach, the De Valois and De Valois18 zone model inevitably derives from earlier psycho-
physical models, partly because there are only a limited number of ways in which the cone funda-
mentals can be linearly combined to produce plausible cone-opponent and color-opponent spectral 
sensitivities. As well as three-stage models, there are also many examples of two-stage models, in 
which the second stage is designed to account either for color-discrimination or for color-appear-
ance data in isolation.8–13,15

As an exercise, we next provide an illustrative example of a linear three-stage zone model based on 
a few very simple assumptions about the signal transformations at each stage. Our goal was to see if 
we could derive plausible estimates of the zero crossings of opponent-colors theory without resorting 
to speculative physiological models or psychophysical data fitting.

First zone At the first stage, we assume the Stockman and Sharpe28 cone fundamentals: l ( )λ , m( )λ , 
and s ( )λ , the spectral sensitivities of which are labelled Stage 1 in Fig. 4. These functions are nor-
malized to unity peak.

Second zone At the second stage, we assume classical cone opponency. In the case of L–M (and M–L),
we assign equal cone weights, thus yielding l m( ) ( )λ λ− , and its opposite-signed pair m l( ) ( )λ λ− .
This is consistent with the evidence from psychophysical detection experiments for equal L- and M-cone
contrast weights into L–M (see subsection “Sensitivity to Different Directions of Color Space” in 
Sec. 11.5). Note that the zero crossing of this cone-opponent L–M mechanism is 549 nm, which is 
far from unique yellow. For the zero crossing to be near the 580 nm—the unique yellow assumed 
at the next stage—the relative M:L cone weight would have to be increased from 1 to 1.55 (see, e.g., 
Fig. 7.4 of Ref. 15).

In the case of S–(L+M) and (L+M)–S, we assign half the weight to M as to L (in accordance with 
many other models) and then scale both by 0.69 to give equal weights (in terms of peak spectral 
sensitivity) to S and L+0.5M, thus yielding s l m( ) . [ ( ) . ( )]λ λ λ− +0 69 0 5  and its opposite signed pair 
0 69 0 5. [ ( ) . ( )] ( )l m sλ λ λ+ − . The zero crossing of this mechanism is 486 nm, which is closer to unique 
blue (a zero crossing of R/G) than to unique green (a zero crossing of Y/B). For a linear Y/B to have a 
zero crossing near unique green, the B pole must have a contribution from M or L. The cone weights 



COLOR VISION MECHANISMS  11.83

into the cone-opponent mechanisms assumed at the second level are consistent with psychophysical 
measurements of color detection and discrimination estimates (e.g., Table 18.1 of Ref. 89).

The spectral sensitivities of the cone-opponent pairs are labelled Stage 2 in Fig. 4. (The L–M sensi-
tivities have also been scaled by 2.55 in accordance with the proposals for the next stage.)

Third zone At the third stage, we sum the outputs of the second-stage mechanisms (or equiva-
lently oppose ones of different signs), to give four color-opponent mechanisms (see also Refs. 29 
and 18). The L–M cone-opponent input to the third stage is weighted by 2.55, so that R/G is zero for 
an equal-quantum white light, thus:

Red [L–M summed with S–(L+M)]

2 55 0 69 0 5 1 86. [ ( ) ( )] ( ( ) . [ ( ) . ( )]) .l m s l m lλ λ λ λ λ− + − + = (( ) . ( ) ( )

| . ( ) . (

λ λ λ

λ

− +

−

2 90

1 86 2 90

m s

l m(bipolar) or λλ λ) ( )|( )+ s unipolar

Green [M–L and (L+M)–S summed]

2 55 0 69 0 5 1 86. [ ( ) ( )] ( . [ ( ) . ( )] ( )) .m l l m sλ λ λ λ λ− + + − = − ll m s

l

( ) . ( ) ( )

( ) | . ( ) .

λ λ λ

λ

+ −

− +

2 90

1 86 2 90bipolar or mm s( ) ( )|( )λ λ− unipolar

R/G is required to be zero for an equal-quantal white, because otherwise, according to opponent-
colors theory, such whites would appear colored (see Ref. 283). Initially, we used the same weights for 
the cone-opponent inputs to B/Y and Y/B, thus:

Blue [M–L summed with S–(L+M)]

2 55 0 69 0 5 3 24. [ ( ) ( )] ( ( ) . [ ( ) . ( )]) .m l s l mλ λ λ λ λ− + − + = − ll m s

l

( ) . ( ) ( )

( . ( ) .

λ λ λ

λ

+ +

− +

2 21

3 24 2 21bipolar) or | mm s( ) ( )|(λ λ+ unipolar)

Yellow [L–M summed with (L+M)–S]

2 55 0 69 0 5 3 24. [ ( ) ( )] ( . [ ( ) . ( )] ( )) .l m l m s lλ λ λ λ λ− + + − = (( ) . ( ) ( )

( ) . (

λ λ λ

λ

− −

−

2 21

2 21

m s

l m(bipolar) or |3.24 λλ λ) ( )|− s (unipolar)

The spectral sensitivities of the color-opponent mechanisms are labelled Stage 3 in Fig. 4. The R/G 
mechanism yields reasonable estimates of unique blue (477 nm) and unique yellow (580 nm), and the 
B/Y mechanism yields a reasonable estimate of unique green (504 nm).

One potential problem, however, is that the opposing poles of B/Y and Y/B are unbalanced (as 
they also are in the De Valois and De Valois model), so that B/Y and Y/B will produce a nonzero 
response to an equal-quantum white. Given that Y > B, the white field would be expected to appear 
yellowish. This imbalance can be corrected by decreasing the relative contributions of Y perhaps 
after the half-wave rectification of B/Y into unipolar B and Y mechanisms. Alternatively, it can be 
corrected by decreasing the weights of the L- and M-cone inputs into B/Y and into Y/B. For this 
illustrative example, we choose the latter correction and accordingly scale the weights of the L- and 
M-inputs into Y/B by 0.34 to give a zero response to white, so that:

Blue [M–L summed with S–(L+M)] becomes

 
− + + −1 10 0 75 1 10. ( ) . ( ) ( )( | .l m s lλ λ λ bipolar) or (( ) . ( ) ( )|λ λ λ+ +0 75m s (unipolar)

Yellow [L–M summed with (L+M) –S] becomes

 
1 10 0 75 1 10. ( ) . ( ) ( ) | . (l m s lλ λ λ λ− − (bipolar) or )) . ( ) ( )|(− −0 75m sλ λ unipolar)
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The spectral sensitivities of the Y/B and B/Y color-opponent pair are shown in the lower right 
panel of Fig. 4 as dashed lines. The correction shifts unique green to 510 nm. Such post hoc adjust-
ments are inevitably somewhat speculative, however. Moreover, given that B/Y is clearly nonlin-
ear (see subsection “Linearity of Color-Opponent Mechanisms” in Sec. 11.5), any mechanism that 
adjusts the balance of B/Y is also likely to be nonlinear.

Nonetheless, this example demonstrates that plausible estimates of the zero crossings of third-
stage color opponency can be generated by making a few very simple assumptions about the transfor-
mations at the cone-opponent and color-opponent stages. But, how close are the R/G and B/Y spectral 
sensitivities to color-appearance data at wavelengths removed from the zero crossings? Figure 32 com-
pares the R/G and B/Y spectral sensitivities with color valence data. Figure 32a shows as red circles 
R/G valence data from Ingling et al.314 scaled to best (least-squares) fit the R/G spectral sensitivity. As 
can be seen, the agreement between R/G and the valence data is remarkably good. Figure 32b, shows 
B/Y valence data for three subjects (AW, JF, and LK, dark blue triangles, purple inverted triangles, and 
light blue squares, respectively) from Werner and Wooten286 each scaled to best (least-squares) fit 
B/Y. Consistent with their own failed attempts to find linear combinations of cone fundamentals to 
describe their B/Y valence data,286 our B/Y spectral sensitivity agrees only approximately with the data 
for AW and LK, and poorly with the data for JF.

Also shown in Fig. 32 are the spectral sensitivities of R/G and B/Y color-opponent mechanisms 
proposed by De Valois and De Valois18 scaled to best fit our functions. Their R/G and B/Y functions 
agree poorly with our functions and with the valence data. In contrast, our R/G spectral sensitiv-
ity agrees well with the proposal by Ingling et al.,314 which was based on the valence data shown in 
Fig. 32a (see also Ref. 12).

In summary, simple assumptions about signal transformations at the second and third stages yield 
a reasonable estimate of the spectral sensitivity of the R/G color-opponent mechanism. Perhaps, 
then, the R/G mechanism does reflect a cortical summing of the chromatic responses of double-
duty L–M center-surround neurons and S–(L+M) neurons as has been suggested before.18,29 In con-
trast, the B/Y mechanism cannot be accounted for so simply, and may reflect much more complex 
nonlinear transformations (see subsection “Linearity of Color-Opponent Mechanisms” in Sec. 
11.5). These differences between R/G and B/Y could be linked to the idea that the R/G mechanism 
represents the opportunistic use of an existing or perhaps slightly modified neural process following 
the relatively recent emergence of separate L- and M-cone photopigment genes,447 whereas the B/Y 
mechanism is some more ancient neural process.448

Figure 39 shows a speculative “wiring” diagram of the three-stage Müller zone model.

Final Remarks

Although the three-stage zone model provides a way to integrate the separate two-stage models 
required for discrimination and for appearance, it is important to note several limitations.

First, as formulated, it does not account for the nonlinearities in unique hue and hue-scaling 
judgments described in “Linearity of Color-Opponent Mechanisms” in Sec. 11.5. It is possible that 
explicitly incorporating nonlinearities in the contrast-response functions of each stage could remedy 
this, but this remains an open question.

Second, the model as outlined just above is for a single state of adaptation. We know that adaptive 
processes act at both the first and second stages and, with the three-stage models, the effects of these 
would be expected to propagate to the third stage and thus affect both discrimination and appearance 
in a common fashion. Although some data, reviewed in “Color Appearance and Chromatic Detection 
and Discrimination” in Sec. 11.5, suggest that this is the case, further investigation on this point is 
required. In addition, test on pedestal data for crossed conditions suggest that somewhere in the pro-
cessing chain there may be additional cross mechanism adaptive effects. Such effects have also been 
suggested to play a role in appearance data.381

Third, the model as formulated does not explicitly account for effects of the temporal and spatial 
structure of the stimuli. These components could certainly be added, but whether this can be done in 
a parsimonious fashion that does justice to the empirical phenomena is not clear. If our mechanistic 
understanding of color vision is to be applied to natural viewing, then its extension to handle the 
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complexity of natural retinal stimulation must be a high priority. At the same time, this is a daunt-
ing problem because of the explosion in stimulus parameters and the difficulties in controlling them 
adequately that occur when arbitrary spatiotemporal patterns are considered for both test and field.

Finally, we do not know whether models of this sort can provide a unified account of data across 
a wider range of tasks than simple threshold and appearance judgments.

Despite these unknowns and limitations, the type of three-stage model described here provides 
a framework for moving forward. It remains to be seen whether a model of this type will eventually 
provide a unified account of a wide range data, or whether what will be required, as was the case with 
Stiles’ p-mechanism model which preceded it, is a reconceptualization of the nature of the psycho-
physical mechanisms and/or the linking hypotheses that connect them to behavioral data.
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12.1 GLOSSARY

Definitions

Accommodation. The increase of refractive power of the eye by changing the shape of the crystal-
line lens that enables focusing of the eye on a near object.

Amblyopia. Reduced visual acuity that is not improved with corrective lenses and occurs in the 
absence of anatomical or pathological anomalies in the eye.

Ametropia. A refractive condition of the unaccommodated eye in which light from optical infi nity 
does not focus on the retina.

Aniseikonia. A relative difference in the perceived size and/or shape of the images in the two eyes.

Anisometropia. Unequal refractive state in the two eyes, which may result in aniseikonia.

Aphakia. Absence of the crystalline lens from the eye.

Astigmatism. Refractive state of the eye in which rays from a point object form two line images at 
different distances from the retina.

Back vertex power. Reciprocal of the distance in meters between the pole of the back surface of a 
lens and the axial position of the image formed of an infi nitely distant object. The unit of BVP is the 
diopter (or reciprocal meter).

Base curve of a contact lens. The radius of curvature of the ocular surface of a contact lens.

Base curve of a spectacle lens. The power of the fl attest meridian on the front surface of a spectacle 
lens. Alternatively, for a spectacle lens design, the reference surface power for a series of lenses of dif-
ferent back vertex powers.

Emmetropia. Refractive state of an unaccommodated eye in which light from an infi nitely distant 
object is focused on the retina.

Far point. A point in the object space of an ametropic eye which is conjugate to the retina.

Presbyopia. Reduced ability to accommodate, usually due to age-related changes in the crystalline lens.
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Prismatic effect. The deviation of a ray of light as it passes through an optical system, considered as if 
due to a prism of known deviating power that replaces the optical system. The unit of prismatic effect is 
the prism diopter, which is 1 cm of displacement per meter of travel of the ray along the optical axis.

Rimless mounting. A system of mounting spectacle lenses in which there is no frame; all parts for 
resting the spectacles on the nose and ears are attached directly to the lenses.

Visual acuity. Clinical measure of the minimum angle of resolution of the eye, with or without 
corrective lenses.

Working distance. Distance of the object of regard in front of the eye, usually considered 40 cm for 
reading and other near tasks.

Symbols

 f spectacle lens focal length

 F spectacle lens power

 Fv back vertex power of a spectacle lens

 Fx effective back vertex power of a spectacle lens displaced a distance x

 K keratometry reading of corneal curvature

 L axial length of the eye

 P power of intraocular implant lens

 x displacement distance of a spectacle lens

 PH prismatic effect in a lens of power F at a point x cm from the optical center

Equations

Equation (1) is the lens effectivity equation which is used to adjust the power of a spectacle lens when 
it is moved a distance x meter from its original position.

Fx  effective back vertex power of a spectacle lens displaced a distance x

Fv original back vertex power of the spectacle lens

x displacement distance of the spectacle lens

Equation (2) estimates the spectacle correction needed after cataract extraction.

F back vertex power of the postoperative spectacle lens

Fold back vertex power of the preoperative spectacle lens

Equation (3) is the SRKII formula for power of an intraocular lens needed to produce emmetropia 
in an eye after cataract removal.

P IOL power

A1 a constant

K keratometer reading of the central corneal curvature

L axial length of the eye in mm

Equation (4) is Prentice’s Rule.

PH prismatic effect

x  distance in cemtimeters of the point on the lens through which the line of sight passes from the 
optical center of the lens

F the back vertex power of the lens 

Equation (5) is the exact expression for spectacle magnifi cation of a spectacle lens.

M magnifi cation

dv distance between the back vertex of the lens and the cornea
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F back vertex power of the spectacle lens

t axial thickness of the spectacle lens in meters

n index of refraction of the lens

F1 front surface power of the lens

Equation (6) is the approximate formula for spectacle magnifi cation.

12.2 INTRODUCTION

At the beginning of the twenty-first century, much of the information upon which we rely comes to 
us through vision. Camera view finders, computer displays, liquid crystal displays at vehicle controls, 
and optical instruments are only a few examples of devices in which refractive error and its correc-
tion can have important implications for both their users and optical designers. The options for 
correction of refractive error are many and varied; each has its advantages and disadvantages when 
the use of optical devices is considered. Most observers are binocular, and whether one or both eyes 
are fully or optimally corrected may affect one’s ability to use a given optical device or instrument. 
In addition, the optical and physiological changes associated with aging of the eye may also have a 
profound effect on visual performance.

12.3 REFRACTIVE ERRORS

As described by Charman1 in Chap. 1, the eye consists of two refractive elements, the cornea and the 
crystalline lens, which are separated by the watery aqueous humor, and the gel-like vitreous humor, 
which fills the rest of the eyeball between the crystalline lens and the retina (Fig. 1). The cornea provides 
approximately one-third of the optical power of the eye and the crystalline lens the remainder. Light 
entering the cornea from optical infinity ideally is focused through the dioptrics of the eye onto the 
retina, where it stimulates the photoreceptors and triggers the cascade of neurophysiological pro-
cesses leading to the visual percept. An eye in which the retinal image is in sharp focus is described 
as emmetropic. The shape of the crystalline lens can be changed through the action of intraocular 
muscles in the process called accommodation. Accommodation increases the power of the eye so that 
light from a “near” object at a finite distance in front of the eye is sharply focused on the retina. The 
neural mechanisms governing accommodation affect the neural control of convergent and divergent 
eye movement. This ensures that as the eyes fixate on a near object, both eyes form images that over-
lap, giving rise to a single binocular percept. The crystalline lens continues to grow throughout life 
and physical changes within it gradually cause a loss of flexibility which reduces the amplitude of 
accommodation. The clinical onset of presbyopia (old eye) is marked by the inability to maintain 
focus on a target viewed at distance of 40 cm in front of the eye. This normally occurs at the age of 
40 to 50 years.

Emmetropia Myopia Hyperopia

FIGURE 1 Focusing collimated light in emmetropic, myopic, and 
hyperopic eyes.
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The failure to accurately focus light from a remote object onto the retina is referred to as ametropia.1

Ametropia or refractive error is present in many eyes. Uncorrected ametropia has been identified as 
one of the leading treatable causes of blindness around the world.2 The degree of ametropia is quanti-
fied by the optical power F of the spectacle lens that “corrects” the focus of the eye by bringing light 
from the distant object to focus at the retina. The dioptric power of the lens is given by the reciprocal 
of its focal length f: F = 1/f. The unit of focal power is the diopter, abbreviated as D, which has dimen-
sions of reciprocal meters. Most spectacle lenses can be regarded as thin lenses,3 and the power of 
superimposed thin lenses can be found as the algebraic sum of the powers of the individual lenses. 
This is convenient in ophthalmic applications such as measurement of refractive error and the use of 
“trial” corrections made with combinations of loose or trial case lenses.

Types of Refractive Error

An unaccommodated eye which focuses light from a distant object onto the retina is emmetropic
and requires no corrective lenses (Fig. 1).

A “near sighted” or myopic eye focuses light in front of the retina (Fig. 1). The myope sees closer 
objects in focus, but distant objects are blurred. Myopia is corrected by lenses of negative power that 
diverge light.

A “far sighted” or hyperopic eye focuses light behind the retina (Fig. 1). The hyperope can exercise 
accommodation to increase the power of the eye and focus the image of a distant object clearly on the 
retina. Nearer objects can also be seen clearly by exercising more accommodation, but the increased 
effort to maintain accommodation and a single binocular percept may result in symptoms of “eye-
strain” and blurred near point vision. If accommodative fatigue occurs, the observer’s ability to main-
tain a clearly focused image of the distant object is lost, and blur at both distance and near results. 
Measurement of the refractive error of a hyperope often results in a finding of apparent emmetropia 
when accommodation is being exercised (latent hyperopia) and varying degrees of manifest hypero-
pia when control of accommodation is lost. Hyperopia is corrected by lenses of positive power that 
converge light.

The foregoing discussion assumes that the dioptrics of the eye bring collimated light to a point 
focus. However, most eyes are astigmatic, that is, the optical components form two line foci that are 
usually perpendicular to one another. Astigmatism results in blur for all object distances, and the 
greater the astigmatism, the greater the blur. If the orientation of the line foci is in a direction away 
from the horizontal and vertical, the effects of ocular astigmatism on vision may be very serious, 
hindering development of the visual system.

Astigmatism is corrected with a spherocylindrical lens (Fig. 2), which usually has one spherical 
and one toric surface. Optically, the cylinder component brings the two line foci of the eye together, 

Focal
lines

Blur
circle

Astigmatic lens

FIGURE 2 The astigmatic pencil formed 
by a spherocylindrical lens.
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and the sphere component places the superimposed line foci on the retina. In clinical practice, the 
lens prescription is written in terms of sphere, cylinder, and axis. The position of the cylinder axis 
is specified using the trigonometric coordinate system centered on the eye as seen by the examiner, 
with 0° to the examiner’s right or the patient’s left, in what is referred to as the TABO or Standard 
Notation.3 For example, the prescription +1.00 – 2.50 × 030 corresponds to a +1.00 D spherical 
lens (sometimes designated +1.00 DS) superimposed on a –2.50 D cylindrical lens with its axis at 
30° (sometimes designated –2.00 DC × 030). Occasionally, for clinical reasons, astigmatism may be 
corrected by the spherical equivalent lens, a spherical lens that causes the line foci to straddle the 
retina. The power of the spherical equivalent is calculated as the sum of the sphere plus one-half of 
the cylinder in the spectacle prescription. The spherical equivalent of the above prescription would 
be –0.25 D.

Spectacle lenses are usually manufactured in quarter diopter steps. By ophthalmic convention, 
spectacle prescriptions are written with a plus or minus sign and to two decimal places. When the 
power is less than ±1.00 D, a 0 is written before the decimal point, for example, +0.25 D.

Refractive errors are usually one of these simple types because the curvatures of the various refrac-
tive surfaces of the eye vary slowly over the area of the entrance pupil.4,5 In some instances, however, 
irregular astigmatism may occur and no lens of any type can produce sharp vision. These are usually 
cases of eye injury or disease, such as distortion of the cornea in advanced keratoconus, corneal scar-
ring after severe trauma, corneal dystrophy, disruption of the optics of the crystalline lens due to cata-
ract, and traumatic damage to the lens. Tilting or displacement of the crystalline lens and distortion 
of the cornea following rigid contact lens wear may also lead to irregular refraction.6 Williams7 has 
described a case of irregular refraction due to tilting of the retina.

12.4 ASSESSMENT OF REFRACTIVE ERROR

In ophthalmic practice, the measurement of refractive error or ocular refraction is an iterative 
process in which a series of tests is employed to refine the results until a satisfactory end point is 
reached. The usual starting point is an objective test where no patient interaction is required, fol-
lowed by subjective tests that require patient responses. Clinical tests are generally accurate to within 
±0.25 D, which is comparable to the depth of field of the human eye.8

Objective Tests

Objective tests require only that the patients fix their gaze upon a designated target, normally 
located at a distance of 6 m from the eye so that with accurate fixation there is a negligible amount 
of accommodation being exercised. Three common tests are keratometry, direct ophthalmoscopy, 
and retinoscopy.

Keratometry measures the curvature of the front surface of the cornea. A bright object, the kera-
tometer mire, is reflected by the cornea (1st Purkinje image) and its magnification determined from 
the lateral displacement of a doubled image of the mire.9 The curvature of the corneal surface (K
reading) in its principal meridians is read from a calibrated dial along with the axis of any corneal 
astigmatism. The total power of the cornea may be estimated from the K reading, and the corneal 
astigmatism may be used to predict the total amount and orientation of the astigmatism of the whole 
eye. Various rules of thumb have been developed (e.g., Javal’s rule) to estimate the total astigmatism 
from the keratometric readings of normal eyes. This is due to the observation that large degrees of 
ocular astigmatism are almost always due to the cornea. In an aphakic eye, from which the crystalline 
lens has been removed, the corneal astigmatism is the ocular astigmatism.

Although primarily designed to view the retina of the living eye, the direct ophthalmoscope can also 
be used to estimate refractive error. Light is directed from a source in the ophthalmoscope through 
the pupil to illuminate the patient’s retina. The examiner views the resulting image through lenses 
of varying power until a clear view of the retina is obtained. The algebraic sum of the lens power 



12.6  VISION AND VISION OPTICS

and refractive error of the examiner is the patient’s refractive error. When astigmatism is taken into 
account, this result is a crude estimate of the spherical equivalent of the patient’s ocular refraction 
and is not sufficiently accurate to prescribe a corrective lens power. It may be helpful in assessing the 
refractive error of incommunicative patients when other methods cannot be employed.

The most common objective measurement of ocular refraction is retinoscopy. The retinoscope is 
designed to view the red reflex in the pupil as light is reflected from the retina. This is the same red 
reflex that often is seen in flash photographs of faces. The retinoscope is held at a known working dis-
tance from the eye, and the examiner observes the red reflex through the peephole in the retinoscope 
mirror as the retinoscope beam is moved across the patient’s eye. Vignetting of the beam by the pupils 
of the patient and the examiner results in a movement of the reflex across the pupil. The direction and 
speed of the reflex motion depends on the patient’s refractive error.10

Most refractionists use either a slightly divergent or collimated retinoscope beam at a working 
distance of 50 or 66 cm from the eye. If the red reflex moves in the same direction as the beam, this 
is a “with” movement and indicates that the retina is conjugate to a point closer than the working 
distance. As lenses with increasing plus power are interposed in 0.25 D increments, the with move-
ment becomes faster until the end point is reached where a lens neutralizes the refractive error and 
the reflex moves infinitely fast or instantly fills the pupil when the beam touches the edge of the pupil. 
The next lens in the sequence should cause the reflex motion to reverse direction. The patient’s 
refractive error is the value of the end point lens minus the working distance correction (+2.00 D for 
50 cm working distance and +1.50 D for 66 cm). When the red reflex shows an “against” movement 
(it moves in the opposite direction to the retinoscope beam), the retina is conjugate to a point farther 
than the working distance. 

Neutralization is achieved by interposing lenses of increasing minus power until the reflex shows 
a with movement. The end point lens is one incremental step back in power; with this lens, the reflex 
instantly fills the pupil when the beam touches the edge of the pupil. The patient’s refractive error is 
calculated by correcting for the examiner’s working distance.

The shape and motion of the reflex can be used to determine the axis of astigmatism. Once the two 
principal meridians of the eye are identified, the refractive error is measured in each separately. The 
sphere, cylinder, and axis components of the ocular refraction can then be calculated.

Retinoscopy provides an estimate of the refractive error very quickly, but requires some skill. A 
streak-shaped beam can facilitate the process in many patients, but retinoscopic findings may still 
vary from the true ocular refraction in some patients.

Automated equipment has been developed to determine the refractive error and corneal curvature 
without depending on the examiner’s skill or judgment. Autokeratometers and autorefractors are 
frequently used to provide a starting point for the subjective refraction. More recently, aberrometers, 
instruments that measure ocular aberrations as well as the paraxial ocular refraction, have entered the 
ophthalmic market.

Subjective Techniques

The final refinement of the refractive findings in an oculovisual examination is usually obtained 
through subjective refraction. Although many techniques have been developed over the years, in 
practice only two or three are used. These methods rely on patient interaction to determine the 
sphere, cylinder, and axis components of the refractive error.

Subjective methods rely on the use of a visual acuity chart and trial lenses that can be placed in a 
trial frame worn by the patient, or a phoropter, a mechanical device that contains a range of powers 
of spherical and cylindrical lenses, prisms and accessory filters and lenses. The visual acuity chart may 
be either printed or projected and contains letters, numbers, or pictographs arranged in a sequence 
of sizes from large at the top to small at the bottom. The target size is rated according to the distance 
at which the finest detail within it would subtend 1 min of arc. Both recognition and resolution of 
detail within the target are required to read the smallest characters on the chart. The visual acuity is 
a representation of the minimum angle of resolution of the eye viewing the chart with or without 
corrective lenses. For example, an eye with a 1.5 min minimum angle of resolution should just read 
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a target rated for 9 m or 30 ft when viewed at a distance of 6 m or 20 ft. The visual acuity would be 
recorded as 6/9 in metric, or 20/30 in imperial units. The refractive error can be estimated as the quo-
tient of the denominator in imperial units divided by 100—in this example the refractive error would 
be approximately ±0.30 D spherical equivalent. We usually expect ametropic patients with healthy 
eyes to have corrected visual acuity of 6/4.5 (20/15) or 6/6 (20/20). Rabbetts11 has an excellent review 
of the design and use of visual acuity charts.

Subjective refraction usually begins with the patient’s retinoscopic finding or previous spectacle 
correction in the phoropter or trial frame. Sometimes it may be preferable or necessary to add plus 
lenses in 0.25 D steps before the unaided eye to blur or fog the patient, then reduce lens power or add 
minus power incrementally until the best possible visual acuity is achieved with a spherical lens power 
(unfogging).

The astigmatism is measured next. If the patient has an equivalent sphere lens in front of the eye, 
vision is fogged while viewing the astigmatic dial, which is a chart with radial lines arranged in 30° 
intervals (Fig. 3). The patient identifies the line that appears clearest or darkest; the line corresponds 
to the line focus nearest to the retina and its orientation allows for calculation of the axis of the astig-
matism. Since the chart looks like an analog clock dial, the hour value times 30 gives the approximate 
axis value, where 12 o’clock has the value 0 for the TABO axis notation. Cylinder power is added with 
this axis position until all lines appear equally dark or clear.

Refinement of the astigmatic correction is achieved with the Jackson cross-cylinder check test. This 
uses a spherocylindrical lens with equal but opposite powers in its principal meridians; normally a 
±0.25 D or ±0.50 D lens is used. The Jackson cross-cylinder lens is designed to rotate around one 
of its principal meridians to check cylinder power and around an axis 45° from that meridian to 
check cylinder axis orientation. The patient looks through the spherocylinder correction and Jackson 
cross-cylinder lens and notes changes in clarity of small letters on the acuity chart as the cross cylin-
der is flipped and adjustments are made first to the axis position, then the cylinder power until both 
cross-cylinder orientations give the same degree of clarity. The sphere is then adjusted for best cor-
rected visual acuity. Further adjustments may be made to equalize the visual acuity between the two 
eyes before the final corrective power is confirmed with trial lenses and frame.

Presbyopia

Presbyopia or “old eye” is the refractive condition in which the ability to accommodate or focus the 
eyes on a near target is reduced. This is an age-related phenomenon due to the gradually increasing 
rigidity of the crystalline lens. It generally becomes clinically significant in the mid to late 40s; abso-
lute presbyopia occurs by the late 50s when there is no accommodation. The onset of presbyopia is 
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FIGURE 3 The astigmatic dial.
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earlier among hyperopes whose first symptom is the inability to focus on distant objects that were 
previously seen clearly without corrective lenses. Myopes can compensate for early presbyopia by 
removing their corrective lenses to view near objects. Presbyopia is corrected by adding positive 
power (the reading addition or add) to the distance correction until the patient is able to achieve 
the desired near visual acuity for reading. Single vision reading glasses or bifocal lenses may be pre-
scribed for near work.

The added power may be determined either objectively using techniques such as dynamic retinos-
copy or subjectively using a variety of techniques.12

12.5 CORRECTION OF REFRACTIVE ERROR

The Art of Prescribing

Ametropia is usually corrected by placing a lens in front of the eye that will focus light from a dis-
tant object onto the axial position that is conjugate to the retina of the ametropic eye. This position 
is the far point or punctum remotum of the eye. Near objects can then be seen clearly through the 
lens by exercising accommodation.

The fact that humans usually have two functioning eyes and the frequent occurrence of astigma-
tism in ametropia require eye care practitioners to consider a given patient’s binocular status and 
visual needs in addition to the refractive errors of the eyes. Prescribing corrective lenses is therefore 
as much an art as a science.

The spatial distortion inherent in astigmatic corrections can cause adaptation problems, whether 
or not the patient is well adapted to spectacle correction. As a result, most practitioners will try to 
minimize the amount of cylindrical correction that is needed for clear comfortable vision. In some 
cases, particularly in first corrections, the spherical equivalent may be preferred over even a partial 
correction of the astigmatism to facilitate adaptation to the lenses.

Younger ametropes may find vision slightly more crisp when they exercise a small degree of 
accommodation when looking at a distant target. Beginning refractionists often err in “over minus-
ing” patients who accommodate during the refraction. The methods of subjective refraction are 
designed to minimize this tendency. While absolute presbyopes may be expected to require a full 
distance correction, and one expects myopic individuals will normally require full correction of their 
ametropia, younger hyperopes may often show a manifest error that is considerably lower than what 
can be found in cycloplegic refraction. They may require a partial correction until they learn to relax 
their accommodation when looking at distant objects.

Anatomical and neuromuscular anomalies of extraocular muscles that control eye movement may 
result in ocular deviations, both latent and manifest, that affect the ability of the visual system to 
provide a clear binocular visual percept for all target distances in all directions of gaze through cor-
rective lenses. Differential prismatic effects may lead to double vision when the patient looks in certain 
directions or at certain distances in front of the eyes. The practitioner may need to modify the lens 
prescription in order to provide comfortable vision.

As presbyopia develops, a reading addition is required to maintain single clear binocular vision 
during near visual tasks like reading. The power of the add usually is chosen so that the patient uses 
about one-half of the available accommodation when reading. Addition power is determined using 
a standardized testing distance of 40 cm, then adjusted using trial lenses and the patient’s preferred 
working distance for near vision tasks. The design of the lenses (bifocal, multifocal, invisible bifocal, 
single vision readers) to be prescribed largely depends on the wearer’s visual tasks, intended use of the 
lenses, and need for eye protection.

It should be noted that presbyopes are not the only ones who can benefit from using bifocals and 
reading glasses. Since these corrections can reduce the demand for accommodation, they may be pre-
scribed for younger patients who have anomalous accommodation and complain of eyestrain, visual 
discomfort, and even double vision. Finally, some individuals with low degrees of myopia often find 
that they are most comfortable when reading without any spectacle correction at all. 



ASSESSMENT OF REFRACTION AND REFRACTIVE ERRORS  12.9

Spectacle Correction

Optical Considerations Spectacles have been in use for at least 700 years, although it was only after 
the late nineteenth century that they were generally used to correct distance vision. Prior to that time, 
the lenses were self-selected mostly to aid in reading, and rarely for distance correction. The now 
familiar bent shape of modern spectacle lenses was not generally adopted until the early 1900s.

Spectacle lenses are often treated as thin lenses and it is often assumed that their exact position in 
front of the eyes is not critical. These assumptions apply to the majority of patients who have low-to-
moderate refractive errors. It is only when we consider lenses for correction of high refractive error 
that thick lens optics must be used.

Spectacle lenses are specified by their back vertex power, which is the reciprocal of the distance 
from the pole of the ocular or back surface of the lens to its second focal point. The powers of pho-
ropter and trial case lenses are also given as back vertex powers. The focimeter or lensometer is an 
instrument used to measure the back vertex power of spectacle lenses.13

The back vertex power of a corrective lens depends on the vertex distance, which is the distance 
between the back surface of the lens and the cornea. The vertex distance is typically between 12 and 
15 mm. When the vertex distance of the phoropter or trial frame used in determining a patient’s 
refractive error differs from the actual vertex distance of the corrective lenses placed in the spectacle 
frame, the back vertex power of the lenses can be modified using the formula
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where x is the distance in meters between the vertex distance of the refraction and the vertex distance 
of the spectacles (x > 0 when the spectacles are moved closer to the eye). It can be shown that changes 
in vertex distance of 1 or 2 mm are insignificant unless the lens power is greater than 8.00 D.14

Of all the parameters that are considered in designing spectacle lenses, the most significant is the 
base curve, which defines the lens form. The base curve is adjusted so that the lens forms images of 
distant objects near the far point of the wearer’s eye in all directions of gaze. Ideally the image surface 
coincides with the far point sphere of the eye, so that the same spectacle prescription is required in 
all fields of gaze.15 In practice, this means that the lens design will minimize unwanted oblique astig-
matism and control curvature of field. Many corrected curve or best form lens designs have been 
developed, each with its own assumptions about vertex distance, field size, thickness, material, and 
relative importance of the Seidel aberrations, using spherical curves in the principal meridians of the 
lens. High plus power lenses must be made with aspheric curves to achieve adequate performance. 
Astigmatic lenses are made in minus cylinder form, with a spherical front surface and toric back.

The introduction of computer-aided design and computer numerically controlled (CNC) sur-
facing machines has led to the free form surfacing technology of today’s ophthalmic lens industry. 
By specifying the deviation of both lens surfaces from reference spherical surfaces at many points, a 
diamond cutter can be used to form any desired surface shape. Double aspheric lenses which may 
provide optimal visual performance for wearers of any spectacle correction can be made readily with 
this technology.

Spectacle Lens Materials Spectacle lenses of all types are available in many glass and plastic mate-
rials. The final choice of material for a given pair of lenses depends on the diameter and thickness 
of the lenses (which determine their weight), the need for impact and scratch resistance, and the 
sensitivity of the wearer to color fringes caused by transverse chromatic aberration. The glass lenses 
of the twentieth century have been largely replaced by plastics, the most common being CR39 with 
a refractive index of 1.498. Polycarbonate (index 1.586) is frequently used because of its high impact 
resistance for protective lenses for occupational and sports use and for patients with high refrac-
tive errors. This material requires scratch-resistant coatings because of its soft surface and it suffers 
from chromatic aberration. Trivex (index 1.53) is a recently introduced plastic material that is more 
impact resistant than CR39 and can be used in rimless mountings and high power prescriptions 
where polycarbonate shows poorer performance. High index urethane lenses have largely replaced 
the high index glass lenses of the late 1900s with refractive indices of 1.6 to 1.74 available. Many 
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lenses are supplied with antireflection coatings to enhance visual performance and cosmetic appear-
ance; the coating can significantly reduce impact resistance.16–18 Tints can be applied for cosmetic, 
protective, or vision enhancement purposes.19

Presbyopic Corrections Most presbyopic patients prefer a bifocal correction in which the top part 
of the spectacle lens provides the distance correction and an area in the lower part, the segment,
contains the correction for near vision. The difference between the segment and distance power is 
the add of the bifocal. Adds typically range from +1.00 D to +2.50 D, with the power increasing with 
age. A small minority of patients prefer separate pairs of glasses for distance use and reading.

The most common bifocal segments are the straight top, Executive, and round top designs shown 
in Fig. 4. Although many segment designs were developed in the early 1900s, only a few remain com-
mercially available. All plastic bifocals are one piece, that is, the distance and near powers are achieved 
by changing the surface curvature on one side of the lens. Glass Executive bifocals are also one piece, 
but the straight top and round top styles are made by fusing a high index glass button into a coun-
tersink in the front surface of a lower index glass lens. They are referred to as fused bifocals. Bifocal 
segments are normally placed so that the top of the segment (the segment line) is at the edge of the 
lower eyelid. This allows comfortable near vision with minimal downgaze and keeps the segment as 
inconspicuous as possible. The style and width of the bifocal segment used is mainly determined by 
the wearer’s visual needs at near, particularly with regard to width of the near visual field, as well as 
cosmetic appearance.

Patients with adds greater than +1.75 D often find that objects at a distance of 50 to 60 cm appear 
blurred through both the distance and segment portions of their bifocals. A trifocal lens that contains 
an intermediate segment between the distance and near parts of the lens allows for clear vision at 
arm’s-length distance. Trifocals are positioned with the top line at or just below the lower edge of the 
pupil.

Special occupational multifocal lenses can be prescribed for presbyopes who need to see interme-
diate or near objects overhead. These lenses contain an intermediate or near add in the upper part of 
the lens in addition to the usual bifocal or trifocal segment. They are often referred to as occupational 
trifocal or quadrifocal lenses, respectively. Such lenses are recommended for presbyopic mechanics, 
electricians, plumbers, carpenters, painters, and librarians, among others. The progressive addition 
lens or PAL is an increasingly popular alternative to bifocal and trifocal lenses. The PAL design (Fig. 5) 
features a continuously varying power in the lens from the distance visual point, the pupil position 
when looking at distance, to the near visual point that is used to read. Originally a single aspheric 
progressive surface on the front of the lens was used, but more recent designs that take advantage of 
freeform surfacing technology have incorporated the power progression on either or both surfaces. 
Clear vision is achieved not only at the distance and near visual points, but also through a narrow 
optical corridor or umbilicus that joins them. 

Outside of the distance and near vision zones and the corridor, the changes in surface shape result 
in distorted blurred images. The myriad of PAL designs in the ophthalmic lens market represents 
the many solutions to designing the progressive surface(s) to optimize single clear binocular vision 
through as much of the lens as possible. Some manufacturers claim to include preference for head or 
eye movements to view objects to the side, differences in prismatic effect between the eyes, and other 
factors in their designs.20 Although marketed as lineless bifocals, PALs have proven popular because 
they hide the fact the wearer is old enough to need a reading prescription and provide clear vision at 

Straight top Round topExecutive

FIGURE 4 Common bifocal styles.
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all distances once the patient has learned to use them. The lens must be properly positioned in front 
of the eyes and the patient instructed on how to use it. Most patients adapt quickly to their PALs and 
prefer them to conventional bifocals despite the extra cost.

Recently PAL technology has been adapted for both patients approaching presbyopia as well as 
advanced presbyopes, who work with computer displays. These office lenses focus on arm’s length and 
near working distances to provide a wider intermediate field of view than can be achieved in the cor-
ridor of a PAL. Prepresbyopes with complaints of eyestrain and presbyopes suffering “bifocal neck” 
while working at a computer display may find that these lens designs relieve their symptoms. Since the 
lenses have the intermediate portion in front of the pupil in the straight ahead gaze position, the head 
need not be tilted backward to enable the wearer to see the screen. Musicians, hairdressers, and other 
workers who require wide clear intermediate fields may also find these lenses useful.

Contact Lenses

A contact lens can be considered as a spectacle lens with a zero vertex distance. The spectacle lens 
power must be adjusted for the change in vertex distance from the spectacle plane; in practice lens 
powers under 5 D are not adjusted for vertex distance since the change in power is less than 0.25 D. 
The contact lens power will be more positive or less negative than the spectacle lens power. Since the 
contact lens is supported by the cornea, the fit of the contact lens must be assessed to ensure that the 
back surface of the contact lens is supported without significantly affecting the shape of the cornea. 
The tear layer between the cornea and the contact lens may affect the fit as well as the power of the 
contact lens.

Most contact lenses are prescribed for cosmetic reasons and many patients ask for them in sports 
activity. Patients with very high refractive errors often find that contact lenses provide better quality 
of vision, particularly with regard to magnification effects and extent of the visual field, than spec-
tacles. They are also much more comfortable than when wearing thick, heavy spectacle lenses.

The main contraindications for wearing contact lenses are dry eye and allergies.

Rigid Contact Lenses The first contact lenses were made from polymethylmethacrylate (PMMA). 
This plastic has very good optical and physical properties, but is impermeable to oxygen. Contact 
lenses had to be designed so that the overall diameter and the curvature of the back surface (the base 
curve of the contact lens) allowed a lens to move over the eye with the blink and permit tear fluid to 
be exchanged under the lens. This allowed enough oxygen to reach the cornea to maintain its physi-
ology. Poorly fitting PMMA lenses could cause many problems related to disrupted corneal physiol-
ogy due to hypoxia, including hypoesthesia, edema, surface irregularities, and overwear syndrome. 
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FIGURE 5 A progressive addition lens (PAL) has a large area of 
distance prescription power and an area of addition power connected by 
a narrow corridor. Areas to either side of the corridor and reading area 
are less usable due to blur induced by the progressive power surface.
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Deformation of the cornea could also occur, especially in corneal astigmatism, if the base curve did 
not provide a good mechanical fit to the toric corneal surface.

Modern rigid lenses made of gas permeable materials21 have greatly reduced many of the prob-
lems caused by PMMA. These biocompatible materials transmit oxygen and can be made larger and 
thinner than PMMA lenses without adversely affecting corneal physiology. With less movement, the 
lenses are more comfortable, although initially there is a period of adaptation. Adaptation usually 
occurs over a few weeks as the patient starts wearing the lenses for a few hours each day, then gradu-
ally increases the wearing time. Eventually most patients wear their contact lenses between 10 and 
14 hours a day; some patients may attempt extended wear, when the lenses are worn continuously for 
several days. Once adapted, the patient must continue to wear the lenses on a schedule that maintains 
the eyes’ adaptation.

Rigid lenses do not conform to the shape of the underlying cornea. Thus, the tears filling the space 
between the ocular surface of the contact lens and the cornea form a tear lens. The sum of the power 
of the tear lens plus the power of the contact lens itself must equal the vertex adjusted power of the 
spectacle correction. Very thin gas permeable lenses tend to flex and change shape on the eye because 
of lid pressure and the tear lens. Most contact lens fitters will use trial lenses to estimate how the lens 
behaves on the eye and thus choose a base curve and lens power that will provide both a good physical 
fit and optimal vision correction.

Because the tears and cornea have almost the same index of refraction, the optical power of the 
cornea is replaced by that of the front surface of the tear layer beneath the lens. A spherical base 
curve therefore effectively masks the corneal astigmatism that often contributes most of the refractive 
astigmatism in ametropia. As a result, many patients with moderate astigmatism can be managed 
satisfactorily with spherical contact lenses, provided that an acceptable fit of the base curve to the 
cornea can be achieved. If the astigmatism is too great, or if a suitable physical fit cannot be achieved, 
rigid contact lenses with toric front and/or back surfaces can be used. In these cases, the lenses must 
be oriented using prism ballast in which prism power is ground into the lens so that the thicker base 
edge is at the bottom of the lens—its orientation is maintained by gravity.

Rigid lenses, particularly those made of PMMA, will change the shape of the cornea.22 The cur-
vature change may vary from day to day, making it difficult to determine a spectacle prescription for 
use when the patient is not wearing the contact lenses. This is described as spectacle blur. In extreme 
cases, the warped cornea may have a permanent irregular astigmatism. Orthokeratology is a clinical 
approach to reducing or eliminating refractive error by corneal molding with rigid contact lenses.23

The procedure involves a series of contact lenses with successively flatter base curves to reduce corneal 
curvature. After several months, the patient experiences a mild reduction of 1 or 2 D of myopia. This 
is a temporary (i.e., several hours) effect. Retainer lenses must be worn for several hours each day to 
prevent the cornea from rebounding to its original shape.

Most rigid lenses are made with a handling tint, often a very light blue, brown, or green, to facili-
tate locating a lens dropped on the floor or countertop. The tint should not affect the wearer’s colour 
perception. The right lens of a pair is normally identified with a dot engraved on the front surface. 
Lenses must be cleaned and disinfected with special care solutions after each wearing. The fit of the 
lens should be checked every year. The expected service life of a rigid gas permeable contact lens is 2 to 
3 years. 

Hydrogel Lenses Soft or hydrogel contact lenses were introduced in the 1970s and today they dom-
inate the contact lens market. A hydrogel is a polymer that is able to absorb a significant amount of 
water.21 Although brittle and fragile when dry, a hydrogel becomes soft and flexible when hydrated. 
The first commercially successful lens, the Bausch & Lomb Soflens®, was made of hydroxyeth-
ylmethacrylate (HEMA), which contains 38.6 percent water by weight when fully hydrated. 
Manufacturers have since developed HEMA derivatives with water content up to 77 percent.24 A 
hydrogel lens that is saturated with ophthalmic saline solution buffered to the pH of the tears will 
smoothly drape over the cornea if an appropriate base curve has been selected. The base curve of 
the lens is determined from the value of K, the corneal curvature measured by a keratometer. A trial 
lens of known power with this base curve is placed on the eye and an over refraction is performed 
to determine the final contact lens power. A properly sized hydrogel lens will cover the entire cornea 
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and overlap the sclera by about 1 mm; the peripheral flattening of the cornea is accommodated by 
flattening of the edge zone of the ocular surface of the contact lens. The optic zone of the lens, where 
the base curve is found, covers most of the cornea.

Most soft contact lenses are spherical with small amounts of astigmatism being corrected with 
the equivalent sphere of the prescription. Because a hydrogel lens conforms more to the shape of 
the cornea than a rigid lens, higher amounts of astigmatism must be corrected with a toric lens. 
Maintaining the orientation of a toric lens on the eye is a challenge, since interaction of the lens with 
the underlying cornea, the tear layer, and the action of the lids will influence how it sits on the eye. 
Various methods have been used by manufacturers to stabilize lens position.

Soft lenses can be worn on a daily, disposable/frequent replacement basis. In daily wear, the lenses 
are worn up to 12 to 14 hours a day and removed each night. The lenses must be cleaned and disin-
fected before they are worn again. Cleaning with digital rubbing of the lens surfaces removes mucous 
deposits while disinfection eliminates infectious agents. These lenses can be worn for about 1 year. 
Disposable or frequent replacement lenses are worn between 1 day and several weeks on a daily basis, 
then discarded. They are prescribed for patients who experience rapid build-up of protein deposits 
or who have limited access to cleaning and sterilizing solutions. Extended wear lenses are worn up to 
a week at a time before being removed for cleaning and disinfection. Their higher water content and 
reduced thickness increase oxygen permeability but make them more susceptible to damage when 
handled. Extended wear lenses are usually replaced monthly.

One important advantage of hydrogel over rigid lens materials is that the lens is comfortable to 
wear with little or no adaptation time. Tear exchange is not as important since hydrogel transmits 
oxygen to the cornea. Thin lenses with high water content transmit significantly more oxygen. The 
lenses do not dislodge easily, making them ideal for sports activity; however, it has been reported that 
hydrogel lenses worn in chlorinated pool water exhibit significantly more microbial colonization than 
lenses that were never worn in the pool. This may increase the risk of bacterial keratitis if the lenses 
are worn in water sports.25 Lenses worn in water sports should be discarded as soon as possible after 
the activity is finished.26

In the last few years, silicone hydrogel lenses have entered the market. Silicone hydrogel has very 
high oxygen transmissivity, but is stiffer than HEMA-based hydrogel. Initially there is more awareness 
of the lens in situ; however, the oxygen permeability of these lenses has largely eliminated many of the 
complications of earlier hydrogel lenses.

Most soft contact lenses are either clear or have a slight handling tint. Cosmetic lenses with an overall 
tint can be used to make light irides appear in different colors. Lenses with arrays of tinted dots can be 
used to change the color appearance of dark irides with varying degrees of success. Novelty tints can be 
used to change the appearance of the eye (e.g., slit pupils, “unnatural” pupil color); however, there is a 
controversy over whether such lenses should only be supplied through eye care practitioners because of 
serious risks to eye health.27 Similar types of lens can be used to disguise scarred or disfigured eyes due 
to damage or disease.28

Contact Lenses for Presbyopia Presbyopia has become an important clinical problem as patients 
who began wearing their contact lenses in the 1970s and 1980s enter their 40s or 50s. The quality of 
vision and convenience of a largely spectacle-free life are compromised. Reading glasses worn over 
the contact lenses is a simple approach, but defeats the purpose of having contacts in the first place.

Monovision is the practice of fitting one eye for distance correction and the other for near. This 
approach reduces the need for spectacles, but relies on the patient’s ability to suppress the vision of 
one or the other eye when looking at a given target. The resulting reduction of binocular vision may 
create more serious problems involving depth and space perception.

Bifocal contact lenses have met with varying degrees of success. Alternating vision rigid contact 
lenses have a segment ground into the lens. When the patient looks at a near object the lower eyelid 
moves the lens over the cornea to bring the segment in front of the pupil. The theory of this design is 
seldom found in practice.

The simultaneous vision lenses are more successful. Both the distance portion and the segment 
are within the pupil so that superimposed clear and blurred images of distant and near objects are 
seen. There is a resultant loss of clarity and contrast. A diffractive contact lens design uses concentric 
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rings cut into the base curve of the lens to provide a near correction while the front surface curvature 
provides the distance correction simultaneously.29

For a more detailed discussion of contact lens optics and technology, see Chap. 20.

Refractive Surgery

The desire of many ametropic patients to be free of both spectacles and contact lenses has driven the 
development of refractive surgery to reduce or neutralize ametropia. Earlier procedures that used 
incisions in the cornea to alter its shape (radial keratotomy) have since been largely abandoned due 
to complications including corneal perforation30 and the possibility of rupture of the compromised 
cornea.31 More recently, the excimer laser has been used in photorefractive keratectomy (PRK) and 
laser in-situ keratomileusis (LASIK) to reshape the cornea. These procedures are not without risks of 
compromised vision and complications include stromal haze, regression of refractive effect, infec-
tion, and optical and/or mechanical instability of the corneal flap in LASIK.30 Almost all patients 
achieve visual acuity of at least 20/40 (6/12) and most achieve postoperative visual acuity of at least 
20/20 (6/6). LASIK results in increased higher-order ocular aberrations; a new wavefront-guided 
LASIK procedure improves on this result.32 A more detailed description of PRK and LASIK can be 
found in Chap. 16.

Extremely high myopia (over 12.00 D) may be treated by clear lens exchange in which the crystal-
line lens is extracted and an intraocular lens of suitable power is implanted. Phakic lens implants have 
also been used in either the anterior chamber or posterior chamber.

Low myopes can achieve visual acuity of better than 20/40 (6/12) when treated with intrastromal 
corneal rings (ICR). Circular arcs are implanted concentrically to the optical axis of the cornea in the 
stroma of the peripheral cornea to flatten the corneal curvature mechanically. The procedure is at 
least partly reversed by removal of the rings.

None of these procedures is guaranteed to result in perfect vision. All have some deleterious effect 
on quality of vision (glare, loss of contrast, increased higher-order aberrations30) and none eliminates 
the need for glasses for certain visually demanding tasks. As these patients become presbyopic, they 
will still require some form of reading prescription.

Aphakia and Pseudophakia

Cataract is the general term for a crystalline lens that loses transparency because of aging or injury. 
Cortical cataract is seen in the outer layers of the crystalline lens, the cortex, and may comprise gen-
eral haze, punctuate or wedge shaped opacities, and bubbles. In earlier stages, cortical cataract does 
not greatly affect visual acuity that is measured with high contrast targets, but there may be a sig-
nificant reduction of contrast sensitivity. Patients may complain of glare in bright sunlight and dif-
ficulty reading. Nuclear cataract often appears as a gradual yellowing of the core of the crystalline 
lens. This is thought to arise from photochemical changes in the lens crystalline proteins triggered 
by long-term chronic exposure to ultraviolet radiation.33 Visual consequences include reduced color 
discrimination and visual acuity.

Treatment of cataract is by surgical removal of the crystalline lens. Intracapsular cataract extrac-
tion (ICCE) is the removal of the lens and its surrounding lens capsule. ICCE has been largely 
replaced by extracapsular cataract extraction (ECCE) in which the lens is removed, but the capsule 
remains in the eye. Phacoemulsification is a procedure for breaking up the lens with an ultrasonic 
probe to facilitate ECCE. A very small incision near the edge of the cornea is required for ECCE, 
whereas a much larger circumferential incision is required for ICCE. Consequently, the poten-
tial for optical and physical postoperative complications in ECCE is much smaller than for ICCE. 
Approximately one in three patients who undergo ECCE will experience postoperative opacification 
of the lens capsule. This is remedied by an in-office YAG laser capsulotomy to open a hole in the 
posterior capsule to restore a clear optical path to the retina.34 An eye which has had its lens removed 
is described as aphakic.
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Postsurgical Correction Since the crystalline lens contributes about one-third of the optical power of 
the eye (see Chap. 1), the aphakic eye requires a high plus optical correction whose approximate power is

F = +11.25 + 0.62 Fold (2)

where Fold is the preoperative equivalent spectacle correction.35 This can be provided in the form of 
spectacles, contact lenses, or intraocular lens implants.

Aphakic spectacle corrections, sometimes referred to as cataract lenses, are heavy, thick, and cos-
metically unattractive. They also have significant optical problems including distortion, field curva-
ture, and oblique astigmatism that cannot be minimized using best-form principles, high magnifica-
tion, and ring scotoma arising from prismatic effect in the periphery.36 Aspheric lenses and lenticular
designs can minimize some of these effects, but aphakic spectacle corrections remain problematic.

Contact lenses provide much better visual performance for aphakic patients. Cosmetic appear-
ance is improved and most of the problems due to the aberrations and prismatic effects of spectacle 
lenses are eliminated. The magnification is closer to that of the phakic eye, making spatial adaptation 
and hand-eye coordination easier.37 The optical advantages are somewhat offset by the difficulties of 
fitting these lenses due to the thick optical center and the challenge of providing sufficient oxygen to 
maintain corneal physiology. 

Except in rare cases, most patients with clinically significant cataracts now have their natural crys-
talline lenses replaced with intraocular lenses (IOLs). They are described as being pseudophakic. In 
general, posterior chamber IOLs that are implanted in the lens capsule after ECCE, provide better 
optical performance than anterior chamber lenses that are fixed in the anterior chamber angle or 
clipped to the iris following ICCE. The power of the IOL is determined from the keratometric mea-
surement of corneal curvature and the axial length of the eye, as determined by ultrasound A-scan. 
There are many formulas for estimating the power of the IOL. One of the most widely used, the SRK 
II formula is

P = A1 – 0.9 K – 2.5 L (3)

where P is the IOL power needed for emmetropia, A1 is a constant that varies according to the axial 
length of the eye L in millimeters, and K is the keratometer reading of central corneal curvature.38

IOLs for astigmatism and bifocal IOLs have also been produced and recently designs incorporating 
wavefront correction have been introduced. IOL formulas have also been developed for use with 
patients who have undergone LASIK.39 A more detailed discussion of the optics and clinical consid-
erations of IOLs is found in Chap. 21.

12.6 BINOCULAR FACTORS

Convergence and Accommodation

In most individuals the two eyes have similar refractive errors. When looking at a distant object, the 
amount of defocus is therefore similar in both eyes and accommodation to view a near object results 
in retinal images that appear similar in size and clarity. (It is assumed that both eyes will accommodate 
by the same amount.) The visual system has an easier task to fuse the two retinal images into a single 
binocular percept.

Ideally, corresponding points in the two retinal images would be fused into a single perceived 
image. However, binocular fusion does not require exactly matching images. When a single point in 
the retina of one eye is stimulated, an area of retina in the other eye surrounding the corresponding 
point will give rise to a single fused percept when any point in this area is stimulated. This is called 
Panum’s area. The size of Panum’s area varies with location in the retina. It is very small in the macula 
and increases toward the periphery of the retina. Disparities between the two points are used by the 
visual system to determine stereoscopic depth.
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Control of the extraocular muscles is neurologically linked to the process of accommodation. 
As accommodation increases, the eyes converge so that near objects can be seen as a single binocu-
lar percept. When the patient accommodates while wearing corrective lenses, the lines of sight pass 
through off-axis points of the lens and prismatic effect will alter the amount of convergence needed 
to maintain fusion. Myopes experience less convergence demand while hyperopes experience more; 
the amount of this difference from the emmetropic convergence demand can be estimated for each 
eye using Prentice’s rule:

PH = xF (4)

where PH is the prismatic effect in prism diopters along the horizontal direction, x is the distance in 
centimeters along the horizontal meridian of the line of sight from the optical center of the lens, and 
F is the power of the corrective lens in the horizontal meridian.

The foregoing discussion assumes that the ametropia is spherical. If the ametropia is astigmatic, it 
is open to question whether accommodation is driven to focus on one or the other principal merid-
ian or on the circle of least confusion (spherical equivalent). Most writers assume that focus is to the 
spherical equivalent in the interval of Sturm.

A more extensive discussion of binocular factors in found in Chap. 13.

Anisometropia and Aniseikonia

Anisometropia is considered clinically significant when the spherical equivalent refractive error of 
the two eyes differs by 1.00 D or more.40 Whether corrected or uncorrected, anisometropia can lead 
to significant problems with binocular vision for the patient.

Uncorrected Ametropia In uncorrected ametropia, depending on the refractive errors of the two 
eyes and the distance of the object of regard, one retinal image or the other may be in focus, or nei-
ther, since both eyes accommodate by the same amount. If the patient is a young child, the eye that 
more frequently has a clear retinal image will develop normally; however, the eye that tends to have 
a blurred image more of the time is likely to develop amblyopia. This is often the case where one eye 
is hyperopic and the other emmetropic, or if both eyes are hyperopic but to different degrees. If one 
eye is myopic and the other emmetropic, the child may learn to use the myopic eye for near objects 
and the emmetropic one for distant objects, in which case there is no amblyopia, but binocular 
fusion and stereopsis may not develop normally.

Corrected Ametropia When anisometropia is corrected, accommodation brings both retinal 
images of a near object into focus; however, differences in prismatic effect in off-axis gaze and in 
retinal image size may lead to problems with binocular vision, particularly fusion. This is particu-
larly a problem when the patient looks down to read. Although the visual system has the capacity 
to fuse images with substantial horizontal disparities, it is extremely limited when disparities in the 
vertical meridian are encountered. In downward gaze the lines of sight pass through a spectacle lens 
approximately 1.0 cm below the optical center. Many patients experience visual discomfort when 
the vertical prismatic imbalance between the eyes is about 1 prism diopter (this unit is often written 
as Δ) and vertical diplopia (double vision) when it is over 2Δ. While a younger patient can avoid this 
problem by tipping the chin down so that the lines of sight pass through the paraxial zone of the 
lens in the vertical meridian, presbyopic anisometropes would need either bifocals or PALs with 
slab-off prism in the near portion of the lens with more minus or less plus distance power or a sep-
arate pair of single vision reading glasses.40 Bifocal contact lenses, monovision, or reading glasses 
with contact lenses may avoid the problem altogether, but may cause other complications with the 
patient’s vision.

Aniseikonia Anisometropia corrected with spectacles almost invariably results in aniseikonia, a 
condition in which binocular fusion is difficult or impossible because of the disparity in size of the 
retinal or cortical images from the two eyes. 
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The spectacle magnification M of a spectacle lens is given by the formula

M
d F t

n
Fv

=
− −

1
1

1

1 1

 (5)

where dv is the distance between the back vertex of the spectacle lens and the cornea, F is the back ver-
tex power of the lens, t is the axial thickness of the lens, n its refractive index, and F1 its front surface 
power. The first factor is the power factor, the magnification due to a thin lens of power F at distance 
dv in front of the cornea and the second is the shape factor, the magnification due to an afocal lens 
with front surface power F1, index n, and thickness t. For thin lenses the equation can be written as

M d F
t
n

Fv= + +1 1
 (6)

using a thin lens approximation.41

Aniseikonia can be measured with a space eikonometer or estimated from the refractive error. The 
percentage difference in image size is between 1 and 1.5 percent per diopter of anisometropia and 
can be attributed to differences in refractive power of the eyes rather than axial length. When relative 
spectacle magnification is calculated on the basis of axial versus refractive ametropia, aniseikonia 
must arise from differences between the eyes in refractive ametropia. Size lenses, afocal lenses with 
magnification, can be used to determine the amount of change in spectacle magnification of the cor-
rective lenses needed to neutralize the aniseikonia. The spectacle magnification formula can then be 
used to calculate the new lens parameters needed to modify the shape factor of the lens.41

Aniseikonia is relatively rare; however, cataract surgery and corneal refractive surgery often induces 
it particularly when only one eye is operated. Clinicians require more understanding of this clinical 
phenomenon than is assumed in their training. The reader is referred to Remole and Robertson’s 
book on this subject42 as well as the Web site www.opticaldiagnostics.com/info/aniseikonia.html43 for 
further information.

12.7  CONSEQUENCES FOR OPTICAL DESIGN

Designers of optical equipment must take into account that many potential users of their devices will 
have ametropia, either corrected or uncorrected, and perhaps presbyopia as well. While each refractive 
condition has its challenges, the combination can make for a great deal of discomfort and inconve-
nience when using optical equipment. For example, digital point-and-shoot cameras have LCD panels 
to display images as well as control menus and exposure information. The panel is also used to aim 
the camera. Most users will hold the device approximately 40 cm from the eyes—viewing the display 
is uncomfortable and difficult, particularly if the user is wearing bifocal or PAL spectacles. It is also 
important to determine whether the device is to be used monocularly or binocularly. In the latter 
case, the optical design must allow for convergence of the eyes and the possible change in convergence 
demand if the user has to accommodate. A further complication is the size of the exit pupil of the 
device: as patients age, their pupil size decreases and results in vignetting of the exit beam. Human 
visual performance factors must be considered carefully in the design of future optical devices.
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BINOCULAR VISION FACTORS 
THAT INFLUENCE OPTICAL 
DESIGN
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13.1 GLOSSARY

Accommodation. Change in focal length or optical power of the eye produced by change in power of 
the crystalline lens as a result of contraction of the ciliary muscle. This capability decreases with age.

Ametrope. An eye with a refractive error.

Aniseikonia. Unequal perceived image sizes from the two eyes.

Baseline. Line intersecting the entrance pupils of the two eyes.

Binocular disparity. Differences in the perspective views of the two eyes.

Binocular fusion. Act or process of integrating percepts of retinal images formed in the two eyes 
into a single combined percept.

Binocular parallax. Angle subtended by an object point at the nodal points of the two eyes.

Binocular rivalry. Temporal alternation of perception of portions of each eye’s visual fi eld when the 
eyes are stimulated simultaneously with targets composed of dissimilar colors or different contour 
orientations. 

Center of rotation. A pivot point within the eye about which the eye rotates to change direction of 
gaze.

Concomitant. Equal amplitude synchronous motion or rotation of the two eyes in the same 
direction.

Conjugate. Simultaneous motion or rotation of the two eyes in the same direction.

Convergence. Inward rotation of the two eyes.

Corresponding retinal points. Regions of the two eyes, which when stimulated result in identical 
perceived visual directions.

Cyclopean eye. A descriptive term used to symbolize the combined view points of the two eyes into 
a single location midway between them.

Cyclovergence. Unequal torsion of the two eyes.

Disconjugate. Simultaneous motion or rotation of the two eyes in opposite directions.

Divergence. Outward rotation of the two eyes.

13.1
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Egocenter. Directional reference point for judging direction relative to the head from a point mid-
way between the two eyes.

Emmetrope. An eye with no refractive error. 

Entrance pupil. The image of the aperture stop formed by the portion of an optical system on the 
object side of the stop. The eye pupil is the aperture stop of the eye.

Extraretinal cues. Nonvisual information used in space perception. 

Eye movement. A rotation of the eye about its center of rotation.

Fixation. The alignment of the fovea with an object of interest.

Focus of Expansion. The origin of velocity vectors in the optic fl ow fi eld.

Frontoparallel plane. Plane that is parallel to the face and orthogonal to the primary position of gaze.

Haplopia. Perception of a single target by the two eyes.

Heterophoria. Synonymous with phoria.

Horopter. Locus of points in space whose images are formed on corresponding points of the two retinas.

Hyperopia. An optical error of the eye in which objects at infi nity are imaged behind the retinal 
surface while the accommodative response is zero.

Midsagittal plane. Plane that is perpendicular to and bisects the baseline. The plane vertically 
bisecting the midline of the body.

Motion parallax. Apparent relative displacement or motion of one object or texture with respect to 
another that is usually produced by two successive views by a moving observer of stationary objects 
at different distances.

Myopia. An optical error of the eye in which objects at infi nity are imaged in front of the retinal 
surface while the accommodative response is zero.

Nonconcomitant. Unequal amplitudes of synchronous motion or rotation of the two eyes in the 
same direction.

Optic fl ow. Pattern of retinal image movement.

Percept. That which is perceived.

Perception. The act of awareness through the senses, such as vision.

Perspective. Variations of perceived size, separation, and orientation of objects in 3-D space from a 
particular viewing distance and vantage point.

Phoria. An error of binocular alignment revealed when one eye is occluded.

Primary position of gaze. Position of the eye when the visual axis is directed straight ahead and is 
perpendicular to the frontoparallel plane.

Retinal disparity. Difference in the angles formed by two targets with the entrance pupils of the eyes.

Shear. Differential displacement during motion parallax of texture elements along an axis perpen-
dicular to meridian of motion.

Skew movement. A vertical vergence or vertical movement of the two eyes in opposite directions.

Stereopsis. The perception of depth stimulated by binocular disparity.

Strabismus. An eye turn or misalignment of the two eyes during attempted binocular fi xation. 

Tilt. Amount of angular rotation in depth about an axis in the frontoparallel plane—synonymous 
with orientation.

Torsion. Rotation of the eye around the visual axis.

Vantage point. Position in space of the entrance pupil through which 3-D space is transformed by 
an optical system with a 2-D image or view plane.

Visual fi eld. The angular region of space or fi eld of view limited by the entrance pupil of the eye, the 
zone of functional retina, and occlusion structures such as the nose and orbit of the eye.

Visual plane. Any plane containing the fi xation point and entrance pupils of the two eyes. 

Yoked movements. Simultaneous movement or rotation of the two eyes in the same direction. 
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13.2 COMBINING THE IMAGES IN THE TWO EYES 
INTO ONE PERCEPTION OF THE VISUAL FIELD

The Visual Field

Optical designs that are intended to enhance vision usually need to consider limitations imposed by 
having two eyes and the visual functions that are made possible by binocular vision. When developing 
an optical design it is important to tailor it to specific binocular functions that you wish to enhance 
or at least not limit binocular vision. Binocular vision enhances visual perception in several ways. First 
and foremost, it expands the visual field.1 The horizontal extent of the visual field depends largely on 
the placement and orientation of eyes in the head. Animals with laterally placed eyes have panoramic 
vision that gives them a full 360° of viewing angle. The forward placement of our eyes reduces the 
visual field to 190°. Eye movements let us expand our field of view. The forward placement of the eyes 
adds a large region of binocular overlap so that we can achieve another binocular function, stereoscopic 
depth perception. The region of binocular overlap is 114° and the remaining monocular portion is 37° 
for each eye. Each eye sees slightly more of the temporal than nasal-visual field and they also see more 
of the ipsilateral than the contralateral side of a binocularly viewed object. 

Visual perception is not uniform throughout this region. The fovea or central region of the retina is 
specialized to allow us to resolve fine detail in the central 5° of the visual field. Eye movements expand 
the regions of available space. They allow expansion of the zone of high resolution, and accommo-
dation expands the range of distances within which we can have high acuity and clear vision from 
viewing distances ranging from as near as 5 cm in the very young to optical infinity.2 The peripheral 
retina is specialized to aid us in locomotor tasks such as walking so that we can navigate safely without 
colliding with obstacles. It is important that optical designs allow users to retain the necessary visual 
to perform tasks aided by the optical device.

Perceived Space

Space perception includes our perception of direction, distance, orientation, and shape of objects; 
object trajectories with respect to our location; sensing body orientation, location, and motion in 
space; and heading. These percepts can be derived from a 2-D image projection on the two retinas 
of a 3-D object space. Reconstruction of a 3-D percept from a 2-D image requires the use of infor-
mation within the retinal image that is geometrically constrained by the 3-D nature of space. Three 
primary sources of visual or vision-related information are used for this purpose and they include 
monocular information, binocular information, and extraretinal or motor information. Monocular 
visual or retinal cues include familiarity with size and shape of objects, linear per spective and shape 
distortions, texture density, shading, partial image occlusion or overlap, size expansion and optic 
flow patterns, and motion parallax.3 Binocular information is also available, including stereo-
scopic depth sensed from combinations of horizontal and vertical disparity, and motion in depth.4 
Extraretinal cues include accommodation, convergence, and gaze direction of the eyes. Many of 
these cues are redundant and provide ways to check their consistency, and to sense their errors that 
can be corrected by adaptably reweighting their emphasis or contribution to the final 3-D percept. 

Monocular Cues Static monocular cues include familiarity with size and shape of objects, linear per-
spective and shape distortions, texture density, partial image occlusion or overlap.3 Linear perspective 
refers to the distortions of the retinal image that result from the projection or imaging of a 3-D object 
located at a finite viewing distance onto a 2-D surface such as the retina. Texture refers to a repetitive 
pattern of uniform size and shape such as a gravel bed. Familiarity with the size and shape of a target 
allows us to sense its distance and orientation. As targets approach us and change their orientation, 
even though the retinal image expands and changes shape, the target appears to maintain a constant 
perceived size and rigid shape. Retinal image shape changes are interpreted as changes in object ori-
entation produced by rotations about three axes. Texture density can indicate which axes the object is 
rotated about. Rotation about the vertical axis produces tilt and causes a compression of texture along 
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the horizontal axis. Rotation about the horizontal axis produces slant and it causes a compression of 
texture along the vertical axis. Rotation about the z axis produces roll or torsion and causes a constant 
change in orientation of all texture elements. Combinations of these rotations cause distortions or 
foreshortening of images; however, if the distortions are decomposed into three rotations, the orienta-
tion of rigid objects can be computed. The gradient of compressed texture varies inversely with target 
distance. If viewing distance is known, the texture density gradient is a strong cue to the amount of 
slant about a given axis.

Perspective cues arising from combinations of observer’s view point, object distance, and orienta-
tion can contribute to perception of distance and orientation. Perspective cues utilize edge informa-
tion that is extrapolated until it intersects another extrapolated edge of the same target (Fig. 1).5 
When the edges of an object are parallel, they meet at a point in the retinal image plane called the 
vanishing point. Normally we do not perceive the vanishing point directly, and it needs to be derived 
by extrapolation. It is assumed that the line of sight directed at the vanishing point is parallel to the 
edges of the surface such as a roadway that extrapolates to the same vanishing point. As with texture 
density gradients, perspective distortion of the retinal image increases with object proximity. If the 
viewing distance is known, the amount of perspective distortion is an indicator of the amount of slant 
or tilt about a given axis. 

Depth ordering can be computed from image overlap. This is a very powerful cue and can over-
ride any of the other depth cues, including binocular disparity. A binocular version of form overlap is 
called DaVinci stereopsis where the overlap is compared between the two eyes’ views.6 Because of their 
lateral separation, each eye sees a slightly different view of 3-D objects. Each eye perceives more of the 
ipsilateral side of the object than the contralateral side. Thus for a given eye, less of the background is 
occluded by a near object on the ipsilateral than the contralateral side. This binocular discrepancy is 
sufficient to provide a strong sense of depth in the absence of binocular parallax.

Kinetic Cues Kinetic monocular motion cues include size expansion, optic flow patterns, and 
motion parallax. Distance of targets that we approach becomes apparent from the increased velocity 
of radial flow of the retina (loom).7 Motion of texture elements across the whole image contributes 
to our perception of shape and location of objects in space. The relative motion of texture elements 
in the visual field is referred to as optic flow and this flow field can be used to segregate the image 
into objects at different depth planes as well as to perceive the shape or form of an object. Motion 
parallax is the shear of optic flow in opposite directions resulting from the translation of our view 
point.8 Movies that pan the horizon yield a strong sense of 3-D depth from the motion parallax 
they produce between near and far parts of 3-D objects. Two sequential views resulting from a lat-
eral shift in the viewpoint (motion parallax) are analogous to two separate and simultaneous views 
from two eyes with separate viewpoints (binocular disparity). Unlike horizontal disparity, the shear 

FIGURE 1 When the edges of an object are parallel, they meet at a 
point in the retinal image plane called the vanishing point.
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between sequential views by itself is ambiguous, but once we know which way our head is translat-
ing, we can correctly identify the direction or sign of depth.9 The advantage of motion parallax over 
binocular disparity is that we can translate in any meridian, horizontal or vertical, and get depth 
information, while stereo only works for horizontal disparities.8

Motion perception helps us to determine where we are in space over time. Probably the most 
obvious application is to navigation and heading judgments (Fig. 2). Where are we headed, and can

(a)

(b)

•F

FIGURE 2 (a) Motion Parallax. Assume that an observer moving toward the left fixates a point at F. Objects 
nearer than F will appear to move in a direction opposite to that of the movement of the observer; objects far-
ther away than F will appear to move in the same direction as the observer. The length of the arrows signifies 
that the apparent velocity of the optic flow is directly related to the distance of objects from the fixation point. 
(b) Motion perspective. The optical flow in the visual field as an observer moves forward. The view is that as seen 
from an airplane in level flight. The direction of apparent movement in the terrain below is signified by the direc-
tion of the motion vectors (arrows); speed of apparent motion is indicated by the length of the motion vectors. 
The expansion point in the distance from which motion vectors originate is the heading direction. 
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we navigate to a certain point in space? Generally we perceive a focus of expansion in the direction we 
are heading as long as our eyes and head remain fixed.7,10–13 These types of judgments occur whenever 
we walk, ride a bicycle, or operate a car. Navigation also involves tasks to intercept or avoid moving 
objects. For example, you might want to steer your car around another car or avoid a pedestrian 
walking across the crosswalk. Or you may want to intercept something such as catching or striking 
a ball. Another navigation task is anticipation of time of arrival or contact. This activity is essential 
when pulling up to a stop sign or traffic light. If you stop too late you enter the intersection and risk a 
collision. These judgments are also made while walking down or running up a flight of stairs. Precise 
knowledge of time to contact is essential to keep from stumbling. Time to contact can be estimated 
from the distance to contact divided by the speed of approach. It can also be estimated from the angular 
subtence of an object divided by its rate of expansion.14 The task is optimal when looking at a surface 
that is in the frontoparallel plane, and generally we are very good at it. It looks like we use the rate of 
expansion to predict time of contact since we make unreliable judgments of our own velocity.15 

Another class of motion perception is self- or ego-motion.16 It is related to the vestibular sense of 
motion and balance and it tells us when we are moving. Self-motion responds to vestibular stimula-
tion as well as visual motion produced by translational and rotational optic flow of large fields. Finally, 
we can use binocular motion information to judge the trajectory of a moving object and determine 
if it will strike us in the head or not. This motion in depth results from a comparison of the motion 
in one eye to the other. The visual system computes the direction of motion from the amplitude ratio 
and relative direction of horizontal retinal image motion (Fig. 3).17 If horizontal motion in the two 

VL/VR = + 1:1 VL/VR = + 1:2 VL/VR =  0:1 VL/VR = − 1:2

VL/VR = − 1:1 VL/VR = − 2:1 VL/VR = 1:0 VL/VR = + 2:1

FIGURE 3 Motion in depth. Relative velocities of left and right retinal images for different target tra-
jectories. When the target moves along a line passing between the eyes, its retinal images move in opposite 
directions in the two eyes; when the target moves along a line passing wide of the head, the retinal images 
move in the same direction, but with different velocities. The ratio (Vl/Vr) of left- and right-eye image 
velocities provides an unequivocal indication of the direction of motion in depth relative to the head.
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eyes is equal in amplitude and direction, it corresponds to an object moving in the frontoparallel 
plane. If the horizontal retinal image motion is equal and opposite, the object is moving toward us in 
the midsagittal plane and will strike us between the eyes. If the motion has any disconjugacy at all, it 
will strike us. A miss is indicated by yoked, albeit noncomitant, motion.

Binocular Cues and Extraretinal Information from Eye Movements Under binocular viewing 
conditions, we perceive a single view of the world as though seen by a single cyclopean eye, even 
though the two eyes receive slightly different retinal images. The binocular percept is the average of 
monocularly sensed shapes and directions (allelotropia). The benefit of this binocular combination 
is to allow us to sense objects as single with small amounts of binocular disparity so that we can 
interpret depth from the stereoscopic sense. Interpretation of the effects of prism and magnifica-
tion upon perceived direction through an instrument needs to consider how the visual directions of 
the two eyes are combined. If we only had one eye, direction could be judged from the nodal point 
of the eye, a site where viewing angle in space equals visual angle in the eye, assuming the nodal 
point is close to the radial center of the retina. However, two eyes present a problem for a system 
that operates as though it has only a single cyclopean eye. The two eyes have view points separated 
by approximately 6.5 cm. When the two eyes converge accurately on a near target placed along the 
midsagittal plane, the target appears straight ahead of the nose, even when one eye is occluded. In 
order for perceived egocentric direction to be the same when either eye views the near target mon-
ocularly, there needs to be a common reference point for judging direction. This reference point is 
called the cyclopean locus or egocenter, and is located midway on the interocular axis. The egocenter
is the percept of a reference point for judging visual direction with either eye alone or under binocular 
viewing conditions.

Perceived Direction

Direction and distance can be described in polar coordinates as the angle and magnitude of a vec-
tor originating at the egocenter. For targets imaged on corresponding retinal points, this vector 
is determined by the location of the retinal image and by the direction of gaze that is determined 
by the average position of the two eyes (conjugate eye position). The angle the two retinal images 
form with the visual axes is added to the conjugate rotational vector component of binocular eye 
position (the average of right- and left-eye position). This combination yields the perceived ego-
centric direction. Convergence of the eyes, which results from disconjugate eye movements, has 
no influence on perceived egocentric direction. Thus, when the two eyes fixate near objects to the 
left or right of the midline in asymmetric convergence, only the conjugate component of the two 
eyes’ positions contributes to perceived direction. These facets of egocentric direction were sum-
marized by Hering18 as five laws of visual direction, and they have been restated by Howard.19 The 
laws are mainly concerned with targets imaged on corresponding retinal regions (i.e., targets on 
the horopter).

We perceive space with two eyes as though they were merged into a single cyclopean eye. This 
merger is made possible by a sensory linkage between the two eyes that is facilitated by the anatomi-
cal superposition or combination of homologous regions of the two retinas in the visual cortex. 
The binocular overlap of the visual fields is very specific. Unique pairs of retinal regions in the two 
eyes (corresponding points) must receive images of the same object so that these objects can be 
perceived as single and at the same depth as the point of fixation. This requires that retinal images 
must be precisely aligned by the oculomotor system with corresponding retinal regions in the two 
eyes. As described in Sec. 13.8, binocular alignment is achieved by yoked movements of the eyes 
in the same direction (version) and by movements of the eyes in opposite direction (vergence). 
Slight misalignment of similar images from corresponding points is interpreted as depth. Three-
dimensional space can be derived geometrically by comparing the small differences between the 
two retinal images that result from the slightly different vantage points of the two eyes caused by 
their 6.5-cm separation. These disparities are described as horizontal, vertical, and torsional as well 
as distortion or shear differences between the two images. The disparities result from surface shape, 
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depth, and orientation with respect to the observer as well as direction and orientation (torsion) 
of the observer’s eyes.20 These disparities are used to judge the layout of 3-D space and to sense the 
solidness or curvature of surfaces. Disparities are also used to break through camouflage in images 
such as seen in tree foliage.

Binocular Visual Direction—Corresponding Retinal Points and the Horopter Hering18 defined 
binocular correspondence by retinal locations in the two eyes, which when stimulated, resulted in a 
percept in identical visual directions. For a fixed angle of convergence, projections of corresponding 
points along the equator and midline of the eye converge upon real points in space. In other cases, 
such as oblique eccentric locations of the retina, corresponding points have visual directions that do 
not intersect in real space. The horopter is the locus in space of real objects or points whose images 
can be formed on corresponding retinal points. It serves as a reference throughout the visual field 
for the same depth or disparity as at the fixation point. To appreciate the shape of the horopter, 
consider a theoretical case in which corresponding points are defined as homologous locations on 
the two retinas. Thus corresponding points are equidistant from their respective foveas. Consider 
binocular matches between the horizontal meridians or equators of the two retinas. Under this 
circumstance, the visual directions of corresponding points intersect in space at real points that 
define the longitudinal horopter. This theoretical horopter is a circle whose points will be imaged 
at equal eccentricities from the two foveas on corresponding points except for the small arc of the 
circle that lies between the two eyes.22 While the theoretical horopter is always a circle, its radius of 
curvature increases with viewing distance. This means that its curvature decreases as viewing dis-
tance increases. In the limit, the theoretical horopter is a straight line at infinity that is parallel to the 
interocular axis. Thus a surface representing zero disparity has many different shapes depending on 
the viewing distance. The consequence of this spatial variation in horopter curvature is that the spa-
tial pattern of horizontal disparities is insufficient information to specify depth magnitude or even 
depth ordering or surface shape. It is essential to know viewing distance to interpret surface shape 
and orientation from depth related retinal image disparity. Viewing distance could be obtained from 
extraretinal information such as the convergence state of the eyes, or from retinal information in the 
form of vertical disparity as described further.

The empirical or measured horopter differs from the theoretical horopter in two ways.22 It can 
be tilted about a vertical axis and its curvature can be flatter or steeper than the Vieth-Muller circle. 
This is a circle that passes through the fixation point in the midsagittal plane and the entrance pupils 
of the two eyes. Points along this circle are imaged at equal retinal eccentricities from the foveas of 
the two eyes. The tilt of the empirical horopter can be the result of a horizontal magnification of the 
retinal image in one eye. Image points of a frontoparallel surface subtend larger angles in the magni-
fied images. A similar effect occurs when no magnifier is worn and the fixation plane is tilted toward 
one eye. The tilt causes a larger image to be formed in one eye than the other. Thus magnification of a 
horizontal row of vertical rods in the frontoparallel plane causes the plane of the rods to appear tilted 
to face the eye with the magnifier. 

How does the visual system distinguish between a surface fixated in eccentric gaze that is in the 
frontoparallel plane (parallel to the face), but tilted with respect to the Vieth-Muller circle, and a plane 
fixated in forward gaze, that is tilted toward one eye? Both of these planes project identical patterns 
of horizontal retinal image disparity, but they have very different physical tilts in space. In order to 
distinguish between them, the visual system needs to know the horizontal gaze eccentricity. One way 
is to register the extraretinal eye position signal, and the other is to compute gaze eccentricity from 
the vertical disparity gradient associated with eccentrically located targets. It appears that the latter 
method is possible, since tilt of a frontoparallel plane can be induced by a vertical magnifier before 
one eye (the induced effect). The effect is opposite to the tilt produced by placing a horizontal magni-
fier before the same eye (the geometric effect). If both a horizontal and vertical magnifier are placed 
before one eye, in the form of an overall magnifier, no tilt of the plane occurs. Interestingly, in eccen-
tric gaze, the proximity to one eye causes an overall magnification of the image in the nearer eye, and 
this could be sufficient to allow observers to make accurate frontoparallel settings in eccentric gaze 
(Fig. 4). Comparison of vertical and horizontal magnification seems to be sufficient to disambiguate 
tilt from eccentric viewing.
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Flattening of the horopter from a circle to an ellipse results from nonuniform magnification of 
one retinal image. If the empirical horopter is flatter than the theoretical horopter, corresponding 
retinal points are more distant from the fovea on the nasal than temporal hemiretina. Curvature 
changes in the horopter can be produced with nonuniform magnifiers such as prisms (Fig. 5). A 
prism magnifies more at its apex than its base. If base-out prism is placed before the two eyes, the 
right half of the image is magnified more in the left eye than in the right eye and the left half of the 
image is magnified more in the right eye than in the left eye. This causes flat surfaces to appear more 
concave and the horopter to be less curved or more convex.

The Vertical Horopter The theoretical vertical point horopter for a finite viewing distance is limited 
by the locus of points in space where visual directions from corresponding points will intersect real 
objects.21 These points are described by a vertical line in the midsagittal plane that passes through the 
Vieth-Muller circle. Eccentric object points in tertiary gaze (points with both azimuth and elevation) 
lie closer to one eye than the other eye. Because they are imaged at different vertical eccentricities from 
the two foveas, tertiary object points cannot be imaged on theoretically corresponding retinal points. 
However, all object points at an infinite viewing distance can be imaged on corresponding retinal 
regions and at this infinite viewing distance, the vertical horopter becomes a plane. 

FIGURE 4 The horopter. The theoretical horopter or Vieth-Muller 
circle passes through the fixation point and two entrance pupils of the 
eyes. The theoretical vertical horopter is a vertical line passing through the 
fixation point in the midsagittal plane. Fixation on a tertiary point in space 
produces vertical disparities because of greater proximity to the ipsilateral 
eye. (Reprinted by permission from Tyler and Scott.21)
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The empirical vertical horopter is declinated (top slanted away from the observer) in comparison 
to the theoretical horopter. Helmholtz23 reasoned that this was because of a horizontal shear of the 
two retinal images which causes a real vertical plane to appear inclinated toward the observer. Optical 
infinity is the only viewing distance that the vertical horopter becomes a plane. It is always a verti-
cal line at finite viewing distances. Targets that lie away from the midsagittal plane always subtend 
a vertical disparity due to their unequal proximity and retinal image magnification in the two eyes. 
The pattern of vertical disparity varies systematically with viewing distance and eccentricity from the 
midsagittal plane. For a given target height, vertical disparity increases with horizontal eccentricity 
from the midsagittal plane and decreases with viewing distance. Thus a horizontally extended tar-
get of constant height will produce a vertical disparity gradient that increases with eccentricity. The 
gradient will be greater at near than far viewing distances. It is possible to estimate viewing distance 
from the vertical disparity gradient or from vertical disparity at a given point if target eccentricity is 
known. This could provide a retinal source of information about viewing distance to allow the visual 
system to scale disparity to depth and to compute depth ordering. Several investigators have shown 
that modifying vertical disparity can influence the magnitude of depth (scaling) and surface slant, 
such that vertical disparity is a useful source of information about viewing distance that can be used 
to scale disparity and determine depth ordering.
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FIGURE 5 Figure showing nonuniform magnification of a prism. Disparateness of retinal 
images, producing stereopsis.
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Stereopsis

Three independent variables involved in the calculation of stereodepth are retinal image disparity, 
viewing distance, and the separation in space of the two viewpoints (i.e., the baseline or interpu-
pillary distance) (Fig. 6). In stereopsis, the relationship between the linear depth interval between 
two objects and the retinal image disparity that they subtend is approximated by the following 
expression

 Δd
d
a

= ×η 2

2
 

where h is retinal image disparity in radians, d is viewing distance, 2a is the interpupillary distance 
and Δd is the linear depth interval. 2a, d, and Δd are all expressed in the same units (e.g., meters). 
The formula implies that in order to perceive depth in units of absolute distance (e.g., meters), 
the visual system utilizes information about the interpupillary distance and the viewing distance. 
Viewing distance could be sensed from the angle of convergence24 or from other retinal cues such 
as oblique or vertical disparities. These disparities occur naturally with targets in tertiary directions 
from the point of fixation.25–30 

The equation illustrates that for a fixed retinal image disparity, the corresponding linear depth 
interval increases with the square of viewing distance and that viewing distance is used to scale the 
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FIGURE 6 The differences in the perspective views of the two eyes produce 
binocular that can be used to perceive depth.
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horizontal disparity into a linear depth interval. When objects are viewed through base-out prisms 
that stimulate additional convergence, perceived depth should be reduced by underestimates of view-
ing distance. Furthermore, the pattern of zero retinal image disparities described by the curvature of 
the longitudinal horopter varies with viewing distance. It can be concave at near distances and convex 
at far distances in the same observer.22 Thus, without distance information, the pattern of retinal 
image disparities across the visual field is insufficient to sense either depth ordering (surface cur-
vature) or depth magnitude.25 Similarly, the same pattern of horizontal disparity can correspond to 
different slants about a vertical axis presented at various horizontal gaze eccentricities.22 Convergence 
distance and direction of gaze are important sources of information used to interpret slant from dis-
parity fields associated with slanting surfaces.31 Clearly, stereodepth perception is much more than a 
disparity map of the visual field.

Binocular Fusion and Suppression

Even though there is a fairly precise point-to-point correspondence between the two eyes for deter-
mining depth in the fixation plane, images in the two eyes can be combined into a single percept 
when they are anywhere within a small range or retinal area around corresponding retinal points. 
Thus a point in one eye can be combined perceptually with a point imaged within a small area 
around its corresponding retinal location in the other eye. These ranges are referred to as Panum’s 
fusional area (PFA) and they serve as a buffer zone to eliminate diplopia for small disparities near 
the horopter. PFA allows for the persistence of single binocular vision in the presence of constant 
changes in retinal image disparity caused by various oculomotor disturbances. For example, consid-
erable errors of binocular alignment (>15 arc min) may occur during eye tracking of dynamic depth 
produced either by object motion or by head and body movements.32 Stereopsis could exist without 
singleness but the double images near the fixation plane would be a distraction. The depth of focus 
of the human eye serves a similar function. Objects that are nearly conjugate to the retina appear as 
clear as objects focused precisely on the retina. The buffer for the optics of the eye is much larger 
than the buffer for binocular fusion. The depth of focus of the eye is approximately 0.75 D. Panum’s 
area, expressed in equivalent units, is only 0.08 meter angles or approximately one tenth the mag-
nitude of the depth of focus. Thus we are more tolerant of focus errors than we are of convergence 
errors.

Fusion is only possible when images have similar size, shape, and contrast polarity. This similarity 
ensures that we only combine images that belong to the same object in space. Natural scenes contain 
many objects that are at a wide range of distances from the plane of fixation. Some information is 
coherent, such as images formed within Panum’s fusional areas. Some information is fragmented, 
such as partially occluded regions of space resulting in visibility to only one eye. Finally, some infor-
mation is uncorrelated because it is either ambiguous or in conflict with other information, such 
as the superposition of separate diplopic images arising from objects seen by both eyes behind or 
in front of the plane of fixation. One objective of the visual system is to preserve as much informa-
tion from all three sources as possible to make inferences about objective space without introducing 
ambiguity or confusion of space perception. In some circumstances conflicts between the two eyes 
are so great that conflicting percepts are seen alternately every 4 s (binocular rivalry suppression) or 
in some cases one image is permanently suppressed such as when you look through a telescope with 
one eye while the other remains open. The view through the telescope tends to dominate over the 
view of the background seen by the other eye. For example, the two ocular images may have unequal 
clarity or blur such as in asymmetric convergence, or large unfusable disparities originating from tar-
gets behind or in front of the fixation plane may appear overlapped with other large diplopic images. 
Fortunately, when dissimilar images are formed within a fusable range of disparity that perception of 
the conflicting images is suppressed.

Four classes of stimuli evoke what appear to be different mechanisms of interocular suppression. 
The first is unequal contrast or blur of the two retinal images which causes interocular blur suppres-
sion. The second is physiologically diplopic images of targets in front or behind the singleness horopter 
which result in suspension of one of the redundant images.33 The third is targets of different shape 
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presented in identical visual directions. Different size and shape result an alternating appearance of 
the two images referred to as either binocular retinal rivalry or percept rivalry suppression. The fourth 
is partial occlusion that obstructs the view of one eye such that the portions of the background are 
only seen by the unoccluded eye and the overlapping region of the occluder that is imaged in the other 
eye is permanently suppressed. 

13.3 DISTORTION OF SPACE BY MONOCULAR 
MAGNIFICATION

The magnification and translation of images caused by optical aids will distort certain cues used for 
space perception while leaving other cues unaffected. This will result in cue misrepresentation of 
space as well as cue conflicts that will produce errors of several features of space perception. These 
include percepts of direction, distance, trajectory or path of external moving targets, heading and 
self-motion estimates, as well as shape and orientation (curvature, slant, and tilt) of external objects. 
Fortunately, if the optical distortions are long standing, the visual system can adapt and make cor-
rections to their contributions to space perception. 

Magnification and Perspective Distortion

Most optical systems magnify or minify images, and this can produce errors in perceived direction. 
When objects are viewed through a point other than the optical center of a lens, they appear dis-
placed from their true direction. This is referred to as a prismatic displacement. Magnification will 
influence most of the monocular cues mentioned above except overlap. Magnification will produce 
errors in perceived distance and produce conflicts with cues of texture density and linear perspec-
tive. For example, the retinal image of a circle lying on a horizontal ground plane has an elliptical 
shape when viewed at a remote distance, and a more circular shape when viewed from a shorter dis-
tance. When a remote circle is viewed through a telescope, the uniformly magnified image appears to 
be closer and squashed in the vertical direction to form an ellipse (shape distortion). Uniform mag-
nification also distorts texture-spacing gradients such that the ground plane containing the texture 
is perceived as inclined or tilted upward toward vertical. Normally, the change in texture gradient 
is greatest for near objects (Fig. 7). When a distant object is magnified, it appears nearer but its low 
texture density gradient is consistent with a plane inclined toward the vertical. Magnification also 
affects slant derived from perspective cues in the same way. For this reason, a tiled rooftop appears 
to have a steeper pitch when viewed through binoculars or a telescope, the pitcher-to-batter distance 
appears reduced in telephoto view from the outfield, and the spectators may appear larger than the 
players in front of them in telephoto lens shots. 

Magnification and Stereopsis

Magnification increases both retinal image disparity and image size. The increased disparity stimu-
lates greater stereo depth while increased size stimulates reduced perceived viewing distance.34 Greater 
disparity will increase perceived depth while reduced perceived viewing distance will scale depth to a 
smaller value. Because stereoscopic depth from disparity varies with the square of viewing distance, 
the perceptual reduction of viewing distance will dominate the influence of magnification on ste-
reoscopic depth. Thus, perceived depth intervals sensed stereoscopically from retinal image disparity 
appears smaller with magnified images because depth derived from binocular retinal image dispar-
ity is scaled by the square of perceived viewing distance. Objects appear as flat surfaces with relative 
depth but without thickness. This perceptual distortion is referred to as cardboarding. Most binocular 
optical systems compensate for this reduction in stereopsis by increasing the baseline or separation 
of the two ocular objectives. For example, the prism design of binoculars folds the optical path into 
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a compact package and also expands the distance between the objective lenses creating an expanded 
interpupillary distance (telestereoscope). This increase of effective separation between the two eyes’ 
views exaggerates disparity and objects can appear in hyperstereoscopic depth if it exceeds the depth 
reduction caused by perceived reductions in viewing distance. The depth can be predicted from the 
formula in the preceding section that computes disparity from viewing distance, interpupillary dis-
tance, and physical linear depth interval.

Magnification and Motion Parallax—Heading

Magnification will produce errors in percepts derived from motion cues. Motion will be exaggerated 
by magnification and perceived distance will be shortened. As with binocular disparity, depth associ-
ated with motion parallax will be underestimated by the influence of magnification on perceived dis-
tance. Heading judgments in which gaze is directed away from the heading direction will be in error 
by the amount the angle of eccentric gaze is magnified. Thus if your car is headed north and your 
gaze is shifted 5° to the left, heading errors will be the percentage the 5° gaze shift is magnified by 
the optical system and you will sense a path that is northeast. Heading judgments that are constantly 

(c)(a)

(b)

FIGURE 7 Texture gradients. The tilt of a surface is the direction in which it is slanted away from 
the gaze normal of the observer. (a) If the surface bears a uniform texture, the projection of the axis 
of tilt in the image indicates the direction in which the local density of the textures varies most, or, 
equivalently, it is perpendicular to the direction that the texture elements are most uniformly distrib-
uted (dotted rectangle). Either technique can be used to recover the tilt axis, as illustrated. Interestingly, 
however, the tilt axis in situations like (b) can probably be recovered most accurately using the second 
method, i.e., searching for the line that is intersected by the perspective lines at equal intervals. This 
method is illustrated in (c). (Reprinted by permission from Stevens.35)
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changing, such as along a curved path, might be affected in a similar way, if the gaze lags behind the 
changing path of the vehicle. In this case, changes of perceived heading along the curved path would 
be exaggerated by the magnifier. Unequal magnification of the two retinal images in anisometropia 
will cause errors in sensing the direction of motion in depth by changing the amplitude ratio of the 
two moving images. 

Bifocal Jump

Most bifocal corrections have separate optical centers for the distance lens and the near addition. 
One consequence is that objects appear to change their direction or jump as the visual axis crosses 
the top line of the bifocal segment (Fig. 8). This bifocal jump occurs because prism is introduced as the 
eye rotates downward behind the lens away from the center of the distance correction and enters 
the bifocal segment. When the visual axis enters the optical zone of the bifocal, a new prismatic dis-
placement is produced by the displacement of the visual axis from the optical center of the bifocal 
addition. All bifocal additions are positive so that the prismatic effect is always the same; objects in 
the upper part of the bifocal appear displaced upward compared to views just above the bifocal. This 
results in bifocal jump. A consequence of bifocal jump is that a region of space seen near the upper 
edge of the bifocal is not visible. It has been displaced out of the field of view by the vertical pris-
matic effect of the bifocal. The invisible or missing part of the visual field equals the prismatic jump 
which can be calculated from Prentice’s rule [distance (cm) between the upper edge and center of 
the bifocal times the power of the add]. Thus for a 2.5-D bifocal add with a top to center distance of 
0.8 cm, approximately 1° of the visual field is obscured by bifocal jump. This loss may seem minor; 
however, it is very conspicuous when paying attention to the ground plane while walking. There is 
a clear horizontal line of discontinuity that is exaggerated by the unequal speed of optic flow above 
and below the bifocal boundary. Optic flow is exaggerated by the magnification of the positive bifocal 

Bifocal
segment

Area of jump

FIGURE 8 Jump figure. The missing region of the visual field occurs 
at the top edge of the bifocal segment as a result of prism jump.
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segment. It can produce errors of estimated walking speed and some confusion if you attend to the 
ground plane in the lower field while navigating toward objects in the upper field. This can be a dif-
ficult problem when performing such tasks as walking down steps. It is best dealt with by maintain-
ing the gaze well above the bifocal segment while walking, which means that the user is not looking 
at the ground plane in the immediate vicinity of the feet. Some bifocal designs eliminate jump by 
making the pole of the bifocal and distance portion of the lens concentric. The bifocal line starts 
at the optical centers of both lenses. This correction always produces some vertical displacement of 
the visual field since the eyes rarely look through the optical center of the lens; however, there is no 
jump. 

Discrepant Views of Objects and Their Images

Translation errors in viewing a scene can lead to errors in space perception. A common problem 
related to this topic is the interpretation of distance and orientation of objects seen on video dis-
plays or in photographs. The problem arises from discrepancies between the camera’s vantage point 
with respect to a 3-D scene, and the station point of the observer who is viewing the 2-D projected 
image after it has been transformed by the optics of the camera lens. Errors of observer distance and 
tilt of the picture plane contribute to perceptual errors of perspective distortion, magnification, and 
texture density gradients expected from the station point. The station point represents the position 
of the observer with respect to the view plane or projected images. To see the picture in the correct 
perspective, the station point should be the same as the location of the camera lens with respect 
to the film plane. Two violations of these requirements are errors in viewing distance and transla-
tion errors (i.e., horizontal or vertical displacements). Tilt of the view screen can be decomposed 
into errors of distance and translation errors. In the case of the photograph, the correct distance for 
the station point is the camera lens focal length multiplied by the enlargement scaling factor. Thus, 
when a 35-mm negative taken through a 55-mm lens is enlarged 7 times to a 10-in print, it should 
be viewed at a distance of 38.5 cm or 15 in (7 × 5.5 cm). 

13.4 DISTORTION OF SPACE PERCEPTION FROM 
INTEROCULAR ANISO-MAGNIFICATION 
(UNEQUAL BINOCULAR MAGNIFICATION)

Optical devices that magnify images unequally or translate images unequally in the two eyes produce 
errors of stereoscopic depth and perceived direction as well as eye alignment errors that the ocu-
lomotor system is not accustomed to correcting. If these sensory and motor errors are longstand-
ing, the visual system adapts perceptual and motor responses to restore normal visual performance. 
Patients who receive optical corrections that have unequal binocular magnification will adapt space 
percepts in 10 days to 2 weeks.

Lenses and Prisms Magnification produced by lenses is uniform compared to the nonuniform 
magnification produced by prisms, where the magnification increases toward the apex of the prism. 
Uniform magnification differences between the horizontal meridians of the two eyes produce errors 
in perceived surface tilt about a vertical axis (geometric effect). A frontoparallel surface appears to 
face the eye with the more magnified image. This effect is offset by vertical magnification of one 
ocular image that causes a frontoparallel surface to appear to face the eye with the less magnified 
image. Thus perceptual errors of surface tilt occur mainly when magnification is greater in the hori-
zontal or vertical meridian. These meridional magnifiers are produced by cylindrical corrections for 
astigmatism. Nonuniform magnification caused by horizontal prism such as base-out or base-in 
(Fig. 5), cause surfaces to appear more concave or convex, respectively. Finally, cylindrical correc-
tions for astigmatism cause scissor or rotational distortion of line orientations (Fig. 9). When the 
axes of astigmatism are not parallel in the two eyes, cyclodisparities are introduced. These disparities 
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produce slant errors and cause surfaces to appear inclinated or declinated. These spatial depth dis-
tortions are adapted to readily so that space appears veridical; however, some people are unable to 
cope with the size differences of the two eyes and suffer from an anomaly referred to as aniseikonia. 
While aniseikonic errors are tolerated by many individuals, they are subject of spatial distortions 
which, in given situations, may cause meaningful problems.

Aniseikonia

Unequal size of the two retinal images in anisometropia can precipitate a pathological mismatch 
in perceived size of the two ocular images (aniseikonia). Aniseikonia is defined as a relative dif-
ference in perceived size and/or shape of the two ocular images. Most difficulty with aniseikonia 
occurs when anisometropia is corrected optically with spectacles. Patients experience a broad range 
of symptoms including spatial disorientation, depth distortion, diplopia, vertigo, and asthenopia. 
These symptoms result from several disturbances including spatial distortion and interference with 
binocular sensory and motor fusion.

Two optical distortions produced by spectacle corrections of anisometropia are called axial and 
lateral aniseikonia. Axial aniseikonia describes size distortions produced by differences in the magni-
fication at the optical centers of ophthalmic spectacle corrections for anisometropia. The magnifica-
tion difference produced by the spectacle correction depends in part on the origin of the refractive 
error. Retinal images in the uncorrected axial and refractive ametropias are not the same. In axial 
myopia, the uncorrected retinal image of the elongated eye is larger than that of an emmetropic eye 
of similar refractive power. An uncorrected refractive myope has a blurred image of similar size to an 
emmetropic eye with the same axial length. Knapp’s law states that image size in an axial ametropic 
eye can be changed to equal the image size in an emmetropic eye having the same refractive power 
by placing the ophthalmic correction at the anterior focal plane of the eye. The anterior focal plane 
of the eye is usually considered to correspond approximately to the spectacle plane. However, this is 
only a very general approximation. The anterior focal point will vary with power of the eye and in 
anisometropia, it will be unequal for the two eyes. Assuming the anterior focal point is the spectacle 
plane, then the abnormally large image of an uncorrected axial-myopic eye can be reduced to near 
normal with a spectacle correction, whereas a contact lens correction would leave the retinal image of 
the myopic eye enlarged. If the ametropia is refractive in nature (i.e., not axial), then the uncorrected 
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FIGURE 9 Magnification ellipse. Meridional magnification of images in the two eyes in oblique 
meridians cause “scissors” or rotary deviations of images of vertical (and horizontal) lines and affect 
stereoscopic spatial localization in a characteristic manner. (Reprinted from Ogle and Boder.36)
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retinal images are equal in size and a contact lens correction will produce less change in image size 
than a spectacle correction. If the refractive myope is corrected with spectacles, the retinal image 
becomes smaller than that in an emmetropic eye of similar refractive power. This change in image size 
of refractive anisometropes corrected with spectacle lenses is one of several factors leading to ocular 
discomfort in aniseikonia.

Paradoxically, spectacle correction of axial myopes often produces too drastic a reduction in ocu-
lar image size. The ocular image of the axially myopic eye, corrected with spectacle lenses, appears 
smaller than that of the less ametropic eye in anisometropia.37–42 As mentioned earlier, ocular image 
size depends not only upon retinal image size but also upon the neural factor.22 For example, in cases 
of axial myopia, the elongation of the eye produces stretching of the retina and pigment epithelium. 
Accordingly, retinal images of normal size occupy a smaller proportion of the stretched retina than 
they would in a retina with normal retinal element density. Indeed, anisometropes with axial myopia 
report minification of the ocular image in their more myopic eye after the retinal images have been 
matched in size.41,43,44 Thus, in the uncorrected state, myopic anisometropic individuals have optical 
magnification and neural minification. As a result, a spectacle correction would overcompensate for 
differential size of ocular images. 

Surprisingly, not all patients with a significant amount of aniseikonia (4 to 6%) complain of symp-
toms. This could be due in part to suppression of one ocular image. However, normally we are able 
to fuse large size differences up to 15 percent of extended targets.45 Sinusoidal gratings in the range 
from 1 to 5 cpd can be fused with grating differing in spatial frequency by 20 to 40 percent46–48 and 
narrow band pass filtered bars can be fused with 100- to 400-percent difference in interocular size.49,50 
These enormous size differences demonstrate the remarkable ability of the visual system to fuse large 
size differences in axial aniseikonia. However, in practice, it is difficult to sustain fusion and stereopsis 
with greater than 8- to 10-percent binocular image size difference.

With extended targets, magnification produces an additional lateral displacement due to cumula-
tive effects such that nonaxial images are enlarged and imaged on noncorresponding points. Given 
our tolerances for axial disparity gradients in size, it appears that most of the difficulty encountered in 
aniseikonia is lateral. Von Rohr51 and Erggelet52 considered this prismatic effect as the most important 
cause of symptomatic discomfort in optically induced aniseikonia. 

Differential magnification of the two eyes images can be described as a single constant; however, 
the magnitude of binocular-position disparity increases proportionally with the eccentricity that an 
object is viewed from the center of a spectacle lens. Prentice’s rule approximates this prismatic dis-
placement from the product of distance from the optical center of the lens in centimeters and the 
dioptric power of the lens. In cases of ansiometropia corrected with spectacle lenses, this prismatic 
effect produces binocular disparity along the meridian of eccentric gaze. When these disparities are 
horizontal they result in distortions of stereoscopic depth localization, and when they are vertical, they 
can produce diplopia and eye strain. Fortunately, there is an increasing tolerance for disparity in the 
periphery provided by an increase in the binocular sensory fusion range with retinal eccentricity.22 
In cases of high anisometropia, such as encountered in monocular aphakia, spectacle corrections 
can cause diplopia near the central optical zone of the correction lens. In bilateral aphakia, wearing 
glasses or contact lenses does not interfere with the normal motor or sensory fusion range to hori-
zontal disparity; however, stereothresholds are elevated.53 In unilateral aphakia, contact lenses and 
intraocular lens implants support a normal motor fusion range; however, stereopsis is far superior 
with the interocular lens implants.53 Tolerance of size difference errors varies greatly with individuals 
and their work tasks. Some may tolerate 6 to 8 percent errors while others may complain with only 
0.25- to 0.5-percent errors.

Interocular Blur Suppression with Anisometropia

There is a wide variety of natural conditions that present the eyes with unequal image contrast. 
These conditions include naturally occurring anisometropia, unequal amplitudes of accommoda-
tion, and asymmetric convergence on targets that are closer to one eye than the other. This blur can 
be eliminated in part by a limited degree of differential accommodation of the two eyes54 and by 
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interocular suppression of the blur. The latter mechanism is particularly helpful for a type of contact 
lens patient who can no longer accommodate (presbyopes) and prefer to wear a near contact lens
correction over one eye and a far correction over the other (monovision) rather than wearing bifo-
cal spectacles. For most people (66%), all of these conditions result in clear, nonblurred, binocular 
percepts with a retention of stereopsis55 albeit with the stereothreshold elevated by approximately 
a factor of two. Interocular blur suppression is reduced for high contrast targets composed of high 
spatial frequencies.55 There is an interaction between interocular blur suppression and binocular 
rivalry suppression. Measures of binocular rivalry reveal a form of eye dominance defined as the eye 
that is suppressed least when viewing dichoptic forms of different shape. When the dominant eye 
for rivalry and aiming or sighting is the same, interocular suppression is more effective than when 
dominance for sighting and rivalry are crossed (i.e., in different eyes).56

When the contrast of the two eyes’ stimuli is reduced unequally, stereoacuity is reduced more 
than if the contrast of both targets is reduced equally. Lowering the contrast in one eye reduces stereo 
acuity twice as much as when contrast is lowered in both eyes. This contrast paradox only occurs for 
stereopsis and is not observed for other disparity-based phenomenon including binocular sensory 
fusion. The contrast paradox occurs mainly with low spatial frequency stimuli (<2.0 cycles/degree). 
Contrast reduction caused by lens defocus is greater at high spatial frequencies, and perhaps this is 
why stereopsis is able to persist in the presence of interocular blur caused by anisometropia.

13.5 DISTORTIONS OF SPACE FROM 
CONVERGENCE RESPONSES TO PRISM

Horizontal vergence responses to prism influence estimates of viewing distance.24,57–59 The result-
ing errors in perceived distance will influence depth percepts that are scaled by perceived viewing 
distance such as stereopsis and motion parallax. Time of arrival or contact with external objects can 
be estimated from the distance to contact divided by the speed of approach. If distance is underes-
timated while wearing convergent or base-out (temporal) prism, then time to contact, computed 
from velocity and distance, will also be underestimated. In addition, prism stimuli to convergence 
will produce conflicts in distance estimates from vergence and retinal image size. When vergence 
responds to prism, retinal image size remains constant instead of increasing as it would in response 
to real changes in viewing distance. The conflict is resolved by a perceived decrease in perceived size. 
This illusion is referred to as convergence micropsia. An average magnitude of shrinkage is 25 percent 
for an accommodation and convergence increase equivalent to 5 D or 5 meter angles.60 Very large 
prism stimuli to vergence present major conflicts between the fixed stimulus to accommodation 
and the new vergence stimulus. The oculomotor system compromises by partially responding to the 
vergence stimulus. If physical size of a target in a virtual display has been adjusted to correspond 
to an expected full vergence response, (increase retinal image size with convergence stimuli), but 
a smaller vergence response actually occurs, the perceptual compensation for size is based on the 
smaller vergence response. As a result, a paradoxical increase of perceived size accompanies conver-
gence (convergence macropsia).61–63 The incompletely fused images are perceived at the distance of 
convergence alignment of the eyes rather than at the intended distance specified by physical size and 
disparity. Thus, aniseikonic and anisophoric differences in the two eyes, which are made worse by 
anisometropia, can cause difficulty when performing binocular tasks associated with the use of optical 
instruments. 

13.6 EYE MOVEMENTS

There are two general categories of eye movements. One class stabilizes the motion of the retinal 
image generated by our own body and head movements and the other class stabilizes the retinal 
image of an object moving in space. In the former case, the whole retinal image is moving in unison 
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whereas in the latter case only the retinal image of the moving object moves relative to the stationary 
background and when that image is tracked it remains stabilized on the fovea during target inspec-
tion. In all, there are five types of eye movements (VOR, OKN, saccades, pursuits, and vergence) and 
they are classified as either stabilizing or tracking movements. 

Two classes of reflex eye movements perform the image stabilization task. The first class of stabi-
lizing eye movement compensates for brief head and body rotation and is called the vestibulo-ocular 
reflex (VOR). During head movements in any direction, the semicircular canals of the vestibular 
labyrinth signal how fast the head is rotating and the oculomotor system responds reflexively to 
this signal by rotating the eyes in an equal and opposite rotation. During head rotation, this reflex 
keeps the line of sight fixed in space and visual images stationary on the retina. Body rotation in 
darkness causes a repetitious sequence of eye movements which move the line of sight slowly in the 
direction opposite to head rotation (slow phase) followed by a rapid (saccadic) movement in the 
direction the head moves (fast phase). This reflex is almost always active and without it we would 
be unable to see much of anything due to constant smear of the retinal image. The vestibulo-ocular 
reflex is extremely accurate for active head motion because it has an adaptive plasticity that makes it 
easily calibrated in response to altered visual feedback.64,65 The VOR may be inhibited or suppressed 
by the visual fixation mechanism66 as a result of the system’s attempt to recalibrate to the head-
stationary image.

Optokinetic reflex is an ocular following response that stabilizes whole field motion when we 
move about in a visual scene. Unlike the vestibulo-ocular reflex, this optokinetic reflex requires a vis-
ible retinal image whereas the vestibulo-ocular reflex operates in total darkness. Rotation or transla-
tion of the visual field causes the eyes to execute a slow following and fast reset phase sequence of eye 
movements that have the same pattern as the VOR. The optokinetic reflex supplements the vestibulo-
ocular reflex in several ways. The vestibulo-ocular reflex responds to acceleration and deceleration 
of the head but not to constant velocity. In contrast, optokinetic reflex responds to constant retinal 
image velocity caused by constant body rotation or translation. The vestibulo-ocular reflex controls 
initial image stabilization and optokinetic reflex maintains the stabilization.

Tracking eye movements place the retinal image of the object of regard on the fovea and keep 
it there, even if the object moves in space. The class of eye movements that places the image on the 
fovea is called a saccade. This is a very fast eye movement that shifts the image in a step-like motion. 
Saccades can be made voluntarily, in response to visual, tactile, and auditory stimuli, and even in 
darkness to willed directions of gaze. Their chief characteristic is they are fast, reaching velocities 
of nearly 1000 deg/s. Once the target is on the fovea, slow following eye movements called pursuits 
maintain the image of the target on the fovea. They can keep images stabilized that are formed of 
objects moving as fast as 30 deg/s in humans. Generally, pursuits cannot be made voluntarily in the 
absence of a visual moving stimulus. However, they can respond to a moving sound or tactile sensation 
in darkness.

13.7 COORDINATION AND ALIGNMENT 
OF THE TWO EYES

If you observe the motion of the two eyes, you will notice that they either move in the same or oppo-
site direction.  When they move in the same direction they are said to be yoked, or conjugate, like a 
team of horses.  These are also called version movements. At other times the eyes move in opposite 
directions, especially when we converge from far to near. These are called disjunctive or vergence 
movements. Both conjugate and disjunctive movements can be either fast or slow depending if the 
eyes are shifting fixation or maintaining foveation (stable fixation) of a target. A century ago, Ewald 
Hering described the movements of the two eyes as equal and symmetrical (Hering’s law). Our eyes 
are yoked when we are born but the yoking can be modified in response to anisometropic spectacles 
that produce unequal image sizes and require us to make unequal eye movements to see bifove-
ally. This image inequality leads to the binocular anomalies of aniseikonia (unequal perceived image 
size) and anisophoria (noncomitant phoria or a phoria that varies with direction of gaze).
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Targets are brought into alignment with corresponding points by movements of the eyes in oppo-
site directions. These vergence movements have 3° of freedom (horizontal, vertical, and torsional). 
Horizontal vergence can rotate the eyes temporalward (divergence) or nasalward (convergence). Since 
near targets only require convergence of the eyes, there is a limited need for divergence other than to 
overcome postural errors of the eyes. Consequently, the range of divergence is less than half the range 
of convergence. The eyes are able to diverge approximately 4° and converge approximately 8 to 12° in 
response to disparity while focusing accurately on a target at a fixed viewing distance. Vergence move-
ments serve the same function as conjugate movements of the eyes which is to preserve the alignment 
of the two retinal images on corresponding retinal points. Vergence is required when changing viewing 
distance, whereas versions accomplish the task when changing direction of gaze.

The stimulus to vergence depends upon both the viewing distance and the distance between the 
two eyes (interpupillary distance). It is equal to the angle subtended by a target in space at the entrance 
pupils of the two eyes (binocular parallax). As will be described in Sec. 13.9, “Prism-Induced Errors of 
Eye Alignment,” the stimulus to vergence can be changed by stimulating accommodation with lenses, 
or changing disparity (binocular parallax) with prisms. The exact stimulus value of lenses and prisms 
to vergence depends upon the placement of the prism relative to the eye and this relationship will be 
described in Sec. 13.8, “Effects of Lenses and Prism on Vergence and Phoria.” Vergence is measured in 
degrees of ocular rotation and prism diopters. The meter angle is also used in order to get a comparable 
metric for accommodation and convergence. Meter angles equal the reciprocal of the viewing distance 
in meters, and the value is approximately equal to the accommodative stimulus in diopters.

 MA
target distance in meters

= 1

Meter angles (MA) can be converted into prism diopters simply by multiplying MA by the inter-
pupillary distance (IPD) in cm. Prism diopters equal the 100 tan vergence angle in degrees. Vergence 
eye movements respond to four classes of stimuli described nearly a century ago by Maddox.

Intrinsic Stimuli to Vergence

There are four classes of stimuli to align the eyes with horizontal vergence at various viewing dis-
tances. The first is an intrinsic innervation that develops postnatally. During the first 6 weeks of life, 
our eyes diverge during sleep. This divergence posture is known as the anatomical position of rest 
and it represents the vergence angle in the absence of any innervation. As we develop during the first 
1.5 months of life, the resting vergence angle is reduced to nearly zero by the development of tonic 
vergence which reduces the resting position from the anatomical position of rest to the physiological 
position of rest. The anatomical position of rest refers to eye alignment in the absence of all inner-
vation, such as in deep anesthesia. The physiological position of rest refers to the angle that vergence 
assumes when we are awake and alert, in the absence of any stimulus to accommodation or binocu-
lar fusion or perceived distance. Usually, this physiological position of rest differs from the vergence 
demand, (i.e., the amount of vergence needed to fuse a distance target). The discrepancy between 
the vergence demand at a far viewing distance and the physiological position of rest is called the 
phoria. The phoria is an error of binocular alignment, but the error is only manifest during mon-
ocular viewing or any condition that disrupts binocular vision. If binocular vision is allowed (not 
disrupted) other components of vergence reduce the error nearly to zero. Adaptation of the phoria 
continually calibrates eye alignment and keeps the phoria constant throughout life. 

There are two components of phoria adaptation that compensate for eye misalignment. One is 
a conjugate process that is called prism adaptation and it refers to our ability to adjust our phoria 
in response to a uniform prism. This prism is constant throughout the visual field and it produces a 
conjugate change in phoria in all directions of gaze. The conjugate adaptation is very rapid and can be 
completed in several minutes in a normal patient. The eyes are able to adapt horizontal vergence several 
degrees over a 1 h time span and larger amounts for unlimited adaptation periods. The slow-anomalous 
fusional movements reported by Bagolini67 for strabismus patients are similar in time course to adaptive 
responses to prism and they indicate that the potential range of adaptation must exceed 10°.
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The second component of phoria adaptation is a nonconjugate process that adjusts the phoria 
separately for each direction and distance of gaze. For example, anisometropic spectacle corrections 
disrupt the normal alignment pattern needed for fusion. A person wearing a plus (converging) lens 
over the right eye needs to over converge in left gaze and over diverge in right gaze. Our oculomotor 
system is able to make these noncomitant adjustments such that the phoria varies with direction and 
distance of gaze consistent to compensate for the problems encountered with anisometropic spec-
tacle corrections. This disconjugate adaptation occurs in a matter of hours and it persists when the 
spectacle lenses are removed. It provides a means to align the eyes without retinal cues of binocular 
disparity. The adapted variations of phoria are guided by a synergistic link with the eye positions in 
which they were learned. For example when an anisometropic person first wears a plus lens spectacle 
over the right eye, the right eye is hypophoric in upgaze and hyperphoric in downgaze. After wearing 
this spectacle correction for several hours the vergence errors are adapted to so that there is no longer 
a phoria or vergence error while wearing the spectacles. However, when the spectacles are removed, 
the right eye is hyperphoric in upgaze and hypophoric in downgaze. This demonstrates a synergistic 
link between vertical eye position and vertical phoria where eye position guides the vertical vergence 
alignment of the two eyes, even when only one eye is open and the other is occluded.

Binocular Parallax

Horizontal vergence also responds to misalignment of similar images from corresponding retinal 
points (retinal image disparity). It reduces the disparity to a value within Panum’s fusional area and 
causes images to appear fused or single. This fusional or disparity vergence is analogous to optical 
reflex accommodation. It serves as a rapid fine adjustment mechanism that holds or maintains fixa-
tion of a given target and corrects for minor changes of disparity caused by small movements of the 
head or the target being inspected. It has a range of approximately 3° of convergence and divergence. 
Rapid adaptations of the phoria account for increased ranges of fusion in response to disparity. 

Vertical and cyclovergence eye movements also respond to binocular disparity. Vertical vergence 
can rotate one eye up or down relative to the other eye (skew movements) over a range of 2°. These 
movements respond to vertical disparity that is always associated with near targets in tertiary direc-
tions of gaze (targets at oblique eccentricities). Vertical disparity is a consequence of spatial geometry. 
Tertiary targets are closer to one eye than the other so that they subtend unequal image sizes in the 
two eyes. Unequal vertical eccentricities resulting from unequal image magnification requires a verti-
cal vergence to align tertiary targets onto corresponding retinal regions. At near distances greater than 
10 in, vertical disparities are very small and only require a limited range of movement. 

Torsional or cyclovergence can twist one eye about its visual axis relative to the orientation of the 
other eye. Normally, torsional vergence keeps the horizontal meridians of the retinas aligned when the 
eyes are converged on a near target in the upper or lower visual field. Torsional vergence stimulated by 
cyclodisparities is limited to a range of approximately 10°. Like vertical vergence, torsional vergence 
responds to unequal orientations or torsional disparities that result from the perspective distortions 
of near targets viewed by the two eyes. Ocular torsion is mainly stimulated by lateral head roll and 
amounts to approximately 10 percent of the amount of head roll, up to a maximum of 6° (60° head 
roll). The head roll can produce vertical disparities of the near fixation targets if the eyes are not accu-
rately converged. With the head tilted toward the right shoulder, a divergence fixation error can cause 
the right eye to be depressed from the target and a convergence fixation error will cause the right eye 
to be elevated with respect to the fixation target. However, no vertical fixation errors result from head 
roll if the eyes are accurately converged on the fixation target.

Defocus and Efforts to Clear Vision

Stimulation of either convergence or accommodation causes synergistic changes in convergence, 
accommodation, and pupil size. This synergy is called the near triad. During monocular occlusion, 
when the eyes focus from optical infinity to 1 m (1 D) they converge approximately 2 to 3° without 
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disparity cues. This accommodative/vergence response brings the eyes into approximate binocu-
lar alignment, and any residual alignment errors produce binocular disparity that is corrected by 
fusional vergence. The activation of convergence when accommodation is stimulated while one eye 
is covered is called accommodative vergence. The gain or strength of this interaction is called the 
accommodative convergence/accommodation (AC/A) ratio which describes the amount of conver-
gence activated per diopter of accommodation. Similarly, if convergence is stimulated while wearing 
pinhole pupils, accommodation also responds without blur cues. This reflex is called convergence 
accommodation and the gain or strength of this interaction is the convergence-accommodation/ 
convergence (CA/C) ratio. Normally these ratios are tuned appropriately for the geometry of our 
eye separation so that efforts of either accommodation or convergence bring the eyes into focus 
and alignment at nearly the same viewing distance. Occasionally, because of uncorrected refractive 
errors, or large abnormal phorias, or because of optical distortions caused by instruments, there is 
an imbalance of accommodation and vergence causing them to respond to different distances. The 
mismatch may result in fatigue and associated symptoms if the visual task is extended. The resulting 
mismatch needs to be corrected by fusional vergence and optical reflex accommodation. If the mis-
match is beyond the range of the compensation, then vision remains blurred or double. 

Variations of Cross-Coupling with Direction 
and Distance of Gaze

In straight-ahead gaze (zero azimuth), targets in the midsagittal plane produce equal magnitudes 
of disparity and defocus when they are expressed in meter angles [MA = 1/viewing distance (m) 
and diopters (D = 1/viewing distance (m)] respectively. However, when targets are viewed in asym-
metric vergence [i.e., with some combination of horizontal version (azimuth) and vergence], conflicts 
arise between stimuli for accommodation and convergence as a consequence of 3-D spatial geometry. 
Figure 10 compares a plan view of the isoaccommodation circle to the isovergence circle. The isoac-
commodation circle describes the locus of points that subtend a constant average accommodation 
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FIGURE 10 Diagram showing isovergence circle (large com-
plete circle), isoaccommodation circle (shown as an arc) and various 
azimuth angles. The two small circles represent the right and the left 
eye. The point A in the figure represents the spatial location that cor-
responds to matched stimuli for accommodation and convergence. 
a = vergence angle at point A (angle made by the intersection of two 
lines of sight), b = vergence angle at point B, and a = b along the iso-
vergence circle. g = lateral gaze angle. Note that at point D on the iso-
accommodation circle, the convergence and accommodation demand 
is lower than at point B.
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stimulus to the two eyes with increasing azimuth. This circle has a radius equal to the viewing dis-
tance from the cyclopean eye to the object of regard in any horizontal direction of gaze lying in a 
common visual plane. The isovergence circle passes through the fixation point and two centers of 
eye rotation.68 Its distance to the cyclopean eye varies with both viewing distance and direction of 
gaze (azimuth). The circle has a radius equal to the interpupillary distance (PD) divided by twice the 
sine of the angle of convergence (theta). 

Isovergence radius
PD=

∗2 sinθ

The only spatial location that corresponds to matched stimuli for accommodation and conver-
gence is straight ahead where these two circles intersect (Fig. 10). For points lying to the left or right, 
the stimulus to accommodation is always greater than the stimulus to convergence. This conflict 
is resolved by having the normal cross-link interaction between accommodative-convergence and 
accommodation (AC/A ratio) set for an ideal value for 50° azimuth.69 This low ratio results in a small 
divergence error of vergence at lesser azimuths that is easily overcome with fusional convergence. 
The normal convergence accommodation/convergence interaction (CA/C ratio) is ideal for straight 
ahead. This produces a lag of accommodation in small lag of accommodation that increases with gaze 
eccentricity.

Perceived Distance

The eyes align and focus in response to perceived distance. The term proximal refers to perceived 
distance. Perceived distance is classified as a spatiotopic cue because it results in a conscious percept 
of distance and direction. Our perception of space is made up of an infinite number of different 
targets in different directions and distances. Our eyes can only select and fuse one of these target 
configurations at a time. One of the main tasks of the oculomotor system is to select one fixation 
target from many alternatives. This selection process usually results in a shift of binocular fixation 
from one distance and direction to another. Proximal vergence serves as a course adjustment mech-
anism and accounts for nearly 100 percent of the eye movement when gaze shifts are too large for 
us to sense them from blur and disparity. We perform these large gaze shifts without needing to 
see the new intended target clearly or even with both eyes.70 We only need to have an estimate of 
target location using monocular cues for distance and direction. The majority of binocular shifts in 
fixation are stimulated by proximal vergence. Once the shift has been made another component of 
vergence (fusional vergence) takes over to maintain the response at the new target location. Errors 
in perceived distance can result in errors of eye alignment and focus. Mislocalization of large print 
or symbols in a head mounted display, or of the distance of a microscope slide can cause the eyes to 
accommodate excessively and produce a blurred image of a target that is imaged at optical infinity. 

The Zone of Clear and Single Binocular Vision

These components of vergence add linearly to form a range of accommodative and disparity stim-
uli that the observer is able to respond to with single and clear binocular vision (Fig. 11).2 The 
range is determined by the convergence and divergence fusional vergence range from the resting 
phoria position, plus the linkage between accommodation and vergence described in the section on 
“Defocus and Efforts to Clear Vision” that increases with accommodative effort until the amplitude 
of accommodation is reached. Geometrically matched stimuli for convergence and accommodation 
that correspond to common viewing distances normally lie within this range of clear single binocu-
lar vision unless there is an alignment error such as an eye turn or strabismus. Mismatches between 
stimuli for accommodation and convergence produced by lenses or prisms or optical instruments 
can be compensated for as long as the combined stimuli for accommodation and convergence lie 
within this stimulus operating zone for binocular vision. The ability to respond to unmatched stimuli 
for convergence and accommodation does not result from decoupled independent responses of the 
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two systems. Accommodation and convergence always remain cross-coupled, but fusional vergence 
and optical reflex accommodation are able to make responses to overcome differences in phorias 
produced by accommodative vergence and prisms.

13.8 EFFECTS OF LENSES AND PRISM 
ON VERGENCE AND PHORIA

Errors of horizontal and vertical vergence can result from differences in the two ocular images 
caused by differential magnification and translation. Optical power differences will cause magnifica-
tion differences. Translation of the image is caused by prism or by decentration of the line of sight 
from the optical center of the lens system. 

Magnification-Induced Errors of Eye Alignment

Magnification of the ocular image is influenced by several factors including index of refraction, lens 
thickness, front surface power, overall power of the lens, and the ocular distance from the eyepiece. 
For a spectacle lens the magnification is described by the product of a shape factor and a power factor. 
Magnification described by the shape factor (Ms) equals 
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FIGURE 11 Figure of the ZCSBV. Schematic representation of the 
zone of clear single binocular vision in terms of five fundamental variables 
(amplitude of accommodation, distance phoria, AC/A ratio positive fusional 
convergence, negative fusional convergence).
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where F1 is the front surface power, t is the lens thickness in centimeters, n is the index of refraction, 
h is the distance of the spectacle plane from the cornea in centimeters, and Pv is the thin lens power. 
Percent angular magnification caused by the power factor is approximately 1.5 percent per diopter 
power. The percent magnification (M%) can be approximated by the following formula:22

M
F t

n P hv

% =
+

1

Differences between the lenses before the two eyes will produce image size differences, depending 
on the source of refractive error. Two basic sources are an abnormal axial length (axial ametropia) 
or abnormal corneal and lenticular power (refractive ametropia). Magnification differences between 
the two eyes caused by interocular differences in axial length can be eliminated largely by correcting 
axial errors with spectacle lenses located in the primary focal plane (the spectacle plane) and placing 
the lenses not too near to the eyes. Magnification differences between the two eyes caused by unequal 
powers of the two corneas can be prevented by correcting refractive errors with contact lenses instead 
of spectacle lenses (Knapp’s law). If Knapp’s law is violated by correcting a refractive myope with spec-
tacle lenses placed in the primary focal plane of the eye (16.67 mm), the myopic eye will have a smaller 
image than an emmetropic eye with a normal corneal power. Similarly, if an axial myope is corrected 
with a contact lens, the myopic eye will have a larger image than an emmetropic eye with a normal 
axial length. However, the perceived image size in axial refractive errors also depends on whether the 
retina is stretched in proportion to the axial length. If it is, then the contact lens correction for an axial 
ametrope would produce a perceived image size equal to that of an emmetropic eye with a normal 
axial length. This analysis only applies to perceived image size and it is an attempt to correct perceived 
image size differences between the two eyes (aniseikonia). However, it does not address the unequal 
ocular movements stimulated by anisometropic spectacle corrections (anisophoria) resulting, as 
described in Sec. 13.10 on gaze, from the separation of the entrance pupil and center of rotation. 

Anisophoria is defined by Friedenwald71 as a heterophoria which varies in magnitude with direc-
tion of gaze. It is produced by spectacle corrections for anisometropia independent of whether refrac-
tive errors are axial or refractive in nature and only concerns the refractive power of the spectacle lens 
correction. The lateral prismatic effect occurs even when size distortions of an axial refractive error 
have been properly corrected with a spectacle lens. A prismatic deviation will always exist whenever 
the visual axis of the eye and optical axis of a lens do not coincide. As a result, the initial movement 
of an ametropic eye that is corrected with spectacle lenses will be too small in hypermetropia and 
too large in myopia. These optical factors produce differential prism in ansiometropia corrected with 
spectacles. Initially, anisometropes corrected with spectacles will make vergence errors during ver-
sional movements to eccentric targets because the eyes follow Hering’s law of equal innervation to 
the extraocular muscles. Interocular differences in power of spectacle lenses can stimulate vergence 
eye movements in all meridians of anisometropia (vertical, horizontal, and oblique). This optically 
induced anisophoria can be compensated for easily in the horizontal meridian by disparity vergence 
eye movements. The vertical errors will be the most troublesome because of the limited range and 
slow speed of vertical vergence.72,73 Difficulty in compensating for optically induced anisophoria is 
believed to contribute to the symptoms of aniseikonia corrected with spectacle lenses.71,74 Anisophoria 
may explain why both refractive and axial anisometropes prefer contact lens corrections that do not 
produce anisophoria. Contact lenses move with the eye, and the line of sight always passes through 
the optical center such that fixation errors of targets at infinity always equal the correct motor error 
to guide the oculomotor system during gaze shifts. Optically induced anisophoria can be very large. 
For example, Ogle22 computes a 4.2 prism diopter phoria produced by a +4-D anisometropia spectacle 
correction during a 20° eye movement. This constitutes a 12-percent error. Normally the oculomotor 
system is capable of recalibration of Hering’s law to compensate for optically induced anisophoria. For 
example, anisometropic patients wearing bifocal spectacle corrections do not exhibit the predicted 
change in vertical phoria while viewing in downgaze.75,76 Adjustments of heterophoria in all direc-
tions of gaze occur in approximately 2.5 h for differential afocal magnification of up to 10 percent.77,78 
Similar oculomotor adjustments occur normally in asymmetric convergence whereby the abducted 
eye makes larger saccades than the adducted eye in order to compensate for geometrically induced 
aniseikonia.79 Unequal prism before the two eyes produced by a 10-percent magnification difference,
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such as observed in monocular aphakia corrected with spectacles or spectacle and contact lens 
combinations,80 is extremely difficult to adapt to. Presumably a 10-percent magnification differ-
ence sets an upper limit to the degree of anisometropia that will not disrupt binocular versional eye 
movements and binocular alignment. It is possible that individuals who have symptoms of anisei-
konia when corrected with spectacle lenses, are simply unable to make the necessary adjustments 
in conjugacy to overcome their optically induced anisophoria. Indeed Charnwood81 observed that 
aniseikonia patients preferred prism incorporated into their spectacle corrections to reduce aniso-
phoria and Field82 reported that nearly all of 25 patients with clinically significant aniseikonia had 
oculomotor imbalance. Clearly anisophoria is an important by-product of anisometropia corrected 
with spectacles. 

Torsional vergence errors can also result from optical corrections that have cylindrical corrections 
for astigmatism. The power of a cylindrical lens varies with the square of the cosine of the angular 
separation from the major power meridian. This power variation produces a meridian-dependent 
magnification of the ocular image described as a magnification ellipse. The ellipse produces rota-
tional deviations of lines at different orientations toward the meridian of maximum magnification. 
The rotary deviation between a line and its image meridian (d ) depends on the angle between the 
orientation of the line (g ) and the major axis of the magnification ellipse (q). The rotary deviation is 
approximated by the following equation:

100 tan d = 1/2 f sin 2(g q)

where f equals the percent of magnification produced by the cylinder.22 This equation demonstrates 
that most of the shear or scissor distortion of lines will occur in meridians between the major and 
minor axes of the magnification ellipse. These rotary deviations produce limes imaged on noncor-
responding retinal meridians or torsional disparities because the axis of astigmatism is normally 
not parallel in the two eyes. Rather, astigmatism tends to be mirror symmetric about oblique 
meridians such that an axis of 45° in one eye is often paired with an axis of 135° in the other eye. 
As a result, the shear or rotary deviations of vertical meridians tend to be in opposite directions. 
The resulting cyclodisparities produce perceptual declination errors of stereo surface slant (tilt of a 
surface about a vertical or horizontal axis). Cyclodisparities about horizontal axes stimulate cyclo-
vergence movements of the two eyes (torsion of the two eyes in opposite directions). If the dispari-
ties are long lasting, the cyclovergence response adapts and persists even in the absence of binocular 
stimulation.83

13.9 PRISM-INDUCED ERRORS OF EYE ALIGNMENT

Errors of binocular eye alignment also result from translation of one ocular image with respect to 
the other. The translation can be caused by prism or by displacement of the optical center of the lens 
from the line of sight. When an object is viewed through a prism, it appears in a new direction that 
is deviated toward the prism apex and the eye must move in that direction to obtain foveal fixation. 
The amount the eye must rotate to compensate for the prismatic displacement of targets at finite 
viewing distances decreases as the distance between the eye and prism increases. This is because the 
angle that the displaced image subtends at the center of eye rotation decreases with eye-prism sepa-
ration. This reduction is referred to as prism effectivity.84 It does not occur for targets at infinity 
since the target distance is effectively the same to both the prism and center of rotation. The effec-
tive prism magnitude at the eye (Ze) is described by the following equation:

Z
Z

C Ve =
− ×1 rot

where Z is prism value, C is center of rotation to prism separation in meters, and V is the recipro-
cal of the object to lens separation in meters which corresponds to the dioptric vergence leaving the 
prism.84
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Binocular disparities induced by a prism or lens determines the direction of the phoria or 
vergence error. For example, base-out prism produces a crossed disparity and divergence error 
(exophoria) which is corrected under binocular conditions by fusional convergence. Minus lenses 
stimulate accommodation and accommodative convergence, which under binocular conditions pro-
duce a convergence error (esophoria) that is corrected by fusional divergence. Similarly, base-in prism 
produces an uncrossed disparity and convergence error (esophoria) which is corrected under binocu-
lar conditions by fusional divergence, and plus lenses stimulate a relaxation of both accommodation 
and accommodative convergence, which produces a divergence error (exophoria) that is corrected by 
fusional convergence. 

The prismatic translation caused by optical displacement is described by Prentice’s rule, where the 
prism displacement (Z) equals the power of the lens in diopters (P) times the displacement of the lens 
center from the line of sight (d) in centimeters (Z = dP). The angular deviation of any paraxial ray that 
passes through a lens at a distance from the optical center is described by this rule. Prentice’s rule can 
also be applied to cylindrical lenses where the magnification occurs in a power meridian. The axis of a 
cylindrical lens is perpendicular to its power meridian. The prism induced can be calculated from the 
vector component of the displacement that is perpendicular to the axis of the cylinder. This distance 
(Hp) equals the sine of the angle (q ) between the displacement direction and the axis of the cylinder 
times the magnitude of the displacement (h)

Hp = h sin q

Thus, according to Prentice’s rule, prism induced by displacing a cylindrical lens equals

 Z = Ph sin q 

The magnitude of prism induced by lens displacement also depends on the separation between the 
lens and the center of rotation of the eye. Effective prism displacement (Ze) decreases as the distance 
of the lens from the eye increases according to the following equation:84

Z
Zc Z
C Ve = +

− ×
( )

1 rot

where Zc is 100 tan c, c is the angle formed between the object point and the displaced point from 
the optical center (major reference point) and the straight ahead line, V is the reciprocal of the 
image distance to the lens in meters which corresponds to the dioptric vergence leaving the prism, 
Z is the prism calculated from Prentice’s rule, Crot is separation between the lens and center of rota-
tion of the eye. The reduction of prismatic displacement with eye to lens separation is referred to as 
prism effectivity with lenses.

When the two eyes view targets through lenses that are displaced from the optical axes, a disparity 
stimulus is introduced. Most typically, when the optical centers of a binocular optical system are sepa-
rated by an amount greater or less than the interpupillary distance, disparate horizontal prism is intro-
duced that requires the eyes to make a horizontal vergence adjustment to achieve binocular alignment. 
For example, when looking through a pair of plus lenses that are farther apart than the interpupillary 
distance, each eye is viewing through a point that is nasalward from the optical axis. This introduces 
base-out prism that stimulates convergence of the two eyes. This prism vergence stimulus may pro-
duce conflicts with the accommodative stimulus that is not affected by lens displacement so that the 
eyes need to focus for one distance and converge for another. Accommodation and convergence are 
linked synergistically so that their responses are closely matched to similar target distances. There is a 
limited degree of disparity vergence compensation available to overcome any discrepancy between the 
two systems, and these efforts can result in headaches and other ocular discomfort. 

Anisometropic ophthalmic lens prescriptions with bifocal corrections in the lower segment of 
the lens can also introduce vertical prism while viewing near objects through the reading addition. 
The amount of vertical prism is predicted by Prentice’s rule applied to the amount of anisometropia. 
Thus, for a 2-D anisometropic individual, a patient looking downward 1 cm through their bifo-
cal has a vertical phoria of two prism diopters. The vertical phoria can be corrected with a slab-off 
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prism (a base-down prism that is cemented onto the bifocal over the lens with the most plus power). 
However, this procedure is rarely necessary, since the patient usually is able to adapt the vertical phoria 
to vary nonconjugately with vertical eye position as described above. 

13.10 HEAD AND EYE RESPONSES TO DIRECTION 
(GAZE CONTROL)

When objects attract our attention in the peripheral visual field, we are able to fixate or shift our 
central gaze toward them using head and eye movements. The eyes move comfortably over a range 
of 15° starting from primary position. Larger gaze shifts require combinations of head and eye 
movements. Normally, the eyes begin the large movements, then the head moves toward the target 
while the eye movements are reduced by the VOR, and when the head stops the eyes refine their 
alignment. The reduction of eye motion during head rotation results from a gaze stabilization reflex 
that allows us to keep our eyes fixed on a stationary object as we move our body or head. This reflex 
operates with head motion sensors called the vestibular organs. 

The manner in which we shift our gaze influences optical designs. Optical systems usually are 
mounted on the head. They need to provide a large enough viewing angle to accommodate the nor-
mal range of eye movements, and to remain stable on the head as it moves. They also need to pro-
vide peak resolution in all directions that the oculomotor system is able to shift gaze while the head 
remains stationary. Gaze shifts can be inaccurate because of interactions between spectacle refractive 
corrections and movements of the eyes. 

The accuracy of eye movements is affected by stationary optical systems such as spectacles that 
are mounted in front of the eyes as opposed to optical systems such as contact lenses that move with 
the eye. The problem occurs when viewing distant targets because the entrance pupil of the eye and 
its center of rotation are at different distances from the spectacle plane. The entrance pupil is at a 
distance of about 15 mm from the spectacle lens and the ocular center of rotation lies about 27 mm 
behind the spectacle plane. Thus the center of rotation and entrance pupil are separated by about 
12 mm and a target in space subtends different angles at these two points. The angle at the entrance 
pupil determines the visual error and the angle at the center of rotation determines the motor error. 
Whether a spectacle lens is worn or not, this difference alters retinal image feedback during eye rota-
tions for any target imaged at a finite viewing distance from the eye. Images at infinity don’t have this 
problem because they subtend equal angles at both the entrance pupil and center of rotation. Thus 
eye movements cause motion parallax between targets viewed at near and far viewing distances and 
some animals like the chameleon use this parallax to judge distance.85 

Problems occur when the spectacle lens forms an image of an object at infinity at some finite 
distance from the eye. This image of the distant target subtends different angles at the entrance pupil 
and center of rotation because of their 12-mm separation. Thus, perceived visual angle and motor 
error are unequal. Depending on whether the image is formed in front (myopic error) or behind 
(hyperopic error) the eye, this discrepancy requires that a fixational eye movement must be smaller or 
larger, respectively, than the perceived eccentricity or retinal angular error of the target sensed prior to 
the eye movement. The amount of eye rotation can be computed from the equation describing prism 
effectivity with lenses (Ze):84

Z
Zc

C Ve =
− ×1 rot

where Zc equals 100 tan c (c equals angular eccentricity of the target measured at the lens plane), 
and V equals the dioptric vergence of the image distance from the lens plane, and Crot equals the lens 
to center of rotation separation in meters. When different power spectacle lenses are worn before 
the two eyes to correct unequal refractive errors (anisometropia), a target that would normally 
require equal movements of the two eyes now requires unequal binocular movements. The oculo-
motor system learns to make these unequal movements and it retains this ability even when one eye 
is occluded after wearing anisometropic spectacle corrections for only 1 hour. 
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During head movements, magnification of the retinal image by spectacles increases retinal image 
motion during head rotation and causes the stationary world to appear to move opposite to the direc-
tion the head rotates. This can produce vertigo as well as stimulate a change in the vestibular stabiliza-
tion reflex. When a magnifier is worn for only 1 h, the reflex can be exaggerated to compensate for the 
excessive retinal image motion. Following this adaptation, when the optical aid is removed, the exag-
gerated VOR causes the world to appear to move in the same direction that the head rotates. If you 
wear glasses, you can demonstrate this adaptation to yourself by removing your glasses and shaking 
your head laterally. If your wear negative lenses to correct for myopia, the minification they produce 
has caused a reduction in image stabilization and without your glasses, the world will appear to move 
opposite to the direction of head shake. 

13.11 FOCUS AND RESPONSES TO DISTANCE 

Our visual sense of space requires that we are able to accurately perceive objects at different distances. 
Single and clear views of targets at a finite viewing distance require that the visual system align the 
similar images of the target on corresponding retinal regions and that the optics of the eye adjust 
the focus to accommodate the near target (accommodation). The range of accommodation varies 
with age, starting at birth at about 18.5 D and decreasing 1 D every 3 years until approximately age 
55 when it is no longer available ( absolute presbyopia). The amplitude of accommodation available 
to an individual of a given age is remarkably stable across the population if extremes of refractive are 
not considered.

Spectacle corrections and other optical systems can influence both aspects of the near response. 
Accommodation declines with age until eventually, the near point is beyond the near working dis-
tance (functional presbyopia). In this situation, near targets can be imaged farther away from the eye 
with plus lenses so that they lie within the available range of remaining accommodation. The accom-
modative system is only able to maintain 2/3 of its full amplitude for long periods of time and when 
this range is exceeded by the optical demands of working distance, bifocals are typically prescribed. 
The magnitude of the bifocal correction depends upon the accommodative amplitude and the near 
working distance. For a typical 16-in or 40-cm near working distance that requires 2.5 D of accom-
modation, a bifocal correction is needed when the amplitude of accommodation is less than 3.75 D. 
Typically this amplitude is reached at about 45 years of age. 

If spectacles are worn, the amplitude of accommodation is influenced by the sign (plus or minus) 
of the spectacle correction. Accommodation demand equals the difference in the dioptric value of 
the far point and the near point of the eye. These dioptric values can be described relative to the 
front surface of the eye or to the spectacle plane. The reciprocal of a specific viewing distance to the 
spectacle plane describes the spectacle accommodative demand, and this value is independent of 
the lens correction. However, the ocular accommodative demand (amount the eye needs to change 
power) required to focus targets at this distance does depend on the power and sign of the spectacle 
correction. Ocular accommodation is computed by the difference between the dioptric vergence sub-
tended by the near point target at the cornea, after it is imaged by the spectacle lens, and the vergence 
subtended at the cornea by the far point of the eye. For myopes corrected with minus spectacle lenses, 
ocular accommodation through spectacles is greater than the spectacle accommodative demand and 
the reverse is true for hyperopes. For example, the ocular accommodative response to a target place 
20 cm in front of the spectacle plane that is 14 mm from the eye is 4.67 D from an emmetrope, 4 D 
for a myope wearing a –6-D corrective spectacle lens, and 5.56 D for a hyperope wearing a +6 D cor-
rective spectacle lens. Thus, near targets present unequal accommodative stimuli to the two eyes of 
anisometropes corrected with spectacles. Although the accommodative response is consensual (equal 
in the two eyes) the difference in the two stimuli will go unnoticed as long as it lies within the depth 
of focus of the eye (approximately 0.25 D). However, in the example given above, a 6-D anisometrope 
would have about a 1-D difference in the stimulus to accommodation presented by a target at a 
20-cm viewing distance. Finally, this lens effectivity causes spectacle lens wearers who are hyperopic 
to become presbyopic before myopes. 
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13.12 VIDEO HEAD SETS, HEAD’S UP DISPLAYS 
AND VIRTUAL REALITY: IMPACT ON 
BINOCULAR VISION

A variety of head mounted visual display systems (HMD) have been developed to assist performance 
of a variety of tasks. Telepresence is an environment in which images from remote cameras are 
viewed on video screens to perform tasks at distal sites. In other applications, information in the 
form of symbology is added to a natural image to augment reality, such as in a heads up aviation 
application, and in still another application, virtual environments are simulated and displayed for 
entertainment or instructional value. The head mounted video systems usually display information 
in one of three configurations. These are monocular or monoscopic that present information to 
one eye, biocular where both eyes view an identical image, and binocular where slight differences in 
the two eyes’ images stimulate stereoscopic depth perception. The biocular view avoids image con-
flicts between the two eyes that arise in the monoscopic systems, and stereopsis in the binocular 
systems helps to sort out or distinguish elevation and distance information in the perspective scene. 
Stereopsis also provides the user with fine depth discrimination and shape sensitivity for objects 
located within an arm’s length. Each of these systems attempts to present coherent cues to space per-
ception, however, due to physical limitations this is not always possible and cue conflicts result. 

Distance Conflicts

The current designs of HMD devices introduce three stimulus conflicts. They present conflicting infor-
mation about target distance to accommodation and convergence, conflicting visual-vestibular infor-
mation, and conflicts concerning the spatial location of information to the two eyes. For example, the 
symbology presented to aviators in heads-up displays is set for infinity but large symbols appear to be 
near and this can initiate an inappropriate accommodative response. However, given sufficient time, 
subjects will accommodate correctly.86 Currently all HMD units present a fixed optical viewing distance 
that is not always matched to the convergence stimulus in biocular units or the many states of conver-
gence stimulated in binocular units. This situation is exacerbated by the presence of uncorrected refrac-
tive errors that can cause images to be blurred in the case of myopia or to force extra accommodation 
in the case of hyperopia, or to present unequal blur and accommodative stimuli in the case of anisome-
tropia. Normally, observers with uncorrected refractive errors are able to adjust target distance to clear 
images but the HMD has a fixed target distance that is not adjustable. Units that provide self-adjusting 
focus run the risk of users introducing larger errors or mismatching the clarity of the two ocular images. 

As described above, accommodation and convergence are tightly coupled to respond to approxi-
mately the same viewing distance. There is some flexibility to compensate for small differences 
between stimuli to accommodation and convergence but long periods of usage, particularly those 
requiring fusional divergence, to overcome an esophoria caused by excessive accommodation can 
produce eye strain. Tolerance for accommodative errors can be increased by extending the depth of 
focus with small exit pupils or with screens that have reduced resolution. It is also helpful to set the 
viewing distance at an intermediate value of approximately 2 m87 to allow uncorrected mild myopes 
to see clearly while allowing a 3° range of stereo depth disparities. In biocular units where disparity 
is not varied, the optical distance can be set closer to 1 m to further compensate for uncorrected 
myopia and to place images near arm’s length. Prolonged viewing at close distances can cause instru-
ment myopia, a form of excessive accommodation, and postimmersion short-term aftereffects such as 
accommodative spasm.88 Accommodative fatigue also can result after 30 min of stereo display use.89 
If refractive corrections are worn, the optimal image distance will depend on the tasks performed. 
Simulated computer screens should be at arm’s length whereas views for driving simulators should be 
remote to provide more realism in the display.

Errors of perceived distance can occur when vergence distance is not matched to image size or 
perceptual task. These errors can result in perceptual image expansion (macropsia) or constriction 
(micropsia), particularly in binocular displays that stimulate a range of convergence values. These 
effects can be minimized by limiting the range of binocular disparities to a few degrees for near 
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objects and to use a biocular display when presenting views of distant objects simultaneously with 
foreground detail. Perspective cues along with motion parallax, overlap or superposition, and texture 
density gradients provide powerful depth cues for remote or complex scenes containing a wide range 
of depth information and binocular disparity adds little to these displays. Stereopsis is most useful 
for facilitating manual dexterity tasks with fine depth discrimination between objects and their 3-D 
shape located within an arm’s length of the user. Static displays that don’t utilize motion parallax will 
benefit more from the addition of stereoscopic cues. 

Some HMDs and other virtual environments combine real and virtual information with a see-
through visor or with remote rear projection systems that surround the viewer panoramically as in 
the Computer-Automatic Virtual Environment.90 These mixed environments can introduce multiple 
and sometimes conflicting accommodative stimuli. When real variable focus and virtual fixed focus 
images are at different image distances, both cannot be cleared at the same time, though they may 
appear to be in similar locations in space. Conflicting near virtual targets can interfere with rec-
ognition of real distant targets.91 Several optical solutions have been suggested to minimize these 
focus conflicts.54 The depth of focus can be extended with pinhole pupils. A pinhole exit pupil pro-
jected to the eye pupil in a Maxwellian view system will preserve field of view. The virtual image 
is viewed through the Maxwellian pupil imaged via a beam splitter while the real environment is 
viewed through the natural pupil. Eye tracking might be necessary in Maxwellian systems to shift the 
exit pupil to follow eye movements.92 Monovision is another possible solution in which a near lens 
is worn over one eye and a far lens over the other. A target that is in focus for one eye will be blurred 
for the other. The visual system is able to suppress the blurred image and retain the focused images of
both eyes and also retain a large functional range of stereopsis.93 Monovision has been used success-
fully in presbyopes with contact lens corrections, and it has been shown to work on prepresbyopes 
in most individuals.55 The limitation of monovision is that it provides clear vision only for the two 
focal depths, plus and minus the depth of focus. The range of the two clear vision distance might 
be extended by aniso-accommodation; the ability of the two eyes to focus independently of each 
other while remaining binocular.54 Another solution is a chromatic bifocal that takes advantage of 
the longitudinal chromatic aberration of the eye. Wavelengths of light at opposite ends of the visual 
spectrum have a 2-D difference in dioptric power for a given object distance. Given that nearer objects 
tend to be in the lower visual field, different monochromatic wavelengths combined with field seg-
regation could be used in the virtual image control panel. Users viewing near objects could view 
long-wavelength images in the lower half of the virtual control panel. Thus, both real and red virtual 
images would stimulate an increase in accommodation. For distant real objects, the user could attend 
to the upper short wavelength images in the virtual display panel and real and blue virtual targets 
would stimulate a relaxation of accommodation. A simpler solution is to place a bifocal lens segment 
in the lower portion of the see-through window, bringing near real images to the same focal distance 
as the images seen on the virtual display. 

Visual-Vestibular Conflicts 

Virtual systems that are worn on the head or remain fixed in space both present conflicting visual-
vestibular information. Normally, when the head rotates or translates, the eyes rotate in the opposite 
direction to keep the images of objects in space stabilized on the retina. The relationship between 
retinal image motion and head and eye motion is disrupted by the virtual display. In the case of 
an external virtual projection system like CAVE (Computer-Augmented Virtual Environment),90 
simulated movements of the visual scene that correspond to body movements are not accompanied 
by the appropriate vestibular signals. For example, a driving simulator displays changes in the road 
view while steering the virtual car. When making turns, the visual field appears to rotate but there 
is no corresponding vestibular signal. As a result, drivers of virtual systems tend to oversteer the 
turns because they underestimate the curved path of the automobile. Perceptual disturbances dur-
ing similar phenomenon in flight simulators are referred to as simulator sickness. In contrast head 
mounted video displays can present a fixed visual stimulus while the head rotates such that vestibu-
lar signals are not accompanied by the appropriate visual motion stimuli. These conflicts can also 
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result in symptoms of nausea, vertigo, and general malaise even when very small head movements 
occur.94–96 Visual-vestibular conflicts also occur with telepresence systems that present images that 
are either magnified or minified as a result of differences between the camera distance to objects and 
the viewer distance to the viewscreen. As a result, head movements that cause camera movements 
will stimulate excessive retinal image motion with magnification or too little retinal image motion 
with image minification. The mismatch will cause adaptive adjustments of the VOR and possible 
simulator sickness.

The oculomotor system responds to this visual-vestibular conflict during steady fixation by sup-
pressing the VOR and adaptively reducing its gain. Thus, a user viewing a 2-h motion picture on an 
HMD while making a normal range of head movements during conversation with other persons will 
adapt their VOR to be less responsive to head motion. This adaptation can produce postimmersion 
symptoms where the adapted VOR remains suppressed such that head movements without the HMD 
will not stimulate a sufficient vestibular ocular movement to stabilize the retinal image. The user will 
perceive the world to move with his head and this can cause nausea, vertigo, and malaise. Attempts 
to move images with the head using a head tracking system that updates image position during head 
rotation have been unsuccessful97 because of small delays in image processing that desynchronize 
expected image motion and head movements. It is possible that an image could be blanked during 
large head movements and stabilized with a head tracker during small head movements. The blanking 
would be similar to the normal suppression of vision during saccadic eye movements. Other solutions 
are to use see-through and see-around virtual displays so that real objects in the periphery are always 
visible during normal head movements so that some visual and vestibular stimuli remain coherent.

Spatial Location Conflicts

No existing HMD has the wide field of view of the human visual system in a natural environ-
ment. The horizontal field of view in currently available HMDs ranges from 22.5° to 155°.98 The 
larger fields of view in binocular systems are expanded by partially overlapping the two monocular 
images. Note that the entire monocular and binocular portions of the field of view lie within the 
normal 114 to 120° binocular overlap of the normal visual system. Partial overlap in HMDs can be 
produced by displacing the right field to the right and left field to the left. Each eye has a monocu-
lar flanking component in its temporal visual field. It is also possible to reverse the displacement 
so that the monocular components are in the nasal-visual field of each eye (Fig. 12). These two 
organizations are consistent with two different occlusion aperture configurations. The former has 
the same organization as a binocular field seen on a near screen in front of a background. Thus 
the total image is seen as a discontinuous surface in depth with the central binocular portion at a 
proximal distance compared to the monocular portion that is seen farther away.6 The latter case 
has the same organization as a single continuous surface viewed through an aperture (porthole 
effect). The former system is more likely to cause binocular rivalry in the monocular regions of the 
field than is the latter approach. This suppression can cause a moonlike crescent shape (luning) 
in the flanking monocular region that corresponds to the border of the image seen by the contra-
lateral eye and this blocks visibility of the monocular field crescent seen by the ipsilateral eye. The 
luning can be reduced by blurring the edges of each eye’s image borders or by using the crossed 
view configuration. Interestingly, the latter crossed-view approach is preferable in head mounted 
displays.99

Visual suppression and binocular rivalry suppression are also stimulated in monocular image dis-
plays. Rivalry occurs between the image presented to one eye and the natural scene presented to the 
other. Even if one eye is occluded, the dark image of the patched eye will rival with the visible image 
of the open eye. This rivalry can be minimized by presenting the patched eye with a uniform field 
with the same mean luminance and color as the open eye image. This can be accomplished easily by 
placing a diffusing filter over the nonseeing eye. In cases where the two eyes view independent images, 
it might be possible to control which eye is suppressed by moving the image in the seeing eye and 
keeping it stationary in the nonseeing eye. This technique is based on the observation that motion is 
a dominant feature for binocular rivalry. 
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Optical Errors 

The success of any binocular viewing instrument depends in large part on the precision of alignment 
and quality of distortion free optics. Alignment errors can produce vertical, horizontal, and torsional 
disparities. Of these, the vertical errors are the most troublesome. There is limited range for vertical 
vergence and slow response times.77 The oculomotor system can adapt its vertical alignment posture 
(vertical phoria) if the vertical disparity is constantly present; however, if the HMD is worn intermit-
tently then no adaptation will occur. Horizontal errors, especially in the convergence direction, can 
be overcome easily by vergence eye movements. Torsional errors cause overall torsional disparities 
which can cause perception of slant about the horizontal axis if the virtual scene is superimposed 

Monoc (R) Binocular Monoc (L)

Occluder

Monoc (L) Binocular Monoc (R)

Occluder

Porthole occlusion configuration

Contralateral monocular crescents

Septum occlusion configuration

Ipsilateral monocular crescents

FIGURE 12 Occlusion figure with port hole and septum. Partial overlap of the 
visual field simulates obstructed views by a port-hole aperture or septum in the mid-
sagittal plane.
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by see-through optics on the natural visual environment. However, if an opaque visor is used so 
that only the virtual display is visible, slant distortion will not be perceived with cyclotorsion dispar-
ity.100 This is because the visual system only interprets slant when there is horizontal shear dispar-
ity between vertical lines but no vertical shear disparity between horizontal lines. When both forms 
of shear are present, this is interpreted as resulting from eye rotation rather than real object slant. 
Cyclodisparity in large field displays will stimulate cyclovergence responses that can have postimmer-
sion aftereffects in the form of cyclophoria.83 Errors in the baseline separation of the entrance pupils 
of the optical system can produce divergent disparities if it is set wider than the interpupillary dis-
tance. The oculomotor system has limited divergence ability and this stimulus can cause headaches 
and visual discomfort. Finally, low quality optics that have distortions such as barrel, pincushion, and 
keystone will introduce horizontal, vertical, and torsional disparities in both biocular and binocular 
displays if the distortions are not identical for the two eyes or if the visual fields are displaced slightly 
in the two eyes. Displacements could result from alignment errors or from partial field overlap used 
to expand the field of view. The disparities produced by these distortions can cause idiosyncratic 
warpage of the virtual image and vertical disparities that stress the oculomotor system. 
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14.1 GLOSSARY

Aphakia. An eye lacking a lens, usually as a result of cataract surgery.

Age-related macular degeneration (AMD). A disease that results in loss of vision in the central 
retina or macula due to damage to the photoreceptors and retinal pigment epithelium of the retina, 
often secondary to changes in the choroid (blood vessel layer) and Bruch’s membrane. There are two 
major forms, called “wet,” or exudative, and “dry,” or atrophic. The dry form is more common, but the 
wet form is responsible for the majority of cases involving severe vision loss.

Cataract. An opacity or clouding of the lens resulting in a reduction in the amount of light trans-
mitted to the retinal image and an increase in the light scatter. This is the leading cause of blindness 
worldwide, but can be treated successfully by removal of the lens.

Diabetic retinopathy. A disease of the eye caused by diabetes that leads to a proliferation of blood ves-
sels. These blood vessels may swell and leak. When the resultant scar tissue shrinks the surrounding vit-
reous humor, it may cause the retina to detach, leading to loss of vision in the affected region of retina.

Glaucoma. A group of diseases, often but not always, associated with high intraocular pressure, 
resulting in death of ganglion cells.

Intraocular lens (IOL). A prosthetic lens usually implanted in the eye to replace the natural lens 
following its removal. IOLs may be placed in front of the pupillary plane (anterior chamber lenses) or 
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behind the pupil (posterior chamber lenses). They are manufactured from a variety of materials, the 
most common of which are polymethylmethacrylate, silicone, and hydrogels.

Phakia. An eye with a natural lens, from the Greek phakos or lens.

Presbyopia. Greek for “old sight,” is a condition in which an individual has lost the ability to accom-
modate suffi ciently for near work. This results in the need for “reading glasses” around the age of 40 
or 50 years.

Pseudophakia. An eye with an artifi cial or intraocular lens implanted to replace the natural lens 
following its removal.

14.2 INTRODUCTION

Senescence occurs in the optics of all human eyes and the resulting changes in the spatial and spectral 
distribution of light comprising the retinal image can have a profound impact on vision. These opti-
cal changes have enormous economic consequences for health care and society, and although some 
effective treatments exist, optical quality in the senescent eye remains inferior to that of younger eyes. 
Before describing the optical and visual changes that characterize normal aging, it is useful to con-
sider the scope of the problem in light of demographic changes in the world’s aging population.

14.3 THE GRAYING OF THE PLANET

The proportion of the world’s population that is elderly is higher now than at any other point in 
recorded history. In the last two decades, the number of individuals above age 65 years has increased 
at more than twice the rate as that of individuals below 65 years.1 At present, every month, another 
1 million of the world’s population enters its sixth decade of life. As a result, the number of individuals 
age 60 and above is likely to change from one in ten today to one in five by 2050, and one in three 
by the year 2150. As illustrated by Fig. 1, the global growth rate for individuals over age 80 is occurring

FIGURE 1 Percentage of the global population projected 
from 1950 to 2150 for three age groups based on statistics pro-
vided by the United Nations.2
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at an even faster rate. Indeed, the number of centenarians in the United States has doubled every 
10 years since 1960. At the same time, there is a corresponding decline in the proportion of the popu-
lation below 15 years of age.

Many factors have contributed to this remarkable demographic shift in the age distribution, 
including a change in the fertility rate, improved hygiene, nutrition, disease control, and education. 
These trends are generally more apparent in less developed countries, and the demographic shift in 
the elderly population is now more rapid in these parts of the world. For example, in 1995 there was a 
global increase of 12 million persons at or above age 60 and nearly 80 percent of it was due to a change 
in less developed countries. The countries with the fewest resources at present will thus have less time 
to cope with the social and economic consequences of an elderly population. It is not clear how long 
these present demographic shifts will continue into the future and when they will reach equilibrium.

Some Implications of Living Longer

Some theoretical calculations place the maximum human life span at about 120 years, but there are 
reasons to think that this may not apply to the eye. The demographic shifts in longevity of the eye are 
apparently not keeping pace with that of the rest of the body. Research to Prevent Blindness estimates 
that the number of blind individuals will double between 1999 and 2030. If true, the social, health, 
and economic consequences will be profound. One eminent authority put it this way: “Mathematically 
speaking, it is permissible to say that those who prolong life promote blindness” (Ref. 3, p. 306).

Health Implications and the Problem of Defining Normal Aging Current projections for the future 
are that as the baby boomers (the cohort of 76 million Americans born between 1946 and 1964) 
start to turn age 65 in the year 2011, they will be better educated, have better health, and more 
financial resources than did their parents when they retired. All indications are that retiring baby 
boomers will read more and want to spend more time in outdoor leisure activities than their par-
ents did at comparable ages. For the age group over 65 years of age, there are also some indications 
that the rates of disability and disease are decreasing compared to previous generations, but this is 
not so for vision. Older adults experience a higher rate of visual disability and ocular disease than 
younger individuals, and the rate accelerates after about 40 years of age. For example, glaucoma is about 
8 times more common for individuals above age 65 than in the general population. In the Framingham 
study,4 50 percent of participants age 75 and over had at least one of four visual “diseases:” age-related 
macular degeneration, cataract, diabetic retinopathy, or glaucoma.

Many studies of “normal” aging eyes fail to include significant numbers of eyes older than 80 years 
(a notable exception being Haegerstrom-Portnoy5). Thus, most of the aging effects described in this 
chapter fail to describe very old (80 to 100 years) eyes. In addition, most studies of aging attempt to 
characterize the visual system with many factors controlled, such as by testing with optimal refraction 
rather than habitual refraction. These controls are essential for separating the factors underlying nor-
mal aging, but they necessarily overestimate the quality of vision experienced outside the laboratory.

There is little agreement about where to draw the line between senescent degradation in vision and 
some forms of ocular pathology. For many researchers, normal aging is defined by exclusion—the 
changes in vision that occur when overt ocular disorder and disease are not detected. An alternative 
distinction between aging and disease is based on the amount of tissue changed or when visual loss 
exceeds a criterion. Both of these definitions are used to define cataract, a loss of transparency of the 
lens resulting from cumulative changes in products of oxidation that can dramatically elevate intra-
ocular light scatter. There are several different types of cataract that can degrade the optical quality of 
images formed on the retina and consequently undermine the quality of the “neural” image transmit-
ted by the retina. The biochemical events leading up to these lenticular changes occur continuously 
across the life span so the presence of this disorder is largely a matter of where the criterion is set on 
the continuum of normal aging.

Most individuals will still be able to approach their golden years without frank visual pathology. 
However, no individual should expect to have the quality of vision experienced in youth. Indeed, 
perhaps 20 years prior to retirement, most individuals already will have experienced the need for 
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“reading glasses” to correct near vision due to the senescent reduction in or loss of accommodation. 
Some problems of optical origin can be corrected or compensated by optical means, but additional 
losses in vision may be expected due to neural changes for which there are no known remedies. Some 
current research has focused on factors that might contribute to normal aging of the eye that could 
be controlled by life style choices such as diet6 or exposure to ultraviolet7 and short-wave visible8

radiation. Whatever the cause, any impairment of our dominant sensory system will inevitably have 
behavioral consequences. In some cases, this may be an inconvenience such as slower reading or the 
need for better lighting, while in other cases it may lead to more serious problems such as accidents, 
falls, and greater dependence on others for daily activities. For many, senescent changes in vision will 
become the dominant factor limiting their quality of life.9

Economic and Social Implications of Aging Eyes There is a gradual reduction in accommodative 
amplitude throughout adulthood resulting in a complete loss of accommodation during the sixth 
decade of life. Combining this information with the fact that each day 10,000 people in the United 
States reach the age of 50, there is little wonder that ophthalmic corrections for reading and near work 
will account for approximately half the revenues in the multibillion dollar ophthalmic lens industry.

Visual impairment secondary to diseases of the eye also creates a sizeable economic impact on our 
society. For example, visual impairment and blindness for individuals above age 40 have an estimated 
cost of $51 billion per annum in the United States alone.10 In addition, approximately 2.8 million cata-
ract surgeries are performed each year in the United States at an annualized cost of about $25 billion. 
The costs of presbyopic spectacle correction may be even higher. These numbers are almost certain to 
increase due to the increasing proportion of the population that is elderly.

Additional economic consequences of our aging population will be created because the elderly 
generally require more special services, housing needs, and medical care, often as a result of visual 
impairment or blindness. For example, vision impairment increases the risks of falls by sixfold.11

Senescent changes in vision are also likely to impose new burdens on public transportation systems in 
view of the fact that about half the world’s elderly population today live in cities, and that proportion 
is expected to increase to about three-fourths, at least in more developed countries. New demands will 
be made for housing these elderly individuals in order to promote independent living.12 Being able 
to care for oneself is not only important for self-esteem, but it also has enormous economic impact. 
Architects and lighting designers will have to take into account age-related changes to the visual sys-
tem in planning for new environments inhabited by the elderly. Current standards for lighting are 
almost entirely based on college-age students, although there have been new calls for explicit atten-
tion to the visual needs of aged individuals.13 The goal of such standards would be to find conditions 
that can compensate for sensory losses, to be described later, while not introducing conditions that 
promote “disability glare.” Such lighting considerations might promote greater safety in the home to 
facilitate independent mobility and support communication through computers and reading and 
other visual tasks involving hobbies and work.

14.4 SENESCENCE OF THE EYE’S OPTICS

Senescent changes influencing image formation are prevalent in all optical components of the eye. 
The following sections describe some of these changes in detail.

Senescent Changes in the Optical Components of the Eye

Tears The anterior surface of the eye is bathed by tears that produce an optically smooth air-tear 
interface mirroring the global shape of the cornea. The refractive index of the tears approaches that of 
the underlying corneal epithelium, therefore, the optical impact of the rough corneal epithelium sur-
face is essentially eliminated by index matching. Because the tear film is so thin (3 μm)14 it is vulner-
able to evaporation effects, and it is inherently unstable. Stability and uniformity are enhanced by a 
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surface monolayer of lipids and blinking. Insufficient blinking and/or inadequate tear volume or lipid 
coating can cause the uniform tears to “break-up” into a patchwork of tears leaving regions of dehy-
drated mucins and the optically rough epithelium exposed, resulting in increased optical scatter and 
aberrations15 and reduced visual performance.16 The presence of dry eye is an indicator of inadequate 
tears, and the prevalence of dry eye syndrome increases with age.17 With increasing age, tear produc-
tion by the accessory and main lacrimal glands decreases,3 the lipid layer gets thinner,18 corneal inner-
vation and sensitivity decline,19 and in combination, these factors lead to reduced tear production20,21

and blink rates. All of these factors may contribute to reduced optical quality of tears in older eyes, 
which may be most pronounced during activities such as reading which lowers blink rates.

Cornea The human cornea consists of three discrete layers separated by two basement mem-
branes. The outermost epithelial layer, composed of basal, wing, and surface cells, acts as a barrier 
to the external environment and is subject to a rapid rate of renewal, with the result that its cells 
are replaced every 5 to 7 days.22 The middle layer, or stroma, is a matrix of collagen fibers as well as 
fibroblast-like cells called keratocytes and accounts for approximately 90 percent of the corneal thick-
ness. The stroma is sandwiched between two membranes. Anterior and posterior to the stroma are 
Bowman’s and Decemet’s membrane, respectively. The transparency of the stroma is due to the uni-
form density and subwavelength spacing of collagen fibers, and any disruption of this order caused 
by such factors as increased hydration will cause light scatter and loss of transparency. Because of the 
tendency of the stroma to imbibe water there must be a way to regulate corneal hydration. The extent
of corneal hydration is largely controlled by energy-dependent-ion coupled fluid transport mecha-
nisms located at the innermost layer of the cornea, the corneal endothelium. The endothelium is 
made up of a single layer of cells. At birth, the corneal endothelium has about 4500 cells/mm2, but 
the number is reduced to about 2000 to 2500 cells/mm2 by age 70 or 80. Although the surviving cells 
become larger to maintain approximately constant total tissue volume, a smaller total number of 
fluid transport mechanisms remain in the corneal endothelium. As a result, proper corneal hydration 
is sometimes a problem in the elderly. The rate of decline in endothelial cell density is accelerated by 
cataract surgeries,23 but for the typical eye sufficient endothelial cells remain throughout life.

The cornea is the most powerful refractive element in the human eye, accounting for about 40 to 
45 D of optical power. Although it has a lower refractive index than the lens, the difference of refrac-
tive indices, which is directly proportional to dioptric power, is highest at the air-tear/cornea interface. 
The cornea is not spherical; its reduced curvature in the periphery helps reduce the spherical aberra-
tion of the cornea. The refractive index of the cornea24 and curvature of its anterior surface25 appear 
to undergo little change with age, but with aging the axis of corneal astigmatism loses the “with the 
rule” bias seen in younger eyes.26,27

As can be seen from Fig. 2, the cornea absorbs most of the ultraviolet (UV) radiation below about 
320 nm. Absorption of this radiation in sufficient intensity can damage the cornea (e.g., actinic kera-
titis), but long-term effects are rare because damage is typically confined to the corneal epithelium 
which is capable of rapid renewal. Stem cells in the corneal margins continue to generate epithelial 
cells, which then migrate across the cornea to generate the basal layer of the epithelium. This may 
be why the absorption spectrum of the cornea undergoes only small changes with advancing age.28

Cumulative absorption of UV light may, however, lead to corneal abnormalities such as pterygium, a 
condition that involves the advancing growth of abnormal tissue from the border between the cornea 
and sclera, the limbus, onto the clear cornea. This increases in prevalence with increasing age.29

Anterior and Posterior Chambers The cornea and lens are separated by a fluid-filled space. This 
fluid (the aqueous humor) maintains the metabolism of the cornea and lens, as the transparency 
requirements of these structures necessitate that they have no blood supply. The much larger vol-
ume between the cornea and iris is the “anterior” chamber, and the smaller volume between the iris 
and the lens is the “posterior” chamber. The aqueous humor is produced by the ciliary body around 
the margins of the posterior chamber, flows to the anterior chamber, and is drained through the 
trabecular meshwork and into Schlemm’s canal around the radial margins of the anterior cham-
ber. The optical role of the aqueous, therefore, is twofold. It enables the avascular lens and corneal 
endothelium to function (and thus retain lens and corneal transparency) while maintaining its own 
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transparency. The optical density of the aqueous changes negligibly with age30 and any damage sus-
tained by the aqueous resulting from absorption of light is likely to be unimportant for senescence 
because it is rapidly replaced.22 Although there are pathological conditions that directly affect aque-
ous transparency (e.g., uveitis in response to infection), they are primarily transient and not related 
directly to age. There is a senescent reduction in both the production and drainage of aqueous,33 and 
an increased likelihood of failure of the homeostatic production and drainage system. As drainage is 
unable to keep up with production, intraocular pressure rises, and glaucoma can ensue (see section 
“Glaucomas”). One optical side effect of glaucoma can occur when fluid in the corneal epithelial 
layer builds up between the basal epithelial cells,34 causing colored diffraction halos similar to those 
generated by nocturnal eye closure, contact lens wear, or prolonged exposure to fresh water during 
swimming. A healthy epithelium maintains its high transparency by tight junctions between adja-
cent cells; however, as fluid builds up between the regular array of cells, classic wavelength-dependent 
diffraction occurs which is visible as colored halos. Glaucoma is generally associated with corneal 
epithelial edema only when pressures become very high, which is more typical of acute angle closure 
glaucoma. Interestingly, a much rarer condition in older eyes, ocular hypotony, can generate loss 
of corneal transparency because of stromal edema resulting from IOP being too low.35 Both cases 
emphasize the critical role played by intraocular pressure in maintaining corneal hydration and thus 
corneal transparency.

Pupil The dilator and sphincter muscles of the iris control the size of the pupillary aperture that, 
for young adults, varies in diameter with the level of the prevailing illumination from approximately 
2 to 8 mm. As in any optical system, the size of the aperture has important consequences for image 
formation. The smallest pupillary diameters can decrease optical quality through diffraction effects. 
The optimal pupil diameter is about 2.4 mm from the point of view of classic image quality.36

Traditionally, larger pupils at lower light levels are considered to represent a compromise between 
improved sensitivity (more light entering the eye) and diminished image quality (more aberrations 
in peripheral optics). However, this view ignores the very significant role of photon noise on image 
quality.37 Including photon noise in image calculations, Laughlin38 argued that pupil dilation as light 
levels drop ensures optimal image quality. Employing a similar hypothesis (pupil size is adjusted to 
optimize retinal image quality), pupil miosis that accompanies senescence may also be considered as 
an adaptation to poorer optical quality in older eyes.

FIGURE 2 Optical density (decadic logarithm of the reciprocal of trans-
mittance) of  human ocular media is plotted as function of wavelength (left 
ordinates; from Boettner and Wolter30). Log quanta in sunlight reaching the 
surface of the earth from an angle of 30° from the horizon is plotted as a func-
tion of wavelength (right ordinates; from Brandhorst et al.31). (After Werner.32)
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Maximal pupil diameter occurs in adolescence and then progressively decreases with increasing age. 
As shown in Fig. 3, age-related change in diameter differs for dark-adapted and light-adapted conditions. 
Changes in pupil diameter with light level provide a mechanism of adaptation through adjustment of 
visual sensitivity with illumination. However, the change from maximum to minimum size influences 
retinal illuminance by only about a factor of 10, so the pupil plays only a small role in adaptation mecha-
nisms that allow us to function over a range of ambient illumination covering about 12 log units.

Age-related changes in pupil size are noticeable in the elderly but actually begin in the early adult 
years. For example, when fully dark adapted, there is essentially a monotonic decrease in pupil diam-
eter beyond 10 years of age.40 Spatial vision depends on light level, and although a smaller pupillary 
diameter allows less incident light to fall onto the retina, it is unlikely that a smaller pupil accounts 
for significant age-related changes in spatial vision. For example, it has been demonstrated that age-
related differences in contrast sensitivity under photopic and mesopic ambient light levels cannot be 
explained solely by differences in pupillary diameter.41 In fact, there actually are some benefits associ-
ated with an age-related reduction in pupil diameter. The smaller pupil of older persons diminishes 
age-related changes in higher-order aberrations42 and the optical transfer function of the eye at low 
luminance levels.43 In addition, the smaller pupil in the elderly reduces the diameter of the retinal 
blur circle, thereby increasing the depth of focus by about 0.5 D between the ages of 30 and 70 years.44

More significantly, since blur circle size (radians) = defocus (Diopters) ∗ pupil diameter (m),45 as 
pupil size is halved, blur circle size is also halved. For example, if defocus was 4 D, then the impact of 
halving the pupil would be the same as halving the defocus, or a 2-D change in image quality. Thus 
halving of the photopic pupil and the more than factor of 3 reduction in mesopic pupil diameters 
in older eyes will greatly reduce the level of blur. Senescent pupil miosis may be nature’s attempt at 
minimizing the impact of presbyopia.

The Lens The lens consists of only one cell type, but its thickness increases throughout the entire 
life span due to the accumulation of cells to form a series of concentric layers.46 This results in a 
continuous axial thickening and reduction in the depth of the anterior chamber.47 The oldest cells 
are thus found in the center or nucleus (indeed these are the oldest cells in the body in that they are 
born early in gestation and are never replaced), while the youngest cells comprise the outer or corti-
cal layers. As the cells of the lens age, they lose their organelles and become essentially metabolically 
inert.

FIGURE 3 Mean diameter of the human eye pupil is plotted as a 
function of age. Blue and red symbols show dark- and light-adapted values, 
respectively. (Data from Kornzweig.39)
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Molecules that absorb UV and short-wave visible light are present in the newborn lens and their 
numbers increase continuously over the life span.48 Thus, the curve for the lens shown in Fig. 2 can 
be, to a first approximation, scaled multiplicatively with age.49 A number of studies have measured the 
optical density of the human lens as a function of age. Some have described these changes in density 
by a linear function of age49,50 while other evidence demonstrates a bilinear function due to an accel-
eration in the aging function after about 60 years.51 The precise form of the aging function is difficult 
to determine because of substantial individual differences at every age (on the order of 1.0 log unit at 
400 nm). However, it should be noted that the average infant lens transmits about 25 times more light 
at 400 nm to the retina than the average 70-year-old eye!

Transparency/cataract Cataract refers to an opacity of the lens that decreases vision by a somewhat 
arbitrary criterion amount. An acceleration in the population mean rate of change in lens optical den-
sity beyond approximately 60 years of age could be due to the inclusion of subjects having cataract.52

However, it is not clear where normal aging ends and cataract begins because this increase in opti-
cal density continues throughout life. In his comprehensive monograph on this subject, Young53

summarized a substantial literature which lead him to conclude that: “No discontinuity between 
senescent and cataractous changes can be detected at the molecular level in the human lens….The 
most sophisticated techniques of modern biophysical and biochemical analysis have so far failed to 
uncover any feature of the cataractous lens that suggests cataract is anything more than an advanced 
stage of normal aging” (Ref. 53, p. 56).

It should be added that there are several forms of cataract depending on the part of the lens 
affected (nuclear, cortical, posterior subcapsular) or etiology (congenital, age-related, chemically 
induced, trauma induced, disease induced). Losses of lenticular transparency can sometimes occur 
through occupational hazards associated with infrared light exposure such as in “glassblowers cataract” 
due to the conduction of radiant heat that is absorbed by the cornea and, to a lesser extent, the iris.54

Most often, changes in the transparency of the lens are associated with cumulative exposure to ultravio-
let radiation. Weale55 has proposed that the specific form of cataract depends on genetic factors while 
the common etiology is most often cumulative exposure to solar radiation (see section “Life-Span 
Environmental Radiation Damage”).

Currently, the only effective treatment for cataract requires surgical removal of the lens and in 
more than 90 percent of such surgeries performed in the United States an intraocular lens (IOL) is 
implanted in its place. A properly selected IOL obviates the need to wear thick spectacle corrections 
or contact lenses for the hyperopia that would otherwise ensue. Most of these lenses now contain 
UV-absorbing chromophores, but this is a relatively recent design improvement.

Accommodation and presbyopia Accommodation refers to the ability of the eye to adjust its power 
to focus the images of objects located at varying distances in the environment. Contraction of the 
ciliary muscle located within the ciliary body of the eye allows the anterior, and to a lesser degree the 
posterior, surface of the lens to change shape thereby altering the dioptric power of the lens (see recent 
review by Charman56). The amplitude of accommodation refers to the dioptric difference between 
the farthest and nearest distances in which an object remains in focus. Age-related loss in accom-
modative amplitude (Fig. 4) has been attributed to various causes including reduced ciliary body 
function, changes in the geometric relationships of the lens and the surrounding zonules and ciliary 
body based on progressive circumferential enlargement of the crystalline lens, but primarily it is due 
to changes in the elastic properties of the lens and to a lesser extent the capsule.56,57 The red symbols 
in Fig. 4 are from the Basel longitudinal study of individuals followed for 20 years, with different 
subjects starting the study at different ages.58 These data agree well with the classic data of Donders59

shown by blue symbols.
As the amplitude of accommodation decreases, a near correction for tasks such as reading may be 

required. This typically occurs within the fifth decade of life and is known as presbyopia (meaning 
“old sight”). Because the accommodative amplitude changes continuously, the definition of presby-
opia and its onset are somewhat arbitrary. The two sets of data in Fig. 4, although separated in time by 
about a century, are from similar geographic locations. Age of onset of presbyopia depends on many 
factors including geographical latitude and average ambient temperature.3
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Vitreous Separating the lens from the retina is the vitreous chamber. This space, which occupies 
about 80 percent of the eye’s volume, is filled with a colorless gelatinous substance called the vitre-
ous humor. It is made up of about 99-percent water mixed into a gel-like mesh of collagen fibers and 
hyaluronic acid. Its role is primarily structural and not metabolic. In order to function it must retain 
its volume and remain transparent. As the vitreous ages, the gel is gradually replaced by unbound 
water. This liquefaction of the vitreous is responsible for the increased movement of the vitreous during 
and following eye movements in the aging eye.61 Local shrinkage of the vitreous gel is responsible for 
the increased prevalence of posterior vitreous detachment which can be present in up to 65 percent of 
eyes older than 65 years.60 The liquefaction and shrinkage can lead to increased numbers and move-
ment of floaters (visible shadows and diffraction phenomena associated with clusters of fibers and 
other optical inhomogeneities in the vitreous) consistent with increased movement of the vitreous 
in old eyes.61

Retina The optical role of the retina is complex. Its primary optical role is to absorb photons in 
the photopigment. However, the secondary optical role reflects needs for transparency, opacity, and 
waveguiding. Because the retina is “inverted,” light must pass through the neural retina prior to 
reaching the photopigment. Thus, the neural retina must remain highly transparent. For example, 
it is for this reason that retinal ganglion cell axons are generally unmyelinated until they have exited 
the eye. Even though most of the retinal tissue is transparent, the blood supply to the postreceptoral 
neurons remains opaque. The lateral displacement of the foveal postreceptoral neurons removes the 
need for any retinal blood supply in the central fovea. Thus, most eyes have a foveal avascular zone 
with an accompanying increase in transparency and presumably image quality in the central fovea.

External to the layer of photopigment (which resides in the outer segments of the photoreceptors) 
lies a second layer of pigment, melanin, in the pigmented epithelium cells (melanin and hemoglo-
bin in the choroid are also effective pigments). It has been suggested that melanin in the RPE has a 
primary antioxidant role protecting the retina from age-related oxidative damage.62 Optically, this 
pigment plays the same role as the black paint used to coat the inside of a camera; it reduces the 

FIGURE 4 Amplitude of accommodation (diopters) is plotted as 
a function of age. Note that the tasks used for measurement involved 
both accommodation and depth of focus (which the clinical literature 
often calls pseudoaccommodation). This depends on both optical and 
neural factors. Red symbols (curve) from Brückner et al.58 and blue 
symbols (curve) from Donders.59 Curves are based on best-fitting 
exponential functions.
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reflection of photons that are not absorbed by the photopigment. For example, at the peak sensitivity 
of the photopigment, about 2/3 of the photons entering the outer segment are absorbed by the phot-
opigment (0.5 optical density), and the outer segments cover about 70 percent of the retinal area, and 
thus, slightly less than 50 percent of photons arriving at the retina will be absorbed. This percentage 
is lower in the peripheral retina where the outer segments are shorter, and will generally be lower due 
to photopigment bleaching (which never exceeds 50% under natural conditions), and of course will 
be lower at wavelengths other than the peak. The effectiveness of the photopigment and the pigment 
epithelium combine to improve image quality of the eye but make it difficult for clinicians to obtain 
high intensity images of the fundus as little light is reflected back out of the eye.

A third major pigment in the retina, most dense around the fovea, is a yellow pigment called 
the macular pigment (MP). It is located in the receptor fiber and inner plexiform layers63 where it 
selectively absorbs short-wavelength light en route to the photoreceptors. Figure 5 shows the spectral 
absorbance of the foveal macular pigment for an average observer. The peak density is at 460 nm, near 
the peak sensitivity of the short-wave-sensitive cones (440 nm).

Several different methods (fundus photography, entoptic visualization, and psychophysics) indi-
cate that the peak density of the MP is at the fovea and follows an exponential decay to negligible 
levels at approximately 5 to 10° retinal eccentricity.65 There are large individual differences in the 
absorption of the macular pigment (from about 0 to 1.0 log unit at 460 nm), but there is little age 
dependency after early childhood.66,67

While the function of the MP is still uncertain, it has been suggested that the presence of this pig-
ment improves the optical image quality at the retina and may aid in maintaining the health of the 
macula. Because MP selectively absorbs short-wave light, it has been proposed that it helps to mini-
mize the effects of chromatic aberration68 thereby improving polychromatic image quality in the cen-
tral retina. With regard to the health of the eye, MP is made up of carotenoids that tend to neutralize 
photosensitized molecules69 and inhibit free radical reactions that are toxic to retinal cells. Thus, it has 
been suggested that the MP may protect the retina from actinic damage that may lead to age-related 
changes in visual sensitivity and to the development of age-related macular degeneration.8

A fourth, rhodopsin-based, visual pigment has recently been observed in some retinal ganglion 
cells. It has peak sensitivity around 460 nm, and it has been suggested that it may be responsible 
for light-induced melatonin suppression and thus maintenance of the circadian rhythm. In a recent 

FIGURE 5 Optical density of the human macular 
pigment is plotted as a function of wavelength. (Data 
from Vos.64)
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analysis, Charman56 showed that the combined effects of senescent miosis and lens yellowing would 
reduce the photon catch of this pigment in old eyes to only 10 percent of that of younger eyes and thus 
may contribute to age-related changes in circadian rhythms.

In addition to the transparency and pigmentation properties described above, the retinal photo-
receptors have important optical waveguide properties. Photoreceptors must contain large numbers 
of photopigment molecules because large numbers of photons need to be captured, and photopig-
ment regeneration is slow (half-life of 2 and 7 min for cones and rods, respectively). Also, in order to 
adequately sample the retinal image spatially, photoreceptors must be small. Typical photoreceptors 
contain long tubes filled with pigment with their axis aligned approximately perpendicular to the 
image plane (e.g., outer segments of foveal cones can be 60 μm long and only 2 μm in diameter). 
Such geometry creates fiber-optic or waveguide properties in these cells. These waveguide properties 
play an important role in reducing the impact of highly aberrated and scattered light so that they 
maximize the probability of photon catch for light entering in and around the pupil center [the Stiles-
Crawford effect (SCE) see Chap. 8], and in so doing, enhance the optical quality of the retinal image.70

A recent report71 has demonstrated that retinal Müller cells may also act as optical fibers funneling 
light through the retina to the photoreceptors to avoid scattering by the neural and vascular cells of 
the retina. No significant senescent changes occur in the SCE implying stability in photoreceptor 
orientation.72,73

There are several senescent changes in the optics of the retina. The depth of the foveal pit decreases 
with increasing age,74 while the pigmented epithelial cells accumulate lipofuscin throughout life as a 
by-product of phagocytosis of photoreceptor outer segments. Over age 70, lipofuscin and melano-
lipofuscin granules may occupy up to 20 percent to 33 percent of the free cytoplasmic space of the 
cell.75 Also, between the ages of 10 and 90 years, there is a 2.5-fold decrease in melanin concentration 
within the retinal pigmented epithelial cells.76 All of these changes can alter the final destination and 
distribution of photons within the retina. In addition, these cellular alterations are manifest in an 
age-related increase in lipofuscin autofluorescence,77 which may serve as a possible marker for cellular 
aging, oxidative damage, and dysfunction associated with retinal disease.78 The combined impact of 
cellular senescence on the retinal optics is unknown, but it likely contributes to the increased scatter 
observed in older eyes.79

Eye Size The globe of the eye grows rapidly in the first year of life and then more slowly until 
about 5 years of age when it reaches an asymptotic sagittal length of about 23.5 mm. While the globe 
of the eye changes relatively little over the adult years, the lens continues to grow. These and other 
structural changes alter the refractive state of the eye throughout the life span. The coordinated 
growth of eye size and optical power in many eyes enables a focused retinal image without need for 
accommodation or refractive treatments. Such eyes are said to be emmetropic, but emmetropia is 
not the norm during all stages of development and senescence. Infant eyes are almost always hyper-
opic but during the first 2 years of life they shift toward emmetropia. For many older children and 
adults, a further slow shift toward myopia relegates many to an adult life of near sightedness (e.g., 
recent estimates indicate that myopia rates can be has high as 71 and 84 percent in Hong Kong80 and 
Taiwan,81 respectively), whereas in later life there is an overall tendency for the refractive error of the 
eye to shift in a hyperopic direction. Although the prevalence of emmetropia can be high in modern 
populations, both eyes tend to maintain highly correlated growth resulting in similar refractive states 
in the two eyes. Recent reports, however, indicate that this correlated growth pattern begins to fail as 
the eyes age,82 and can result in significant interocular differences in refractive error (anisometropia) 
among the population older than 70 years,83 compared to children and younger adults.

Senescent Changes in Retinal Image Quality

Many factors act to alter the retinal image throughout the life span. In this section, their combined 
effects are described along with one aspect of the retinal image (chromatic aberration) that does not 
seem to be age dependent.
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Intraocular Scatter The spatial distribution of light on the retina from a point source is described 
by the point spread function (PSF). The fraction of light transmitted from a point source in the 
forward direction is the total transmittance, while the fraction transmitted within a cone of a par-
ticular angle a, is the direct transmittance. The value of a is arbitrary, but typically is about 1°. The 
difference between the total and direct transmittances produces a “tail” in the PSF and is called stray 
light. However, because the photoreceptors are directionally selective (see Chap. 9), the optical PSF 
is not necessarily equivalent to the functional PSF. Westheimer and Liang84 have used psychophysi-
cal methods to measure the PSF of younger and older observers for a broadband source. The total 
scattered light from 7′ to 90° is about 5 times larger in a 69-year-old observer compared to a young 
adult. Put another way, 90 percent of the light from a point source falls within a region of 7′ for a 
young subject, but only 50 percent of the light falls within 7′ for the older subject. (This analysis of 
the PSF does not take into account differences in the density of the ocular media which would further 
increase the difference between young and old.)

A number of studies have shown that large particle scatter by the human ocular media increases 
across the life span (e.g., Wolf85). The relation between light scatter and age has been described as 
nonlinear due to an acceleration in the function in middle age.86 A more recent study87 measured 
the integral of the scatter function of the eye from 2.2 to 90°. The results show little or no increase in 
scatter from 16 to 40 years of age but a rapid increase afterward (i.e., a factor of 5 increase at 65 years 
compared to young adults).

Stray light in the human eye is not strongly related to wavelength,88,89 implying that it is not due 
to scatter by small particles (smaller than the wavelength of light). A small wavelength dependence, 
greater at long than middle wavelengths (opposite to Rayleigh scatter, where scatter = kl−4), has been 
attributed to fundal reflections, especially in lightly pigmented eyes.90 A recent study91 has proposed 
that intraocular scatter is a combination of small particle Rayleigh scatter and a red dominated scat-
ter produced by light entering through the sclera. This latter source must pass through the choroidal 
blood and thus is red biased. The combination of these effects in lightly pigmented eyes produces 
scatter levels that vary little with wavelength. This can be important in evaluating stray light in the 
elderly because pigmentation levels in the RPE decrease with age. The lens seems to be the main 
source of age-related change in intraocular stray light.85 The cornea produces light scatter as well, but 
the amount does not change significantly with age.30

Scattered light in the elderly may also be due to the age-related accumulation of two fluorophores 
in the lens.92 These are molecules that emit light at one wavelength (e.g., 520 nm) when irradiated 
by another (e.g., 410 nm). As these emissions are scattered randomly, they would be expected to 
degrade visual resolution. Elliott et al.93 demonstrated a small effect of fluorescence on resolution of 
low contrast targets.

Intraocular stray light reduces the contrast of the retinal image. Normal levels of scattered light do 
not affect color detection thresholds significantly, but high levels can affect chromatic saturation and 
estimates of color constancy.94 The primary effect of intraocular stray light is to impair visual perfor-
mance when lighting varies dramatically within a visual scene, such as when driving at night, because 
even small amounts of scatter from a high intensity source can dramatically reduce contrast of the 
retinal images of nearby low intensity targets. The effects of light scatter are sometimes referred to as 
disability glare. Discomfort glare, on the other hand, describes a subject’s visual discomfort when high 
intensity glare sources are present. The level of discomfort glare shows large intersubject variability, 
but it is generally correlated with the amount of disability glare. The older eye is not necessarily more 
sensitive to glare, but it experiences more of it due to greater scatter.79,95 Low luminance and low con-
trast visual acuity exhibit marked deficits with aging, which is further exacerbated by glare (veiling auto 
headlights, and so on). With the exception of cataract surgery, there are no treatments for increased 
ocular scatter, and therefore older people suffer the visual consequences of scatter or modify their 
behavior to avoid its most serious consequences, for example, changing night driving behavior.

Monochromatic Aberrations Almost 95 percent of the wavefront error measured monochromati-
cally is caused by the lower-order aberrations of defocus and astigmatism,96 and even in well-refracted 
eyes these lower-order aberrations continue to dominate.97 However, there has been considerable 
interest generated recently in the higher-order aberrations of the eye.
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Although the typical older eye exhibits appreciable levels of higher-order aberration, this results 
less from a specific ocular surface than from a decreased ability of lenticular aberrations to compensate 
for corneal aberrations—in contrast to younger eyes. With aging there is a change in meridian of the 
corneal astigmatism, the cornea develops negative spherical aberration, and the corneal coefficients 
for coma change as well. The changes are not accompanied by compensatory lenticular changes, 
resulting in greater whole-eye aberrations.27,98 Thus, senescent changes in sign and not the magnitude 
of both the cornea and lens aberrations are the primary contributor to increased ocular aberrations 
seen in older eyes. The age dependence of this trend, however, is not completely clear for two reasons. 
First, population data show large variability between eyes, and most studies clearly show that the dis-
tribution of aberrations in older eyes is mostly overlapping with the distribution of younger eyes.26,99

Thus, many older eyes have young eye levels of higher-order aberrations. Second, although most 
studies generally indicate best optical quality in young adult eyes (20 to 30 age group), one shows that 
optical quality is maximum at around age 40.99 Finally, there is a shortage of data from eyes above 
65 years.

A quantitative description of the quality of an optical system is provided by its modulation 
transfer function (MTF), the relation between contrast attenuation and spatial frequency. The eye’s 
MTF can be derived from in vivo measurements of the optical point spread function on the retina. 
Guirao et al.43 derived the MTFs from carefully collected point spread functions of 60 observers 
ranging in age from 20 to 70 years while controlling for such important factors as pupil size and 
the refractive state of the eye. In Fig. 6, the blue and red curves represent MTFs for observers with 
mean ages of 24 and 63 years, respectively. Modulation is scaled logarithmically to highlight differ-
ences at middle and high spatial frequencies that are obscured on a linear plot. Optical performance 
decreases with increasing spatial frequency for both age groups, and there is an age-related loss in 
performance at all spatial frequencies. Results similar to these have also been reported by Artal 
et al.100 The results in Fig. 6 may be attributed to optical aberrations but not ocular scatter because 
it is factored out in the measurement procedure. Inclusion of intraocular scatter would tend to pro-
duce a more or less uniform “halo” in the retinal image that further reduces the contrast of stimuli 
in the elderly eye.

FIGURE 6 Modulation transfer functions for 
average individuals at 23 (blue curve) and 63 (red 
curve) years of age for a 3-mm pupil, 543-nm stimu-
lus, calculated from equation and parameters from 
Guirao et al.43
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Perhaps the most important finding is that a smaller pupil can compensate for the age-related 
increase in monochromatic aberrations. Indeed senescent miosis may provide a complete compensa-
tion for the failed correction of corneal aberrations by lenticular aberrations. That is, one compensa-
tion mechanism evolves as the other disappears, and this does not include additional compensation 
mechanisms at a neural level.101 The bottom line is that the major loss in optimal retinal image quality 
with age will not be due to increased monochromatic or chromatic aberrations.

Chromatic Aberration The refractive index of the ocular media is wavelength dependent so that 
the spectral components of a broadband stimulus will not be imaged in the same plane within the 
eye. This is an example of chromatic aberration. Chromatic aberration can be appreciated from 
the colored fringes that can be observed in many telescopes and microscopes. Refractive indices of 
the optical elements of the eye decline as wavelength increases moving the long wavelength images 
farther from the cornea. The degree of chromatic aberration can be quantified in terms of the lens 
power required to image a particular wavelength on the retina when the eye is focused for a refer-
ence wavelength (change in refractive error as a function of wavelength). With a 578-nm reference, 
the aberration varies from − 1.70 D at 405 nm to 0.40 D at 691 nm.102 Howarth et al.103 (1988) 
measured the longitudinal chromatic aberration for four younger (27 to 33 years) and six older (48 
to 72 years) participants using three different methods. All methods failed to show a change in axial 
chromatic aberration with age.

Interestingly, one suggestion for treating presbyopia employs a hyperchromatic lens design which 
can double the effective chromatic aberration of the eye. Experimental studies have shown that such a 
lens can increase the depth of field of the presbyopic eye.104 Conversely, diffractive IOL designs have been 
proposed that can cancel the refractive chromatic aberration of the human pseudophakic eye.105,106

Summary of Optical Senescence

Senescent changes in the eye’s optics are widespread and varied, but the overall effects are domi-
nated by three important changes. First, the reflexive autofocus feature of the eye (accommoda-
tion), which allows objects at any distance to be well focused on the retina, slowly declines with 
age and disappears altogether during the sixth decade of life. From the fifth decade onward, the 
inability to focus objects in our three-dimensional world is a major source of retinal image degra-
dation (due to spherical defocus). Second, due to senescent changes in lens and other ocular media 
transparency,107 and pupil miosis, retinal image illuminance is chronically lower in older eyes, and 
this is particularly true for short wavelength light sources. Interestingly, the widely available low 
transparency yellow filters used in many sunglass prescriptions that mimic the older eye transmis-
sion characteristics indicate that this aging effect will have little impact in high light environments. 
The third significant and widespread optical change with age is the increased optical scatter (for-
ward scatter by the eye’s optics, and increased scatter by the retina and through the sclera due to 
reduced pigmentation). Scatter will always have the greatest impact at night when environmental 
light levels can vary by huge amounts from one location to another. In combination, the reduced 
transparency and the increased scatter will compromise vision at night. Also, the loss of accommo-
dation and increased scatter will compromise retinal image quality when reading at near, particu-
larly with high gloss materials that reflect light specularly, and thus can create local high intensity 
regions on the page.

14.5 SENESCENT CHANGES IN VISION

Age-related changes in visual performance are due to both optical and neural factors. Changes in 
performance that cannot be explained solely by optical factors are assumed to be due to senescent 
changes in neural pathways. An understanding of neuro-visual senescence thus depends on an 
understanding of the optics of the aging eye.
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Senescent Changes in Sensitivity under Scotopic and 
Photopic Conditions

Visible radiation in natural viewing conditions is normally limited to the band between 400 and 
700 nm. As can be inferred from Fig. 2, the limit at short wavelengths is due to the absorption char-
acteristics of the ocular media; the limit at long wavelengths is due to the absorption spectrum of 
the photopigments contained in the rod and cone receptors.

Various studies using psychophysical procedures have demonstrated age-related losses in the sen-
sitivity of scotopic and photopic mechanisms. Dark adaptation functions (absolute threshold ver-
sus time in the dark) have two scalloped-shaped branches, the first branch being mediated by cone 
photoreceptors and the second mediated by rods. A number of early studies have shown that the 
asymptotes of each of these branches become elevated as a function of age. In addition, it has been 
noted that the rate of photopic and scotopic dark adaptation decreases with increasing age.108 This 
latter result has been confirmed by more recent studies.109,110 It was not clear from some of the early 
studies whether these effects were entirely due to age-related changes in retinal illuminance caused by, 
among other factors, smaller pupils (see subsection “Pupils” in Sec. 14.4). Most, but not all,111 of the 
studies that have taken age-related changes in pupil size and ocular media density into account have 
demonstrated age-related losses in scotopic sensitivity.112,113 Based on those studies that have shown 
losses in sensitivity that cannot be explained solely by preretinal changes, it can be inferred that losses 
in sensitivity reflect neural changes that take place at or beyond the level of the photoreceptors.

Several studies indicate that changes at the receptor level may partially account for age-related 
changes in light and dark adaptation and for overall sensitivity under scotopic and photopic con-
ditions. In vivo measurements of the photopigment kinetics indicate that a change in the rate of 
dark adaptation is due, at least in part, to a decrease in the rate of photopigment regeneration.109,114

Other changes at the receptoral level involve the relative ability of “aging” rods to efficiently capture 
light quanta. Although there are substantial losses in numbers of rod photoreceptors with age,115 the 
amount of rhodopsin photopigment in the retina decreases only slightly, if at all, with increasing 
age.116 This implies that individual surviving rods must contain more photopigment in the older 
retina. However, some outer segments of these aged photoreceptors undergo morphological changes 
such that they appear to be more convoluted in shape.117 These relatively deformed outer segments 
may contribute to reductions in scotopic sensitivity because rhodopsin molecules now possess less 
than optimal orientations for absorbing light.

Photopic vision is mediated by three different classes of cone photoreceptor, with each class of 
receptor having peak sensitivity at either short- (S), middle- (M), or long-(L) wavelengths. Several 
studies have shown that the sensitivity of the S cones decreases with age.118–120 In addition, the results 
of Werner and Steele (Fig. 7) indicate that M and L cones also sustain significant sensitivity losses with 
age, and that the rate of loss is similar for all three cone types.

One complication in specifying the rates of age-related sensitivity loss for individual cone types is 
that the magnitudes of these losses depend on the level of light adaptation. For example, it has been 
shown for an S-cone mechanism that age-related differences are greatest near the absolute threshold 
and gradually diminish at higher light levels.121 For this reason, Werner et al.122 have measured the 
absolute threshold of cone mechanisms at the fovea, and at locations 4 and 8° eccentric to the fovea, 
along the horizontal meridian in the temporal retina. Their study revealed linear declines in sensitiv-
ity with age for all three cone mechanisms that could not be accounted for by age-related changes in 
preretinal structures of the eye. Thus, losses in sensitivity that occur during our life span reflect, in 
part, neural changes taking place in both scotopic and photopic mechanisms.

Color Vision

The ability to discriminate hue declines with age beginning in early adulthood, as assessed by color 
matching123,124 and arrangement tasks.125–127 These losses in discrimination may be due to age-related 
changes in retinal illuminance caused by smaller pupil size and increased short-wave absorption by 
the lens. Results from the Farnsworth-Munsell 100-hue test indicate that losses in discrimination 
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FIGURE 7 Log relative sensitivity (on a quantal basis) of S-, 
M-, and L-cone mechanisms is plotted as a function of age. (Data 
from Werner and Steele.120)
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mediated by S cones occur earlier in life than do discriminations mediated by M and L cones. 
However, this effect is due, at least in part, to the construction of the FM-100 test.128 When chro-
matic discriminations are measured under conditions that equate the stimuli individually for reti-
nal illuminance, losses occur not only for S-cone mediated discriminations,129 but throughout color 
space for both spectral130 and nonspectral stimuli.131 These latter results indicate that age-related 
losses in chromatic discrimination are due, in part, to neural processes.

Senescence of the lens results in a reduction in retinal illuminance and a change in the spectral 
distribution of stimuli arriving at the retina. Concurrently, there is a reduction in sensitivity of the 
photoreceptors and numerous morphological changes in the visual pathways. Nevertheless, there is 
a remarkable degree of stability in color perception across the life span. Color naming of broadband 
reflective samples, the wavelengths of unique blue and yellow, saturation, and the achromatic locus 
are all relatively invariant with normal aging.132 The proportion of different hue responses (e.g., blue 
or green) to a large set of simulated Munsell samples is independent of individual ocular media 
density.133 Stability of color perception despite many changes in the retinal stimulus implies that the 
visual system continuously renormalizes itself to maintain constancy of perception. Thus, an elderly 
person may call the same stimulus “white” as he or she did 70 years ago, even though it must be 
based upon a markedly different retinal stimulus and strength of retinal signals.134 To characterize the 
renormalization implicit in these findings, the chromaticity of the achromatic point was measured 
before and after cataract surgery.135 There was a shift following cataract surgery (removal of a brunes-
cent lens) that was initially toward yellow in color space, but over the course of months, it drifted back 
in the direction of the achromatic point before surgery. This long-term renormalization is as it should 
be; otherwise, the white of the young would be the yellow of the old. Such adjustments may occur by 
calibrating the average responses in color mechanisms according to the average color in scenes.

Spatial Vision

Visual acuity, the minimum angle of resolution, is the most time-honored measure of human visual 
performance, and in many clinical settings it is the only measured visual ability. It can be measured 
quickly and reliably with a variety of test patterns such as Snellen letters or Landolt C’s. Traditionally, 
visual acuity is measured with letters having high contrast and moderate luminances. On average, 
such data suggest some stability in acuity until about age 50 and then a linear decrease with increas-
ing age.136 The results have been quite variable between studies, and the failures to screen subjects 
for disease and to optimize their refractions for the test distance make it difficult to know the true 
course of age-related change in visual acuity. Figure 8 shows results from several recent studies plot-
ted in terms of log minimum angle of resolution (left axis) or equivalent Snellen and metric acuities 
(right axis). Data from Owsley et al.137 resemble earlier studies, although participants were screened 
for visual disease and refracted for the test distance. However, with more stringent screening and 
optimized refraction, the change in visual acuity follows a somewhat different course according to 
more recent studies.138,139 As shown in Fig. 8, these latter studies show better overall visual acuity 
with a progressive decline after about age 25 years. Conversely, when subjects are not screened for 
visual disease and are tested with their habitual refractive correction, their acuity is considerably 
worse than shown in Fig. 8.5 Which data sets represent “normal” aging is unclear, but the better acu-
ity values indicate that individuals can often reliably resolve finer details, or higher spatial frequen-
cies, than suggested by earlier research, for example, 80 year olds can have 20/20 acuity.

A more general characterization of spatial vision is provided by the contrast sensitivity function 
(CSF), defined by the reciprocal of the minimum contrast required to detect sinusoidal gratings that 
vary in spatial frequency (the number of cycles per degree of visual angle, cpd). Figure 9 shows CSFs 
for nonflickering stimuli interpolated from a large data set by linear regression for hypothetical 20  
(blue symbols) and 75-year-old (red symbols) observers. These functions could be computed in this 
way because the age-related changes in contrast sensitivity appear to be linear with age. A comparison 
of the photopic CSFs (circles) show little change in sensitivity with age at low spatial frequencies, 
but notable declines in sensitivity are found at middle and high spatial frequencies. These results 
are consistent with other studies that measured contrast sensitivity in subjects refracted for the test 
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FIGURE 8 Log minimum angle of resolution (left) and Snellen 
equivalent acuity (right) plotted as a function of age. Blue circles are 
from Owsley et al.;137 red squares and green circles are from Frisén & 
Frisén138 and Elliott et al.,139 respectively.
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distance and free from ocular disease.140–143 Currently it is unclear whether age-related differences in 
contrast sensitivity, especially at high spatial frequencies, become greater if the temporal modulation 
of luminance varying sinusoidal gratings is increased.137,142,143

Evidence from a number of studies suggests that preneural and neural factors are required to 
explain the decline in contrast sensitivity with age. Preretinal factors such as smaller pupils, increases 
in ocular media density and intraocular scatter can partially account for these results. However, losses 
in contrast sensitivity are still demonstrated by studies that have controlled for pupil size141 and have 
attempted to mimic age-related reductions in retinal illuminance due to smaller pupils and increases 
in lens density.143 In addition, age-related losses of contrast sensitivity at high spatial frequencies are 
found when measured with laser interferometry,145 or when ocular aberrations, including dynamic 
higher-order aberrations, are corrected with adaptive optics.146 It has been suggested that age-related 
changes in visual pathways account for less than half of the total decline in photopic contrast sen-
sitivity at medium and high spatial frequencies with the remainder of the loss in sensitivity due to 
preretinal factors.147 This point needs to be more thoroughly investigated.

Measurement of the CSF under scotopic conditions shows a pattern of loss quite different from 
photopic conditions, as illustrated by the squares in Fig. 9. These data were obtained following 30 min 
dark adaptation, using an artificial pupil and stimulus wavelength to minimize age-related variation 
in retinal illuminance.144 The largest sensitivity loss to horizontally oriented sinusoidal gratings is at 
low spatial frequencies, a result that implies age-related change in neural mechanisms.

In Fig. 9, extrapolation of the CSFs to zero at high spatial frequencies provides a measure of visual 
resolution. At both photopic and scotopic light levels, age-related changes in the high frequency cutoff 
are noted even though participants were included only if they had retinae without pathology when 
examined by ophthalmoscopy.

Finally, spatial visual mechanisms have been characterized in terms of their chromatic sensitivity.148

To be certain that the spatial variations are strictly chromatic, it is necessary to control for chromatic 
aberration and individual differences in luminosity functions. With these controls in place, Hardy 
et al.149 used stimuli modulated along separate S-cone and L-M-cone axes. They found a significant 
difference in chromatic contrast sensitivity between younger and older observers at all spatial frequen-
cies and for both chromatic axes. The difference in sensitivity is greater for S-axis stimuli than for L 
and M varying stimuli, prior to adjustments based upon ocular media density. Contrast sensitivities 
measured with controls for variation in ocular media density show that differences between young and 
old are reduced, at least for S-cone modulation. Nevertheless, when stimuli are equated at the retina, 
significant differences between younger and older observers remain. The difference is similar across 
spatial frequency and for the two chromatic axes. From these results, it may be concluded that both 
optical and neural factors contribute to age-related losses in chromatic contrast sensitivity.

Temporal Vision

The critical fusion frequency (CFF), the lowest frequency of flicker that is indiscriminable from 
a steady light, decreases with age.150 Part of this loss in temporal resolution is due to retinal illu-
minance differences between young and old. Lower luminance levels are associated with a loss in 
temporal resolution. While the CFF measures the high temporal resolution limit, a more complete 
description of temporal processing is provided by the temporal contrast sensitivity function (tCSF), 
the amount of contrast needed for detection as a function of temporal frequency. Tyler151 reported 
small age-related declines in temporal sensitivity for long-wavelength sinusoidal modulation, with 
the magnitude of the loss increasing with temporal frequency. The decrease in sensitivity began 
around age 20 years. Similar results were reported by Kim and Mayer,152 but sensitivity losses were 
not observed until about the midforties, after which there was a loss in temporal sensitivity of about 
0.78 decilog per decade. It was argued in both studies that these losses in sensitivity are greater than 
those expected from age-related changes in optical factors alone. Based on simultaneous recordings 
of pattern electroretinograms (PERG) and visually evoked potentials (VEPs) in young and elderly 
observers, Porciatti et al.153 have suggested that at least some of the loss in temporal sensitivity with 
age is due to changes at postretinal sites.

Another approach to understanding age-related changes in temporal sensitivity is to measure the 
impulse response function (IRF), the theoretical response to a pulse of short duration.154 This approach 
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is important theoretically because the IRF allows predictions of how the visual system should respond 
to any time-varying stimulus; it is related to the tCSF by its Fourier transform. The IRF was measured 
for 62 observers ranging in age from 16 to 85 years using a double-pulse method.155 The IRFs with 
luminance modulation follow an exponentially damped sine function, with a fast excitatory response 
followed by an inhibitory phase.156 Average IRFs and tCSFs are presented in Fig. 10 by red and blue 
curves. Note that while the amplitude of the IRF is reduced for older subjects, the timing is similar to 
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that for younger subjects. For 9 of 25 observers over 55 years of age, however, IRFs are relatively weak 
and show that the second (inhibitory) phase is reduced. Consequently, the IRF for these observers is 
quite slow and long, as shown by the IRF plotted as a green curve. The loss of inhibitory phase changes 
the tCSF from band-pass to low-pass as shown by the green tCSF in Fig. 10. It is not clear why older 
observers fall into two groups, as all observers met stringent inclusion criteria. Control conditions 
demonstrated that age-related changes in the IRF under these conditions cannot be ascribed to optical 
factors. Thus, in most cases, the human visual system maintains a stable speed of response to a flash 
until at least about 80 years of age, even while the response amplitude decreases with age.

The Visual Field

The extent of the visual field narrows over adulthood, by several degrees each decade until about age 
50 to 60 years and then somewhat more rapidly with increasing age.157 Iwase et al.158 suggested that 
the “volume” of the visual field decreases starting at about 30 to 40 years of age and continues for 
the remainder of the life span.

Senescent constriction of and reduced light sensitivity within the visual field are due in part to age-
related reductions in pupil diameter and increases in light absorbance by the ocular media. Johnson 
et al.159 performed static perimetry using experimental conditions that notably lessen the effects of 
lenticular senescence and reduced pupil size. They demonstrated age-related losses in sensitivity that 
varied from approximately 0.5 to 1 dB per decade within the central 30° visual field. Their results sug-
gest that at least part of the visual field loss must be ascribed to neural factors.

Another approach to perimetry is to define the functional or “useful field of view,” or the area of the 
visual field over which information can be processed within a single fixation. The size of the useful field 
of view decreases when observers are engaged in additional tasks.160 Ball et al.161 compared sensitivity of 
groups of younger and older observers within the central 30°. Stimuli were presented in the presence and 
absence of distracting stimuli to measure the useful field of view. The older group was more impaired 
by the distracting stimuli, particularly at greater retinal eccentricities. This restriction of the functional 
visual field is apparently not due to optical or retinal factors. A more recent study of individuals ages 58 
to 102 years5 shows a dramatic impact of focal attention tasks on visual field changes with age, as shown 
in Fig. 11. For a typical light detection task, there is only a modest change even up to 90 years, but for a 
detection task with fixation attention demand, the visual field drops dramatically with age.
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Depth and Stereovision

Our ability to perceive the distances of objects depends upon several different kinds of information. 
One of the most important depth cues is stereopsis. Stereopscopic depth information is provided by 
retinal disparity that occurs when a single object is imaged at different retinal locations between the 
two eyes. There is a paucity of investigations that have examined age-related changes in stereovision. 
This is unfortunate because the use of retinal disparity to extract three-dimensional depth could be 
used to probe cortical changes that may occur with aging.162,163 In addition, based on the increased 
number of falls and other accidents that occur among the elderly, measures of stereoscopic depth 
perception across adulthood might be valuable.

Jani164 used a standardized test of stereovision (flashlight diastereo test) to determine the percentage of 
1207 individuals who failed the test at various ages. This percentage decreased from his 0 to 9 year group
and remained stable from 10 to 19 through about 40 to 49 years. With further increases in age, there 
was a monotonic increase in the percentage of individuals failing the test. A more sensitive indicator 
of stereovision requires measurement of thresholds. Bell et al.165 using a Verhoeff stereopter (based 
on the furthest distance at which the relative distance between three rods can be detected), showed that 
stereo resolution decreases slowly from 30 to 40 years of age and then more rapidly after about age 40. It 
is not clear whether these changes in stereovision are secondary to changes in the spatial CSF. This was 
controlled by using random-dot stereograms which varied in their binocular correlation.166 Older 
observers required significantly higher binocular correlation than younger observers to perceive 
stereodepth.

Some Visual Functions That Change Minimally with Age

Senescent changes in visual function are widespread as might be expected given the optical and early 
neural changes that take place. It is perhaps surprising, therefore, that a number of visual functions 
change relatively little with age. The stability of color perception across the life span has already been 
described, but a number of other visual functions also appear resistant to aging.167 For example, 
vernier acuity tasks have been used with subjects between 10 and 94 years of age. They were asked 
to align two or three lines or several points. This can be done with great precision (hence the name 
hyperacuity), and it does not change with age. The directional sensitivity of the retina (measured by 
the Stiles-Crawford effect of the first kind) also does not appear much affected by senescence. This 
task depends on the integrity of both physical and physiological mechanisms.

These and perhaps other (undiscovered) constancies in visual function across adulthood may 
provide insights into the types of neural changes that accompany age. In addition, such results might 
also serve as useful indices to distinguish between normal aging and changes in the same functions 
due to disease.

14.6 AGE-RELATED OCULAR DISEASES AFFECTING 
VISUAL FUNCTION

There are several ocular and retinal disorders that are so strongly correlated with increasing age that 
“age” has become a part of their name, for example, “age-related cataracts,” “age-related macular 
degeneration,” etc. Age, of course, represents only the passage of time, not a process, but the name 
does accurately imply that these problems are more likely to occur in the elderly.

Life-Span Environmental Radiation Damage

Unlike most of the human body, the eye is unique in that it contains highly transparent tissue that 
allows a large proportion of incident radiation to penetrate about 2.5 cm into the body. When consid-
ering radiation damage, transparency has the advantage that the energy passing through transparent 
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material is not absorbed and thus can do no damage. However, all of the quanta passing through 
the transparent portions of the eye will ultimately be absorbed deep within the eye, and thus, unlike 
the rest of the body in which only the surface is vulnerable to environmental radiation hazards, tis-
sue deep within the eye can be damaged by radiation. Therefore, environmental radiation has the 
potential to contribute to the aging process of ocular tissue deep within the eye. The retina is addi-
tionally vulnerable to radiation hazards because flux densities at the retina can exceed those at the 
cornea due to the focusing characteristics of the eye’s optics. The eye’s susceptibility to the accumu-
lated effect of chronic radiation damage is further exacerbated by the need for transparency across 
the visible spectrum and the fact that critical cells within the eye (e.g., lens fiber cells and photore-
ceptors) cannot regenerate. Not surprisingly, the primary ocular targets of life-span environmental 
radiation damage are the lens and the retina.

With the exception of those employed in professions with high levels of UV radiation (created by 
some welding techniques, polymer curing, electronic circuitry imaging, fluorescent testing, etc.), the 
primary source of environmental UV radiation is the sun. The spectral distribution of sunlight reach-
ing different parts of the earth’s surface will differ somewhat from that shown in Fig. 2 due to such 
factors as latitude, altitude, cloud cover, and aerosol content as well as time of day. It is important to 
note that just as Rayleigh scatter makes the sky blue, the atmosphere scatters an even larger propor-
tion of UV light, and thus the sky itself is a significant source of UV radiation.

While it is straightforward to document surface UV light, it is very difficult to calculate ocular 
exposure because the eye is typically shaded by the brow and upper lid and thus is rarely directly irra-
diated by sunlight. Instead, environmental exposure to solar radiation will come primarily from reflec-
tions off surfaces or from scatter by the atmosphere. For example, while the sunlight stays constant 
when moving from a snowless to a snow-covered field, ocular UV irradiance increases substantially 
because of the high reflectivity of the snow in the UV range.168 The combined effects of high altitude 
(little atmosphere to absorb UV) and snow (fresh snow reflects more than 90 percent of the incident 
UV) can rapidly create solar keratitis in any skier who fails to wear UV-filtering eye protection.

The impact of solar radiation on the eye depends on the proportion of this radiation that is 
absorbed. At very short wavelengths (UVB), it is the cornea (and primarily the surface epithelium) 
that absorbs most of the UV, and thus is at risk for UV light damage. However, due to the rapid regen-
eration of corneal epithelial cells (the entire corneal epithelium is regrown every 5 to 7 days), chronic 
UV damage is not easily accumulated. At longer UV wavelengths, corneal transparency increases to 
about 50 percent, and almost all of the remaining 50 percent that passes through the cornea is then 
absorbed by the lens. Thus, the lens is also vulnerable to UV-damage, and particularly to chronic UV 
damage because cells in the lens are not replaced or recycled.

Epidemiological evidence provides support for the view that UV radiation is associated with cat-
aract formation. For example, there is a clear correlation between incidence of cataract and other 
diseases (e.g., pterygium and skin cancer) and exposure to sunlight. In addition, the age of cataract 
decreases and its incidence increases from the poles to the equator. Young’s53 summary of this litera-
ture indicates prevalence rates of about 14 percent for countries above 36°, 22 percent for mid-latitude 
(28 to 36°) countries and 28 percent for low-latitude (10 to 26°) countries. While epidemiological 
studies are complex due to the many factors that vary among groups, UV radiation appears to be the 
only factor that changes with latitude and has been shown to play a significant role in aging of the lens. 
A similar latitude dependency appears in the age of onset of presbyopia3 indicating that both of the 
primary age-dependent changes in lens function (presbyopia and cataract) may be regulated by levels 
of UV exposure.

Because of the opacity of the cornea and lens to UV radiation, relatively little UV reaches the 
adult retina, however, the retina is vulnerable to photochemical damage caused by UV light as well as 
short-wave-visible light (the “blue light hazard”). A study comprised of pseudophakic patients who 
had undergone bilateral cataract extraction and implantation of two IOLs differing in the amount of 
UV absorption suggested that increased UV exposure in the eye with the UV transparent IOL reduced 
visual sensitivity of short-wave-sensitive cones. It was estimated that 5 years of exposure to light 
through an IOL without UV absorbing chromophores produced the equivalent of more than 30 years 
of normal aging.7 Thus, the lens pigmentation responsible for UV absorption may be an adaptation 
to protect the retina from photochemical effects that are damaging.
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Cataract

Cataracts are opacities of the lens that interfere with vision by reducing the amount of light trans-
mitted while at the same time increasing its scatter within the eye. There are a number of different 
forms of cataract, and each form exhibits its own characteristic effects on vision and has different 
stages of development. For example, cataracts can form within the lens nucleus and cortex, and they 
may originate in either the axial or equatorial regions of the lens. Cataracts, depending on their type, 
can cause a host of visual problems including loss of visual acuity, changes in refractive error, anis-
eikonia, perceived spatial distortions, disability glare, and the formation of multiple images. Often 
times more than one form is present in a given eye, and the lens of each eye may develop cataract at 
different rates.

In the United States, cataract is found in about one in seven individuals above the age of 40, and the 
proportion increases with age. The rate is much higher and typically occurs at an earlier age in individ-
uals with diabetes. It is known that UV and infrared light can cause cataracts. Most individuals exhibit 
changes in their crystalline lenses with advancing age and senescent cataract may be an extension of 
this process.53 In developing countries, cataracts occur much earlier in life (e.g., 14 to 18 years earlier 
in India than the United States), perhaps due to nutritional factors or greater ultraviolet exposure (as 
many developing countries have lower latitudes).

Cataract is the leading worldwide cause of blindness. Fortunately, it is treated with a high success 
rate by surgically removing the cataractous lens. In most cases in developed countries, an intraocular 
lens (IOL) is implanted. Cataract surgery in the west is one of the most successful therapies known, 
with visual improvement in nearly all cases. Nearly three million cataract surgeries were performed in 
the United States in 2007 and over 14 million worldwide.

Cataracts generate both forward and backward scatter of light, and quantification of both can 
explain about 50 percent of the variability in the visual acuity of older Americans.169 It is the forward 
scatter, and not the backscatter seen by the clinician, that interferes with vision. Wide angle forward 
scatter would be expected to generate a uniform drop in contrast sensitivity, but in patients with cata-
ract Hess and Woo170 observed reductions in contrast sensitivity that were larger at high and middle 
spatial frequencies (not unlike those seen with retinal image defocus). Their results indicate that for-
ward scatter produced by cataracts is not wide angle, but, as predicted by the larger than wavelength 
size of the particles formed in a cataract,171 much of the forward scattered light is distributed over a 
small angle (Mie as opposed to Rayleigh scattering).

Age-Related Macular Degeneration

Age-related macular degeneration (AMD) is generally a progressive, bilateral disease that compro-
mises the integrity and functioning of the central retina. More than 13 million persons over the age 
of 50 in the United States have signs of macular degeneration. An individual in the early stages of 
AMD may experience declines in visual acuity, losses in sensitivity for central photopic172 and scoto-
pic mechanisms,173,174 an inability to make fine distinctions between colors,175 and metamorphopsia, 
a distortion in the appearance of objects in the visual scene. As the disease progresses, individuals 
afflicted with this condition undergo further declines in visual performance including the onset of 
central scotomas, defined areas of absolute or relative vision loss within the visual field, making it 
difficult to recognize readily faces of individuals encountered. However, because the disease does not 
spread past the macula or central retina, individuals can still navigate about in the environment and 
even “regain” some function through training to use unaffected adjacent portions of the macular 
region. About 1.2 million persons in the United States have reached sight-threatening late stages of 
AMD. This latter group is composed primarily of Caucasians aged 60 years and above, as the disease 
affects other ethnic groups with lower frequency. The numbers of affected individuals are increasing 
rapidly with the aging of the population, affecting more than 30 percent of individuals over the age 
of 75.

AMD is divided clinically into the exudative (wet) and nonexudative (dry) forms of the disease. 
In the more devastating wet form of this disease, choroidal neovascular membranes grow through 
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cracks in Bruch’s membrane, the layer separating the choroid from the retinal pigment epithelium 
(RPE). Amongst other things, the RPE is responsible for regulating and providing nourishment to 
and removing waste products from the retina. Death of retinal cells occurs when the retina is sepa-
rated for lengthy time periods from the underlying RPE as can happen when the leaky blood ves-
sels comprising the neovascular membranes begin to exude their contents into the potential space 
between the RPE and photoreceptor layer of the retina. In addition, the presence of these subretinal 
neovascular membranes lead to scar formation beneath the macula, and this process of scarring is the 
primary cause of vision loss in the wet form of AMD. The wet form only comprises 10 to 15% of all 
cases of AMD but accounts for 90 percent of legal blindness from AMD.

In contrast to the wet form of AMD that may produce a sudden loss in vision, dry, or atrophic, 
AMD results in a slow progressive vision loss that usually takes place over many years. The dry form of 
AMD is characterized by the formation of drusen, deposits of accumulated waste products from the 
retina and atrophy of the RPE cells. Presently, it is unclear what causes retinal atrophy in the dry form 
of AMD, but it is thought to reflect ischemia from the choriocapillaris and/or a metabolic disturbance 
of the receptor/RPE complex leading to apoptosis.

Currently, clinical advances have been made to retard the progress of the wet form of AMD 
through medications and laser therapy. Fluorescein and indocyanine green angiography have been 
effective tools for both diagnosing wet AMD in its early stages of the disease process and defining the 
subretinal sites of neovascular membranes and exudative leakage from these blood vessels. By taking 
advantage of this valuable knowledge, laser photocoagulation is now used to destroy these vascular 
membranes thereby retarding the progress of the disease. For subfoveal lesions, intravitreal injection 
of anti-VEGF drugs can stabilize or improve vision in 95 percent of cases. Beyond these forms of 
treatment, visual rehabilitation has concentrated on the use of low vision aides and training AMD 
patients to use parafoveal and peripheral portions of their retina that are less affected by the disease.

Diabetic Retinopathy

Diabetic retinopathy is also a common disorder associated with aging. Juvenile-onset (Type I) 
diabetes is generally diagnosed during the first two decades of life, whereas adult-onset (Type II) 
diabetes is diagnosed later in life. Type II diabetes is associated with increasing age, obesity, and a 
family history of the disease; Mexican Americans and African Americans are affected relatively more 
often than Caucasian Americans. A patient with diabetes (either Type I or Type II) develops diabetic 
retinal changes over time; at least 40 percent of diabetic patients will eventually develop detectable 
retinopathy. The incidence of diabetic retinopathy is related to both blood sugar control and the 
duration of the disease, with most estimates suggesting clinical evidence of retinopathy occurs about 
10 years after the onset of hyperglycemia. Approximately 8000 people are blinded each year by this 
disease.176

There are several stages to diabetic retinopathy. Early in the disease there is patchy loss of the 
endothelial cells lining the retinal capillaries which leads to increased permeability of these blood ves-
sels and the formation of microaneurysms. The appearances of small punctate hemorrhages, micro-
aneurysms, and proteinaceous deposits within the retina are hallmarks of the early or “background” 
stage of diabetic retinopathy. As the disease progresses, blood vessels may become occluded resulting 
in retinal ischemia. In response to disrupted blood flow, the ischemic retina releases growth factors 
which induce the proliferation of new blood vessels or increased permeability of the damaged retinal 
vessels. These new blood vessels formed in the “proliferative” stage of diabetic retinopathy are fragile 
and can spontaneously bleed, leading to loss of vision from vitreous hemorrhage. The permeable 
damaged vessels can cause exudation and swelling of the macula leading to vision loss. In the latter 
stages of the disease there is death of ganglion cells from intraretinal hypoxia and contraction of scar 
tissue leading to retinal traction and subsequent retinal detachment in areas adjacent to relatively 
high concentrations of neovascularization. Tractional retinal detachment may cause visual distortion 
and blindness, and requires retinal surgery to minimize vision loss.

Initial treatment of diabetic retinopathy involves controlling blood sugar levels via dietary changes, 
oral agents, and/or insulin to facilitate the uptake of glucose into body tissue. Poorly controlled blood 
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sugar levels can lead to fluctuations in vision due to changes in the refractive power of the crystalline 
lens and the early formation of cataracts. The Diabetes Control and Complications Trial177 demon-
strated that tight control of blood glucose reduced the incidence of diabetic retinopathy. Additionally, 
fluctuations in blood glucose levels have been shown to influence normal functioning of S-cone path-
ways178 perhaps accounting for decreased chromatic discrimination along a tritan axis demonstrated 
by diabetic individuals.179

In the latter stages of diabetic retinopathy, laser photocoagulation is used in an attempt to main-
tain the integrity of the central retina. Laser photocoagulation is utilized to control retinal neovascu-
larization associated with proliferative disease and reduced vision secondary to macular edema. These 
treatments have been shown to decrease severe vision loss by approximately 50 percent. Because laser 
photocoagulation to control neovascularization is a destructive form of treatment, newer strategies 
are being investigated that target specific growth factors causing neovascularization.

Glaucomas

The glaucomas are a group of chronic diseases that result in the progressive degeneration of retinal 
ganglion cells whose axons comprise the optic nerve. In most but not all cases of glaucoma, elevated 
intraocular pressure (IOP) is believed to be one of the primary risk factors for ganglion cell death. 
Ganglion cell death occurs through the process of apoptosis, brought on, it is believed, by the loss 
of trophic factors normally transported to the ganglion cell body by retrograde axoplasmic flow. In 
glaucoma, cell death is thought to occur following a disruption in axoplasmic flow of the retinal 
ganglion cell axons comprising the optic nerve; the site of this disruption is believed to be at the 
optic nerve head, where the insult may be mechanical180 due to elevated IOP and/or a disruption in 
the vascular supply to the nerve head.181

Aqueous humor serves as the optically clear “nutritional supply” to the metabolically active but 
avascular structures of the lens and cornea. IOP is determined by a balance between production of 
aqueous humor (by the ciliary body, a secretory tissue that lies directly behind the iris) and drainage 
through the trabecular meshwork, a circumferential drainage system located just anterior to the iris 
at an angle formed by the cornea and iris root. Abnormalities in the trabecular meshwork are thought 
to underlie the elevated IOP in many forms of “open-angle” glaucoma.

Of the approximately 67 million persons affected by glaucoma worldwide, about equal numbers 
suffer from open-angle and angle-closure types, with the former being more prevalent in the United 
States and Europe and the latter being more prevalent in Asia and the Pacific Rim. Glaucoma accounts 
for about 10 percent of blindness in the United States. The frequencies of glaucomatous disorders 
increase with increasing age, particularly after the age of 40. By age 65 it affects about 10 percent of 
African Americans and about 3 percent of Caucasian Americans.

Angle-closure glaucoma typically occurs when a forward protruding iris covers the trabecular 
meshwork thus impeding the flow of aqueous humor from the eye. In this form of glaucoma, there 
can be sudden dramatic increases in IOP resulting in an abnormally hydrated cornea that leads to 
diminished visual acuity and accompanying ocular pain. In contrast, open-angle glaucoma is a slow 
progressive condition in which the IOP is too high for a particular eye resulting in ganglion cell death. 
Visual loss due to glaucoma occurs generally in the peripheral visual field and affects central vision 
only late in the disease process. Because the loss is gradual and usually occurs in areas overlapping 
“normal” vision in the fellow eye, patients are generally unaware of their visual loss until a great deal 
of damage has occurred. In addition to IOP, other risk factors associated with glaucoma include age, 
ethnicity, family history, corneal thickness, and myopia. Because increased IOP is not invariably asso-
ciated with glaucoma, a complete eye examination is needed to make an accurate diagnosis. Often 
times these examinations will reveal pathognomonic changes such as an abnormal appearance of the 
optic nerve head, and on visual field testing, specific patterns of visual loss.

Because damage to optic nerve fibers is irreversible and the progress of glaucoma can, in most 
instances, be successfully controlled, early detection is of great importance. Decline in visual perfor-
mance at earlier stages in the disease process can be detected through several forms of visual field 
testing targeting vulnerable ganglion cells.182,183
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Current treatment regimens for glaucoma involve the use of pharmacological agents and surgical 
procedures aimed at controlling IOP. Drug therapy includes the use of topical and systemic agents 
used singly or in combination to inhibit the formation of aqueous or promote increased drainage of 
aqueous from the eye. Procedures involving lasers or incisional surgery typically aid in aqueous out-
flow and are used when drug therapy, by itself, fails to adequately retard the progress of the disease. 
In addition, ongoing research is currently investigating possible therapies involving neuroprotective 
agents designed to reduce ganglion cell death after mechanical or chemical damage and to promote 
new growth.184

14.7 THE AGING WORLD FROM THE OPTICAL POINT 
OF VIEW: PRESBYOPIC CORRECTIONS

Presbyopia refers to a loss of accommodation resulting in the near point, the closest distance on 
which the eye can focus, receding from the eye. This is a continuous process (see Fig. 4) and gener-
ally requires some optical aid once accommodative amplitude declines to less than 3 D. Every human 
suffers from this senescent loss of accommodation, and thus, optical substitutes for accommodation 
are widely available. Because there is no cure for this condition, and no treatment is perfect, many 
different treatment options have been developed. Historically, spectacle lenses have been the only 
option for treatment of presbyopia, but recent attempts have been made to provide presbyopes with 
contact lenses, IOLs, and other refractive surgery corrections to expand the depth of field of the 
aging eye. Most of these strategies make no claim to reinstate true accommodation, and thus, can be 
considered examples of “pseudoaccommodation,” in that the eye’s depth of field increases without 
any dynamic change in optical power. Reduced pupil size, increased aberrations, bifocal optics, and 
residual myopia can all lead to improved near vision without any accommodation.

During the last couple of years, several IOLs and a unique surgical procedure have all made claims 
that they actually restore accommodation; however, almost all of the evidence reported in support 
of these claims (e.g., improved near vision) could be generated by pseudoaccommodation. Thus, at 
this time, there is no effective treatment that can restore accommodation in presbyopic humans, but 
considerable research effort continues with this goal in mind.

Spectacles

To obtain a well-focused retinal image when viewing a near object, presbyopes that are emmetropic 
or corrected ametropes require a “near” optical correction. Since the invention of the bifocal lens 
by Benjamin Franklin, several ingenious approaches to this problem have been developed. With 
traditional bifocal lenses, the individual looks through different regions of a lens, each region hav-
ing a different optical power, in order to see clearly objects at near or far. Extensions of this con-
cept include trifocal lenses having three powers confined to three distinct zones, and aspheric lens 
designs in which the optical power continually changes in a prescribed manner from the top to the 
inferior portion of the lens. Peripheral zones of the latter designs often exhibit large amounts of 
astigmatism but are considered cosmetically superior. In each of these designs, the patient is able to 
select the preferred optical power by adjusting head and eye movements such that different regions 
of the lens are used to create the retinal image.

Contact Lenses

The principles of bifocal and multifocal corrections have been incorporated into contact lenses and 
intraocular lenses (see next section). Like their spectacle counterparts, bifocal and aspheric con-
tact lenses have been designed to provide the presbyope with an increased depth of field. However, 
unlike the case of spectacle lenses, the patient cannot select a different region of the lens with which 
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to view different target distances. As the eye and head move, so does the contact lens. Thus, multifo-
cal contact and intraocular lenses include two or more optical powers within the same region of the 
lens, and the retinal image is generated by two or more powers simultaneously. The obvious conse-
quence is that, in a simple bifocal lens, if 50 percent of the light is well focused on the retina, then 
50 percent will be defocused. The challenge for the patient is one of seeing the focused portion of 
the image with the simultaneously present defocused image. Such lenses are often called “simultane-
ous vision” lenses.

Some designs of bifocal contact lenses consist of concentric annuli that alternate in power between 
near and far optical corrections while other bifocal designs include only two regions, one with a dis-
tance correction and one with a near correction. A third type of simultaneous vision lens attempts to 
provide increased depth of field by employing a highly aberrated “multifocal” design. A fourth type 
of bifocal lens employs a diffractive optical element (DOE) and is often referred to as a “diffractive”
lens.185 Although most designs provide improved near vision compared to a standard monofocal 
lens,186,187 this improvement is generally accompanied by a reduction in best-corrected distance 
vision.

Instead of including two different corrections in the same eye, an alternate approach called “mono-
vision” consists of different monofocal optical corrections in each eye, one for near and the other for 
far. Thus, unlike simultaneous bifocal vision which adds the focused and defocused images linearly 
(light adds) at the retina, monovision patients employ nonlinear binocular neural summation189 in 
the cortex which biases vision to the higher contrast and better focused image. Thus, the defocused 
image present in one eye when viewing a distant or near target generally goes unnoticed. This failure 
to observe the defocused image has led to the notion that the blurred image is somehow suppressed, 
by a process called “blur suppression.”190

It should be noted that the retinal blur produced by monovision and simultaneous bifocal contact 
lens corrections leads to losses in contrast sensitivity, especially at high spatial frequencies. The mag-
nitude of vision loss can be quite small at distance and near but large at intermediate distances where 
neither image is well focused.187,191 Stereopsis can also be affected adversely by the unilateral blur and 
aniseikonia that accompany monovision corrections. In addition, patients with simultaneous vision 
corrections that may provide reasonable distance and near vision may experience “ghosting” caused 
by the defocused portion of the light.192

Intraocular Lenses

Following extraction of a cataractous lens, a refractive error of about 17 D remains to be corrected. 
A person without their natural lens is called an aphake. In most cases, an intraocular lens (IOL) is 
inserted, and the wearer is said to be pseudophakic. IOLs have traditionally been constructed from 
polymethylmethacrylate, but a variety of other materials have been developed (e.g., silicone, hydro-
gels) so that the lens can be folded and inserted through smaller incisions than are required to insert 
a hard plastic lens. Many IOLs in the past 15 years have incorporated UV-absorbing chromophores, 
but older IOLs were virtually transparent to UV radiation from 320 to 400 nm.

Bifocal and multifocal corrections have been incorporated into IOLs. While the optical principles 
are mostly the same as presbyopic contact lens corrections, some different problems may emerge 
because of the placement of the optic and maintenance of its position. For example, IOL tilt is associ-
ated with astigmatism. However, decentering a bifocal IOL will generate a lateral shift of the defo-
cused images. These off-set defocused images are described as ghosts which are also observed by 
presbyopes with bifocal contact lens corrections.

A simple segmented bifocal design might have a distance correction in the center and a near cor-
rection in the lens surround. With the correct pupil size, light might be equally distributed between 
the distance and near optics, but as pupil size changes, this balance will be lost. For example, if the 
pupil is reduced in size such that it matched the size of the central distance portion, the bifocal lens 
becomes a monofocal correction. To avoid this pupil size dependence, both contact lenses and IOLs 
have been designed with multiple zones. One type of multizone lens employs standard refractive 
optics but has alternating near and distance rings across the lens ensuring that both near and distant 
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optics will contribute to the retinal image irrespective of the pupil size, and thus, the increased depth 
of field will be present at all times. A second type of multizone bifocal lens, a diffractive optical ele-
ment, necessarily has multiple rings as part of its design,193,194 and thus is inherently resistant to pupil 
size changes. These diffractive lenses control their refractive power by the size of the rings and control 
the balance between near and distance by the size of the step between successive zones. In addition to 
enabling bifocal optics, these diffractive lenses have the added potential advantage of correcting some 
of the eye’s chromatic aberration because, unlike refractive lenses (and human eyes) which will always 
have more power at short wavelengths, diffractive lenses have more power at longer wavelengths.

As with bifocal contact lenses, reduced image contrast in any eye using a bifocal or multifocal IOL 
can be expected due to the superposition of this second out-of-focus image.195 The consequence of 
these problems may be exacerbated in older patients due to their lower contrast sensitivity. Problems 
with glare and halos around light sources are greater in patients with bilateral multifocal compared to 
bilateral monofocal IOLs, but the former patients sometimes achieve less dependence on additional 
spectacle corrections.196

Noncataract Related Refractive Surgeries

There are three issues of ocular senescence related to refractive surgeries (see Chap. 16). First, as 
postrefractive emmetropes, many young ex-myopes will enjoy a spectacle or contact lens free life. 
However, as presbyopia progresses, these corrected myopes will now need reading aids for near 
work. Of course, if left uncorrected, many of these myopes would avoid the need for reading glasses 
or bifocals by simply removing their distance corrections. Second, some presbyopic patients opt for 
monovision refractive surgeries, essentially exchanging bilateral myopia for anisometropia. Third, 
some young adults opting for clear lens extraction or phakic IOLs to treat their high myopia will all 
experience a form of early and total presbyopia, and thus they will need a near reading aid. There is 
some concern that these early IOL surgeries will generate accelerated loss of endothelial cells which 
may lead to corneal failure in the distant future.

Accommodation Restoration

All of the standard treatments for presbyopia attempt to increase the depth of field without any 
attempt to restore the lens’ ability to adjust its power. That is, pseudoaccommodation is used to 
replace true accommodation. In the last few years, however, attempts have been made to restore 
accommodation in presbyopic eyes and to enable true accommodation in pseudophakic eyes (see 
Ref. 197 for recent comprehensive review). These approaches are based upon the assumption that 
some useful ciliary muscle strength persists into senescence. There have been two general approaches 
tried so far. In one, the sclerotic senescent lens is replaced with a lens made from a pliable elastic 
material (e.g., silicone) that will change shape to achieve a change in power. However, physiologi-
cal incompatibilities leading to capsule opacification, and problems in the balance between power 
and change in power, remain.198 The second approach employs fixed power optical elements that 
generate a change in whole eye power by movement. Interestingly, although natural accommoda-
tion generates increased positive power by a combination of changing lens shape and position, the 
position changes required by this type of accommodating IOL are much larger than those exhibited 
by the natural lens. One other technique involves surgical implantation of scleral “expansion rings” 
to expand the equatorial diameter of the presbyopic eye with the goal of regaining accommodation. 
The theory of accommodation and loss of accommodation with age behind this surgical procedure 
is not generally accepted to be correct,197,199 and careful study of one satisfied patient found no evi-
dence of accommodative amplitude higher than those of untreated age-matched controls.200

IOL designs that employ structural changes in the eye created by contraction of the ciliary muscle 
to change the position or shape of the lens are called “accommodating” IOLs. Designs that employ lens 
movement to change power have already made it to the market place, whereas designs that employ 
pliable polymers continue to be tested in the lab.
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Two general strategies have been employed to generate accommodating IOLs that work via lens 
movements. One type uses a single plus lens supported by a hinged haptic, and when the equatorial 
diameter of the eye decreases as the ciliary muscle contracts, lateral forces on the outer edge of the 
haptic, combined with potential forward movement of the vitreous, will push the lens forward. When 
the positive powered IOL and positive powered cornea are closer together, the net result is more plus 
power. A second design strategy employs a dual optic lens containing a high powered plus lens and a 
compensatory negative lens. Again, as the ciliary muscle contracts, the forces produced are intended to 
increase the separation of the two optical components of the dual optic lens, and in so doing, increase 
its power.197,201 Optical theory predicts that the latter design has more potential for changing power 
than that produced by movement of the simple lens.202 Experimental and clinical studies struggle to 
show evidence of accommodation.197,203 Some evidence for lens movement has been demonstrated 
in response to “pharmacologically induced accommodation” in which lens position or eye refraction
is compared in eyes in which ciliary muscle contraction is either blocked (e.g., with Cyclopentolate) 
or activated (e.g., with pilocarpine).197,204 Disappointingly, stimulus driven accommodation restoration 
has yet to be demonstrated,202,205 and future studies need to ensure that they carefully discriminate 
between genuine accommodation and pseudoaccommodation.

This is a rapidly evolving field in which new designs are expected to emerge in the next few years. 
Lens designs that employ elastic IOLs that can change shape in response to ciliary muscle contraction 
offer the greatest potential,206 but these face very significant challenges. The translating designs that 
have made it to market seem to generate little if any true accommodation.203 It is important to note 
that most people in their 40s with perhaps only 2 or 2.5 D of accommodation can function without a 
reading add, therefore accommodating IOLs only need to generate about this level of accommodation 
for most people to function.

14.8 CONCLUSIONS

The proportion of the population above age 65 years is increasing, and there is a parallel rise in the 
proportion of the population that is blind or in need of refractive corrections. Senescent deteriora-
tion in the eye’s optics can lead to a wide range of changes in visual function due to reductions in 
retinal illuminance and degradations in image quality. Age-related changes in vision also result from 
neural losses. A few visual functions are spared, but substantial changes in the spatial, spectral, and 
temporal analysis of the retinal image have been well documented. The demographic shift in the 
proportion of the population that is elderly has not yet reached an equilibrium, so the social and 
economic consequences can be expected to be even more profound in the future. At this point in 
history, in spite of technical, optical, and surgical advances, the optical and visual quality of all eyes 
will deteriorate with advancing age, and for some, age-related pathology will precipitate serious dis-
ability due to dramatic loss of visual capability.
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15.1 GLOSSARY

Adaptive optics. Opto-electro-mechanical method for dynamic closed-loop compensation of 
wavefront aberrations that reside between the object and image.

Bimorph mirror. Class of wavefront corrector distinguished by its piezoelectric material that is 
sandwiched between a continuous top electrode (refl ective) and a bottom, patterned electrode array. 

Contrast sensitivity. Reciprocal of the minimum perceptible contrast.

Deformable mirror. Mirror whose surface profi le is controlled by applying voltages to a set of ad-
jacent electrodes or actuators.

Discrete-actuator deformable mirror. Class of wavefront corrector distinguished by its continuous 
refl ective surface and array of underlying actuators that alter the surface shape. 

Higher-order aberrations. Aberrations higher than second order.

Infl uence function. Defl ection of the corrector surface when a unit voltage is applied to a single 
actuator.

Low-order aberrations. Aberrations of fi rst and second order.

Membrane mirror. Class of wavefront corrector distinguished by its edge-clamped, fl exible, refl ec-
tive membrane that is sandwiched between a transparent top electrode and an underlying array of 
electrodes. 

Ophthalmoscope. Instrument for viewing and recording images of the back of the eye.

Optical coherence tomography. Interferometric-based imaging modality that optically sections tis-
sue with micron-scale axial resolution. Axial resolution is inversely related to the spectrum of the 
imaging light source.

Photoreceptor. Cell that initiates the visual process in the retina by transducing the captured pho-
tons into an encoded neural signal.
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Point spread function. Response (image) of an optical system to a point source of light (object).

Psychophysics. A branch of science that deals with the relationship between physical stimuli and 
sensory response.

Retinal microscopy. Observation of retinal features at the cellular level in the living eye.

Scanning laser ophthalmoscope. Imaging modality that raster scans a point source across the object 
and fi lters the refl ected light with a confocal pinhole for enhanced contrast and axial sectioning.

Segmented corrector. Class of wavefront corrector distinguished by its array of small closely spaced 
refl ective or transmissive elements that induce local piston and tilt on the incident wavefront.

Shack-Hartmann wavefront sensor. An objective wavefront sensor that measures the wave aberra-
tions of the eye with principle components being a light source beacon, lenslet array, and areal CCD.

Spectacles. Ophthalmic appliance that corrects prism, defocus (sphere), and astigmatism (cylinder).

Strehl ratio. Ratio of the maximum light intensity in the aberrated point spread function to that in 
the aberration-free point spread function with the same pupil diameter. Values range from 0 to 1.

Visual acuity. Capacity for seeing distinctly the details of an object. In units of the Snellen fraction, 
average clinical visual acuity varies between 20/15 and 20/20.

Wave aberration. Optical deviations of a wavefront that degrade image quality and that can vary 
temporally and spatially across the pupil of the optical system.

Zernike polynomials. Specifi c set of polynomials frequently used to mathematically represent the 
wave aberration of the eye.

15.2 INTRODUCTION

Vision is a most acute human sense. Yet one need only to examine the first step in the visual process— 
the formation of an image on the retina—to realize that it is often far from perfect. Image quality 
at the retina is limited fundamentally by the wave aberrations intrinsic to the cornea and crystalline 
lens and diffraction due to the finite size of the eye’s pupil. Together, aberrations and diffraction limit 
not only what the eye sees looking out, but also determine the smallest internal structures that can 
be observed when looking into the eye with a microscope. Conventional corrective methods such as 
spectacles, contact lenses, and refractive surgery provide a static amelioration of low-order sphere 
(defocus) and cylinder (astigmatism). However, ocular image quality can be significantly improved by 
dilating the pupil to minimize diffraction and correcting the aberrations across the larger pupil. The 
presence of aberrations in the human eye1 has been recognized for some time. Indeed, Hermann von 
Helmholtz, commenting on the eye 150 years ago, put it as follows: “Now, it is not too much to say that 
if an optician wanted to sell me an instrument which had all these defects, I should think myself quite 
justified in blaming his carelessness in the strongest terms, and giving him back his instrument.”2

Spectacles have been used to correct defocus since at least as early as the thirteenth century. They 
began to be used to correct astigmatism shortly after 1801, when Thomas Young discovered that 
condition in the human eye. However, it has only been in the last decade and a half—two centuries 
later—that additional, higher-order aberrations have been corrected. There are three reasons for this 
long period of seemingly little progress.

First, the most significant and troublesome aberrations in the eye are defocus and astigmatism. 
Correcting these two usually improves vision to an acceptable level. Second, for most of this period 
defocus and astigmatism were the only aberrations of the eye that could be easily measured. Third, 
even when higher-order aberrations could be measured by the cumbersome techniques available 
at that time, there was no simple or economical way to correct them. In 1961, for instance, M. S. 
Smirnov3 measured many of the higher-order aberrations in the human eye for the first time. But 
his psychophysical method required 1 to 2 h of measurements per eye, followed by an additional 10 
to 12 h of calculations. On the strength of his results, Smirnov surmised that it would be possible to 
manufacture custom lenses to compensate for the higher-order aberrations of individual eyes. 
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Recent technological advances, notably in adaptive optics (AO),4 have provided solutions to the 
problems Smirnov encountered. The concept of AO was proposed in 1953 by astronomer Horace 
Babcock5 as a means of compensating for the wavefront distortion induced by atmospheric turbu-
lence.6 Transforming AO into a noninvasive vision tool fundamentally consists of measuring the 
aberrations of the eye and then compensating for them. But the technique must be able to deal with 
the problem of variation of ocular and retinal tissue for a given person, as well as from person to 
person, and it must also take into account human safety. 

Prior to the development of AO for the eye, several techniques showed promise for enhancing 
vision and improving the resolution of retinal imaging. These included use of interference fringes to 
probe the visual system without optical blurring;7 a postdetection imaging technique coined speckle 
interferometry to recover high spatial frequencies of the cone mosaic;8 and precise correction of 
defocus and astigmatism in conjunction with quick flashes of quasi-monochromatic light to image 
individual cone photoreceptors.9 Success with the latter was confined to eyes of relatively low higher-
order aberrations. In 1989, the first wavefront corrector was applied to the eye, a 13-actuator mem-
brane mirror that corrected the astigmatism in one subject’s eye using his conventional prescription 
for spectacles.10 Correction of additional aberrations was not possible as there was no effective means 
at that time for measuring the aberrations. 

These early techniques shared the common problem that the aberrations beyond defocus and 
astigmatism were largely unknown. To address this limitation, Liang et al.11 developed a wavefront 
sensor based on the principles of Shack-Hartmann wavefront sensing (SHWS) and further refined it 
for measuring aberrations up through the first 10 radial orders (corresponding to the first 65 Zernike 
modes).12 The SHWS was a watershed. It provided—for the first time—a rapid, automated, nonin-
vasive, and objective measure of the wave aberrations of the eye. The method required no feedback 
from the patient; its measurements could be collected in a fraction of a second; and its near-infrared 
illumination was less intrusive to the subject than earlier techniques had been. That same year, the first 
AO retina camera was developed based on a SHWS and a 37-actuator deformable mirror.13 The sys-
tem included an additional channel for collecting images of the living retina and measuring the visual 
performance of subjects. With a pupil 6 mm in diameter, the system substantially corrected aberra-
tions up through the fourth-Zernike order, where most of the significant aberrations in the eye reside. 
Thus, Liang et al. demonstrated for the first time that AO allows coma, spherical aberration, and other 
irregular aberrations to be corrected in the eye. The closed-loop speed of their system was on the order 
of tens of seconds and was incapable of tracking temporal fluctuations in the eye’s aberrations. Their 
system may be more accurately characterized as an active rather than adaptive optics system.

In little more than a decade since AO for the eye has experienced exponential growth.14 Essentially all 
facets of AO have undergone substantive development for use with the eye, including its wavefront sensor, 
wavefront corrector, and control algorithm. In addition, AO has been integrated into a variety of retina 
camera architectures to increase their resolution and sensitivity including the three principle types: flood-
illuminated ophthalmoscope,13,15–18 scanning laser ophthalmoscope (SLO),19–24 and optical coherence 
tomography (OCT).25–35 AO for the eye has also entered the commercial arena. The SHWS for measuring 
ocular aberrations has been commercially available for several years; commercial AO systems for vision 
testing for the last couple of years; and commercial AO retina cameras now entering the market. 

While early AO retina cameras focused on imaging cone photoreceptors owing to their high reflec-
tance and contrast, many other cellular structures have since been imaged in the living human retina 
including nerve fiber bundles, individual blood cells flowing through the smallest retinal capillaries, 
fibers of Henle, retinal pigment epithelium cells, and astrocytes. Ganglion cells and their axons have also 
been visualized with AO in primates when used in conjunction with a contrast-enhancing fluorescent 
dye. There is also an ever expanding list of fundamental and clinical research applications that are under-
way and which have been made possible by the increased resolution and sensitivity afforded by AO.

Several reviews of AO for vision science already exist,36–40 including a textbook devoted to the 
topic.41 Nevertheless, the field continues to grow rapidly and much has changed since the first OSA
Handbook chapter on this topic was written in 2000.42 Our aim here is to summarize the current 
understanding of the ocular aberration properties (pertinent for designing AO systems for the eye), 
detail the status of AO technologies for the eye, and review some of the latest scientific and clinical 
uses of this powerful technology. 
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15.3 PROPERTIES OF OCULAR ABERRATIONS

Aberrations of the eye vary spatially across the eye’s pupil, vary over time, and vary with field 
location at the retina (isoplanatism). These fundamental properties (spatial distribution, temporal 
distribution, and field dependence) dictate the performance requirements of AO for effective cor-
rection of ocular aberrations. Here we summarize the most pertinent aspects of each for AO. 

The spatial distribution of ocular aberrations varies considerably among subjects, and often does 
not correspond to the classical aberrations of manufactured optical systems (e.g., Seidel aberrations). 
Instead, Zernike polynomials are routinely used for representing ocular aberrations. The first-order 
Zernike polynomials represent tilt, the second order correspond to defocus and astigmatism, the 
third order are coma and trefoil, the fourth order are spherical aberration, secondary astigmatism, 
and quadrafoil, and so on. Third order and higher are collectively termed higher-order aberrations 
or irregular aberrations. Zernikes are not the most efficient polynomial representation of the eye’s 
aberrations, but are only slightly less compact than the principal modes that derive from a principal 
components analysis.43,44 Zernikes are also mathematically simpler and have well-established proper-
ties. Certainly the long history of Zernike polynomials in astronomy for representing atmospheric 
turbulence45 influenced their early use by the vision community. The now ubiquitous use of Zernike 
polynomials is perhaps best reflected by the community’s establishment and universal acceptance of a 
single naming convention for the Zernike coefficients and polynomials as described by the OSA/VSIA 
Standards Taskforce.46

Today detailed measurements of the spatial distribution of wave aberrations have been made in 
large populations of normal, healthy adult eyes with large pupils,43,44,47 including the pooling of data 
collected at 10 laboratories (2560 eyes).48 More recent studies have expanded this to include the effect 
of age, accommodation, refractive state, refractive surgery, and disease.49–57

The spatial characteristics of the ocular aberrations most important for AO are spatial fidelity 
(frequency composition of the aberrations) and magnitude [peak-to-valley (PV) wavefront error]. 
Both are captured by the Zernike representation—spatial fidelity by the Zernike order and magnitude 
by the Zernike coefficient, and both are strongly influenced by pupil size. As an example, Fig. 1a shows 
the wavefront variance decomposed by Zernike order for a population of about 100 normal subjects, 
most in their early twenties.44 Data points are shown for three pupil sizes: 4.5, 6.0, and 7.5 mm, which 
span the range over which AO is typically applied to the human eye. For comparison, the maximum 
physiological pupil size for young subjects is nominally 8 mm. In Fig. 1a, the power decreases mono-
tonically (approximately linear on a logarithmic scale) with second-order aberrations dominating 
the total wavefront error. Power also decreases monotonically with decreasing pupil size. The 7.5-mm 
pupil represents the most demanding condition for AO. For this pupil size, correction of Zernike 
polynomials up through at least 10th order is necessary to reach diffraction-limited imaging  [l/14
root-mean-square (RMS) error] in approximately 95 percent of the population, that is, two times the 
standard deviation of the log10 (wavefront variance).

 Figure 1b shows the corresponding PV wavefront error that encompasses 95 percent of the 
population as a function of pupil size (4.5 to 7.5 mm). Three curves are shown that correspond 
to three different second-order states. As expected, the PV error increases monotonically with 
pupil size and depends strongly on the second-order state. The PV error for the 7.5-mm pupil 
ranges from 7 to 11 μm depending on the second-order state. The largest error of 11 μm repre-
sents the most demanding condition for AO correction. Note that for this study, each subject was 
meticulously refracted with trial lenses. Typically, AO systems operate under less ideal conditions 
in which the second-order aberrations are only coarsely corrected or not at all. Under these more 
realistic conditions, second-order aberrations can readily surpass the PV error shown in the figure 
by several times. As such, careful design of an AO system must take into account the anticipated 
refractive state of the population and the expected manner in which trial lenses or translating 
lenses will be applied.

The population measurements in Fig. 1 represent essentially static wave aberrations and therefore 
do not capture the temporal behavior of the ocular media. Two early studies investigated the tempo-
ral dynamics with attention to their impact on AO performance.58,59 Both studies employed a SHWS 
to track the dynamics. Hofer et al. measured aberration changes up to approximately 5 to 6 Hz, and 
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Lois-Diaz et al. up to approximately 30 Hz. Figure 2a shows representative temporal traces of the total 
RMS wavefront error and several Zernike terms for one subject and a model eye over a 5 s interval. 
Figure 2b shows corresponding average temporal power spectra which reveal the frequency content of 
the traces. As depicted in the figure, temporal fluctuations are found in all of the eye’s aberrations, not 
just defocus, even when the eye’s accommodation is paralyzed. In both studies, the reported temporal 
fluctuations decreased at f –4/3 or equivalently four dB/octave, where f is the temporal frequency. This 
decrease is evident in the temporal power spectrum shown in Fig. 2b. The vast majority of the aberra-
tion power lies below 1 to 2 Hz, suggesting effective AO correction needs only a temporal bandwidth 
of a couple of hertz. For comparison, the 1 to 2 Hz is approximately two orders smaller than that of 
atmospheric turbulence for ground-based telescopes. 

Finally, aberrations of the eye also vary with field location at the retina. That is, image quality (or 
more precisely the point spread function or optical transfer function) at one point on the retina is not 
the same as at another point when the two points are separated sufficiently. This difference in image 
quality stems from the fact that the ocular aberrations originate at the cornea and crystalline lens 
rather than at the pupil of the eye. Rays originating from different field locations on the retina will 
therefore take slightly different paths through the ocular media, accumulating different phase delays 
or equivalently different aberrations. In general there is a local region about any point on the retina 
in which the path differences are sufficiently small that the ocular aberrations are effectively constant. 
This region is termed the isoplanatic patch.60 The diameter of the patch depends on the properties 
of the eye, but also on the definition of image quality, as for example, use of the stringent Maréchal 
criterion, l/14-μm RMS (Strehl ratio = 0.8) yields a narrower isoplanatic diameter than the more 
relaxed criterion of 1 rad2 (Strehl ratio = 0.37). Which criterion to choose depends on the application, 
though it remains to be seen what criterion is optimal for common AO retinal imaging uses as well 
as AO psychophysical uses.
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FIGURE 1 Spatial properties of ocular aberrations in a large population of 100 normal eyes.44 (a) Log10 of the wavefront 
variance after a conventional refraction using trial lenses is plotted as a function of Zernike order and pupil size (4.5, 6.0, and 
7.5 mm). Diamond and corresponding dashed curves represent the mean and mean ± two times the standard deviation of the 
log10 (wavefront variance), respectively, for a 7.5-mm pupil. Star and open circle correspond to 4.5- and 6.0-mm pupils. Thin, 
horizontal dashed line corresponds to l/14 RMS for l = 0.6 μm. (b) PV wavefront error that encompasses 95 percent of the
population is plotted as a function of pupil diameter. Three second-order states are shown: (i) residual aberrations after a con-
ventional refraction using trial lenses (short blue dashed line) (ii) all aberrations present with zeroed Zernike defocus (long red 
dashed line), and (iii) all aberrations present with zeroed defocus and astigmatism (solid green line).
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Anecdotal evidence in the AO literature indicates the isoplanatic patch diameter for the human 
eye is a couple of degrees. Experiments to directly measure the patch size have only recently been 
conducted. A detailed survey of efforts in this area coupled with a more thorough analysis were 
recently published by Bedggood et al.61 Figure 3 shows a representative result from this study, plotting
isoplanatic patch diameter as a function of the residual wavefront RMS at the patch edge. As expected, 
the patch size increases as the criterion relaxes, that is, larger residual RMS. As an example, AO systems 
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FIGURE 3 Isoplanatic properties of ocular aberrations. Isoplanatic patch diameter is 
plotted versus residual wavefront RMS at the patch edge after perfect correction of ocular 
aberrations at the patch center. Data points are average measurements across seven healthy 
subjects, aged 22 to 39, with error bars at ±1 standard deviation. Predicted patch diameter is 
also shown using the Liou Brennan schematic eye.62 Pupil size for both is 6 mm. (Reproduced 
with permission from Ref. 61.)
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typically correct the eye (with a large pupil) to within a wavefront RMS error of approximately 
0.1 μm. Using this value as a realistic criterion for the residual RMS at the patch edge in Fig. 3, the 
corresponding isoplanatic diameter is approximately 1.1°, consistent with anecdotal evidence and 
other measurements reported in the literature. For comparison, this patch diameter is three orders of 
magnitude larger than that encountered with ground-based telescopes. Interestingly, optical models 
of the eye (e.g., the Liou Brennan schematic eye in Fig. 3) are not sufficiently developed yet to predict 
experimental findings, both in terms of the patch size and criterion dependence. As evident in Fig. 3, 
the Liou Brennan model overestimates the patch diameter by several times.

15.4 IMPLEMENTATION OF AO

The principle components of an AO system are the wavefront sensor, wavefront corrector, and con-
trol system. Figure 4 shows a simplified schematic of AO applied to the eye and highlights the prin-
ciple components. The effectiveness of AO depends fundamentally on its ability to measure, correct, 
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FIGURE 4 Concept schematic of AO applied to the eye. The three principle components 
of AO are (1) the wavefront sensor, (2) the wavefront corrector, and (3) the control system. 
The wavefront sensor (shown here as a Shack-Hartmann implementation) works by focusing 
a laser beam onto the subject’s retina. This is analogous to the artificial-guide-star approach 
now being used to measure the wave aberrations of atmospheric turbulence.63 The reflection 
from the retinal spot is distorted as it passes back through the refracting media of the eye. 
A two-dimensional lenslet array, placed conjugate with the eye’s pupil, samples the exiting 
wavefront forming an array of images of the retinal spot. A CCD sensor records the displace-
ment of the spots, from which first local wavefront slopes and then global wavefront shape 
are determined. Wavefront compensation is realized with a deformable mirror. The mirror 
lies in a plane conjugate with the subject’s pupil and the lenslet array of the SHWS. For retinal 
imaging, a light source (not shown) illuminates the retina, some of which is reflected out of 
the eye, reflects from the wavefront corrector, and forms an aerial image at the retinal imaging 
detector. For visual testing, the retinal imaging detector is replaced with a visual stimulus that 
is viewed by the subject through the AO system.  
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and track the ocular aberrations, the extent to which depends heavily on the spatial and temporal 
properties of the aberrations as described in the previous section. Measurement is accomplished 
by the wavefront sensor, correction by the wavefront corrector, and tracking by the control system 
in conjunction with the sensor and corrector. The status of each of these components and their 
requirements for effective use with the eye are described in order below.

Wavefront sensor

There is an abundance of optical sensors for wavefront measuring with many representing highly 
mature devices. These include the Shack-Hartman sensor, shearing interferometer, pyramid sensor, 
curvature sensor, phase diversity, laser ray tracing, phase-shifting interferometer, and common path 
interferometer. While several of these have been applied to the eye and others continue to attract 
interest, to date all operational AO systems for the eye have been constructed around the SHWS. As 
such, we confine our attention to this sensor type, though much of which will be applicable to the 
other sensors. The discussion that follows will reference Fig. 5, which shows an enlarged schematic 
of the SHWS (lenslet and CCD array) along with typical values of several key parameters.

A first-order design of the SHWS entails evaluation of several key properties: (1) spatial sampling, 
(2) dynamic range, (3) accuracy, and (4) signal-to-noise. These are primarily set by the characteristics 
of the lenslet and CCD arrays of the sensor, and therefore selection of these two components is criti-
cal. Figure 5b shows typical values in use. Spatial sampling of the sensor is specified by the number 
of lenslets that fills the pupil of the eye. The necessary number of lenslets for reliable representation 
of the ocular aberrations depends on the composition of the ocular aberrations, pupil size of the eye, 
and to a lesser extent the SH wavelength. It should be noted that while we assume here the lenslets 
to be uniformly distributed (as is the case of SH sensors in current AO systems), several nonuniform 
distributions have also been evaluated.64

Theoretical modeling in conjunction with measured aberrations of the eye indicates a one-to-
one relationship between the number of Zernike modes and number of lenslets necessary to reliably 
reconstruct these modes.65 Therefore, the number of required lenslets that fill the pupil must be at 
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FIGURE 5 (a) A two-dimensional lenslet array, placed conjugate with the eye’s pupil, samples 
the exiting wavefront forming an array of images of the retinal spot. A CCD sensor records the dis-
placement of the spots. Maximum and minimum detectable displacements of the spots are indicated 
by ΔSmax and ΔSmin. (b) Key SHWS parameters and typical values for use with the eye. Lenslet num-
ber refers to the number that fills the pupil of the eye. Lenslet diameter is referenced to the eye pupil. 
Pixels refer to the detector unit of the CCD array. l is the wavelength of the SHWS laser beacon.
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least equal to the number of Zernike modes, which is related to the maximum Zernike order by 
(N+1)(N+2)/2 – 3. N is the maximum Zernike order and piston, tip, and tilt are not included. Based 
on this, reliable representation up through 10th Zernike order requires at least 63 lenslets, that is, 
equals (10+1)(10+2)/2 – 3, that uniformly cover the pupil. 

Figure 1a provides additional information—at least for normal healthy eyes—as to the number of 
Zernike orders necessary for reliably representing ocular aberrations. As an example, for the stringent 
condition of diffraction-limited imaging through a large 7.5-mm pupil in 95 percent of the popula-
tion, Fig. 1a indicates Zernike representation up through at least 10th order is necessary. For this 
scenario, at least 63 lenslets are therefore required to reliably sample the aberrations. Fewer lenslets 
are necessary for a smaller pupil or a less stringent image quality metric. In practice, SHWSs routinely 
sample the pupil much higher. There is little cost to do so, since there is an over abundance of light 
for the sensor. Oversampling makes the measurements more robust (to pupil edge effects, eye motion, 
drying of the precorneal tear film, and system noise) and applicable to eyes with a wider range of 
aberrations. 

Dynamic range refers to the maximum wavefront slope Δqmax that can be measured by the SHWS 
(depicted in Fig. 5a). Δqmax is typically expressed as ΔSmax/f, where ΔSmax is the maximum displace-
ment of the lenslet spot (= lenslet radius) and f the lenslet focal length. Since spherical and cylindrical 
refractive errors typically consume much of the dynamic range of the sensor, it is often more useful to 
convert ΔSmax to a maximum measurable defocus (diopters), expressed by D = Δqmax / (pupil radius). 
For example, a lenslet diameter of 0.4 mm and a lenslet focal length of 24 mm, gives a Δqmax and D of 
8.3 mrad and 2.45 diopters, respectively, for a 6.8-mm eye pupil. Note that D represents the dioptric 
range at the wavefront sensor. The corresponding range at the eye is often different depending on the 
eye-to-sensor magnification. In general, the dynamic range can be increased by increasing the lenslet 
diameter, decreasing the lenslet focal length, or decreasing the pupil diameter. The pupil diameter, 
however, is usually not adjustable, being defined early in the design process of the retina camera.

Accuracy refers to the minimum wavefront slope, Δqmin, that can be measured by the SHWS. Δqmin
can be expressed as ΔSmin/f, where ΔSmin is the minimum detectable displacement of the lenslet spot 
(see Fig. 5a). ΔSmin depends on the pixel size of the SHWS detector (typically a CCD array), diameter 
of lenslet spot at the detector (which is a function of the lenslet diameter and focal length), accu-
racy of the centroiding and thresholding algorithms, and signal-to-noise of the captured SHWS spot 
image. In general, subpixel accuracy is routinely achieved.66 The above example (lenslet diameter = 
0.4 mm and focal length = 24 mm) with a CCD pixel size of 26 μm yields approximately 4.4 pixels 
across the focal spot and Δqmin << 1.1 mrad. While the SHWS parameters can be manipulated to 
increase accuracy, dynamic range of the sensor depends inversely on the lenslet diameter and focal 
length, thereby creating a clear trade-off between dynamic range and accuracy. Additional discussion 
on this topic can be found in Ref. 66. 

Signal-to-noise of the captured SHWS spot images is limited by the amount of light that can be 
safely directed into the eye, number of pixels per lenslet focal spot, quantum efficiency of the SHWS 
CCD, and throughput efficiency the SHWS. Unlike astronomical AO systems, however, that operate 
under light-starved conditions and covet each photon to achieve the approximately 100 photons/ 
lenslet required to close the AO loop, vision AO systems operate under comparatively relaxed light 
requirements. A typical vision AO system has a minimum of approximately 500,000 detected photons/ 
lenslet, this with hundreds of lenslets that sample the pupil. Such high light levels permit use 
of relatively low quantum efficient CCDs and tens of pixels that sample the core of the lenslet 
focal spot.

Wavefront Corrector

The effectiveness of AO to correct ocular aberrations is typically limited by the performance of the 
wavefront corrector, which is also by far the most expensive component. This device dynamically 
imparts an ideally conjugate aberration profile onto the passing wavefront, thus canceling the origi-
nal aberrations. Numerous types of wavefront correctors have been employed in AO systems for 
the eye. Historically, correctors have been selected somewhat arbitrarily for the eye, that is, driven 
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primarily by availability and cost rather than performance, with the expectation that image qual-
ity will improve, the extent of which was empirically determined. More recently, several extensive 
theoretical studies have evaluated the performance of general wavefront corrector classes67,68 as well 
as specific commercial devices.69,70 The four main classes of wavefront correctors are depicted in 
Fig. 6. These include discrete actuator, membrane, bimorph, and segmented piston and piston/tip/
tilt wavefront correctors. Regardless of class, performance is governed primarily by the corrector’s 
actuator number, stroke, and influence function. Stroke refers to the dynamic range of the corrector 
and limits the largest wavefront error that can be corrected. Larger stroke provides better correc-
tion of large-magnitude aberrations. Actuator number across the eye’s pupil and actuator influence 
function (localized deflection of the mirror surface that results when a single actuator is pushed 
or pulled) determine the fidelity of the correction. More actuators and a more localized influence 
provide better correction of high-spatial-frequency aberrations (i.e., aberration, that are of higher 
order). Other important corrector parameters include temporal response, surface reflectivity, diam-
eter of mirror surface, and cost.

Wavefront correctors first applied to the eye were developed primarily for compensation of atmo-
spheric turbulence. A common example being macroscopic discrete actuator deformable mirrors 
(DMs), such as those manufactured by Xinetics, Inc.71 Specifically, their actuator number, stroke, 
influence function, and speed were tailored to the spatial and temporal properties of the atmosphere4

rather than that of the eye.43,44,58,59 The dynamic range of such devices often limited the compensation 
of ocular aberrations, especially second-order contributions, and their kilohertz response was overkill 
for the 1 to 2 Hz fluctuations of the ocular aberrations. While wavefront correctors represent a small 
fraction of the total cost of ground-based telescopes in which they are employed, they represent a 
significant fraction of the total cost of most retina cameras. Atmospheric wavefront correctors are 
also generally bulky, with large mirror surfaces (~several centimeters or more) that require long focal 
length relay optics to magnify the pupil of the eye. A smaller corrector comparable to the dilated pupil 
of the eye (4 to 8 mm) can substantially reduce the instrument size, which is attractive for research 
retina cameras and mandatory for commercial ones.

(b) Segmented: piston only
and piston/tip/tilt

(a) Discrete actuator

(d) Bimorph(c) Membrane

V1 V2 V3 V4 V5 V6 V1 V2 V3 V4 V5 V6

FIGURE 6 Four main classes of wavefront correctors. (a) Discrete actuator deformable mirrors consist of 
a continuous, reflective surface, and an array of actuators, each capable of producing a local deformation in the 
surface. (b) Piston-only segmented correctors consist of an array of small planar mirrors whose axial motion 
(piston) is independently controlled. LC-SLMs modulate the wavefront in a similar fashion, but rely on changes 
in refractive index rather than the physical displacement of a mirror surface. Piston/tip/tilt segmented correctors 
add independent tip and tilt motion to the piston-only correctors. (c) Membrane mirrors consist of a grounded, 
flexible, reflective membrane sandwiched between a transparent top electrode, and an underlying array of pat-
terned electrodes, each of which is capable of producing a global deformation in the surface. (d) Bimorph mir-
rors consist of a layer of piezoelectric material sandwiched between a continuous top electrode and a bottom, 
patterned electrode array. A top mirrored layer is added to the top continuous electrode. An applied voltage 
causes a deformation of the top mirrored surface. (Reproduced with permission from Ref. 41, chap. 4, Fig. 4.2.)
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Alternative wavefront corrector technologies, which are more cost effective and smaller, have 
become commercially available and span the four corrector classes depicted in Fig. 6. Large stroke (up to 
16 μm) bimorph mirrors having 13 to 35 actuators have been investigated by several groups.15–17,28,30,72

An even larger stroke (50 μm) corrector, a magnetic membrane mirror with 52 actuators was recently 
evaluated by Fernandez et al.73 Microelectromechanical systems (MEMS) promises batch fabrication of 
low cost, compact wavefront correctors. Bulk micromachined membrane MEMS mirrors, employing 
37 electrodes and 3.5-μm stroke have been successfully applied to the eye.74,75 Although bimorph and 
membrane mirrors have a large dynamic range for correction of low-order aberrations, the effective 
range drops rapidly with increasing order of the aberration mode. 

Surface micromachined devices are another class of MEMS mirror whose mode of operation is 
comparable to discrete actuator DMs. Early performance results with a surface micromachined MEMS 
DM was reported by Doble et al.76 Today, this mirror type is employed in numerous AO systems for 
the eye.20,21,24,28,30,32 Liquid spatial light modulators (LC-SLMs) are an alternative wavefront corrector 
technology. Transmissive, pixelated designs with 69 and 127 pixels were examined by Thibos et al.77

and Vargas et al.,78 respectively. Prieto et al.79 and Fernandez et al.29 investigated an optically addressed 
LC-SLM. This reflective device has high spatial resolution (480 × 480 piston-only pixels) and operates 
with low control voltages (~5 V). LC-SLMS in general, however, are limited to 2p phase modulation 
of polarized light. Extended ranges can be achieved with phase wrapping.

Theoretical studies to predict the performance of wavefront correctors and guide their use with the 
eye have been undertaken with representative results from two such studies given in Fig. 7. Figure 7a
shows the predicted corrected Strehl for three general types of wavefront correctors (discrete actuator, 
piston/tip/tilt, and piston) in conjunction with the measured ocular aberrations of Fig. 1. In this study, 
the effect of actuator stroke was separated from that of the actuator number and influence function 
by assuming sufficient stroke in the Fig. 7a plot.  For the discrete actuator corrector in the figure, at 
least a 13 × 13 array of actuators is required to achieve diffraction-limited imaging (Strehl = 0.8)
in 95 percent of the population, that is, ±2 standard deviations. Piston/tip/tilt correctors require some-
what less and piston correctors require substantively more. As shown in Fig. 7a, 100 to 150 piston 
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FIGURE 7 (a) Predicted corrected Strehl ratio for three general types of wavefront correctors (discrete actuator, piston/tip/tilt, 
and piston) as a function of actuator number across the pupil diameter.68 Pupil diameter at the eye is 6 mm, wavelength is 0.6 μm, 
and the ocular aberrations are given in Fig. 1. Sufficient corrector stroke is assumed. The error bars for the single representative 
curve correspond to ±2 standard deviations. (b) Predicted corrected RMS for several commercial correctors is shown as a function 
of number of corrector modes used for correcton.70 Model includes thresholding to account for the finite mirror stroke. Devices 
are from OKO Technologies (OKO19 and OKO37), Boston Micromachines Corp. (BMC140), AOptix Technologies (AOptix35), 
and Imagine Eyes (MIRAO52). Pupil diameter at the eye is 6 mm and the randomly generated ocular aberrations are based on the 
population statistics of Fig. 1.  
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segments (maximum sampling density of the study) across the pupil diameter are required to reach 
a corrected Strehl of only 0.4. As for the required stroke of the corrector, it should be at least one-half 
the PV error of the aberrations to be corrected, for example, the PV error in Fig. 1b. For example, in 
Fig. 1, the PV error for the 7.5 mm pupil ranges from 7 to 11 μm depending on the second-order 
state. Thus the required stroke must be at least one half of this (3.5 to 5.5 μm). Note that the required 
stroke can increase significantly if a larger portion of the second-order aberrations is corrected with 
AO rather than for example trial lenses. As an example, a 1-D spherical error across a 7.5-mm pupil 
increases the required stroke by an additional 3.5 μm based on the equation: stroke = 1/4 (refractive 
error in diopters) (pupil radius in millimeters)2.

Figure 7b shows results from another study in which performance was predicted for several 
commercially available correctors. The modeling took into account the actual influence functions, 
finite stroke of each corrector (thresholding), and number of corrector modes included in the cor-
rection. The commercial devices evaluated included three membrane mirrors (OKO19, OKO37, 
and MIRAO52), one bimorph mirror (AOptix35), and a surface micromachined MEMS deform-
able mirror (BMC140). Of these only two (AOptix35 and MIRAO52) approach diffract limited 
performance.

In practice, AO retina cameras with a single wavefront corrector have not achieved sufficient cor-
rection to yield diffraction-limited imaging across large pupils (≥ 6 mm), more so in the presence of 
typical levels of second-order aberrations. Current correctors—while having improved noticeably 
in recent years—struggle to provide the necessary high spatial fidelity and high dynamic range to 
fully compensate both low- and higher-order aberrations of the eye. To overcome this barrier, other 
approaches have been explored, including a multipass configuration that traverses the same corrector 
more than once80 and a cascade of two wavefront correctors, one of high spatial fidelity and the other 
of large stroke.34,81,82

Control System

The control system performs the critical step of rapidly and repeatedly converting the raw output of 
the wavefront sensor into voltage commands that shape the corrector surface, that is, the deforma-
tion created by the sum response of the corrector actuators. The control loop takes into account the 
number, arrangement, and interaction of lenslets and actuators; the influence function and stroke of 
actuators; temporal response of the AO components; and a desired performance criteria, for exam-
ple, minimize the RMS wavefront error. The control loop can be characterized by distinct spatial 
and temporal properties, which are each discussed in order further.

Spatial control starts with the layout of lenslets and actuators. For AO astronomical telescopes, 
the lenslet-actuator arrangement typically follows a Southwell or Fried configuration in which each 
lenslet is centered on one actuator or centered between four adjacent actuators. Both geometries 
yield one lenslet per actuator. This ratio maximizes the number of photons per lenslet, critical for the 
photon starved conditions under which astronomical AO systems operate, while preserving sensitiv-
ity to actuator motion. The relative coarse sampling of the lenslets, however, makes the AO sensitive 
to misalignment of the lenslet and actuator arrays, and the wavefront sensor cannot detect certain 
corrector modes, as for example waffle mode. As discussed in section “Wavefront Sensor,” the eye 
provides substantially more light than astronomical applications, allowing many more lenslets per 
actuator. Typical AO systems for the eye sample each actuator with two to ten lenslets. This overs-
ampling greatly increases the tolerance to alignment errors and permits detection of all corrector 
modes.   

Spatial (static) control of the wavefront corrector is normally realized through a multiplication 
of two matrices, one representing the wavefront sensor output (slope measurements) and the other 
a reconstructor matrix representing the interaction of each actuator with each lenslet. At its most 
basic level, the wavefront sensor output is an areal image of focus spots arranged in a quasi-regular 
pattern and resting on a noise floor, one spot formed behind each lenslet. The critical information 
in the image is the displacement of the focus spots relative to predetermined reference positions. 
Determining these displacements is nontrivial owing to noise in the image, and the finite width 
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and often irregular shape of the focus spots. Collectively, these reduce the accuracy to locate the spot 
centers. Centroiding based on center of mass is a common solution to this problem and is effective 
as it takes into account the full energy distribution of the spot. Following the mathematical notation 
by L. Chen,83 the horizontal and vertical centroid positions for the kth lenslet in the array and a unit 
voltage applied to the mth actuator in the corrector can be expressed as
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i and j represent coordinates for a pixelated detector, such as a CCD array. Ii,j,m is the intensity distri-
bution of the focus spots; xk,ref and yk,ref are reference coordinates, for example, those that minimize 
the wavefront error. The corresponding horizontal and vertical wavefront slopes are determined 
from the centroids by
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where f is the focal length of the lenslets (see Fig. 5). In matrix notation, the wavefront slope output 
of the sensor can be expressed as

S s s s s s s s sm mx m y mx m y kmx km y Kmx Km y=( , , , , , , , , ,1 1 2 2 … … ))T  (3)

where K is the total number of lenslets. Systematically applying a unit voltage to each of the M
actuators in the corrector and recording the resulting displacement of the focus spots Sm, a 2K × M
matrix is constructed called the influence function matrix:

A S S Sm M=( , , , , )1 … …  (4)

Because A is generated by systemically applying unit voltages to the actuators, A is mathematically 
related to the applied voltages, V = (v1, v2, . . . , vM)T, and the resulting wavefront slopes, S = (s1x
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S A V=  (5)

Equation (5) can be solved for V by first finding an inverse for A. Since A is typically singular (e.g., 
a nonsquare matrix), no inverse exists and mathematical techniques such as singular value decompo-
sition (SVD) are commonly used to find an appropriate pseudoinverse, denoted A+:

V A S= +  (6)

A+ is often referred to as a reconstructor matrix as a single matrix multiplication with S reconstructs 
the actuator voltages necessary to correct the measured aberrations. The single matrix multiplication is 
fast and efficient, and for SVD represents a least squares solution. 

The control model described above assumes the AO operates in a linear fashion. While this is overly 
simplistic for actual AO systems, the AO control loop is much more robust than suggested, converging 
even when nonlinearities are present owing to its closed-loop operation. Equation (6) refers to what 
is called the direct slope reconstruction method. Another approach that is sometimes employed is the 
modal reconstruction method in which wavefront slope measurements are first converted to Zernike 
aberration modes that in turn are converted to applied voltages. While this approach is slower and 
less efficient, it has the advantage of allowing explicit control of individual modes, including which 
ones are sent to the corrector.  

Equation (6) does not capture the closed-loop performance of AO as it neglects the temporal 
dynamics of the ocular aberrations and the time delays associated with measuring the wavefront 
slopes, and computing and applying the control voltages. The resulting error can be mathematically 
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expressed as fresid (x, t) = faberr (x, t) – fcorrect (x, t), where faberr (x, t) is the ocular aberrations at time t,
fcorrect (x, t) the applied correction based on slope measurements acquired at an earlier time t – t, and 
fresid (x, t) the uncorrected portion at time t. t is the closed-loop period of the AO. Note that fcorrect 
(x, t) is directly related to the voltages, V, that are applied iteratively to the corrector and expressed 
as V(t) = V(t – t) – G Vestimate (t). V(t – t) are voltages already on the corrector as determined from the 
previous loop iteration, Vestimate(t) are adjustments to the voltages based on Eq. (6), and V(t) represent 
the updated voltages. G is the variable loop gain (adjusted between 0 and 1) that controls the extent 
to which Vestimate(t – t) is applied and represents the trade-off between stability and sensitivity of the 
AO system, for example, higher gain increases sensitivity to temporal fluctuations in the aberrations, 
but at the expense of decreased system stability. Typical values of G for AO vision science instruments 
are between 0.1 to 0.4. 

Predicting the temporal performance of an AO system is critical for optimizing system design for 
the eye and is accomplished by modeling the system as a cascade of transfer functions, each repre-
senting an independent component of the system. Figure 8 shows a block diagram representation of 
an AO control loop with input/output parameters M(s), X(s), and R(s) that depict the time-varying 
aberrations of the eye, residual aberrations after correction, and wavefront corrector voltages. s is a 
complex frequency and defined as i2pf, where f is the temporal frequency and i2 = –1. Noise in the 
system is assumed negligible. For analysis, the AO system can be decomposed as a linear cascade of 
independent transfer functions, in this case the four AO stages that most often limit temporal perfor-
mance in AO vision science systems: SHWS exposure, sensor readout and computation of V, integral 
compensator, and finally holding mirror position for one AO loop period. Common expressions for 
the four transfer functions are given by
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where T1 is the exposure duration of the SHWS detector, T2 is the sampling period of the AO loop, 
and t1 is the total delay to readout the sensor and compute V.

Using the notation in Fig. 8, the open-loop transfer function (single iteration), HOL(s), is equal 
to M(s)/R(s) and corresponds to the multiplication of the four transfer functions, that is, Hexp(s)
Hdelay(s) Hcomp(s) Hzoh(s). While this quantifies the extent to which fluctuations in the aberrations are 
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FIGURE 8 Block diagram of the AO system for modeling temporal performance. 
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reliably transferred to the corrector, a more useful transfer function is the error transfer function, 
Herror(s), defined as R(s)/X(s). Herror(s) quantifies the extent to which fluctuations in the aberrations 
are reduced by the AO. Herror(s) is related to HOL(s) by the expression 1/[1 + HOL(s)]. As an example, 
Fig. 9 shows the power rejection magnitude (defined as |Herror(s)|2) for two representative AO con-
figurations, one being 5 times faster than the other. Both configurations employ double buffering, a 
common technique realized with a frame-transfer CCD camera, in which one SHWS frame is pro-
cessed while the next frame is being acquired. The power rejection magnitude permits determining 
the cutoff frequency of the AO system, being defined as the frequency at which the power rejection 
magnitude first reaches 1. For the two configurations in Fig. 9, cutoff frequencies occur at 0.5 and 
2.0 Hz, with the former consistent with the experimental measurements shown. Note that a cutoff of 
0.5 Hz indicates that temporal frequencies below 0.5 Hz are (at least partially) corrected by the system, 
while those above 0.5 Hz are (at least partially) amplified. Because the vast majority of the aberration 
power in the eye lies below 1 to 2 Hz (see Fig. 2 and related discussion), the 2.0-Hz bandwidth AO 
configuration should be adequately fast and should provide somewhat improved performance over 
that of the 0.5-Hz system.

15.5 APPLICATION OF AO TO THE EYE

The sole function of AO in ophthalmic applications is to compensate or control the aberrations in 
the optics that lie between the eye’s fundus and the rest of the world. As such, AO can be imple-
mented into any vision or imaging application that employs these optics. This section will be split 
into applications where the goal is to get a better view of the retina and applications where the goal 
is to reduce or manipulate the blur of light delivered to the retina.
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Applications Involving Imaging of the Retina

AO’s role in a retina camera is to achieve diffraction-limited imaging through the highest possible 
numerical aperture in the eye. Most imaging applications that use AO correct over pupil sizes of 
5 mm or greater, thereby taking advantage of the reduced diffraction. For example, a corrected pupil 
of 6 mm has a Rayleigh resolution limit about 2 μm, which is on the scale of the smallest cells in the 
retina (rods and foveal cones, for example). 

Flood-Illuminated AO Ophthalmoscope The first ophthalmic imaging modality that demon-
strated a high-order aberration correction with AO was a flood-illuminated ophthalmoscope.13 In 
this system (Fig. 10), the camera looks at the retina through an optical system where the deformable 
mirror is placed in the path in a plane that is conjugate to the pupil of the eye. A low coherent col-
limated light source (SLD, superluminescent diode) is generally used to project a beacon onto the 
retina. The scattered light passes through the system, off the DM and to the wavefront sensor (LA & 
CCD). The AO system operates in a closed loop to correct the eye’s aberration. At the same time, a 
separate light source is used to illuminate a patch of retina limited by the field stop (FS) at the loca-
tion of the beacon. The scattered light emerges, its wavefront is compensated by the DM, and the 
light is directed to the science camera after reflection from a dichroic beamsplitter (DBS2) to form 
a sharp retinal image. The camera can be moved to focus on different layers of the retina. Keeping 
track of the retinal and pupil conjugate positions is critical and they are labeled throughout the 
schematic. 

The flood-illuminated AO ophthalmoscope has been used effectively to measure basic optical prop-
erties of photoreceptors. A combination of AO imaging with retinal densitometry was used to provide 
the first maps of the arrangement of the three cone classes in the human retina (see Fig. 11).84,85 It was 
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also used to measure the directional properties of individual cones,86 measure the locus of fixation 
relative to the maximum density of foveal cones,87 measure changes in reflectance of cones over a diur-
nal period,88 reveal new information about photoreceptor packing and structure in eyes with retinal 
degenerations,89–91 and detect fast scattering changes of cones in response to visual stimulation.92,93

Adaptive Optics Scanning Laser Ophthalmoscope The scanning laser ophthalmoscope (SLO)94 is a 
special application of the scanning laser microscope, invented in 1955 by Marvin Minsky.95 The main 
difference with an SLO is that the eye is used as the objective lens and the retina is always the sample 
being imaged. As such, the lateral and axial resolution of the SLO imaging is limited by the quality of 
the objective lens (cornea and lens), which is why AO can provide a significant benefit. 

The main motivation to employ AO in an SLO is because of its confocal property. Unlike flood-
illuminated cameras, confocal systems block scattered light from features that are outside the focal 
plane, thereby improving the contrast of features in the focal plane of interest. Moreover, by moving 
the focal plane, one can optically “section” the retinal tissue (see Fig. 12 for example). These features 
offer significant benefits for ophthalmoscopy because the retina is a thick, multilayered structure, 
which scatters throughout its depth.

FIGURE 11 The three images are of the same location in a human retina about 1° (300 μm) from the 
foveal center. The left image is taken after careful correction of defocus and astigmatism. The center image is 
a single frame taken with higher-order aberrations correction. The right image is a registered sum of about 
20 frames. The small spots are single cone photoreceptors and in the registered frame virtually all cone photore-
ceptors are resolved.

(a) (b) (c)

FIGURE 12 Confocal optical sectioning with an AO SLO. The sequence of AO-SLO images shows a varia-
tion in retinal structure as the focal plane of the instrument is systematically shifted from the (a) photoreceptor 
layer, (b) the blood vesels, and (c) the nerve fiber layer. 
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An SLO image is acquired over time as the scattered light is recorded from a focused spot on the 
retina as it scans in a raster pattern across the retina. The image is formed digitally in a frame grabber, 
which combines horizontal and vertical position information from the scanning mirrors with the 
digitized values of the analog intensity stream from the detector, to form an extended field image. 

The concept of applying AO to an SLO was first proposed by Dreher et al.10 but was not fully 
implemented with a wavefront sensor and a mirror capable of correcting high-order aberrations until 
Roorda et al.19 The layout of a representative AO-SLO instrument is shown in Fig. 13.

In a confocal scanning laser imaging system, the effective PSF is computed as

PSF PSF PSFSLO in out= × ⊗( )D   (11)

where D represents the confocal aperture. When the confocal aperture approaches a size equal to the 
radius of the airy disk of the collection path of the system, the effective PSF is simply the product 
of the ingoing and outgoing PSFs. Under these optimal conditions, the lateral resolution exceeds 
conventional imaging by about 40 percent, as assessed by the full width at half maximum (FWHM) 
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of the PSF. If the confocal aperture is large, then image quality is governed only by PSFin, effective 
optical sectioning disappears, and lateral resolution is the same as a flood-illuminated imaging sys-
tem. Axial resolution in confocal SLOs can be defined and computed in several ways. The standard 
way to determine axial resolution is to measure the detected intensity from a flat, diffusely scattering 
surface as it moves relative to the focal plane of the SLO.10 The FWHM of the resulting intensity dis-
tribution is a measure of the axial resolution of the SLO.96

The AO SLO employs a series of telescopes to relay the light to the elements that act on the beam. 
For example, wavefront sensing (p6 in Fig. 13), wavefront correcting (p3), and tip and tilt adjustments 
(p1 and p2) for raster scanning the beam all need to be done in pupil-conjugate planes. At present, 
each of these actions is done with a separate component and so a telescope is required to relay con-
jugate images of the pupil to the various components. Maintaining conjugacy of the pupil planes is 
critical in an AO SLO. If, for example, the eye’s pupil was not conjugate to the scanning mirror, the 
beam would scan across the pupil, rather than pivoting about the pupil, and neither the wavefront 
sensor nor deformable mirror would see a stable aberration pattern. To avoid back reflections, the 
telescopes employ focusing mirrors rather than lenses. A consequence of using mirrors in the opti-
cal path is that they have to be used off-axis, which generates unwanted aberrations in the optical 
path. However, with the help of optical design software, each mirror in the system can be adjusted to 
compensate for the coma generated by the previous reflection, and the remaining astigmatism can be 
corrected by a cylindrical lens placed somewhere in the path.97

Wavefront sensing and compensation is done in a unique way in an AO SLO. First, AO is effective 
in both directions; to focus the light to a sharp point on the retina and to take the scattered light from 
the eye and focus it to a sharp point at the confocal pinhole. In the AO SLO, the wave aberration is 
measured with the same light that is used to form the image. This is possible because, although the 
light is being scanned in a raster pattern on the retina, the light is descanned on the return path, 
rendering it stationary again. Thus, the wavefront sensor sees the light from the retina as though it 
were coming from a single spot, which makes an aberration measurement possible. This method has 
several advantages. First, it automatically implements the method of Hofer et al. in which scanning on 
the retina is employed to remove speckle from the short-exposure retinal images.58 A second advan-
tage is that the average aberration is measured over the entire field of view of the system, thereby 
ensuring more uniformity in the correction over the field that is being imaged. The final advantage is 
that the wavefront sensing and the imaging portions of the system use the same light path and light 
source, which reduces noncommon path errors and eliminates noncommon aberrations between the 
wavefront sensor and imaging camera due to chromatic effects.  

Adaptive Optics Optical Coherence Tomography OCT is a noninvasive, interferometric imaging 
modality that provides significantly higher-axial resolution and sensitivity than the flood-illuminated 
ophthalmoscope and SLO modalities discussed previously. The term OCT was coined in 1991 in ref-
erence to the first optical B-scan (xz plane) images collected of the in vitro human retina using 
inter ferometry.98 Note that this was preceded by substantial work in the 1980s on a technique called 
low-coherence interferometry that provided depth-resolved A-scan (z) images of the retina using essen-
tially the same interferometric principles.99,100 Since the early 1990s, OCT technology and knowledge have 
grown rapidly. This has led to an increasingly large and diverse array of OCT designs that fall into two 
broad categories: time domain and spectral (or Fourier) domain. These domains refer to the temporal 
and spectral detection of the OCT signal, respectively. Details of time domain and spectral domain 
OCT, associated underlying theory, and other applications can be found in Chap. 18.

In an AO-OCT combination, OCT provides the high-axial resolution, and AO the comple mentary 
high-transverse resolution. Together, the AO-OCT combination provides a powerful imaging tool whose 
3D resolution and sensitiv ity in the eye substantially surpass that of any current retinal imaging modality. 
Current state-of-the-art AO-OCT instruments have an isotropic 3D resolution approaching 3 × 3 × 3 μm3

in retinal tissue.  Most OCT designs have already been combined with AO and have demonstrated both 
an increase in transverse resolution and sensitivity beyond that realized with OCT alone. AO-OCT com-
binations include time-domain en face (xy) flood-illumination OCT using an areal CCD,25 time-domain 
tomographic scan ning (xz) ultrahigh-resolution OCT,26 time-domain en face scanning OCT,31,33 high-
resolution spectral-domain OCT,27,28,30–32 ultrahigh-resolution spectral-domain OCT,29,34,35,82 and swept 
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source OCT.101 AO-OCT instruments have been evaluated with a variety of wavefront correctors that cover 
the four types depicted in Fig. 6: discrete actuator, membrane, bimorph, and LC-SLM wavefront correctors, 
all in combination with a SHWS.

As a representative example, Fig. 14 shows a schematic of the Indiana AO-OCT instrument based on 
ultrahigh-resolution spectral-domain OCT. Use of a single mode fiber beam splitter provides true con-
focality [see Eq. (11)]. The sample arm is characteristic of an AO-SLO (see Fig. 13 and corresponding 
text), raster scanning a focused spot across the retina. The slower acquisition of OCT, however, precludes 
use of a resonant scanner, which is used with the SLO. For the AO OCT shown in the figure, improved 
aberration correction is realized by cascading two wavefront correctors, a bimorph that corrects low-
order, large-magnitude ocular aberrations and a discrete actuator deformable mirror for higher-order, 
small-magnitude aberrations. As an added benefit, the large stroke of the bimorph reduces the need 
for trial lens correction of individual refractive error, which is important for OCT because trial lenses 
produce unequal dispersion in the sample and reference channels.  A third advantage of two wavefront 
correctors is that the focus of the AO correction can be varied within the retina for optimal lateral reso-
lution at a particular retinal layer of interest.  

Figure 15 illustrates the optical benefit of AO OCT compared to the widely used OCT clinical 
instrument, the Stratus OCT3. The inset shows essentially the same cross-sectional patch of retina 
imaged with both instruments. While the cellular structures are clearly too small for the clinical 
instrument to resolve, the same structures (in particular the  lateral and axial extent of individual 
cone photoreceptor outer segments) are observed with AO OCT with focus at the photoreceptor layer. 
An additional benefit of AO—readily apparent in the inset—is the much smaller speckle size due 
to the larger pupil through which the image is captured, in this case more than four times larger in 
diameter. The larger pupil also increases substantially the light collection capacity of the instrument. 
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140-element Boston Micromachines MEMS deformable mirror, and a 37-element AOptix bimorph mirror. 
The MEMS corrects high-order, small-magnitude ocular aberrations and complements the low-order, large-
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For example, a 4 times increase in pupil diameter (e.g., 6 mm compared to 1.5 mm) leads to a nomi-
nal 12-dB upper limit increase in sensitivity. The actual increase is lower depending on the scattering 
properties of the retina and the throughput efficiency of the sample channel, which contains many 
more elements than conventional OCT.

Current AO-OCT systems have been used successfully to create 3D retinal images of structures 
previously only visible with histology, including the foveal microvasculature, bundles within the reti-
nal nerve fiber layer, the fibers of Henle, the 3D photoreceptor mosaic, drusen in age-related macular 
degeneration, and the tiny pores of the lamina cribrosa of the optical nerve in normal and glaucoma 
patients. AO OCT is beginning to be employed for studying a number of other clinical conditions, 
including age-related macular degeneration, hereditary retinal dystrophies, and optic neuropathies. 

Contrast and Resolution Image contrast is a key requirement for visualizing features in retinal 
images. There are three elements to achieving an image with sufficient contrast. The first is to 
transfer as much of the available contrast from the object to the image. This is achieved by making 
the modulation transfer function (MTF) as high as possible and where the role of AO is crucial. 
Additional increases in the MTF are obtained by judicious selection of the imaging modality. AO 
SLO, for example, uses confocal imaging to increase the lateral and axial MTF.96,102 OCT uses coherence- 
gated detection to increase the MTF in the axial direction. The second key is to make the most of the 
signal that reaches the image plane. Proper selection of detectors and detection modalities can be 
used to achieve high signal-to-noise ratios with low levels of light. Flood-illuminated cameras use 
cooled scientific grade CCD cameras with low readout noise, AO SLOs use sensitive photomultiplier 
tubes and avalanche photodiodes with carefully designed amplification electronics,103 and OCT 
uses heterodyning techniques to amplify weak signals. The third element is to have contrast in the 
object itself. Not only do retinal features need to scatter light, but they need to scatter light in such a 
way as to reveal their intrinsic structure. Cone photoreceptors, for example, have very high intrinsic 
contrast and lend themselves very well to imaging. The fiber optic property of cones86 makes them 
appear as an array of regularly spaced point sources of nearly 100 percent contrast. But most other 
features in the retina scatter very little light and have less intrinsic contrast. The index of refraction of 
a ganglion cell body, for example, is well matched to its surrounding media and therefore scatters very 
little light. Under these situations, manipulation of the imaging wavelength and/or polarization might 
be used to improve contrast. Blood vessels, for example, are best viewed with shorter wavelengths104

and the contrast of the photoreceptors and other retinal features can be enhanced by careful control 
of the incident and detected polarization.105
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FIGURE 15 Cross-sectional images of the retina in the same subject obtained with (a) AO high-resolution 
spectral-domain OCT and (b) clinical OCT. Images were acquired at 1° retinal eccentricity. Key: NFL—nerve 
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A common method to achieve contrast in many imaging systems is to use fluorescence, both 
intrinsic and extrinsic. Recently, an AO SLO at the University of Rochester has been equipped with 
a fluorescence channel where they imaged the autofluorescent lipofuscin to reveal the complete and 
contiguous array of retinal pigment epithelium cells in human and monkeys. By using extrinsic con-
trast agents in a monkey, they could image retinal capillaries (fluorescein angiography), and ganglion 
cell bodies and their dendrites.21

Applications Involving AO-controlled Light Delivery 
to the Retina

The pioneers of AO for the human eye appreciated that the benefits of AO work in both directions.13

Human vision has always been limited by diffraction for small pupils and aberrations for large 
pupils. Consequently, the optimal pupil size for sharpest vision in a typical human eye often lies 
somewhere between 2 and 4 mm,12,106–110 depending on image quality criteria and the specific indi-
vidual. Even for the optimal pupil size, the image quality remains very poor by comparison with its 
diffraction limited condition and is far from what could be achieved if the aberrations of the largest 
anatomical pupil size were corrected.

Before AO, the only method to generate high frequency, high-contrast images on the retina was 
using interferometry. Two mutually coherent point sources, laterally displaced in the pupil would 
produce sinusoidal interference fringes of 100 percent contrast at spatial frequencies governed by the 
separation of the two points.111–113 These techniques have been used effectively to understand some 
aspects of the limits of human vision and can produce higher-contrast images than any AO system. 
But, aside from a few modifications,114 the stimuli were limited largely to sinusoidal gratings. The 
contrast of images projected through the AO system is still limited by the MTF of large pupils, but 
can generate complex images with more contrast and resolution than ever before. Moreover, an AO 
system need not be used only to correct the aberration, but can be used to manipulate them as well. 

Challenges for AO Systems That Project Light into the Eye All AO systems face the challenge of 
how to ensure that the AO is working properly. In astronomy, the performance of the AO system is 
gauged by the quality of the images of distant stars, which are effective point sources. In the retinal 
image, where no point sources exist, two metrics are typically used to gauge how well an AO system 
is working, the residual wavefront error, and the relative improvements of the retinal image. Neither 
metric provides absolute, objective measures of system performance. In postprocessing, multiframe 
blind deconvolution can produce reasonable estimates of the residual point spread function,115 but 
these cannot be used as feedback in closed-loop operation. When projecting light into the eye, it is 
even more difficult because feedback on image quality is not available in most cases, and we can 
only rely on residual wavefront error and the subject’s perception or visual performance. 

The challenge is made worse because the stimulus is viewed along a different optical path, it 
extends over a finite field angle, and often employs wavelengths or a span of wavelength that are dif-
ferent than the wavefront sensing beacon. The main challenges that one faces in developing an AO 
system for vision science are: 

Longitudinal chromatic aberration (LCA) The eye has a lot of chromatic aberration. Refractive 
power from 400 to 900 nm will change by about 2.6 D116–118 and the foci span an axial focus range 
in the eye approaching 1 mm. By comparison, the thickness of the neural retina is about 250 μm. 
This means that if one measures and corrects aberrations with IR light and tests vision with visible 
light, then they must adjust for the focus of the visual target. Fortunately, the LCA of the eye is fairly 
consistent between individuals so one can estimate where the correct focus must be.116,119 But there 
is no element of the AO closed loop that will be able to provide feedback on the fine tuning of the 
visible wavelength. This forces the experimenter to use the subject’s perceptual responses as feedback 
for alignment of the system. 

Transverse chromatic aberration (TCA) Images of different wavelengths projected onto the 
retina will be displaced laterally because of TCA. Consider, for example, a collimated white light 
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beam entering the eye. Relative image shifts between both ends of the white light spectrum can be 
significant, depending on where the beam enters the eye. TCA arises because the chief ray of the 
beam does not correspond with the achromatic axis of the eye. Image displacements of ±3 arcmin 
can occur with pupil shifts of ±1 mm.120–121  So, whenever a broadband visual stimulus is used off 
the achromatic axis of the eye, the spread can significantly degrade image quality and defeat the 
benefits of AO. 

Alignment A final challenge in achieving the best AO performance for stimuli delivered to the 
retina is the alignment of the stimulus itself. The stimulus channel may be subject to noncommon 
path errors (discussed earlier) and therefore will present new aberrations that the AO system cannot 
detect or correct. Since there is no feedback from this optical path, the experimenter must be obses-
sive about its optical design and alignment. Perceived sharpness of the image is not sufficient to judge 
image quality as the human visual system is limited by its retina to detection of spatial frequencies 
at 60 cycles/degree at best, whereas the optics can transmit frequencies over 200 cycles/degree.113

Moreover, perceived sharpness depends on context and on whether you are preadapted to a blurred 
or sharp stimulus.122

Conventional AO Vision Systems The most basic implementation of an AO system for vision test-
ing is one in which a subject is given a view of a target through a deformable mirror that is conju-
gate to the optics of the eye. The optics are no different than for a AO flood-illuminated ophthalmo-
scope (Fig. 10), except that there is no illumination source and the retina camera is replaced by the 
stimulus. The first experiments were designed simply to test the extent to which the correction of 
aberration improved vision.13,123 After correction of aberration and removal of chromatic aberration 
(by using monochromatic light), improvements of 20 times were reported for contrast sensitivity of 
a 32 cycles/degree gratings through a 6-mm pupil.123 Of course, the largest improvements were real-
ized for the largest pupils, for which diffraction is low and aberrations are high. As for visual acuity, 
improvements were significant, but absolute performance was limited because of the low lumi-
nances available in the display. The latter result begs the question about the practical visual benefit 
of correcting all aberrations. Large pupils, for which the visual benefits are greatest, are only reached 
under dim light conditions—the same conditions for which the retina starts to limit vision.124–126 In 
a practical task (detection of the contrast threshold for a 20/60 letter) the visual benefit for all lumi-
nances after taking typical pupil sizes into account was improved with AO, but the improvements 
were relatively modest.127

AO-Controlled Stimulus Delivery in an AO SLO An alternate way to test vision with AO-corrected 
stimuli is to project the image directly onto the retina. By modulating the laser power during the 
raster scan, complex AO-controlled stimuli can be projected directly on the retina and be seen by the 
subject. Moreover, the same modulation patterns will appear in the retinal image.128 This method for 
delivering stimuli to the retina offers some important advantages. First, the scanning beam and the 
stimulus can employ the same light source and are therefore not affected by TCA or LCA. Second, 
the recorded image can be used as a metric to determine the quality of the projected image as well as 
where the stimulus was presented, both axially and laterally. In some cases, two lasers might be used, 
one primarily for imaging (e.g., an infrared channel which is used to guide the location of the stim-
ulus) and a second for delivery of the stimulus (e.g., small spot stimulus of a visible wavelength). In 
this situation, LCA and TCA do need to be taken into account so the operator knows exactly where 
the visible stimulus is landing.23 Applications that employ stimulus delivery in an SLO have been 
used on numerous occasions,94,129,130 but the application of the technique with AO SLO is relatively 
new and has been implemented on only a few systems. 

What Will Vision AO Systems Be Used for? 

The role of aberrations and visual performance How much can vision improve? Experiments with 
AO SLO have reported visual acuities better than 20/8 (letter size for 80% correct judgments of the 
orientation of a tumbling E).128,131 Ultimately, acuity is limited by other factors in the visual system, 
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such as cone photoreceptor spacing, eye movements, and cortical processing limits. By bypassing the 
optics and simultaneously providing unprecedented views of retina structure as well as eye move-
ments, AO SLO and other modalities provide the best tools to help us understand these limits. AO 
SLO studies of the role of eye movements on visual acuity are currently underway. 

Measuring activity of individual cones The eye was never designed to allow stimulation of single 
cones. Nevertheless, recording sensations from single cones can help reveal how cones are con-
nected to neurons further downstream in the human visual system. There are several applications 
where stimulation on the scale of single cones is useful. Hofer et al, for example, used an AO system 
to deliver brief flashes of light to individual cones, and recorded subject’s perceived color sensation 
on each trial.132 A simple hypothesis, termed the “elemental sensation hypothesis” was that color 
percepts would fall into three categories, red, green, and blue, corresponding to the three cone types 
in the eye. Instead, viewers required up to eight different color names, requiring a rethinking of how 
color sensations are developed.133 From a clinical perspective, recording the sensitivity of individual 
cones can provide important relationships between retinal structure and function. In an elegant set 
of experiments, Makous et al. recorded light sensations in brief flashes to confirm that individuals 
with a rare genetic mutation leading to apparent loss in a subset of photoreceptors had small, cone-
sized gaps across their visual field.134 The most recent application involves the direct and targeting 
stimulation of individual cones in a monkey while simultaneously recording electrical activity in 
downstream neurons.135 Although neuroscientists have been recording activity of single cells in the 
visual system for decades, AO allows, for the first time, stimulation of single cones as the input and 
promises to be a useful tool for mapping connections between the retina and brain. 

Using AO to generate aberrations There are many cases where the presence of aberrations may 
be beneficial to human vision. Considering that most people are not really handicapped by their 
ocular aberrations, it is sensible to consider how one could work with tolerable levels of aberration 
to increase visual performance in some other way. The most promising application for controlling 
aberrations is for the relief of presbyopia, which refers to the age-related loss in ability to deform 
ones natural lens to focus on near objects. Although aberrations cannot restore accommodation, 
they can increase the eyes depth of focus and relieve these effects. AO vision systems are currently 
being used to test the benefits of specific aberration profiles, which can later be implemented into 
contact lenses or intraocular lenses.136–138
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16.1 GLOSSARY

Definitions

Acellular. Containing no cells. 

Accommodation. The ability of the crystalline lens to change its optical power allowing the eye to 
bring into focus the images of objects at different distances.

Collagen. The main structural protein found in animal connective tissues, yielding gelatin when 
boiled.

Endothelium. The tissue that forms a single layer of cells lining various organs and cavities of the 
body, especially the blood vessels, heart, and lymphatic vessels. It is formed from the embryonic 
mesoderm.

Epithelium. The thin tissue forming the outer layer of a body’s surface.

Fibroblast. Type of cell that synthesizes and maintains the extracellular matrix of many animal 
tissues. Fibroblasts provide a structural framework (stroma) for many tissues, and play a critical role 
in wound healing. They are the most common cells of connective tissue in animals.

Hydrophilic. Having a tendency to mix with, dissolve in, or be wetted by water.

Keratocyte. A fl attened connective tissue cell lying between the fi brous tissue lamellae which con-
stitute the cornea. The keratocyte has branching processes that communicate with those of other 
keratocytes.

Lamella. A thin layer, membrane, scale, or platelike tissue.

Nomogram. A graphical calculating device, a two-dimensional diagram, designed to allow the 
approximate graphical computation of a function.

Refraction. Measurement of the focusing characteristics of an eye or eyes.
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Equations

Equation (1). This is the fi eld of a monochromatic scalar propagating wave as 

 U(r) modulus of the wave

 r position

 f (r) wavefront

 k wave number

 p 3.14159

 n optical frequency

 t time

Equation (2). This is the defi nition of the wave number. 

 p 3.14159

n optical frequency 

c speed of light

l optical wavelength

Equation (3). This is the wavefront aberration as a polynomial expansion. 

 w wavefront aberration 

x horizontal coordinate

y vertical coordinate

an nth weighting value or coeffi cient

Pn nth polynomial from an orthogonal set

Equation (4). This relates the back focal length of a correcting lens with the vertex distance and the 
eye’s far point. 

k distance from the eye to its far point

f ć back focal length of the correcting lens 

d correcting lens’ vertex distance

Equation (5). This is the power of a correcting lens placed at a fi nite distance from the eye. 

F ć optical power of the correcting lens 

K 1/k

k distance from the eye to its far point

d correcting lens’ vertex distance

Equation (6). This is an empirical equation to describe the dependence of the ablation rate on the fl uence. 

A ablation rate

F fl uence

Fthr ablation threshold

m 0.3 μm/pulse 

16.2 INTRODUCTION

Optics of the Human Eye

The human eye can be thought of as a photographic camera; an optical element(s) forms a real 
image of an object onto a photosensitive surface, the retina. The eye, like any other optical system, 
is formed from several different materials (tissues), each with a different refractive index and trans-
mittance. The total optical power of the eye is about +60 diopters (D) of which +48 D are provided 
by its frontal part, the cornea. This tissue has refractive index of n = 1.376. The cornea is in contact 
with the air, giving it strong optical power. 1–3
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The eye is self-contained in an almost spherical “bag” of opaque white tissue, except on the cornea, 
called the sclera. The cornea is approximately oval in shape with average dimensions of 12.6-mm 
horizontal diameter and 11.7-mm vertical diameter. It absorbs most of the UV radiation with a peak 
at 270 nm, but transmits radiation with wavelengths from 310 to 2500 nm approximately. 1–3

Immediately behind the cornea is a chamber known as the anterior chamber filled with a watery 
fluid: the aqueous humour. This fluid replenishes nutrients and takes away metabolic wastes from 
the posterior cornea, crystalline lens, and anterior vitreous. It also helps to keep intraocular pressure 
stable. Its refractive index is n = 1.336. 

The iris marks the end of the anterior chamber. The volume behind it is known as the posterior 
chamber. The iris is the aperture stop of the eye. In a normal young eye the iris can expand or contract 
the pupil diameter from 2 or 3 mm to 7 or 8 mm. This reduces or increases the amount of light pass-
ing through the system and increases or decreases the depth of focus of the eye. The iris can be easily 
identified as it gives the eye its characteristic colour: blue, green, brown, and so on. In later life the 
ability of the iris to expand is severely reduced.2–3

Next to the iris is the crystalline lens of the eye. It has a complex layered structure and is remark-
ably transparent. It completely lacks a blood supply and innervations. It continues to grow in size and 
mass throughout life. It has a gradient refractive index which varies from about 1.406 in the inner 
core to approximately 1.386 at the outer core. It is a flexible structure and can change shape in order 
to provide a fine focusing mechanism.2 By combining the cornea and the lens into a single optical 
system it is possible to treat the system as a thin lens in a medium. The nodal point of such a system 
lies at 17 mm from the retina and its posterior principal point lies on the cornea, 5.6 mm from the 
nodal point. A schematic eye representing this system is shown in Fig. 1. 

The posterior chamber is filled with the vitreous. With a volume of almost 4 mL, it represents 
about the 80 percent of the total volume of the eye. It is a transparent collagen-based substance with a 
refractive index of 1.336. The vitreous plays an important role in several metabolic eye processes like 
oxygenation, depository for metabolic wastes, such as lactic acid, and as a medium for active transport 
of different substances throughout the eye. Immediately behind the vitreous lies the retina, the surface 
where the image is formed. The retina is a very complex multilayered structure, that not only captures 
the light, but some of the initial visual processes occur there. The central part of the retina, the fovea, 
contains the highest density of photoreceptors and is the region where the image formed by the optics 
of the eye must be of highest quality.2,3

The optics of the eye are covered in greater detail in Chap. 1.

The Cornea

The first optical surface of the eye is the cornea, and hence the interface between air and tissue produces 
the highest refractive power, and makes the cornea the most important optical surface in the eye. The 
most common refractive surgery procedures achieve a change in the overall optical power of the eye by 
changing the shape of the cornea. For this reason we will give more attention to its cellular structure.

FIGURE 1 Schematic eye treating the whole optical 
system as a single thin lens. (Adapted from Ref. 1.)
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The cornea is a remarkably transparent and mechanically stable tissue. The cornea features five 
layers with distinct roles as seen in Fig. 2. The anterior surface of the cornea is covered by the corneal 
epithelium (a in Fig. 2). The corneal epithelium is the outermost surface of the cornea and it is the 
surface that is wetted by the tear film. 

The corneal epithelium (stratified squamous epithelium), has a thickness of approximately 
50 μm. It is a multicellular layer, comprising fast regenerating cells that provide a barrier to water, 
ions, and bacteria. The epithelium consists of progressively flatter cells, so that its outer surface is 
capable of smoothing (to some extent) minor underlying irregularities or roughness. The epithelium 
is not a permanent tissue, in the sense that it is continuously regenerated. Consequently, in order 
to produce permanent changes to the corneal geometry, any modifications must be applied to the 
underlying layers. 

Underneath the epithelium there is a layer of dense collagen (b in Fig. 2) having a thickness 
of about 12 μm, called Bowman’s layer. This layer has no cells and it has been hypothesized that 
this structure provides mechanical strength to the cornea. The main part of the cornea representing 
approximately 90 percent of its thickness is the corneal stroma. The corneal stroma consists mainly 
of elongated bands of Type I and V collagen arranged in a lamellar configuration. Consecutive lamel-
las are organized in random orientations perpendicular to the optical axis to avoid anisotropy in 
the transverse orientations. The space around the collagen fibers is filled with a hydrophilic gly-
cosaminoglycan and water. In the corneal stroma there are relatively sparse keratocytes (c in Fig. 2) 
that are the fibroblastic cells of the cornea. Keratocyte activity sustains proper collagen spacing and 
collagen fibril diameter in the cornea. In the case of injury, keratocytes produce collagen at accelerated 
rates in an attempt to restore stromal integrity. Often this new collagen is substantially less organized 
than normal collagen and is characterized by decreased transparency. 

Descemet’s membrane (also known as the posterior limiting lamina) (d in Fig. 2) of the cornea is 
an acellular membrane made mostly of collagen. The corneal endothelium is a monolayer of special-
ized cells that lines the posterior surface of the cornea. The corneal endothelium acts like a fluid pump 
across the posterior surface of the cornea that actively maintains the cornea in the relatively dehy-
drated state that maintains dense collagen organization and therefore transparency of the cornea. 

Refractive Errors

The function of the optics of the eye is to form an image of the outside world onto the retina. In an 
emmetropic eye and in the absence of accommodation, the image of an object at infinity is sharply 
focused onto the retina. When the unaccommodated eye fails to produce a well-focused image of a 
distant object on the retina, it is said to be ametropic or to have a refractive error. The degradation in 

FIGURE 2 Schematic representation of the corneal 
layers.
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the image seen by an ametropic eye is produced purely by the optics of the eye, and hence, in prin-
ciple, it is possible to correct it by optical means alone.

The definition of refractive errors or ametropias characterize the excess or lack of optical power 
in the eye. In these definitions it is understood that the crystalline lens is meant to be relaxed, or 
unaccommodated. The case of an eye free of refractive errors or emmetropic is shown in Fig. 3a;
the image of an object at infinity is formed on the retina. In ametropia this is no longer the case, an 
object at infinity appears blurred on the retina. Ametropias are divided in two main types: spherical 
ametropia and astigmatism. 

The reader should be aware that presbyopia is not considered to be an ametropia. Presbyopia is the 
decrease in our ability to accommodate as we grow old. This process starts from youth and continues till 
the age of about 60 when our ability to accommodate disappeares completely. In presbyopia, the crystalline 
lens does not change shape any longer and we are left with a single focal plane. In addition to presbyopia, 
an eye can have any of the refractive errors or ametropias that will be defined in the following sections.

Spherical Ametropias In spherical ametropia, the optical power of the eye is symmetric around its 
optical axis, but there is a mismatch between the optical power of the eye and its axial length. It is 
divided in two cases: myopia and hypermetropia. Myopia occurs when the optical power of the eye is too 
large for its length and the image of an object at infinity is formed in front of the retina. This is shown in 
Fig. 3b. Hypermetropia, sometimes referred to as hyperopia, occurs when the optical power of the eye is 
too small for its length so that the image plane lies behind the retina. This situation is shown in Fig. 3c.

 The point conjugated with the retina in the absence of accommodation is called the far point.
In an unaccommodated emmetropic eye the far point lies at infinity. Hence, accommodation is only 
required when seeing objects closer than infinity. In myopia, the far point is placed at a finite distance 
from the eye. The larger the myopia the closer the far point will be. Accommodation can only bring 
into focus objects closer to the eye than the far point, as accommodation can only increase the optical 
power of the eye. In a myopic eye any object beyond the far point will always be out of focus. 

In contrast, the hypermetropic eye must always accommodate. The far point lies behind the 
retina, and hence power must always be added in order to bring an image into focus. The young 
hypermetrope can accommodate, and this is usually done unconsciously. Hence hypermetropia can 
pass unnoticed for many years.

Astigmatism Myopia and hyperopia affect the optical power of the eye equally in all merid-
ians. In astigmatism this is not the case. An astigmatic optical surface has two perpendicular principal 
meridians; the curvature varying from a maximum in one meridian to a minimum in the other. The 
astigmatism of such a surface is defined as the difference between the optical powers at each one of 
these meridians. Hence astigmatism as a refractive error has the same meaning as that of on-axis 
astigmatism normally found in geometrical optics. Oblique astigmatism, arises when the angle of 
incidence of a pencil of rays is not parallel to its optical axis. This can also arise in the eye, but it is 
not a refractive error and hence it will not be dealt in this chapter.

The simplest possible case of an astigmatic system is that of a cylindrical lens in which one 
meridian has zero curvature. A lens with a toroidal surface is another example, and is commonly used 
to make spectacle lenses. It is generated by the revolution of an arch AB around an axis CD not passing 
through the arch’s center of curvature Cc.

In general astigmatism can be regarded as a combination of spherical and cylindrical elements. 
Optically this is equivalent to an sphero-cylindrical lens with cylindrical power equal to the difference 

FIGURE 3 Schematic representation of refractive errors. (a) Normal 
emmetropic eye, (b) myopic eye, and (c) hyperopic eye.

(a) (b) (c)
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between the two principal powers. Additionally, in the case of toroidal surfaces the spherical power is 
that of the weakest principal meridian.

The angle of astigmatism is measured on a plane perpendicular to the eye’s optical axis. It is defined 
as the angle at which the meridian with the maximum curvature lies. In optometric practice this angle 
is measured counterclockwise starting from the horizontal, when looking into the eye. The same system 
is used in both eyes. For horizontal astigmatism the angle used is 180, not 0. The ° symbol is not used to 
avoid confusion with the number zero, so that, for example, 13° is not mistaken with 130. 

Astigmatism is present in practically all human eyes. There are several reasons for this. Firstly, the 
cornea is seldom perfectly spherical. It usually presents certain degree of astigmatism. Likewise, the crys-
talline lens may present astigmatic surfaces. Moreover, the mutual alignment between crystalline lens and 
cornea is not perfect. There is always certain amount of tilt or decentration between these elements.

Ocular Wavefronts The eye is a biological system, and as such it is not perfectly symmetric. The 
refractive errors discussed so far are only a first approximation. The eye presents other more irregu-
lar errors in its refractive power. Older texts refer to these errors as irregular astigmatism. The more 
modern literature and current research papers refer to these errors as higher-order aberrations. Strictly 
speaking refractive error is a measure of the error in optical power in the eye and has units of diopters. 
Instead, higher-order aberrations are a measure of phase error and can have units of microns or radians. 
The term higher-order aberrations originates from the description of an optical wavefront.

The field of a monochromatic scalar propagating wave may be written explicitly as 

u(r, t) = Re[U(r)exp(–ikf (r))exp(–i2pn t)] (1)

where U(r) and kf(r) are, respectively, the modulus and phase of the wave at position r, k is the wave 
number 

k
c

= =2
2π π
λ

ν
 (2)

and Re[⋅] is short notation meaning the “real part of.” In the definition of the wave number n  is the 
optical frequency, l is the optical wavelength, and c is the speed of light in free space.

The time dependence of the optical wave of fixed wave number in Eq. (1) is known a priori. 
Consequently the complex function U(r) = U(r)exp[–ikf (r)] is enough to describe the optical distur-
bance. The function f (r) is typically referred to as the wavefront of the optical perturbation and the 
optical perturbation U(r) is referred to as the optical field, the field, or the propagating wave. 

A perfect optical system, in the presence of a point source produces at the exit pupil plane a perfectly 
spherical wavefront converging to an ideal focusing point. Any departures from this perfectly spherical 
shape are known as aberrations and the function describing them is usually represented by w (x, y). If the 
reference spherical wavefront is known, then the wavefront aberration w(x, y) not only contains all the 
information about the aberrations in the system, but it can be used to describe the phase of the propagat-
ing optical wave, keeping in mind that the reference sphere has been subtracted from this function.

The quantity w (x, y) is a real function. In Cartesian coordinates, it can be expressed as a polyno-
mial expansion of the form 

ω( , ) ( , )x y a P x yn n
n

=
=

∞

∑
0

 (3)

where Pn are the expansion polynomials and an are the weighting values for each polynomial. In 
principle {Pn} can be any polynomial base, however, in vision sciences the Zernike polynomials have 
gained popularity and are widely used. The American National Standards Institute (ANSI) has pro-
duced a standard for reporting optical aberrations of eyes which uses Zernike polynomials.4

When using Zernike polynomials, aberrations are split into higher- and lower-order aberrations. 
Table 1 shows the first 14 Zernike polynomials according to the ANSI standard (having ignoring the pis-
ton or constant term, as it is not possible to measure it in the eye). The first five terms are the lower-order 
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aberrations and correspond to prism, sphere or defocus, and astigmatism. Aberrations described by any 
polynomials of order higher than two are referred to as higher-order aberrations.

Study of the wavefront error and higher-order aberrations on the eye has been possible thanks 
to the development of objective techniques to measure the ocular wavefront aberrations. The most 
popular of these techniques is the use of a Shack-Hartmann sensor, based the work by Liang et al.5

Another popular technique is laser ray tracing which was developed simultaneously by Moreno-
Barriuso et al.6 and by Molebny.7 Several other techniques exist; see for instance Refs. 8 to 10. 

Currently, there is no consensus about how to estimate refractive error from wavefront data. A 
number of different metrics have been proposed.11 Also a methodology to represent wavefront maps 
as refractive power maps has recently been proposed by Iskander et al.12 The details of these works fall 
outside the scope of this chapter and will not be addressed here.

Correcting Refractive Errors

Refractive correction must be done for the unaccommodated eye and turn the compound system 
formed by the eye and its correction into an emmetropic “eye”. That is, a well-corrected eye must be 
able to form a sharp image of an object at infinity on the retina in the absence of accommodation. 
We have already defined the far point of the eye as the optical conjugate of the retina in the absence 
of accommodation. Hence, refractive correction must shift that point to infinity. Alternatively, apply-
ing the reversibility of the optical path, a correcting lens must create an image of an object at infinity 
on the far point of the uncorrected eye. 

Figure 4a shows the optical principle of the correction of a myopic eye. The dashed line shows 
the optical rays converging to the far point (F ′p ) in the absence of correction. The red lines show the 

TABLE 1 The First 14 Zernike Polynomials According to the ANSI 
Standard;4 r and q Are Radial Coordinates on the Pupil Plane

No. Polynomial Description

 1 2 r sinq x tilt or horizontal prism
 2 2 r cosq y tilt or vertical prism

 3 6 22ρ θsin  45° astigmatism

 4 3 2 12( )ρ −  Focus or sphere

 5 6 22ρ θcos  0° astigmatism

 6 8 33ρ θsin  Trefoil

 7 8 3 23( )ρ ρ θ− sin x Coma

 8 8 3 23( )ρ ρ θ− cos y Coma

 9 8 33ρ θcos  Trefoil

10 10 44ρ θsin  -

11 10 4 3 24 2( ) ( )ρ ρ θ− sin  -

12 5 6 6 14 2( )ρ ρ− +  Spherical aberration

13 10 4 3 24 2( ) ( )ρ ρ θ− cos  -

14 10 44ρ θcos  -
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light path after refractive correction. A lens of negative optical power is placed in front of the eye. 
Its back focal length (f ′p ) is equal to the distance between the eye and its far point (k). Under these 
circumstances a pencil of rays coming from an object at infinity will diverge after passing through the 
lens, and a virtual image will form on the eye’s far point F ′p . The optical system of the eye will now be 
able to bring this image into focus on the retina F ′p .

The principle of correction for a hypermetropic eye is exactly the same as above, but in this case a 
correcting lens with positive power is required. This situation is shown Fig. 4b. The correcting positive 
lens creates the image of an object at infinity behind the eye, on its far point. As in the previous case, 
the unaccommodated eye can now form a sharp image of the object on the retina.

The inverse of the distance to the far point 1/k ≡ K is then equal to the optical power F ′p  of the lens 
required to correct the refractive error and we have 

k f K Fc c= ′⇒ = ′

The diagrams in Fig. 4 are both for the case when the correction lens is in contact with the eye, 
like the case of a contact lens. When correction is achieved with spectacle correction one must take 
into account the distance between the lens and the eye. This distance is always measured from the 
back vertex of the lens (the one closest to the eye), and is called the vertex distance and denoted by d.
Diagrams illustrating this situation are shown in Fig. 5. It is clear that in this case 

k f dc= ′−  (4)

and the power of the correcting lens must be adjusted as follows: 

′=
+

F
K
dKc 1  (5)

It should be clear from Fig. 5 that if a refractive correction is measured with a lens at a distance d,
changing this distance to d¢ will have an effect on the power of the correcting lens. The larger the power of 
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FIGURE 4 Optical principle for the correction of ametropias. (a) Myopia and (b)
hypermetropia. (Adapted from Ref. 13)
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FIGURE 5 Optical principle for the correction of ametropias with a spectacle lens. 
(a) Myopia and (b) hypermetropia. (Adapted from Ref. 13.)
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the lens the larger this impact. However, since the far point of the eye must coincide with the focal 
point of the correcting lens, it is straightforward to adjust the prescription. If the lens is to be moved 
by d – d¢ mm closer to the eye’s far point, then the focal length f ′p of the correcting lens must be 
reduced by d – d¢ mm.

This is particularly important for refractive surgery, because refractive errors are typically pre-
scribed using trial lenses placed 10 to 14 mm away from the cornea. The most common type of 
refractive surgery is aimed at changing the optical power of the cornea itself, so this distance must be 
taken into consideration.

An astigmatic eye can be treated as if it had two separate far points, each one corresponding to one of 
the principal meridians. The correction of astigmatism is achieved treating each principal meridian inde-
pendently using the same principles described above. Namely, using an astigmatic lens, the focal point of 
each meridian of the lens must coincide with the far point of the corresponding meridian in the eye. 

Correction of higher-order aberrations has been proposed by several authors.14–18 Partial cor-
rection of aberrations has also been proposed as a way to improve visual performance.19 Although 
these studies have shown an improvement in contrast sensitivity after correction of higher-order 
aberrations, this has only been possible in laboratory conditions. Moreover, Dalimier et al. found
that aberration correction is most effective when the target was viewed in bright light. For lower light 
levels, the improvement in optical quality was masked out by a decrease in neural sensitivity. That is, 
for lower light levels, resolution is limited by neural mechanisms and not by optical quality. 

These results mean that correction of higher-order aberrations, as an everyday solution, may 
not be practical for the majority of people. During the day, the pupil constricts reducing the benefit 
that correction could bring. At night the pupil dilates, but neural sensitivity is reduced. higher-order 
aberration correction may only benefit patients with pathologically abnormal corneas where they 
play a dominant role in image degradation. Nevertheless, understanding of important visual mecha-
nisms like the triggering of accommodation may largely benefit from carefully designed studies 
where aberration-free images are projected on the retina. 

Refractive corrections are covered in greater detail in Chap. 12.

16.3 REFRACTIVE SURGERY MODALITIES

As mentioned earlier, refractive surgical procedures are attempting to alter the optical power of the 
eye with permanent means in order to compensate for the eye’s refractive error. There are three major 
categories of refractive procedures: Intraocular lens (IOL) implantation, corneal incisions/implants,
and laser corneal ablation.

Intraocular Lenses, Corneal Incisions, and Implants

Intraocular Lenses Intraocular lenses (IOLs) were first developed for the substitution of the 
crystalline lens after cataract extraction. The first lenses were made of appropriate glass and were 
substantially heavy.20,21 Modern lenses are made of appropriate biocompatible polymers (such as 
silicone or acrylic). Some types are designed to be implanted in the eye while the natural lens is 
present and therefore to compensate for possible refractive errors. These IOLs (phakic IOLs22–24) are 
either implanted in the posterior chamber (between the iris and the crystalline lens) or in the ante-
rior chamber supported by the iris. The latter is the most common type currently used. The main 
advantage of IOL implantation is that the correction is reversible in the sense that the implant can 
be removed. Generally high corrections can be achieved. 

Corneal Incisions/Implants A different approach for correcting ametropias and, historically, one 
of the first to be widely applied corneal incisions procedures. Corneal incisions are performed (typi-
cally using a diamond knife) either in a radial or in a circumferential manner. Depth of the incisions 
is typically adjusted to be 90 percent of the local thickness of the cornea. The rationale of corneal 
incisions is that local relaxation of mechanical stress results to a change in corneal geometry. Radial 
keratotomy is one of the most common incisional techniques (Fig. 6). 
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The main drawbacks of radial keratotomy are the low predictability,25 the large amount of 
induced aberrations,26 and the compromised mechanical strength of the eye globe.27 The low predict-
ability of incisional surgery is associated with the fact that the long-term redistribution of stress in the 
corneal surface is not stable over time but is varying during the healing process. The final outcome 
must be examined several months after the incisions when healing has reached a stable condition. 

The variability of the healing process may be attributed to individual factors such as the par-
ticular anatomy of the given cornea, age, and other biochemical and biological factors. In order to 
reduce this variability the desired refractive change is achieved by using empirical nomograms with 
different number, length, and positioning of the incisions that additionally take into consideration 
the factors mentioned above. Circumferential (arcuate) incisions have been employed for the correc-
tion of astigmatism usually in pairs across the steep meridian of the corneal astigmatism. 

Another modality that has been employed to correct low refractive errors is the implantation of 
intracorneal ring segments.28 These semicircular arcs are implanted in circumferential tunnels (created 
either mechanically or by means of femtosecond laser photodisruption) in the corneal stroma (Fig. 7). 

FIGURE 6 Schematic representation of radial incisions 
for the correction of myopia (radial keratotomy—RK). 

FIGURE 7 Schematic representation of intracorneal 
ring segments (ICRS) implanted around the pupil.
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These segments are made of stiff material like polymethyl methacrylate (PMMA) and their rigid shape 
provides a new set of boundary conditions for corneal geometry. Their refractive effect is achieved 
by elevating the circumferential portion of the cornea over their implantation tunnel. The fact that 
they are rigid has been utilized in order to provide mechanical support to corneas with compromised 
mechanical stability such as in keratoconus29 or keratectasia.30

Laser Corneal Refractive Procedures

The majority of the refractive procedures performed today are based on controlled ablation of cor-
neal tissue in order to modify its central curvature. Among all the different approaches, the most 
critical differentiation is the depth at which the ablation is performed. In surface ablations (PRK, 
Epi-LASIK, LASEK) tissue removal involves the Bowman’s layer and superficial stroma after appro-
priate removal of the corneal epithelium. In LASIK, tissue is removed from deeper stroma after cre-
ation of a hinged flap. Surface ablations are considered less invasive than LASIK in the sense that for 
any given correction a thinner part of the stroma is affected. 

Photorefractive Keratectomy (PRK) PRK was the first laser procedure to be widely available.31,32

It involves removal of corneal epithelium with a blunt instrument such as a spatula or a brush. 
After the Bowman’s layer is exposed, laser ablation is performed using an appropriate superposition 
of a number of laser pulses. A schematic representation of this procedure is shown in Fig. 8. After 

FIGURE 8 Schematic representation of photorefractive keratectomy.
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ablation, the corneal epithelium regenerates slowly and within 3 to 5 days completely covers the 
reshaped corneal surface. During this period of epithelial healing (that is characterized by pain or 
discomfort to the patient) the cornea is covered by a contact lens to reduce discomfort. Antibiotics 
are also administered as drops during this period of time to prevent infection of the exposed cornea. 
Additionally to antibiotics, anti-inflammatory treatment often in the form of steroids is prescribed. 
Time duration of the steroid treatment is not standard. Several months may be necessary depending 
on the physician’s preferred scheme. 

The technique is surgically simple and straightforward and is considered safe and effective for 
the treatment of low to moderate refractive errors.33 Since treatment of the cornea with the excimer 
laser results to trauma and a transient inflammation, there is a healing response that not only modu-
lates the refractive outcome, but additionally influences the transparency of the cornea due to the low 
organization of newly formed collagen. Figure 9 shows a confocal microscope image of corneal scar. 
This postoperative deterioration of corneal transparency (known as corneal haze) is not expressed 
with significant severity in the majority of the patients.34

In order to avoid scar tissue formation several different approaches have been developed, col-
lectively called advanced surface ablations. These techniques are variants of the PRK where either 
special pharmaceutical treatment is applied in order to control the production of new collagen or the 
epithelial layer is preserved in order to cover the treated area immediately after laser ablation. The 
most common pharmaceutical is mitomycin C.35 Mitomycin C is an anticancer drug known also to 
effectively inhibit keratocyte proliferation and therefore haze formation. However, there is skepticism 
about its use by many practitioners because its long-term effects and safety have not yet been docu-
mented. In order to reduce postoperative exposure to inflammation factors the LASEK procedure 
was developed. 

LASEK/Epi-LASIK In these procedures, the epithelium is preserved as a whole sheet and is 
repositioned in order to cover the treated portion of the cornea. Presumably, this would reduce 

FIGURE 9 Confocal microscope image of the subepithelial scar 
tissue after PRK. Side is 400 μm, depth is at the epithelial—stromal 
interface (50 μm).



REFRACTIVE SURGERY, CORRECTION OF VISION, PRK AND LASIK  16.13

exposure of keratocytes to biochemical factors in the tears that trigger and enhance the healing 
response. In LASEK (laser subepithelial keratomileusis),36 the epithelium is loosened by the appli-
cation of an alcohol solution for a short-time interval (typically 20% alcohol in water for 30 s). After 
the treatment with alcohol, the epithelium can be delaminated using a blunt spatula in a manner 
that preserves its continuity. After laser ablation, the epithelium is repositioned onto the cornea. 
This epithelium is replaced in 3 to 5 days by new epithelial cell migrating from the periphery. 

Epi-LASIK (epithelial laser in situ keratomileusis), is a similar technique (Fig. 10) where the epi-
thelium is mechanically separated from the underlying Bowman’s layer by means of a special device 
called epikeratome.37,38

Although promising, these techniques have not been proved to be more effective than PRK in 
terms of postoperative risk for haze development. Both LASEK and Epi-LASIK being essentially sur-
face ablations are mostly preferred for low to moderate refractive errors.

Laser In Situ Keratomileusis (LASIK) The most common laser technique for the correction of 
moderate and high refractive errors is laser in situ keratomileusis (LASIK). LASIK was invented in 
the late 1980s by Pallikaris et al.39,40 and has gained popularity due to its faster rehabilitation and less 
postoperative pain. In LASIK (Fig. 11) a thin (typically 120 μm) flap is created exposing deeper stro-
mal layers while preserving epithelium and the Bowman’s layer. 

The flap is created using a special instrument called “microkeratome.” The microkeratomes fea-
ture an oscillating blade and an applanator that flattens a portion of the cornea where the cut is 
performed. By this instrument, a flap of constant thickness can be produced where this thickness is 
controlled by the gap between the applanator and the knife’s edge.

Laser ablation

Cornea

Epithelium

FIGURE 10 Schematic representation of the Epi-LASIK 
technique. 
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After laser ablation, the flap is repositioned on the reshaped corneal stromal bed. This, effec-
tively isolates the treated area from inflammation factors of the environment and therefore corneal 
transparency is less affected by the healing response. The creation of the flap along with the ablation 
may influence the mechanical stability of the cornea. There are different safety criteria related to how 
much ablation can be performed where the most common is that the remaining corneal stromal 
thickness under the ablation should be no thinner than 300 μm.

Ablation Profiles After the corneal stroma is exposed with either of the above-mentioned tech-
niques, a sequence of overlapping laser pulses is delivered in order to excise corneal tissue in a 
controlled manner and modify the curvature of the corneal surface. The desired ablation profile 
is achieved by the appropriate superposition of—typically—a few tens of thousands of pulses, 
depending on the diameter of the treated zone, the desired refractive correction, and the type of 
ametropia. 

Typically, only the portion of the cornea in front of the pupil is treated in order to minimize the 
tissue that needs to be excised. For this purpose, the diameter of the pupil in scotopic conditions is 
measured and the ablation profile is calculated for a zone preferably slightly larger than the scotopic 
pupil diameter. 

For the correction of myopia, the refractive power of the cornea has to be reduced and therefore 
the ablation profile is designed to excise more tissue centrally than peripherally and therefore flatten 
the central cornea. Similarly, the correction of hyperopia requires steepening of the central cornea by 
the removal of peripheral tissue. The removed tissue has the shape of a positive or negative meniscus 

Laser ablation

Epithelium

FIGURE 11 Schematic representation of laser in situ 
keratomileusis (LASIK).
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lens respectively. In the case of astigmatism, the ablation profile has a toric shape introducing a rela-
tive change in dioptric power across two perpendicular meridians. 

The ablation profiles typically attempt the modification of corneal curvature in a circular zone 
centred on the line-of-sight that has diameter of the order of 6 to 8 mm. This zone is known as the 
optical zone of the profile. The edges of the optical zone are treated with additional pulses in order 
to smooth out the border between corrected and noncorrected portion of the cornea creating a 
transition zone. The width of the transition zone is of the order of 1 mm and depends on the mag-
nitude of the discontinuity that needs to be smoothened. It is clear that the wider the optical zone 
the more the tissue needs to be excised for any given dioptric correction. The exact shape that needs 
to be removed in any case is calculated by geometrical considerations known as the Munnerlyn’s 
equations.41,42

Laser systems usually incorporate further empirical adjustments to compensate for biological 
factors such as the biomechanical response of the cornea and/or the effect of healing (especially at 
the border of the optical zone). Ablation profiles can be either calculated directly from the sphero-
cylindrical refractive error or can be generated based on measurements of corneal topography or 
wavefront aberration of the eye. The advent of topography and wavefront-guided ablation profiles 
generated an interest in creating supernormal (aberration-free) optical systems for the human eye.43

However, it is now understood that the outcome variability that originates from individual factors 
such as the healing response does not allow the precise sculpturing of corneal surface in order to 
eliminate high-order aberrations in a predictable manner.35

In the next section we turn our attention to the characteristics of the lasers used to perform the 
refractive surgery procedures and how they interact with the living tissue. 

16.4 LASER ABLATION

Excimer lasers are pulsed ultraviolet (UV) lasers where the amplification medium is a biatomic sys-
tem existing only at an electronically excited state.44 Excited dimers (e.g., ArF) can be formed during 
electric discharges through gas mixtures of the corresponding elements and they do not exist in their 
ground electronic state (Fig. 12).44,45 Excited dimers have a typical lifetime of a few nanoseconds. 
Their spontaneous dissociation is accompanied by the emission of a UV photon. In excimer lasers, 
typically excitation is provided by a transverse electric discharge (perpendicular to the optical axis) 
through a mixture of gases of pressure similar to that of atmospheric pressure. The dissociation of 

FIGURE 12 Potential energy for ArF in electronically 
excited and ground state. 
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the excited dimers renders the medium transparent to its emission wavelength. Typically, excimer 
lasers are characterized by high gain and low feedback therefore the beam has low coherence and 
generally has considerable inherent divergence. 

The most common excimer lasers and their respective emission wavelengths are XeF (351 nm), 
XeCl (308 nm), KrF (248 nm), and ArF (193 nm). Typically, for surgical systems the pulse duration 
is of the order of 20-ns FWHM and the total energy per pulse is of the order of tens or hundreds 
of millijoule. The electric efficiency for a typical ArF laser system is of the order of 2 percent.45

Applications of excimer lasers include material’s processing, micromachining, and the excision of 
tissue. 

Corneal Photoablation

The first experiments for the evaluation of excimer lasers as means to excise corneal tissue, were per-
formed in the late 1980s.46–48 These studies concluded that the most suitable wavelength was 193 nm 
(ArF excimer laser) due to its relatively limited thermal damage to the underlying tissue, the accu-
racy of the excision, and the smoothness of the resulting surface.48 The interaction of high-power 
pulsed UV radiation with corneal tissue results from the process of ablative photodecomposition (or 
simply photoablation) described just below. 

The UV pulse is absorbed by a thin surface layer. Precise measurement of the absorption coeffi-
cient in real conditions has not been accomplished; however, the penetration depth is estimated to be 
a few microns.49 As energetic photons (6.4 eV) are absorbed, the molecules that form the extracellular 
matrix are decomposed (Fig. 13a). This process is primarily photochemical.48

According to a model proposed by Dougherty et al. to describe the role of corneal hydration in 
the photoablation process,50 radiation with a wavelength of 193 nm is primarily absorbed by collagen, 
while water plays a more passive role absorbing a small fraction of the radiation and—mostly—
affecting the thermal and mechanical properties of the tissue. As radiation is absorbed and molecular 
fragments are formed, more photons are absorbed by the fragments and this results to a portion of 
tissue from the surface to be effectively vaporized. For typical conditions (pulse energy/duration) the 
pressure near the surface may reach levels of the order of 100 bar.51 The ablation products expand 
rapidly and are ejected perpendicularly to the surface with supersonic velocities.52

Based on the description above, it is reasonable to expect that the deeper a collagen fiber the 
larger the fragments and the less the kinetic energy of each fragment. Therefore, there is a criti-
cal depth (depending on the pulse energy density) for which fragments are energetic enough to be 
expelled from the material. Under this depth, the collagen has undergone direct photochemical dam-
age but not to the extent required for ablation. For energy densities below a certain threshold photo-
ablation does not occur. This threshold has been experimentally determined to be approximately 40 
mJ/cm2 for normal cornea and typical pulse durations.53

Ablation Rate

At any given conditions (pulse duration, pulse repetition rate) the ablation rate is defined as the 
depth of tissue excised by each pulse and is generally expressed in μm/pulse. As mentioned above, 
ablation rate depends on the incident energy density. Given that for a particular laser system the 
pulse duration is constant, the quantity that is empirically used to quantify the incident laser energy 
density is the surface density (fluence) typically expressed in mJ/cm2.

The empirical equation to describe the dependence of the ablation rate on fluence is logarithmic53

A m
F

F
= ⋅ ln

thr

 (6)

where A is the ablation rate in μm/pulse, F is the fluence, Fthr the ablation threshold, (in 
this equation it is equal to 50 mJ/cm2) and m is an empirical constant equal to 0.3 μm/pulse 
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(Fig. 14). Typically, fluences employed in refractive surgery applications range54 from 120 to 225 
mJ/cm2.

In practice, parameters such as pulse duration, beam profile, the presence of a gas stream for 
ablation debris aspiration, and the repetition rate may influence the ablation rate. These parameters 
as well as the temperature and humidity in the operating room are factors that are standardized in 
refractive surgery in order to minimize the variability of the delivered ablation. As mentioned earlier, 
the appropriate ablation profiles (that are designed to modify corneal geometry in a predetermined 
manner) are created with an appropriate superposition of pulses. Typical repetition rates are of the 

(a)

(b)

(c)

FIGURE 13 Schematic representation of the corneal 
photo ablation process. 



16.18  VISION AND VISION OPTICS

order of 400 Hz. For the removal of tissue necessary for the correction of moderate myopia, the total 
number of pulses depend on all of the parameters mentioned above and are of the order of a few tens 
of thousands of pulses. Besides standardization of laser and environmental parameters during abla-
tion, the accuracy of tissue excision is enhanced by the utilization of empirical nomograms55 where 
other parameters are taken into account such as attempted refractive correction, diameter of the treat-
ment zone, patient age, corneal radius of curvature, corneal thickness, and others. 

The main variable that may influence the effective ablation rate is corneal hydration.50

Standardization of the procedures minimizes the variability associated to corneal hydration changes 
during surgery. It has been suggested that hydration could be measured spectroscopically and abla-
tion parameters could be adjusted dynamically to compensate for possible changes of hydration.56

Thermal, Photochemical, and Photoacoustic Effects

As mentioned above, photoablation can be primarily seen as a fast photochemical decomposition 
of the structural elements of the cornea (the extracellular matrix) during which high-pressure gra-
dients are developed removing fragments from the surface of the irradiated tissue.46–48 In parallel 
to photoablation there are phenomena that their potential implications in the acute postoperative 
inflammation and long-term healing response of the cornea is not fully understood. 

A significant part of the laser energy is used for the photochemical decomposition of the extra-
cellular matrix. However, there is a part of the laser energy directly dissipated as heat (e.g., for depths 
greater than the ablation rate where energy density is subthreshold). Moreover, the highly energetic 
fragments deposit part of their energy to the surface as they are expanding. As a result of these two 
mechanisms each laser pulse results to a certain amount of heat dissipated on the free surface of the 
ablated cornea. 

The temperature rise associated with this heat dissipation is highly variable and depends on the 
particular conditions (repetition rate, fluence, beam diameter pulse superposition pattern, etc.). In 
practical conditions the temperature rise has been reported to range from 0 to 8°C.57,58 One of the 
parameters taken into account in pulse superposition pattern design is the effective reduction of 
repetition rate in the sense that irradiation of any point with consecutive pulses is avoided. In this 
manner, minimal changes in surface temperature of the cornea can be achieved.59

In principle, ArF excimer laser radiation is not capable of producing damage to the DNA of 
keratocytes as the penetration depth is smaller than the dimensions of one cell.60 In that sense 
if the nucleus of a cell is exposed to this UV radiation a significant portion of the cell is already 
ablated and therefore the cell is not viable. It is the secondary radiation (fluorescence) that bears a 
potential risk for mutagenesis.60,61 Fluorescence is primarily emitted at wavelengths in the region 
between 260 and 320 nm.61 Photoreactivation experiments with yeast cell cultures showed a signifi-
cant amount of DNA repair activity after 193-nm excimer laser irradiation. Although the role of 
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secondary radiation in the healing response is not yet fully understood62 there seems to be minimal 
concern among the physicians as clinical experience of more than 20 years has not shown that the 
potential risk is significant. 

Additionally, it has been hypothesised51 that the mechanical stress of the cornea due to the pres-
sure gradients associated to photoablation may result to structural changes in collagen and to the 
formation of scar tissue and loss of corneal transparency. 
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17.1 GLOSSARY

Adaptive optics. An optical system that consists of a wavefront sensor that can measure the wave-
front of the light, that is, a Shack-Hartmann sensor, a deformable mirror that can alter the wavefront 
of the light, and a closed loop-feedback control system to minimize the wavefront error. An example 
is the use of adaptive optics in a scanning laser ophthalmoscope, in which the wave front distortions 
due to the cornea and the ocular lens are corrected by the adaptive optics. 

Confocal microscope. A microscope that is based on spatial fi ltering with two pinholes or slit aper-
tures located in conjugate planes. The word confocal means that both the point source of light and 
the point detector are cofocused on the same focal volume within the specimen. A point source of 
light (source aperture) illuminates a diffraction limited focal volume within the specimen. The scat-
tered or emitted light from this focal volume is focused on a detection pinhole located in a plane 
that is conjugate to the source aperture. A large area detector is placed behind the photodetector 
pinhole.

Diffraction limited imaging. The theoretical resolution of an optical microscope is limited by the 
diffraction of light. Abbe defi ned this diffraction limit for microscopic resolution. The diffraction 
limited resolution is proportional to numerical aperture of the microscope objective, that is, its ability 
to collect light, and inversely proportional to the wavelength of the light from the specimen. A micro-
scope that can image at the theoretical limit is a diffraction limited imaging system. Today, there are 
optical microscopes that exceed the Abbe diffraction limit.

Laser scanning confocal microscope. A confocal microscope in which the laser beam is scanned 
over the back focal plane of the microscope objective with the simultaneous scanning of the diffrac-
tion limited beam over the specimen. The scattered or emitted light from the focal volume is collected 
by an epi-illumination system, descanned, and passes through an aperture placed in front of a large 
area photodetector.

Linear optics. The response of the illuminated material to the electromagnetic fi eld is linear with 
the amplitude of the fi eld. Examples are one-photon absorption, scattering, and fl uorescence.

Microlens Nipkow disk confocal microscope. This is a major improvement over the Nipkow disk 
tandem scanning confocal microscope that has an illumination effi ciency of only 1 to 2 percent. 
In this new device a second Nipkow disk which contains about 20,000 microlenses is added to the 
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Nipkow disk microscope. The lower Nipkow disk contains another 20,000 pinholes that are arranged 
in the same pattern as the microlenses on the upper disk. The lower pinhole disk is located in the 
focal plane of the upper microlens disk. This arrangement increases the illumination effi ciency to 
50 percent and results in a high sensitivity even for weak refl ecting specimens. The same pinholes 
are used for illumination (laser excitation light) and spatial fi ltering of the fl uorescence light, and a 
dichroic mirror placed between the two disks separates the excitation light from the fl uorescence that 
is focused on the detector. Both disks rotate together on the same axis to form a real-time scanned 
image of the specimen.

Nipkow disk tandem-scanning confocal microscope. A real-time, direct-view, tandem-scanning 
microscope based on a rotating Nipkow disk, contains sets of conjugate pinholes arranged in a set 
of spirals about the axis of rotation. On a given diameter of the disk there is one pinhole for the 
illumination and one pinhole for detection of the scattered or emitted light from the specimen. As 
the disk rotates, many conjugate sets of illumination and detection pinholes (arranged in conjugate 
planes on opposite sides of the Nipkow disk) operate in parallel to simultaneously scan the speci-
men with a diffraction limited illumination spot, and to detect the descanned scattered or emitted 
light. 

Nonlinear optics. The response of the illuminated material to the electromagnetic fi eld is nonlinear 
with the amplitude of the fi eld. At high light intensities, the incident fi eld modifi es the optical prop-
erties of the material such that the light waves can interact and exchange energy and momentum. 
Examples of nonlinear optics are two-photon excitation fl uorescence, second-harmonic generation, 
and third-harmonic generation.

Numerical aperture. The numerical aperture (NA) of a microscope objective is a measure of the 
range of angles that the lens can accept or emit light. The NA of a microscope objective is defi ned as: 
NA = n sin q, where n is the index of refraction of the medium between the objective and the specimen, 
and q is the half-angle of the maximum cone of light that can enter the objective. 

Optical aberrations. They represent the failure of an optical system to produce a perfect image. 
Modern microscope objectives are made to minimize fi ve categories of optical aberrations: spheri-
cal aberrations (results in a lack of sharp focus), coma (results when light is focused at points off the 
optical axis), astigmatism, fi eld curvature, and distortion. In addition to these monochromatic Seidel 
aberrations, there are also axial chromatic aberrations and lateral chromatic aberrations in which dif-
ferent colors of light focus at different positions.

Scanning slit confocal microscope. A real-time, confocal microscope in which a slit of incident light 
is scanned over the back focal plane of the microscope objective. The refl ected and the emitted light 
from the focal volume within the specimen is collected by the microscope objective, descanned by the 
scanning system, and detected by a wide-area detector. 

Second-harmonic generation (SHG). A nonlinear process in which an incident wave of frequency 
w interacts with a material that does not contain an inversion symmetry, and generates a new signal 
at the frequency 2w .

Slit-lamp microscope. A microscope that is based on the principle of focal illumination. A slit of 
light is used to illuminate a volume within the eye. A biomicroscope collects the scattered and refl ected 
light from a volume that intersects the illumination volume. The intersection of the illumination 
volume and the collection volume is in focus.

Specular microscope. A modifi cation of the slit lamp in which one half of the microscope objective 
is used for illumination of the specimen and one half of the microscope objective is used to collect the 
scattered and the refl ected light. For a plane refl ecting surface when the angle between the normal to 
the surface and the illumination beam of light is equal to the angle between the normal to the surface 
and the refl ected beam of light, the condition of specular refl ection exists. The microscope that images 
this specular refl ection is called a specular microscope. It is used to image the endothelial cells due to 
the strong specular refl ection at the endothelial cell and the aqueous humor interface.

Third-harmonic generation (THG). A nonlinear process in which an incident wave of frequency w
interacts with any material, and generates a new signal at the frequency 3w.
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17.2 INTRODUCTION 

This chapter presents the optical principles of the confocal microscope and its applications to the 
design of clinical confocal microscopes for imaging the living human cornea. A series of technical 
advances resulted in new optical designs from the early slit lamp with its focal plane illumination to 
the modern scanning slit and laser scanning clinical confocal microscopes. A carefully edited selec-
tion of papers, books, and commercial Web sites is presented as a further resource of clinical images, 
instrument designs, and clinical protocols. The emphasis of this chapter is to critically examine the 
limitations of the various designs of clinical instruments, and to present the author’s perspective 
on the state of the art instruments and the proposed future instrument development that will incor-
porate the suggested improvements as well as those based on the emerging field of nonlinear opti-
cal microscopy,1,2 specifically second- and third-generation harmonic microscopy. It is further sug-
gested that future clinical biomicroscopes will incorporate correlative microscopy, that is, both linear 
reflected confocal microscopy together with nonlinear higher-harmonic microscopy.

17.3 THEORY OF CONFOCAL MICROSCOPY

The principles of the confocal microscope in both the transmission mode and in the epi-illumination 
mode were clearly stated and illustrated in the 1961 patent granted to Marvin Minsky.3 To facilitate 
easy access to the key papers and the important patents in the field of confocal microscopy and its 
many biological applications SPIE Press published an edited collection of these documents.3 Further 
theoretical and practical details on instrument design, theories of transverse, and axial optical reso-
lution are contained in a modern book.4

A widefield optical microscope has no capability for axial optical sectioning; therefore, when the 
specimen is a thick, highly scattering tissue the images at the focal plane are degraded by out-of-focus 
contributions to the image. The confocal microscope solves this problem with the method of spatial 
filtering.3 A point source of light from an incoherent or a coherent source illuminates a point in the 
specimen via the microscope objective. The back-scattered or the fluorescence light from that point is 
collected by the microscope objective and passes an aperture that is in a conjugate plane to the point 
source of illumination. Only light from the focal plane of the illumination spot passes the conjugate 
aperture and is detected by the detector located directly behind the detection aperture. Light from the 
out-of-focal plane cannot pass the detection aperture and therefore it is not detected. This confocal 
principle is shown in Fig. 1. The use of spatial filtering provides an enhanced axial resolution (z axis of 
the microscope) and is the source of the axial optical sectioning in the confocal microscope. 

In order to acquire two-dimensional images of the focal plane it is necessary to scan the light 
beam over the back focal plane of the microscope objective and to descan the scattered or emitted 
light that is collected from the microscope objective. Typically two sets of oscillating galvanometer 
driven mirrors, one for the horizontal scan and one for the vertical scan, are used for laser scanning 
and descanning. 

17.4 THE DEVELOPMENT OF CONFOCAL 
INSTRUMENTS

The late David Maurice is honored by the vision research community for his outstanding contribu-
tions to the development of optical ophthalmic instrumentation.5 The development of the scanning 
slit confocal microscope is based on a series of linked technical advances that include parallel inven-
tion as well as unique creative invention, and the story of the development of live cell imaging in 
ophthalmology is described in a recent book.6

Two groups of confocal microscopes were developed for ophthalmology: the first was a laser scan-
ning ophthalmoscope for imaging the retina was developed by Webb and his collaborators7 and the 



FIGURE 1 The principle of the confocal microscope. This schematic diagram shows the 
depth discrimination capability of a confocal microscope and how it discriminates against 
reflected light from out of the focal plane. The dashed vertical line to the right of the focal plane 
represents an out-of-focus plane. Only the light rays (solid lines) from the focal plane pass the 
pinhole and are detected. (Reproduced with permission from Ref. 6.)
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FIGURE 2 The principle of Nipkow disk confocal microscope. This schematic shows the 
real-time, direct-view, tandem-scanning Nipkow disk confocal microscope. The light source 
from the upper left is a mercury arc lamp or a tungsten filament lamp. (Reproduced with 
permission from Ref. 6.)
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second group of confocal microscopes that typically used an incoherent light source was developed 
for imaging the cornea.8

Several early types of in vivo confocal microscopes were based on the spinning Niprow disk that 
contained spiral arrays of multiple sets of conjugate pinholes, one pinhole was used for illumination, 
and a conjugate pinhole was used for spatial filtering in front of the detector.3,6 The design of the 
Nipkow disk based confocal microscope is shown in Fig. 2.

The Nipkow disk–based confocal microscope has a very poor illumination efficiency (1 to 2 per-
cent) and therefore weak reflecting corneal cell layers such as the basal epithelial cell layer cannot be 
imaged. The solution to this problem was made by Akira Ichihara and his coworkers at the Yokogawa 
Institute Corporation in Japan with their invention of a microlens Nipkow disk confocal microscope.6

The addition of an upper disk that contained 20,000 microlenses which focused the light on the 
20,000 pinholes on the lower disk. The key point is that the lower pinhole disk is aligned and located 
in the focal plane of the upper disk. The resulting illumination efficiency is about 50 percent. Figure 3 
shows the principle of the microlens Nipkow disk confocal microscope. 
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Nipkow disk
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FIGURE 3 The principle of microlens Nipkow disk confocal microscope. Schematic 
drawing of the Yokogawa microlens Nipkow disk confocal microscope. The two disks 
rotate on a common axis. The upper microlens disk contains 20,000 microlenses arranged 
in a series of spirals. The lower Nipkow disk contains 20,000 pinholes arranged in a series 
of spirals. The lower disk containing the pinholes is in the focal plane of the microlenses 
in the upper disk. A dichroic mirror placed between the two disks passes the incident laser 
beam, but reflects the beam of emitted light to the emission filter and then it is focused on 
the camera. (Reproduced with permission from Ref. 6.)
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17.5 THE SCANNING SLIT AND LASER SCANNING 
CLINICAL CONFOCAL MICROSCOPES

Based on the Svishchev confocal microscope design of a two-sided oscillating mirror for scanning 
a slit of light across the back focal plane of a high NA, water immersion microscope objective, 
a clinical confocal microscope with an incoherent halogen lamp light source was designed and 
constructed.9 Figure 4 shows the principle of the two-sided, oscillating mirror in the scanning slit 
confocal microscope. 

The advantage of this scanning slit confocal microscope is that the slit widths of the two conjugate 
slits, one for the illumination side and one for the detection side, are completely adjustable. They 
could be opened to increase the reflected signal from weak scattering corneas, or could be reduced to 
increase the resolution of the microscope.10 Later commercial designs used fixed slits.

This scanning slit confocal microscope was placed in the clinic and was used to study a variety of 
normal and clinical conditions of the in vivo human cornea. Figure 5 shows the principle of the clini-
cal scanning slit confocal microscope based on the Svishchev oscillating two-sided mirror design.

For example, this scanning slit confocal microscope was successfully used to study the basal epi-
thelial cell layer, and its adjacent wing cell layer. In the clinic the confocal microscope was used to 
relocate the same cells within the cornea over different periods of time, this provided a method to 
track cell migration over time. Since the microscope objective contacted the anterior surface of the 
cornea there is the need for both an anesthetic and the application of a drop of an index matching gel 
to the tip of the microscope objective.

In recent years the scanning slit confocal microscope has been made into a commercial product 
that is now in the fourth generation.11 One useful feature of the commercial version, the Confoscan 4, 
is the 20x microscope objective that works under noncontact conditions; therefore, there is no need 
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FIGURE 4 The principle of the Svishchev two-sided, oscillating mir-
ror, scanning slit confocal microscope. The light source, 1, is projected by 
a condenser lens, 2, onto the first slit, 3; the light passes through a prism 
cube, 5; an image of the first slit is scanned over the back focal plane of 
the microscope objective, 7, by the two-sided  oscillating mirror, 6, which 
descans the reflected light from the focal plane of the specimen. The second 
slit, 10, is conjugate with the first slit (confocal) and excludes the light that 
is not in the specimen’s focal plane, 8. The two-sided oscillating mirror, 6, 
performs three functions: it scans the image of the slit 3 over the back focal 
plane of the microscope objective, descans the beam from the object, and 
rescans the beam for observation in the ocular, 14. The parts labeled 2, 4, 9, 
11, 12, and 13, are lenses. (Reproduced with permission from Ref. 6.)
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for anesthetic nor for an index matching gel on the tip of the objective. Numerous publications based 
on the slit scanning confocal microscope are replete with confocal images of normal corneas and the 
diseased and altered corneas.12–16 In addition, the Nidek Web site features many examples of confocal 
microscopic images of the cornea.11

Modern clinical confocal microscopes can acquire stacks of confocal images through the full 
thickness of the human cornea and produce three-dimensional visualizations of the a volume from 
the anterior surface to the posterior endothelial cell layer. This approach of three-dimensional visual-
ization of the living cornea was first demonstrated on rabbit corneas by Masters and coworkers.17–19

An alternative to the commercial scanning slit confocal microscope is a laser scanning confo-
cal microscope designed for retinal imaging by Heidelberg Engineering that can be modified with a 
Rostock Cornea Module (RCM) microscope that permits confocal microscopy of the cornea.20 The 
Heibelberg Retinal Tomograph (HRT) is a confocal laser scanning microscope with a diode laser light 
source at 670 nm. The optical principle of this confocal microscope is shown in Fig. 1. 

The RCM unit has the ability to change the focal plane within the cornea. A single-use planar cap 
is fitted over the tip of the module and it is in contact with the anterior surface of the cornea. The 
plastic cap stabilizes the distance between the module and the cornea. An index matching gel is placed 
between the instrument tip and cornea. Between the movable plastic cap is an index matching gel 
that serves to increase the numerical aperture of the objective which results in increased resolution 
and contrast. When it is desirable to use the confocal microscope in the noncontact mode, the water 
immersion microscope objective is removed together with its contact cap and is replaced with a long 
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FIGURE 5 The optical principles of the clinical, video-rate, scanning-slit, in vivo, confocal microscope with two 
adjustable slits: S1 for illumination and S2 for imaging. An oscillating two-sided mirror M-M scans S1 over the back 
focal plane of the objective, descans the collected light and directs it to S2, then rescans the beam, which is imaged on 
the photocathode of a video camera. The dark ray path indicated the illumination light rays. The light ray path indicates 
the reflected light that is collected by the microscope objective. One half of the NA of the microscope objective is used 
for illumination, and one half of the NA is used for collection of the reflected light form the specimen. (Reproduced with 
permission from Ref. 6.)
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focal length dry objective. Typically a noncontact Nikon 50X, NA 0.45 microscope objective is used to 
image the cornea in the noncontact mode. The specifications from the manufacturer include a focus 
range of 4 mm, the lateral image size of 380 by 380 μm, the lateral optical resolution of about 1 μm, 
and the depth of focus of about 1 to 2 μm. 

17.6 CLINICAL APPLICATIONS OF CONFOCAL 
MICROSCOPY

The clinical utility of a clinical confocal microscope for the examination of the in vivo human cornea 
depends on the optical and mechanical design parameters of the confocal microscope, the optical 
condition of the subject’s cornea, and finally, on the skill and the experience of the clinician who is 
making the examination. 

A general introduction to the principles and the practice of clinical confocal microscopy is a rich 
resource of clinical protocols. A review on the confocal microscopy of the cornea by Böhnke and 
Masters provides the accumulated clinical experience of many years of patient examination.21 This 
practical discussion of clinical techniques includes the following topics: technical setup of the confo-
cal microscope, the technique of biomicroscopy with the confocal microscope, the suggested clinical 
examination procedure, patient data archiving and retrieval, and the dissemination, documentation, 
and publication of microscopic findings. This paper also contains an atlas of confocal images from 
the normal cornea, the effects of aging, the effects of contact lens wear, the cornea with known pathol-
ogies, and the postsurgical cornea.

Creative scientists, engineers, and clinicians have worked together in the last decades to develop 
new clinical confocal microscopes that have successfully been incorporated into clinical practice. 
Optics and optical engineering are in the forefront of the design and development of medical devices 
for both treatment and diagnostics providing rich career opportunities for highly trained people. 

Two books are available with many clinical examples of the application of clinical confocal micros-
copy to the cornea.22,23 These books are replete with confocal images from a wide variety of normal 
and pathological corneas and cover the effects of photorefractive surgery on the structure of the 
cornea. Another source of clinical corneal images is the World Wide Web. I include two commercial 
sites of companies that manufacture clinical confocal instruments.11,20 Their Web sites include many 
examples of confocal images of the cornea in a variety of normal and pathological conditions.

As an exemplar of the use of the clinical confocal microscopy to investigate new clinical findings 
the following study is presented.24 This paper illustrates the confounding effect of acquiring clinical 
confocal images of the human cornea with inappropriate optical resolution. The authors posed the 
following question: what are the long-term effects of contact lens wear on the human cornea? They 
answered this question by first acquiring confocal images through the full thickness of the in vivo 
human cornea, and then by a frame by frame analysis to determine morphological changes within 
the cornea that are correlated with long-term contact lens wear and do not occur in subjects that do 
not wear contact lenses.

The scanning slit confocal microscope with a 50X/1.0 NA water immersion objective was used to 
investigate the corneal morphology in long-term contact lens wearers. The authors investigated 13 
patients with a history of up to 26 years of soft contact lens wear, 11 patients with a history of up to 
25 years of rigid gas permeable contact lens wear, and a control group of 29 normal subjects without 
a history of contact lens wear. For contact lens wearers epithelial microcystic changes and alterations 
of endothelial cell morphology were found as described previously. The significant new finding was 
there were highly reflective panstromal microdot (submicron) deposits in the entire thickness of the 
stroma for the contact lens wearers. It was concluded that this newly observed stromal microdot 
degeneration scales with the years of contact lens wear and may be the early stage of a significant cor-
neal disease. Further correlative microscopic studies involved electron microscopy of ex vivo human 
corneas, and spectroscopic studies of the microdots. Initially, other groups were not able to observe 
the stromal microdot deposits because they used a Nipkow disk confocal microscope with a low 
power and a low NA microscope objective. The low power, low NA microscope objective did not 
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provide the necessary resolution to image the stromal microdot deposits. This study illustrates the 
requirement of the appropriate optical resolution in studies with the clinical confocal microscope, 
as well as correlative electron microscopy to validate the clinical conclusions. 

17.7 PERSPECTIVES

In the linear domain confocal microscopes can be developed that use different colored light-emitting 
diodes as the light source. The degree of penetration of the incident light is a function of the wave-
length and the amount of absorbing and scattering material in a particular cornea. The selection of 
various colors of illumination light would provide the clinician with improved image contrast since 
the illumination could be tuned to optimize either the penetration depth or the contrast. 

The use of noncontact confocal microscopes such as the Heidelberg Retina Tomograph II with 
the Rostock Corneal Module is a major improvement over the previous designs with an applanating 
microscope objective that flattens the corneal surface. The noncontact confocal microscope is less 
likely to transmit microbes from patient to patient and causes less trauma to the cornea. The Nidek 
ConfoScan4 clinical confocal microscope also operates in a noncontact mode.

Another problem that still requires further development to reach a solution is a method to deter-
mine the position of the focal plane within the cornea. The current use of movable lenses together 
with accurate position sensors do not provide the true position of the focal plane within the cornea 
with respect to the corneal surface. 

Typically, the technical specifications of commercial clinical confocal microscopes do not include 
information on the point-spread function, or other metrics of the transverse and the optical resolu-
tion of the microscope with a stated frequency of illumination, and a stated numerical aperture of 
the microscope objective. Measurements of the image, a series of optical sections, through a subdif-
fraction of gold particle or a 0.1-μm fluorescent bead are readily made and would provide useful 
information. 

Microscope images obtained through thick, scattering, and absorbing tissues such as a cornea 
containing scar tissues result in further degradation of the image quality. Even when a gel is used 
to approximately match the refractive index of the cornea and the microscope objective there are 
induced optical aberrations that degrade the image quality. For example, the refractive index varies 
within the cornea, both in depth and in the imaging plane of the microscope. One option to miti-
gate this problem is to incorporate adaptive optics (a closed loop-feedback system that corrects the 
wavefront distortions due to the cornea). Adaptive optics have successfully been incorporated into 
scanning-laser ophthalmoscopes for retinal imaging.25

All of the clinical confocal microscopes in use today are based on linear optics and generate con-
trast from the absorption and scattering of the incident light. There are many published studies of 
nonlinear higher-harmonic generation microscopy that were performed on ex vivo corneas, but there 
is a paucity of in vivo animal studies and no in vivo human studies have been reported.26 Second- 
and third-harmonic generation can be explained by the theory of the nonlinear susceptibility in 
which for the time domain the polarization is expanded in a power series of the sum of products of 
the linear susceptibility and the electric field, the second-order susceptibility and the square of the 
electric field, and the third-order susceptibility and the cube of the electric field and higher-order
terms. Second-harmonic generation (SHG) is described by the second-order susceptibility and third-
harmonic generation (THG) is described by the third-order susceptibility. THG has a broad potential for 
tissue imaging since it occurs in all materials, including dielectric materials with inversion symmetry. 
In general THG is a weak process; however, it is dipole allowed. THG microscopy has a emerging 
potential for cell and tissue imaging. As new techniques are being developed for the surface-enhanced 
THG at interfaces, the technique may become useful for imaging the cornea. Another emerging 
development is the use of enhanced THG microscopy with nanogold particles to utilize the surface-
plasmon-resonance effect.

Both SHG and THG imaging do not exhibit the saturation effects or the photobleaching effects that 
are associated with multiphoton excitation fluorescence microscopy. These microscopic techniques can
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penetrate into millimeters of tissue and provide submicron three-dimensional optical sectioning. 
Collagen has a noncentrosymmetric structure and can convert the incident ultrashort laser pulse to 
its second harmonic, thus providing a noninvasive imaging modality for the cornea. The backward- 
scattered SHG signal may provide a sensitive clinical method to study corneal haze following photo-
refractive surgery.

Structures within the cornea, for example, collagen fibrils that are a few nanometers in diameter, 
can only be imaged with an electron microscope. When imaged with a confocal microscope or with 
a SHG or THG microscope the collagen fibrils, and all subdiffraction limit structures appear at the 
diffraction limit of the microscope. This optical phenomena is rarely explained in many papers on 
nonlinear microscopy of the cornea. 

Finally, the image quality of a clinical corneal microscope is dependent on the microscope objec-
tive. Olympus Corporation has developed a new 25X, NA 1.05 water immersion microscope objective 
that is optimized for nonlinear microscopy based on femtosecond pulses of laser light. This lens that 
produced tightly focused light in the focal volume, a high collection efficiency due to the high NA, and 
a long free-working distance may enhance the performance of corneal microscope that operates in the 
nonlinear optical domain.

17.8 SUMMARY

The goals of biomicroscopy of the living human cornea are to improve our understanding of the 
cellular structure and function in the normal cornea and in diseased, aging, and surgically altered 
corneas. Biomicroscopy of the anterior segment of the eye has provided the clinician with a series 
of improved instruments from the early slit lamps to a variety of confocal microscopes; with each 
new design there were improvements in both the image resolution and the contrast. Modern clinical 
confocal microscopes provide transverse resolution and axial resolution of several microns. Both 
the scanning slit confocal microscope and the laser scanning confocal microscope provide high-
resolution images with high contrast and are ideal to investigate nerve regeneration in the postsurgi-
cal cornea, the formation of scar tissue, and other morphological anomalies due to disease, contact 
lens wear, overnight lid closure, or surgical procedures such as photorefractive surgery. Routine con-
focal microscopy of the cornea reveals the cellular and subcellular structure of all the cells in the full 
thickness of the cornea. Nonlinear microscopy, especially higher-harmonic generation microscopy 
has the potential for molecular imaging with the benefit that it is based on a scattering process and, 
therefore, there is no net energy deposition within the ocular tissue. Future clinical biomicroscopes 
can incorporate correlative microscopy, that is, both linear reflected confocal microscopy and non-
linear higher-harmonic microscopy.
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18.1 GLOSSARY

A-line. Depth scan along the beam direction in an OCT measurement. 

Axial resolution. Resolution along the beam direction in an OCT measurement.

Birefringence. Optical property of a material where the refractive index of the material depends on 
the polarization state of light. 

Bruchs membrane. The innermost layer of the choroid, connected to the retinal pigmented 
epithelium.

Capillary. The smallest blood vessels, approximately 5 to 10 μm in diameter.

Coherence length. The length along the beam path over which light is correlated.

Diattenuation or dichroism. Optical property of a material where the light absorption of the material 
depends on the polarization state of light.

Fourier transform. Operation that transforms one function of a variable into another, where the 
new function describes which frequencies are present in the original function.

Fovea. The area in the back of the inside of the eye located in the center of the macula, responsible 
for sharp central vision.

Choroid. The vascular layer of the eye lying between the retina and the sclera.

Jones matrix formalism. In the Jones matrix formalism the electromagnetic wave before and after 
interaction is described by Jones vectors with two complex-valued entries, and their transformation 
is described by the complex-valued 2 × 2 Jones matrix.

Michelson interferometer. Most common confi guration for optical interferometry where the 
source light is split by a beam splitter into a sample and a reference arm. Refl ected light is combined 
in the detection arm.

Mueller matrix formalism. In the Mueller matrix formalism the polarization properties of light are 
described by Stokes vectors with four real-valued entries, and their transformation is described by the 
real-valued 4 × 4 Mueller matrix.

18.1
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Optical circulator. An optical circulator is a three-port device that allows light to travel in only one 
direction—from port 1 to port 2, then from port 2 to port 3.

Optical coherence tomography (OCT). Optical interferometric technique to create cross-sectional 
images of scattering media.

Optical frequency domain imaging (OFDI) or swept source OCT (SS-OCT). OCT confi guration 
in which the reference arm length is stationary and the interference in the detection arm is spectrally 
resolved by scanning a narrow band source over a wavelength range.

Optic nerve head. The circular area in the back of the inside of the eye where the optic nerve con-
nects to the retina.

Phase retardation. The retardation in phase that originates from the difference in refractive index 
for polarized light in a birefringent material.

Poincaré sphere. Graphical representation of the Stokes vector on a sphere.

Relative intensity noise. Noise associated with the instability in the power level of a laser or light 
source.

Retinal pigmented epithelium. The pigmented cell layer between the choroid and the photore-
ceptors.

Semiconductor optical amplifi er. Semiconductor device that amplifi es light by several orders of 
magnitude. 

Shot noise. Fundamental noise generated by statistical fl uctuations in a stream of particles (photons, 
electrons).

Signal to noise ratio. Ratio of a signal power to the noise power corrupting the signal.

Spectral or Fourier domain OCT. OCT confi guration in which the reference arm length is station-
ary and the interference in the detection arm is spectrally resolved.

Stokes vector. Four element vector that describes the polarization properties of light.

Temporal coherence. The feature that light at different time points exhibit correlation.

Time domain OCT. OCT confi guration in which the reference arm length is mechanically 
scanned.

Unitary matrix. A unitary matrix is an n by n complex matrix U satisfying the condition 

UU ∗ =
⎛

⎝⎜
⎞

⎠⎟
1

0

0

1
� , where 

1

0

0

1
�

⎛

⎝⎜
⎞

⎠⎟
 is the identity matrix and U ∗  is the conjugate transpose (also called the 

Hermitian adjoint) of U .

Vitreous humor. The clear gel that fi lls the space between the lens and the retina.

White noise. Noise that has a fl at frequency distribution (all frequencies are equally present in the 
noise).

18.2 INTRODUCTION

Optical coherence tomography (OCT) is a low coherence interferometric method for imaging of 
biological tissue.1,2 OCT creates cross-sectional images of tissue by measuring the location (lateral 
and depth) where light is backscattered. OCT has become a very powerful imaging tool in ophthal-
mology, since it provides high resolution cross-sectional images of the retina and the cornea that 
approach the resolution of histology. The development of objective criteria to characterize ophthal-
mic diseases based on OCT images is an active area of research. 

OCT is analogous to ultrasound imaging, where a sound pulse is sent into tissue and the time 
delay is measured of reflected sound waves. The time delay is converted to a distance using the propa-
gation speed of sound in tissue. The speed of light (3 × 108 m/s) is 5 orders of magnitude higher 
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than the speed of sound (1.5 × 103 m/s), and therefore it is not possible to measure directly the small 
time delay of a reflected optical pulse. This time delay can be measured however by interfering the 
light reflected from the tissue with a reference in a Michelson type interferometer. This principle will 
be explained in more detail further.

For more than a decade after its inception, the dominant implementation of OCT has been time 
domain OCT (TD-OCT), in which the length of a reference arm in a Michelson type interferometer 
is rapidly scanned. TD-OCT has been used extensively in ophthalmology, where cross-sectional OCT 
images of the retina have provided useful information regarding the presence or progression of spe-
cific ocular diseases.3 The acquisition rate of clinical and preclinical TD-OCT systems is limited by 
sensitivity and the maximum permissible incident power on the eye4 to about 400 depth profiles/s, 
preventing comprehensive screening of large retinal areas. Over the past 5 years, the dominant imple-
mentation of OCT in ophthalmology has become spectral or Fourier domain OCT (SD/FD-OCT). 
As will be discussed, SD/FD-OCT has a significant sensitivity advantage over TD-OCT. The sensitiv-
ity improvement of SD-OCT allows for dramatically increased acquisition speeds by approximately 
a factor of 100 without compromising image quality. Three-dimensional data sets can therefore be 
rapidly acquired, opening the possibility of comprehensive screening. The first SD/FD-OCT imple-
mentation was reported in 1995.5 In SD-OCT the reference arm is kept stationary, and the depth 
information is obtained by a Fourier transform of the spectrally resolved interference fringes mea-
sured with a spectrometer in the detection arm of a Michelson interferometer.

An alternative method to SD/FD-OCT that provides the same sensitivity advantage is optical fre-
quency domain imaging (OFDI) or swept source OCT.6–9 In OFDI, the spectrally resolved interfer-
ence fringes are not measured by a spectrometer in the detection arm of a Michelson interferometer, 
but by rapidly tuning a narrowband source over a wavelength range. A detector in the reference arm 
measures the spectrally resolved interference as a function of time. 

OCT images provide structural information based on the scattering properties of the tissue under 
investigation. OCT can be enhanced by functional extensions such as Doppler sensitivity to detect 
flow, and polarization sensitivity to detect birefringent structures (structures for which the refractive 
index depends on the polarization state of light). In this chapter, the aforementioned techniques will 
be discussed and explained in more detail.

18.3 PRINCIPLE OF OCT: TIME DOMAIN OCT

Optical coherence tomography is a very sensitive interferometric method to measure the location 
of structures that reflect light with an axial resolution of 1 to 10 μm. OCT exploits the low tempo-
ral coherence properties of a broadband light source. For a low temporal coherence light source, 
electromagnetic waves will not interfere when the time delay between two beams is larger than the 
coherence time. The product of the coherence time and the speed of light gives the coherence length. 
This property can be used to measure the path length difference between two arms of a Michelson 
interferometer. When the path length difference is larger than the coherence length, light will not 
interfere. The path length difference for which the two arms match in length within the coherence 
length of the source produces an interference pattern. Figure 1 shows the principle of an OCT sys-
tem with a scanning mirror in the reference arm.

In the sample arm is a structure with three reflecting layers. As the reference arm mirror is trans-
lated, the detector in the detection arm measures an interference pattern each time the reference arm 
path length matches the path length to one of the reflecting layers in the sample arm. In OCT the 
envelope of the interference pattern is detected and a single scan of the reference arm mirror provides 
a single axial (along the beam direction) reflectivity profile of the sample. A single depth profile is also 
called an A-line. Repeating many depth scans (A-lines) at lateral locations creates a cross-sectional 
image of, for example, the retina, as shown in Fig. 2.

In a more mathematical description the intensity at the detector is given by

 I I I( ) ( ) ( )Δ Δ Δz E E z E E zr s r s r s= + + +∗ ∗   (1)
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where Er,s, Er s,
∗  are the electric field component and its complex conjugate, Δz is the path length dif-

ference between the two arms of the interferometer, and subscripts r and s denote fields reflected 
from the reference and sample arm, respectively. The angular brackets denote time averaging. The 
first two terms on the right-hand side of Eq. (1) give the intensity reflected from the reference and 
sample arm, respectively. 

The last two terms of Eq. (1) correspond to the interference between reference and sample arm light. 
In our analysis, the electric field amplitude is represented by a complex analytic function,10 E z( ), with

 E z e k ikz dk( ) ( )exp( )= −∫ �  (2)

where �e k( ) is the field amplitude as a function of free space wave number k = 2π λ/ , with 

 �e k k( )= <0 0if  (3)

From the Wiener-Khinchine theorem, it follows,

 � �e k e k S k k k( ) ( ) ( ) ( )′ = − ′δ  (4)

which defines �e k( )  in terms of the source power spectral density S(k). Using the Wiener-Khinchine 
theorem [Eq. (4)], the interference term in Eq. (1) is given by

 I z z E E E E R z k z S k dkr s r s r s, ( , ) ( ) cos( ) ( )Δ Δ= + ∝∗ ∗ ∫ 2  (5)

Broadband
source

Δl ΔzFWHM

Δzref

 2    2 splitter 

Axial resolution

Axial scan data Sample arm

Detector

Reference arm

Lateral
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Axial
scan

Lateral
resolution

Sample
volume

FIGURE 1 Basic OCT configuration. Light from a broadband source is split into a sample and a refer-
ence arm. The reference arm mirror scans in depth, creating interference fringes when the reference arm path 
length matches the sample arm path length to one of the three reflecting layers in the sample.

FIGURE 2 OCT image of a human retina. Arrow indicates the position of a 
blood vessel. (Reproduced from Ref. 11 with permission from the Optical Society of 
America.)
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with z the depth in the tissue and Δz the optical path length difference between sample and reference 
arms, Δz z zr s= − . We will assume a Gaussian power spectral density for the source

 S k
k k

( ) exp∝ −
−⎛

⎝⎜
⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

0

2

κ
 (6)

with the FWHM spectral bandwidth of the source given by κ 2 2ln . The integration over k in Eq. (5) 
can now easily be performed

 I z z R z k z z lr s, ( , ) ( )cos( )exp ( / )Δ Δ Δ Δ∝ −⎡⎣ ⎤⎦2 0
2  (7)

with the FWHM of the interference fringes envelope given Δl2 2ln

 Δ
Δ

l = =1 20
2

κ
λ

π λ
ln

 (8)

and Δl the spectral FWHM of the source in wavelength. Equation (7) is an important result; it 
describes the interference fringe intensity that is observed for a reflective structure in the sample arm 
when the reference arm is scanned. The right-hand side of Eq. (7) consists of the reflected amplitude 
at depth z ( R z( )), the Doppler shift or carrier frequency generated by the variation of the optical 
path length difference between sample and reference arm (cos( )2 0k zΔ ), and the interference fringes 
envelope (exp( ( / ) )− Δ Δz l 2 ), which describes the width of the interference pattern, respectively. The 
depth resolution is determined by the width Δl of the interference pattern, and Eq. (8) shows the 
relation between axial or depth resolution and the spectral width of the source in OCT. The broader 
the source (larger Δλ ), the smaller the coherence length Δl , that is, the better the axial resolution. 
The availability of sources with very broad spectral widths over the past decade has increased the 
axial (depth) resolution of OCT from 15 μm to approximately 2 to 3 μm.12 The lateral resolution in 
OCT is determined by the lateral size of the focused spot, in analogy to confocal microscopy.

18.4 PRINCIPLE OF OCT: SPECTRAL DOMAIN OCT

Spectral domain OCT is an alternative implementation of the time domain OCT technology. The 
first SD/FD-OCT implementation was reported in 1995.5 Figure 3 shows the basic configuration of 
an SD/FD-OCT system. 

Source

Grating

Detector array

Sample arm

Reference arm
50/50

splitter Mirror

Spectrum to PC
for processing

FIGURE 3 Basic configuration of an SD/FD-OCT system. Light 
from a broadband light source is split into a sample and a reference arm. 
The mirror in the reference arm is stationary. After reflection, the sample 
and reference arm light is recombined and interferes. In the detection arm, 
the light is dispersed by a grating and each wavelength is focused on an 
element in a detector array. (Reproduced from Ref. 13 with permission from
the Biophysical Society.)
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The source light is split into a reference and sample arm. At recombination in the detection arm, 
the light interferes. In the detection arm, the light is spectrally dispersed by a grating, and each wave-
length is focused on an element in a linear detection array by a lens. The path length difference 
between the sample and reference arm is determined by the spectrally resolved interference detected 
by the linear detection array. In Fig. 4, an example of such a spectrally resolved interference pattern 
is shown for a single reflector in the sample arm. The power reflected from the sample and reference 
arm was approximately equal, giving nearly full constructive and destructive interference fringes. 

The interference pattern shown in Fig. 4 can be understood as follows: for wavelengths for which 
the path length difference between sample and reference arm is exactly a multiple of the wavelength 
we observe constructive interference, and for wavelengths for which the path length difference 
between sample and reference arm is ( . )N +0 5 λ  we observe destructive interference. Mathematically, 
the interference spectrum is described by

 I k I k I k I k I k kzr s s r n n
n

( ) ( ) ( ) ( ) ( ) cos( )= + + ∑2 α  (9)

where Ir(k) and Is(k) are the wavelength-dependent intensities reflected from reference and sample 
arms, respectively, and k is the wave number. The last term on the right-hand side of Eq. (9) represents 
the interference between light returning from the reference and sample arms. an is the square root of 
the sample reflectivity at depth zn, and zn is the path length difference between sample and reference 
arm. The summation sums over all reflective structures at location zn in the sample arm. Equation (9) 
shows that the path length difference is encoded on the spectrum by the modulation term cos( )kzn . 
The modulation frequency as a function of wave vector is determined by the path length difference zn. 
The larger the path length difference, the higher the modulation frequency. This also illustrates that the 
maximum path length difference (depth range) that can be measured is determined by the ability to 
measure high modulation frequencies as a function of wave vector. The spectral resolution of the spec-
trometer plays a crucial role in measuring these high modulation frequencies. In SD-OCT, the depth 
range z  is inversely proportional to the spectral resolution δλ  of the spectrometer and given by14

 z n= λ δλ0
2 4/  (10)
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FIGURE 4 Spectrally resolved interference pattern as detected by the spectrom-
eter in the detection arm of an SD-OCT system with a single reflector in the sample 
arm. (Reproduced from Ref. 13 with permission from the Biophysical Society.)
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A depth profile or depth scan is obtained from the spectrum through a Fourier transformation 
[see Eq. (18) later in this chapter].

SD-OCT provides a significant advantage in sensitivity or equivalently signal to noise ratio (SNR), 
that despite reports as early as 199714,15 has taken about half a decade to be recognized fully by the 
OCT community.7,16,17 The first demonstration of SD-OCT for in vivo retinal imaging in 200218 
was followed by a full realization of the sensitivity advantage by video rate in vivo retinal imaging,10 
including high speed three-dimensional volumetric imaging,19 ultra high resolution video rate imag-
ing,20,21 and Doppler blood flow determination in the human retina.22,23 The superior sensitivity of 
SD-OCT, combined with the lack of need for a fast mechanical scanning mechanism, has opened up 
the possibility of much faster scanning without loss of image quality and provided a paradigm shift 
from point sampling to volumetric mapping of biological tissue in vivo. The technology has been 
particularly promising in ophthalmology.24,25 Later in this chapter a detailed analysis of the sensitivity 
advantage of SD-OCT is presented.

18.5 PRINCIPLE OF OCT: OPTICAL FREQUENCY 
DOMAIN IMAGING

In SD-OCT the spectrally resolved interference fringes are detected by a spectrometer in the detec-
tion arm. The same information can be obtained by scanning a narrowband source over a large 
wavelength range, and detecting the light with a single detector. In this case, the wavelength is 
encoded as a function of time. This technique, optical frequency domain imaging (OFDI) or swept 
source OCT (SS-OCT), gives the same sensitivity advantage as SD-OCT.7,8 Figure 5 gives a basic 
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FIGURE 5 Basic OFDI configuration. A narrowband light source 
rapidly tunes over a wavelength range. Sample and reference arm light 
interferes in the detection arm. The light is detected by the photore-
ceiver as a function of time, where time is equivalent to wavelength 
or wave vector, giving the spectrally resolved interference fringes. 
A Fourier transform gives a reflectivity profile of the sample. 
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configuration of an OFDI or SS-OCT system. A narrowband laser source rapidly scans over a large 
wavelength range. The photo receiver detects the interference between sample and reference arm 
light as a function of time, where time is equivalent to wavelength or wave vector. A single wave-
length scan gives the wavelength-resolved interference, which after a Fourier transform provides a 
single reflectivity profile of the sample.

OFDI has been demonstrated at 1300 nm in a variety of tissues. In ophthalmology, OFDI has 
been demonstrated at a wavelength of 1050 nm26 and 840 nm.27 Particularly 1050 nm is an interesting 
wavelength for ophthalmology. It is well known that longer wavelengths penetrate deeper into bio-
logical tissue. This suggests that 1300 nm would provide deeper penetration in retinal tissue; however, 
the water absorption of 1300 nm is too large to image the retina through the vitreous humor. At 1050 
there is a window where the water absorption is lower than at 1300 nm. The better penetration of 
1050 nm over 800 nm into the retinal layers and the choroid is demonstrated in Fig. 6 and Ref. 28 in a 
comparison between an OFDI system at 1050 nm and an SD-OCT system at 840 nm. The better visu-
alization below of the retinal pigmented epithelium layer and into the choroid could be particularly 
useful for the diagnosis of age-related macular degeneration (AMD).29

OFDI 1050 nm SD-OCT 840 nm

RNFL
IPL
INL
OPL
ONL
IPRL
RPE

C
A1 A3

A2

B1

A4

B2

(a)

(b)

FIGURE 6 Comparison of two imaging systems (OFDI at 1050 nm and SD-OCT at 840 nm). A1 and A2: OFDI 
images at fovea and optic nerve head, respectively, from volunteer A, 36-year-old Asian male. A3 and A4: SD-OCT 
images from the same volunteer at similar tissue locations. B1 and B2: OFDI and SD-OCT images, respectively, obtained 
from volunteer B, 41-year-old Caucasian male. OFDI images exhibit considerably deeper penetration in tissue than 
SD-OCT images in all the data sets. The OFDI image (A1) shows the anatomical layered structure: RNFL, retinal nerve 
fiber layer; IPL, inner plexiform layer; INL, inner nuclear layer; OPL, outer plexiform layer; ONL, outer nuclear layer; 
IPRL, interface between the inner and outer segments of the photoreceptor layer; RPE, retinal pigmented epithelium; 
and C, choriocapillaris and choroid. (Reproduced from Ref. 26 with permission from the Optical Society of America.)
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18.6 SD-OCT VERSUS OFDI

The best choice for a particular OCT technology in ophthalmology depends on a number of fac-
tors. Currently, SD-OCT is the preferred implementation at wavelengths around 800 nm, due 
to the availability of high performance silicon array detectors and the difficulty to create robust 
rapid tunable sources in this wavelength range. At wavelengths of 1050 and 1300 nm, OFDI is the 
preferred implementation due to the availability of a key component for a rapid tunable source 
at these wavelengths, a high performance semiconductor optical amplifier (SOA), and the rela-
tively poor performance of InGaAs detector arrays. Other considerations that play a role are the 
relative ease with which to construct a broadband light source compared to a broadband rapid 
tunable source, favoring SD-OCT. On the other hand, SD-OCT suffers from sensitivity decay as a 
function of depth, limiting the effective depth range to about 1 mm, that will be detailed further 
below. Experimental OFDI systems have in general demonstrated an effective depth range that 
is 2 to 4 times better than SD-OCT. In cases where a large effective depth range is required, for 
example, imaging the cornea, or imaging patients with deep optic nerve head cupping, OFDI has 
an advantage.

18.7 SENSITIVITY ADVANTAGE OF SD-OCT 
OVER TD-OCT

In the standard time-domain (TD) implementation of OCT, the position of the reference mirror in 
the interferometer is rapidly scanned by mechanical means in order to obtain a depth profile (A-line) 
within a sample. In SD/FD-OCT, no mechanical scanning of the reference arm is required. Instead, 
the cross-spectral density at the detection arm of the interferometer is measured by means of a 
spectrometer.5,14,30 Although this method has long been proposed and demonstrated, only recently 
have there been efforts to explicitly show that SD-OCT can produce a better detection sensitivity than 
the time domain method.7,16,17 SD-OCT does not require scanning of the reference arm length and 
therefore has the potential for faster image acquisition rates. High speed line scan cameras in the 
spectrometer with an integration time as small as 34 and even 16 μs permit the acquisition of A-lines 
at a rate of 30 to 60 kHz. Recent work has experimentally demonstrated a 148-fold (21.7 dB) sensi-
tivity improvement of SD-OCT10 and a near shot noise limited performance. Shot noise is a funda-
mental noise source that cannot be improved upon. 

In essence the SNR advantage of SD-OCT over TD-OCT is based on the significant reduction of 
noise obtained by replacing the single-element detector with a multielement array detector. In a TD-OCT 
system, each wavelength is uniquely encoded as a frequency, and shot noise has a white noise char-
acteristic. In a single detector TD-OCT system, the shot noise generated by the power density at one 
particular wavelength is present at all frequencies, and therefore adversely affects the SNR at all other 
wavelengths. By spectrally dispersing each wavelength to a separate detector, the cross shot noise term 
is eliminated in both hybrid and fully parallel SD-OCT systems.17 

18.8 NOISE ANALYSIS OF SD-OCT USING CHARGE 
COUPLED DEVICES (CCDs)

The core of an SD-OCT system is the spectrometer in the detection arm. In general, light detec-
tion in the spectrometer is achieved by a charge coupled device (CCD) like a line array. Alternative 
implementations have been suggested that require individual processing of pixel charges.31 Here we 
will treat the noise analysis based on a simple integrating CCD. To facilitate the noise analysis in the 
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case of detection by CCDs, the signal and noise terms will be expressed in charge squared (e2). In 
SD-OCT the signal SSD  given by,16,17

 S
e P P

E
ei

SD
ref sample=

η τ

ν

2 2 2

2
2( )   (11)

with η  the quantum efficiency of the detector, e  the electron charge, Pref  and Psample, respectively, 
the reference arm and sample arm power at the detection arm fiber tip, τ i  the integration time, and 
Eν  the photon energy.

In the noise analysis, it is generally assumed that the reference arm power is much larger than the 
sample arm power, and the shot noise and relative intensity noise (RIN) contributions of the sample 
arm power to the noise are neglected.32 The read-out and dark noise, shot noise, and RIN contribu-
tions to the overall noise in electrons squared per read-out cycle are then given by, respectively,16,17
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with σ 2
r d+  the sum of read-out noise and dark noise, and τ π λ δλcoh = 2 2 0

2ln / /c  the coherence 
time, with c the speed of light.33 A close look at Eq. (12) shows that the noise consists of a constant 
term (σ 2

r d+ ), a term that linearly increases with the reference arm power (shot noise) and a term 
that quadratically increases with the reference arm power (RIN). The signal [Eq. (11)] increases lin-
early with the reference arm power. The signal to noise ratio (SNR) determines the performance 
of the system. Since the shot noise is the limiting noise term that cannot be improved upon, the 
optimal signal to noise performance is achieved when shot noise dominates both read-out noise 
and RIN.32 When shot noise dominates the noise, both the signal [Eq. (11)] and the noise [Eq. (12)] 
increase linearly with the reference arm power and the SNR is constant. Shot noise dominates read-
out noise and dark noise when η τ σ νe P Ei r d

2 2 1ref / + > , and shot noise dominates RIN when their ratio 
is larger than 1, that is, E Pν η τ/ ref coh >1. The optimal reference arm power is found when read-out 
noise and dark noise are equal to the RIN.34
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Thus for a system to operate close to shot-noise-limited performance, shot noise should dominate 
thermal and RIN noise at the optimal reference arm power

 P
E

e
r d

i

ref
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= +σ
η τ τ

ν  (14)

At this optimal reference arm power, the inequalities describing shot noise dominance over read-
out noise and RIN, respectively, reduce to the same equation

 
e iτ

σ τrd coh

> 1  (15)

In general, one would like to choose the integration time τ i  as short as possible, and the coherence 
time τ coh  as long as possible. The coherence time is inversely related to the spectral resolution of the 
spectrometer which in turn relates linearly to the maximum depth range of the system. In conclusion, 
the parameter that most determines the system performance is the read-out and dark noise of the 
detector σ rd.
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18.9 SIGNAL TO NOISE RATIO AND 
AUTOCORRELATION NOISE

In the shot noise limit, the following expressions are found for the SNR in the time domain32 and 
the spectral domain,17 where the expression for the spectral domain can also be derived by the ratio 
of Eqs. (11) and (12)

 SNR
BW

SNRTD
sample

SD
sample= =

η η τ

ν ν

P

E

P

E
i   (16)

where h is the spectrometer efficiency, Psample is the sample arm power returning to the detection 
arm, BW is the electronic detection bandwidth in a time domain system, ti is the detector integra-
tion time, and Ev is the photon energy. The electronic signal bandwidth BW is centered at the carrier 
frequency given by the Doppler shift [see Eq. (7)] and the bandwidth is proportional to the spectral 
width of the source and the velocity of the reference arm mirror. A detailed numerical comparison 
between the SNR in the time and spectral domain showed a more than 2 orders better SNR in the 
spectral domain.10 Unlike the SNR in the time domain, Eq. (16) demonstrates that in the shot noise 
limit, SNRSD is independent of the spectral width of the source. This implies that the axial resolution 
can be increased at no penalty to the SNR, provided that the full spectral width of the source can be 
imaged onto an array detector. However, this result should be interpreted with some care. The sam-
ple arm power returning to the detection arm is assumed to come from a single reflecting surface. In 
tissue, however, the reflected power comes from multiple structures along a depth profile. The SNR 
for a particular position along the depth profile is given on average by the total power reflected by 
all structures within the coherence length of the source. As the resolution increases (the coherence 
length decreases), the total reflected power within the coherence length decreases. As a consequence, 
the SNR at a particular position along the depth profile will reduce as the resolution increases by 
increasing the source optical bandwidth.

In SD-OCT the depth information is obtained by a Fourier transform of the spectrally resolved 
interference fringes. The detected interference signal at the spectrometer may be expressed as14

 I k I k I k I k I k kzr s s r n n
n

( ) ( ) ( ) ( ) ( ) cos( )= + + ∑2 α   (17)

where Ir(k) and Is(k) are the wavelength-dependent intensities reflected from reference and sample 
arms, respectively, and k is the wave number. The last term on the right-hand side of Eq. (17) rep-
resents the interference between light returning from reference and sample arms. an is the square 
root of the sample reflectivity at depth zn. Depth information is retrieved by performing an inverse 
Fourier transform of Eq. (16), yielding the following convolution14
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with Γ(z) representing the envelope of the coherence function. The first term in the braces on the 
right-hand side describes the autocorrelation signal from the reference arm and has magnitude 
unity. The second and third terms are due to interference between light returning from reference 
and sample arms and form two images, where each has magnitude on the order of I Is r/ . These two 
terms provide mirror images, where one is retained. The final term, with magnitude on the order 
of I Is r

2 2/ , describes autocorrelation noise due to interference within the sample arm.14,18 Is  and Ir  
represent the total intensity reflected from sample and reference arm, respectively. Sample autocor-
relation noise is generated by the interference of light reflected at different depth locations in the 
sample. Equation (18) indicates that the relative contribution of sample autocorrelation noise can 
be reduced by increasing the reference arm power with respect to the signal. Decreasing the detector 
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integration time permits an increase in the reference arm power without saturating the detector, 
decreasing the ratio I Is r

2 2/  and consequently reducing the contribution of autocorrelation noise in 
ultrahigh-speed SD-OCT.

18.10 SHOT-NOISE-LIMITED DETECTION

In this section we take a closer look at the different noise components described in Eq. (12) for an 
actual system. In an SD-OCT system the sample arm was blocked, and only the reference arm light 
was detected by the spectrometer. One thousand spectra were recorded at an acquisition rate of 
29.3 kHz. The read-out and shot noise are shown in Fig. 7. 

The noise was determined by calculating the variance at each camera pixel over 1000 consecutive 
spectra. Dark noise measurements were taken with the source light off. Only light returning from the 
reference arm was used to measure the shot noise and RIN in the system. The shot noise and RIN 
are given by the second and third term on the right-hand side of Eq. (12), expressed in number of 
electrons squared. Taking into account only the shot and dark + read-out noise, the measured variance 
is proportional to
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FIGURE 7 Noise analysis of an SD-OCT system. The variance (verti-
cal axis) was calculated as a function of wavelength (pixel number, horizontal 
axis) for 1000 consecutive spectra. Both the read-out + dark noise (blue curve, 
no illumination) and the shot noise (red curve, illumination by reference arm 
only) were determined. The theoretical shot noise curve was fit using Eq. (19) 
to the measured noise. The excellent fit of the theoretical shot noise curve to 
the measured noise demonstrates that RIN was significantly smaller than shot 
noise and did not contribute. (Reproduced from Ref. 19 with permission from the 
Optical Society of America.)
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The first term on the right-hand side of Eq. (19) is the shot noise contribution which is linearly 
proportional to the reference arm power, and the second term is the dark and read-out contribution 
to the noise. Equation (19) was fit to the measurements, limiting the fit to the central 700 pixels. 
Relative intensity noise (RIN) was not dominant in this setup, as experimentally demonstrated by 
the excellent fit of only the shot noise and dark and read-out noise to the measured noise in Fig. 7, 
and theoretically since the maximum power per pixel (4.6 nW) at a 34.1 μs integration time does not 
meet the criteria for RIN dominated noise.10 This demonstrates shot-noise-limited performance of 
an SD-OCT system.

18.11 DEPTH DEPENDENT SENSITIVITY

In SD-OCT, signal sensitivity is strongly dependent on depth within an image. To characterize sys-
tem sensitivity as a function of ranging depth, 1000 A-lines were acquired at an acquisition speed of 
34.1 μs/A-line for 9 different positions of a weak reflector in the sample arm. The reflected sample 
arm power was 1.18 nW for all reflector positions. The noise floor decayed by 5 dB between a depth 
of 500 μm and 2 mm, and the peak signal dropped by 21.7 dB over the first 2 mm. Due to fixed-
pattern noise, the true noise floor could not be determined between 0 and 500 μm. After zero-padding 
before the FFT to correct wavelength-mapping errors from pixel to wave vector, a 16.7 dB loss in 
peak signal was noted across the first 2 mm, whereas the noise level dropped by only 0.4 dB between 
500 μm (35.1 dB) and 2 mm (34.7 dB) (Fig. 8). The zero-padding method produced a nearly con-
stant noise level and improved the signal by more than 5 dB at the greatest depths in the scan. 
Although zero-padding did not change the local SNR, this method eliminated the shoulders that are 
present at larger scan depths.7 The decay in both the signal and the noise level across the entire scan 
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FIGURE 8 The depth dependent loss in signal sensitivity from a weak reflector. The 
signal decayed 16.7 dB between 0 and 2 mm. The peaks at 1.4, 1.6, and 1.85 mm are fixed-
pattern noise. (Reproduced from Ref. 19 with permission from the Optical Society of America.)
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length of 2.4 mm have been theorized to amount to 4 dB as a result of the finite pixel width.16 As 
demonstrated by the experimental data, the noise level decayed by less than 4 dB over the entire scan 
length, which we attribute to the statistical independence of the shot noise between neighboring pix-
els of the array. Thus, the finite pixel width does not introduce a decay of the noise level.

The finite spectrometer resolution introduces a sensitivity decay34 similar to that introduced by 
the finite pixel size.16 Convolution of the finite pixel size with the Gaussian spectral resolution yields 
the following expression for the sensitivity reduction, R, as a function of imaging depth, z34
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where d is the maximum scan depth and w is the ratio of the spectral resolution to the sampling 
interval. Equation (20) was fit to the signal decay data presented in Fig. 8 with w as a free param-
eter, and the result is shown in Fig. 9. Due to its proximity to the autocorrelation peak, the first data 
point was not included in the fit. The value for w obtained from the fit was 1.85, demonstrating that 
the working spectral resolution was 0.139 nm. 

The SNR was determined by the ratio of the peak at 250 μm (79.8 dB) and the noise level. Due to 
the fixed-pattern noise at 250 μm, the noise level was determined to be 35.2 dB by extrapolation of the 
linear region between 0.5 and 2 mm. The resulting SNR of 44.6 dB for 1.18 nW returning to the detec-
tion arm was 2.2 dB below the theoretical value given by Eq. (16) of 46.8 dB, for an integration time 
of 34.1 μs, a central wavelength of 840 nm, and a spectrometer efficiency of 28 percent. With 600 μW 
of power incident on an ideal reflector in the sample arm, the measured power returning to the detec-
tion arm was 284 μW. The sum of the SNR at 1.18 nW (44.6 dB) and the 10 log ratio of maximum 
(284 μW) over measured (1.18 nW) power (53.8 dB) gives a sensitivity of 98.4 dB.
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FIGURE 9 Decay of sensitivity across the measurement range. Symbols: 
Peak intensities of data presented in Fig. 8. Solid line: Fit of Eq. (20) to the 
data points. (Reproduced from Ref. 19 with permission from the Optical Society 
of America.)
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18.12 MOTION ARTIFACTS AND FRINGE WASHOUT

As OCT utilizes lateral point-scanning, motion of the sample or scanning beam during the measure-
ment causes SNR reduction and image degradation in SD-OCT and OFDI.35 Yun et al. theoretically 
investigated axial and lateral motion artifacts in continuous wave (CW) SD-OCT and swept-source 
OFDI, and experimentally demonstrated reduced axial and lateral motion artifacts using a pulsed 
source and a swept source in endoscopic imaging of biological tissue.35,36 Stroboscopic illumination 
in full field OCT was demonstrated, resulting in reduced motion artifacts for in vivo measurement.37 
In ophthalmic applications of SD-OCT, SNR reduction caused by high speed lateral scanning of the 
beam over the retina may be dominant over axial patient motion. Using pulsed illumination reduces 
lateral motion artifacts and provides a better SNR for in vivo high-speed human retinal imaging.38

18.13 OFDI AT 1050 NM

An alternative technique to SD-OCT is optical frequency domain imaging (OFDI).8 In OFDI, a rapidly 
tuned laser source is used and the spectrally resolved interference fringes are recorded as a function of 
time in the detection arm of the interferometer. Published results in healthy volunteers have shown 
that OFDI has better immunity to sensitivity degradation due to lateral and axial eye motion, and 
has an effective ranging depth that is 2 to 2.5 times better than SD-OCT (depth dependent sensitivity 
decay of 6 dB over 2 to 2.5 mm).8,26,27

More importantly, recent research at 1050 nm spectral range has demonstrated a better retinal 
penetration depth,26,28,39 particularly important for detecting retinal abnormalities at or below the 
retinal pigment epithelium (RPE). A wavelength of 1050 nm has less attenuation from scattering in 
opaque media, commonly seen in cataract patients.40 Although the water absorption at 1050 nm is 
higher than in the 850 nm region, this is partially compensated by the approximately 3 times higher 
maximum permissible exposure according to the ANSI standards (1.9 mW at 1050 nm).4

Figure 10a depicts a schematic of a laser source for OFDI in a linear cavity configuration.8,26 
The gain medium was a commercially available, bi-directional semiconductor optical amplifier 
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(QPhotonics, Inc., QSOA-1050) driven at an injection current level of 400 mA. One port of the 
amplifier was coupled to a wavelength-scanning filter41 that comprises a diffraction grating (1200 
lines/mm), a telescope (f1 = 100 mm, f2 = 50 mm), and a polygon mirror scanner (Lincoln Lasers, Inc., 
40 facets). The design bandwidth and free spectral range of the filter were approximately 0.1 and 
61 nm, respectively. The amplifier’s other port was spliced to a loop mirror made of a 50/50 coupler. 
Sweep repetition rates of up to 36 kHz were possible with 100 percent duty cycle.

Figure 10b depicts the complete ophthalmic OFDI system.26 The effective ranging depth was 
2.4 mm (depth dependent sensitivity decay of 6 dB over 2.4 mm) due to the finite coherence length 
of the laser output.

The OFDI system acquired data as the focused sample beam was scanned over an area of 6 (hori-
zontal) by 5.2 mm (vertical) across the macular region in the retina. Each image frame in the three-
dimensional volume was constructed from a thousand A-line scans. Given three-dimensional tomographic 
data of the eye’s posterior segment, integrating the pixel values along the entire depth axis readily 
produces a two-dimensional fundus-type reflectivity image.42,43 Figure 11a depicts an integrated reflectivity 
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FIGURE 11 The retinal and choroidal vasculature extracted from a three-dimensional OFDI data set. (a) Two-
dimensional reflectance image (5.3 × 5.2 mm2) obtained with the conventional full-range integration method. Higher 
(lower) reflectivity is represented by white (black) in the grayscale. (b) Illustration of the axial-sectioning integration 
method, with the different integration regions labeled C,D,E corresponding to the following fundus-type reflectiv-
ity images, respectively: (c) retinal reflectivity image showing the shadow of retinal vasculature (3.8 × 5.2 mm2), 
(d) reflectivity image obtained from the upper part of the choroid, and (e) reflectivity image from the center of the cho-
roid revealing the choroidal vasculature. Shadows of retinal vasculature are also visible in (d) and (e). Scale bars: 0.5 mm. 
(Figure reproduced from Ref. 26 with permission from the Optical Society of America.)
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image generated from the entire OFDI image sequence. The image visualizes the optic nerve head, 
fovea, retinal vessels, and the faint outline of the deep choroidal vasculature; however, the depth infor-
mation is completely lost. To overcome this limitation of the conventional method, we integrated only 
selective regions based on anatomical structures. For example, to visualize the retinal vasculature with 
maximum contrast, we used automatic image segmentation techniques43 and integrated the reflectivity 
in the range between IPRL and RPE (marked by red lines and labeled C in Fig. 11b), where the shadow 
or loss of signal created by the retinal vessels above appeared most distinctly.42 Integrating over the 
entire retina, including the vessel, often results in a lower contrast in the vasculature because retinal 
blood vessels produce large signals by strong scattering. Figure 11c depicts the fundus-type reflectivity 
image (shadow) of the retinal vessels produced with this depth-sectioning method. The choriocapil-
lary layer contains abundant small blood vessels and pigment cells. Using a thin integration region 
in the upper part of choroid (labeled D in Fig. 11b), we also obtained an image of the choriocapillary 
layer (Fig. 11d). To obtain an image of the complete choroid region, we used the bottom integration 
region (marked by blue lines and labeled E in Fig. 11b). The choroidal vasculature is clearly visualized 
in the resulting reflectivity image (Fig. 11e). 

Figure 12 demonstrates OFDI at 1050 nm in an AMD patient. The left and right panel show images 
at the same location pre- and posttreatment with anti-VEGF therapy. The advantage of 1050 nm is 
a better penetration below the retinal pigmented epithelium (RPE), providing detailed information 
of what is believed to be type I vascularization between the RPE and Bruchs membrane (presumed 
sub-RPE CNV).
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FIGURE 12 OFDI images at 1050 nm of an AMD patient pretreatment: E.I-III, and posttreatment: F.I-III. Features—A: drusen, 
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photoreceptors in the periphery of the subretinal fluid. (Reproduced from Ref. 29 with permission from the Association for Research in 
Vision and Ophthalmology.) 
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18.14 FUNCTIONAL EXTENSIONS: DOPPLER OCT 
AND POLARIZATION SENSITIVE OCT

Optical coherence tomography is an interferometric technique capable of noninvasive high-resolution 
cross-sectional imaging by measuring the intensity of light reflected from within tissue.2 This results 
in a noncontact imaging modality that provides images similar in scale and geometry to histology. 
Just as different stains can be used to enhance the contrast in histology, various extensions of OCT 
allow for visualization of features not readily apparent in traditional OCT. For example, optical 
Doppler tomography44 can enable depth-resolved imaging of flow by observing differences in phase 
between successive depth scans.45–47 Polarization-sensitive OCT (PS-OCT) utilizes depth-dependent 
changes in the polarization state of detected light to determine the light polarization changing prop-
erties of a sample.48–53 

18.15 DOPPLER OCT AND PHASE STABILITY

In the past, phase-resolved optical Doppler tomography (ODT) based on time domain OCT 
(TD-OCT) has proven able to make high-resolution, high-velocity-sensitivity cross-sectional 
images of in vivo blood flow.45–47,54–59 ODT measurements of blood flow in the human retina have 
been demonstrated,60,61 yet the accuracy and sensitivity was compromised by a slow A-line rate and 
patient motion artifacts, which can introduce phase inaccuracy and obscure true retinal topogra-
phy. Originally, Doppler shifts were detected by the shift in the carrier frequency in TD-OCT sys-
tems, where a trade-off between Doppler sensitivity and spatial resolution had to be made.54–56,62 
The detection of Doppler shifts improved significantly with the method pioneered by Zhao et al.45,46 
In this method two sequential A-lines are acquired at the same location. Phase-resolved detection 
of the interference fringes permits the determination of small phase shifts between the interfero-
grams. The phase difference Δϕ  divided by the time laps ΔT  between the sequential A-lines gives 
a Doppler shift Δ Δ Δω ϕ= / T , associated with the motion of the scattering particle. Figure 13 gives 
a graphical example of this method. 

Combining optical Doppler tomography with the superior sensitivity and speed of SD-OCT has 
allowed a significant improvement in detecting Doppler signals in vivo. In the first combination of 
these technologies, velocity of a moving mirror and capillary tube flow was demonstrated,63 followed 
by in vivo demonstration of retinal blood flow.22,23 

Sequential A-lines

A-line 1

A-line 2

w = Δf/ΔT

Δf

ΔT

FIGURE 13 Principle of fast Doppler OCT. OCT depth profiles 
are acquired sequentially at the same location. Small motion of the 
scattering object results in a phase shift of the interference fringes. The 
phase difference divided by the time lapse between the sequential A-
lines gives a Doppler shift due to the motion of the scattering object.
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In SD-OCT, a phase-sensitive image is generated by simply determining the phase difference 
between points at the same depth in adjacent A-lines. The superior phase stability of SD-OCT, due to 
the absence of moving parts, is demonstrated in Fig. 14. The data was acquired with a stationary mir-
ror in the sample arm, without scanning the incident beam. Ideally, interference between sample and 
reference arm light should have identical phase at the mirror position for all A-lines. This condition 
underlies the assumption that any phase difference between adjacent A-lines is solely due to motion 
within the sample. The actual phase varies in a Gaussian manner about this ideal, as demonstrated 
in Fig. 14, where we present the measured probability distribution of phase differences with a stan-
dard deviation of 0.296 ± 0.003°. This value is over 25 times lower than previously quantified figures 
for time domain optical Doppler tomography systems,59,64 and at an acquisition speed of 29 kHz
corresponds to a minimum detectable Doppler shift of ±25 Hz. With a time difference of 34.1 μs 
between acquired A-lines, phase wrapping occurs at Doppler shifts greater than 15 kHz. Thus, the 
system dynamic range described by the ratio of maximum to minimum detectable Doppler shifts 
before phase wrapping occurs is a factor of 600.

In vivo images of structure and Doppler flow were acquired at 29 frames per second (1000 A-lines 
per frame) and subsequently processed. The images presented in Fig. 15 is 1.6 mm wide and has been 
cropped in depth to 580 μm, from their original size of 1.7 mm. The layers of the retina visible in 
the intensity image have been identified and described previously,3 with the thick, uppermost layer 
being the nerve fiber layer, and the thinner, strongly scattering deep layer being the retinal pigmented 
epithelium. One can see the pulsatility of blood flow in the artery (a), while the flow in the vein (v) is 
less variable (see Ref. 23). At the lower left-center of the image, it is possible to distinguish blood flow 
deep within the retina (d). With reference to the intensity image, one can see that this blood flow is 
being detected below the retinal pigmented epithelium, and we believe this is the first time that optical 
Doppler tomography imaging techniques have been able to observe and localize blood flow within 
the choroid. To the left of the large vessel on the right-hand side of the image, note the appearance of 
a very small vessel (c). The diameter of this vessel is slightly under 10 μm.
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FIGURE 14 Probability distribution of the measured phase 
difference between adjacent A-lines, with a stationary reflector in 
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18.16 POLARIZATION SENSITIVE OCT

Polarization-sensitive OCT (PS-OCT) utilizes depth-dependent changes in the polarization state of 
detected light to determine the light polarization changing properties of a sample.48–53 These mate-
rial properties, including birefringence, dichroism, and optic axis orientation, can be determined by 
studying the depth evolution of the Stokes parameters,49–52,65–69 or by using the changing reflected 
polarization states to first determine Jones or Mueller matrices.53,70–74 PS-OCT provides additional 
contrast to identify tissue structures. Nearly all linear tissue structures, like collagen, nerve fibers, 
and muscle fiber exhibit birefringence. PS-OCT has been used in a wide variety of applications. In 
dermatology the reduced birefringence in tumor tissue was observed due to the destruction of the 
extracellular collagen matrix by the tumor.75 The reduced birefringence due to thermally denatured 
collagen was observed in burns.67 In ophthalmology, the birefringence of the retinal nerve fiber was 
measured and found to depend on the location around the optic nerve head.76,77 The onset and pro-
gression of caries lesions was associated with changes in birefringence of dental tissue.78

We will first treat the Jones formalism to describe polarization properties and use the Jones for-
malism to determine the polarization properties of tissue. The Jones formalism provides a convenient 
mathematical description of polarized light and polarization effects.79 The complex electric field vec-
tor Ε can be decomposed into a pair of orthonormal basis vectors to yield
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where ê p and ê⊥ are unit vectors along the horizontal and vertical, ap and a⊥ are the amplitude 
along the horizontal and vertical, and δ p  and δ⊥  are the phase along the horizontal and vertical, 

respectively. In this case, the vibrational ellipse of the electric field can be reformulated as

 E e evib( ) cos( ) ˆ cos( ) ˆt a t a tp p p= + + +⊥ ⊥ ⊥ω δ ω δ  (22)

a
v

d

c

FIGURE 15 Movie of structure (top panel) and bi-directional 
flow (bottom panel) acquired in vivo in the human eye at a rate of 
29 frames per second. The sequence contained 95 frames, totaling 
3.28 s (see Ref. 23). Image size is 1.6 mm wide by 580 μm deep. 
a: artery; v: vein; c: capillary; and d: choroidal vessel. (Reproduced 
from Ref. 23 with permission from the Optical Society of America.)
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with ω  the angular frequency and t  time. The overall irradiance, or intensity, of the beam of light 
then can be expressed as the scalar quantity

 I a ap= + ⊥
2 2   (23)

It is worth noting that while the overall irradiance of a beam is not dependent on its polarization 
state, it is possible to measure irradiance along a particular orientation (e.g., the intensity of a beam 
in the horizontally polarized direction).

Linear polarization states occur for phase differences Δδ δ δ π= − =⊥p m , where m c∈/ , as the vibra-
tional ellipse collapses to a line described by

 E e evib( ) ( ˆ ( ) ˆ )cos( )t a a tp p
m

p= + − +⊥ ⊥1 ω δ  (24)

The orientation of the linear polarization state depends on the ratio of amplitudes ap  and a⊥. The 
polarization state of light is horizontal or vertical when a⊥ = 0 or ap = 0, respectively, and oriented at 
± °45  if a ap = ⊥ . An orientation angle θ  can then be defined according to the relations

 

a a a a

a a a
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cos sin

tan

θ θ

θ2 2 1
  (25)

where a can be thought of as an overall amplitude of the electric field and Δδ = 0.
Circular polarization states are obtained when a ap = ⊥  and Δδ ππ= +

2
n , which is evident 

through the form of the resultant vibrational ellipse

 E e evib( ) (cos( )ˆ sin( )ˆ )t a t tp p p p= + ± + ⊥ω δ ω δ   (26)

This describes a circle, the handedness (left- or right-circular) of which is determined by the sign 
between the orthogonal components. Circular polarization states differ only in their phase difference 
compared to linearly polarized light at 45°, and so the phase difference Δδ  between orthogonal elec-
tric field components reflects the ratio between circular and linear components of the polarization 
state. Figure 16 gives a graphical representation of the different vibrational ellipses

Q = +1

Q = −1

U = +1

U = −1 V = −1

V = +1

FIGURE 16 Vibrational ellipses for various polarization states Q = 1 and Q = –1 corre-
spond to horizontal and vertical linear polarized light. U = 1 and U = –1 correspond to linear 
polarized light at +45 and –45º, and V = 1 and V = –1 correspond to circular polarized light, 
respectively.



18.22  VISION AND VISION OPTICS

The electric field decomposition in Eq. (21) can be rewritten as a complex 2-vector such that
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while the time-invariant electric field vector E, also known as a Jones vector, does depend on the 
amplitude and exact phase of the electric field components, it should be noted that the polarization 
state itself is completely determined by the orientation angle θ  and the phase difference Δδ .

Just as two vectors of length n  can be related using a matrix of dimension n n× , two polarization 
states can be related using a complex 2 2×  matrix known as a Jones matrix. The polarization proper-
ties of any nondepolarizing optical system can be described using a Jones matrix. The transmitted 
polarization state E′ as a result of an optical system represented by a Jones matrix J acting on an 
incident polarization state E can be determined by

 ′ =
′
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Subsequent transmission of ′E  through an optical system ′J  results in a polarization state 
′′ ′ ′ ′ ′E = J E = J JE = J JE( ) . As a result, the combined polarization effect of a cascade of optical elements, 

J J J1 2, , ,� , can be described by the product J = J J J2 1n� .
The Jones matrix for a birefringent material that induces a phase retardation η  between electric 

field components parallel and orthogonal to a polarization state characterized by an orientation angle 
θ  and a circularity related to φ  is given by80
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where Cθ θ= cos  and Sθ θ= sin . The Jones matrix of a dichroic material with attenuation ratios of 
P1 and P2 for electric field components parallel and orthogonal, respectively, to a polarization state 
given by an orientation angle Θ  and a circularity Φ  has the form80
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As birefringence seems to be the primary polarization property exhibited by biological tissue, 
most PS-OCT analysis methods concentrate on determination of phase retardation. Schoenenberger 
et al.81 analyzed system errors introduced by the extinction ratio of polarizing optics and chromatic 
dependence of wave retarders, and errors due to dichroism. System errors can be kept small by care-
ful design of the system with achromatic elements, but can never be completely eliminated. In prin-
ciple, dichroism is a more serious problem when interpreting results as solely due to birefringence. 
However, Mueller matrix ellipsometry measurements have shown that the error due to dichroism in 
the eye is relatively small,82,83 and earlier PS-OCT work shows that dichroism is of minor importance 
in rodent muscle.52 Despite this, a method for simultaneous determination of sample birefringence 
and dichroism is desirable, especially one that can be applied to systems with the unrestricted use of 
optical fiber and fiber components.

The nondepolarizing polarization properties of an optical system can be completely described 
by its complex Jones matrix, J, which transforms an incident polarization state, described by a com-
plex electric field vector, E =[ , ]H V T , to a transmitted state, ′ = ′ ′E [ , ]H V T . A Jones matrix can be 
decomposed in the form J J J J J= = ′ ′R P P R .80 Birefringence, described by JR, can be parameterized 
by three variables: a degree of phase retardation η  about an axis defined by two angles, γ  and δ .



DIAGNOSTIC USE OF OPTICAL COHERENCE TOMOGRAPHY IN THE EYE  18.23

Diattenuation, described by JP , is defined as d P P P P= −( ) +( )1
2

2
2

1
2

2
2  and can be parameterized by four 

variables, where P1 and P2 are the attenuation coefficients parallel and orthogonal, respectively, to an 
axis defined by angles Γ and Δ. These seven independent parameters, along with an overall common 
phase eiψ , account for all four complex elements of a general Jones matrix J. Assuming that birefrin-
gence and diattenuation arise from the same fibrous structures in biological tissue and thus share a 
common axis δ = Δ  and γ = Γ ,72 the number of independent parameters is reduced by two to five. In 
order to determine these five parameters, the sample needs to be probed by two unique polarization 
states. One incident and reflected polarization state yield three relations involving the two orthogonal 
amplitudes and the relative phase between them.52 Therefore, it is possible to use the six relationships 
defined by two unique pairs of incident and reflected polarization states to exactly solve for the Jones 
matrix of a sample.

In general terms, a PS-OCT system sends polarized light from a broadband source into the sam-
ple and reference arms of an interferometer, and reflected light from both arms is recombined and 
detected. Figure 17 shows an example of a fiber-based PS-OCT system. The source light is send to a 
fiber-based polarization controller and a polarizer. The polarization of the incident state on the sample 
is modulate by a polarization modulator that allows switching between two polarization states. Light 
passes a circulator, which sends the light to a fiber-based beam splitter that splits the light into a 
sample and a reference arm. Upon reflection, the light is recombined in the beam splitter and the 
circulator sends the light to the detection arm where the light is split into two orthogonal polariza-
tion states before detection by two separate detectors. The optical path from source to detector can 
be described by three Jones matrices. Define Jin as the Jones matrix representing the optical path 
from the polarized light source (the polarization modulator) to the sample surface, Jout  as that going 
from the sample surface to the detectors, and JS  as the round-trip Jones matrix for light propagation 
through a sample.74 This nomenclature can be applied to all PS-OCT systems, ranging from bulk-optic 
systems48,49,51–53,65 to those with fibers placed such that they are traversed in a round-trip manner,73 
to time-domain66, 68 and spectral-domain69 PS-OCT systems with the unrestricted use of optical
fiber and nondiattenuating fiber components, and even for retinal systems,76 where the polariza-
tion effects of the cornea can be included in Jin and Jout. The electric field of light reflected from the 

o.c.

f.p.b.
Detectors

Scanning
handpiece

R.S.O.D.

p.m. p.

Jin

JS

Jout

p.c. Source

FIGURE 17 Schematic of the fiber-based PS-OCT system (p.c., polarization controller; p, polarizer; pm, polariza-
tion modulator; oc, optical circulator; RSOD, rapid scanning optical delay; and fpb, fiber polarizing beamsplitter). Jin, Jout, 
and JS are the Jones matrix representations for the one-way optical path from the polarization modulator to the scanning 
handpiece, the one-way optical path back from the scanning handpiece to the detectors, and the round-trip path through 
some depth in the sample, respectively. (Reprinted from Ref. 74 with permission from the Optical Society of America.)
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sample surface, E, can be expressed as E J J E= eiψ
out in source, where ψ  represents a common phase and 

E source represents the electric field of light coming from the polarized source. Likewise, the electric 
field of light reflected from some depth within the tissue may be described by ′ = ′E J J J Eei

S
ψ

out in source. 
These two measurable polarization states can be related to each other such that ′ =E J Eei

T
Δψ , where 

J J J JT S= −
out out

1  and Δψ ψ ψ= ′ − . Thus, JT  can be determined by comparing the polarization state 
reflected from the surface and from a certain depth in the sample. Now we need to determine how to 
extract JS  from JT .

If the optical system representing Jout is nondiattenuating, Jout  can be treated as a unitary matrix 
with unit determinant after separating out a common attenuation factor. Jout is assumed to be non-
diattenuating since optical fibers are virtually lossless. JS  can be decomposed into a diagonal matrix 
JC

i iP e P e= ⎡⎣ ⎤⎦
−

1
2

2
20 0η η, ; , , containing complete information regarding the amount of sample diatten-

uation and phase retardation, surrounded by unitary matrices JA  with unit determinant that define the 
sample optic axis, J J J Js A C A= −1. JT  can be rewritten such that J J J J J J J J J J J JT S A C A U C U= = ( ) =− − −

out out out out
1 1 1 −−1 ,

where J J JU A= out . Since unitary matrices with unit determinant form the special unitary group 
SU(2),84 JU  must also be a unitary matrix with unit determinant by closure and can be expressed in 
the form
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JT  can be obtained from the measurements by combining information from two unique incident polar-

ization states, ′ ′ ′ ′⎡⎣ ⎤⎦ =H H V V e H e H Vi
T

i
1 2 1 2 1 2 1

1, ; , , ;Δψ αJ ,, e Viα
2

⎡⎣ ⎤⎦, where α ψ ψ= −Δ Δ2 1. The polarization 
properties of interest can be obtained by equating the two expressions for JT  to yield

 

e
P e

P e

C S

S C
ei

i

i
Δψ

η

η
θ θ

θ θ

1 1
2

2
2

0

0 −

⎡

⎣
⎢

⎤

⎦
⎥ = −

⎡

⎣
⎢

⎤

⎦
⎥

−−⎡

⎣
⎢

⎤

⎦
⎥

′ ′
′ ′

⎡

⎣
⎢

⎤

⎦
⎥

i

i

i

e

H H
V V

H e H

V e

φ

φ

α

0
0

1 2

1 2

1 2

1
ii

i

iV
e

e

C S

S Cα

φ

φ
θ θ

θ θ2

1
0

0

⎡

⎣
⎢

⎤

⎦
⎥

⎡

⎣
⎢

⎤

⎦
⎥

−⎡

⎣
⎢

⎤

⎦
⎥

−

−

  (32)

In principle, parameters θ , φ , and α  can be solved for with the condition that the off-diagonal ele-
ments of the matrix product on the right-hand side of Eq. (32) are equal to zero. In practice, real solu-
tion cannot always be found, as measurement noise can induce nonphysical transformations between 
incident and transmitted polarization states. To account for this, Eq. (32) can be solved by optimizing 
parameters θ , φ , and α  to minimize the sum of the magnitudes of the off-diagonal elements. In prin-
ciple, this can be achieved using two unique incident polarization states to probe the same volume of 
a sample. However, when two orthogonal incident polarization states are used,73 birefringence can-
not be retrieved under all circumstances.85 A better choice is to use two incident polarization states 
perpendicular in a Poincaré sphere representation to guarantee that polarization information can 
always be extracted.66–69, 76,86 The degree of phase retardation can easily be extracted through the phase 
difference of the resulting diagonal elements, and the diattenuation by their magnitudes. It should be 
noted that these phase retardation values range from −π  to π , and can therefore be unwrapped to 
yield overall phase retardations in excess of 2π .

18.17 PS-OCT IN OPHTHALMOLOGY

Ophthalmological application of OCT has arguably driven a great deal of its development, and proba-
bly represents the most researched clinical application of the technology to date. PS-OCT in particular 
has been used to measure the birefringence of the human retinal nerve fiber layer in vivo48,76,77,87–89 for 
potential early detection of glaucoma, the world’s second leading cause of blindness.
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Glaucoma causes damage to the retinal ganglion cells, resulting in a thinning of the retinal nerve 
fiber layer (RNFL). In addition, nerve fiber layer tissue loss may be preceded by changes in birefringence 
as ganglion cells become necrotic and axons in the RNFL are replaced by a less organized and amor-
phous tissue composed of glial cells. When glaucoma is detected at an early stage, further loss of vision 
can be prevented by treatment. The visual field test is the current standard method of detecting loss of 
peripheral vision in glaucoma. However, measurements show that up to 40 percent of nerves are irre-
versibly damaged before loss of peripheral vision can be clinically detected. PS-OCT has the potential to 
detect changes to the RNFL at an earlier time point through changes in its birefringence and thickness.

Ophthalmic studies can be performed using systems similar to that used by Cense et al.,76 in which 
a slit lamp has been adapted for use with PS-OCT. Figure 18 is a typical example of a structural-intensity 
time-domain OCT image of the retina in the left eye of a healthy volunteer obtained with a circular 
scan with a radius of 2.1 mm around the optic nerve head (ONH). The image measures 13.3 mm 
wide and 0.9 mm deep and is shown at an expanded aspect ratio in depth for clarity. Structural layers 
such as the RNFL, the interface between the inner and outer segments of the photoreceptors, and the 
retinal pigmented epithelium can be seen.

The addition of polarization sensitivity allows for localized quantitative assessment of the thick-
ness and birefringence of the RNFL. Figure 19 shows two examples of combined thickness and bire-
fringence measurements, one of a region temporal to the ONH, the other of a region superior to the 
ONH. The depth of the RNFL can be determined by a decrease in backscattered intensity from the 
RNFL to the inner plexiform layer. The birefringence of the RNFL can then be estimated from a linear 
least-square fit of the measured double-pass phase retardation through the determined depth. Two 
main observations can be drawn from such graphs: the retinal layers directly below the RNFL are 
minimally birefringent, and that the thickness and birefringence of the RNFL are not constant. These 
observations can also be seen in Fig. 20, which overlays the thickness and birefringence determined 

RNFL

Temporal Superior Nasal Inferior Temporal

IPL

INL

OPL

IPR

RPE

C / C

ONL

FIGURE 18 A realigned OCT intensity image created with a 2.1-mm radius circular scan around 
the ONH. The dynamic range of the image is −36 dB. Black pixels represent strong reflections. The 
image measures 13.3 mm wide and 0.9 mm deep. Visible structures: retinal nerve fiber layer (RNFL); 
inner plexiform layer (IPL); inner nuclear layer (INL); outer plexiform layer (OPL); outer nuclear 
layer (ONL); interface between the inner and outer segments of the photoreceptor layer (IPR); retinal 
pigmented epithelium (RPE); and choriocapillaris and choroid (C/C). Vertical arrows: locations of 
the two largest blood vessels. Other smaller blood vessels appear as vertical white areas in the image. 
(Reprinted from Ref. 77 with permission from the Association for Research in Vision and Ophthalmology.)
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FIGURE 19 Thickness (dotted line) and birefringence (solid line) plots of an area temporal (a) and superior (b) to the ONH. 
DPPR data belonging to the RNFL is fit with a least-square linear fit. The slope in the equation represents the DPPR/UD or bire-
fringence. The vertical line indicates the boundary of the RNFL, as determined from the intensity and DPPR data. (a) The increase 
in DPPR at a depth beyond 450 μm is caused by either a relatively low signal-to-noise ratio, or by the presence of a highly birefrin-
gent material—for instance, collagen in the sclera. (Reprinted from Ref. 77 with permission from the Association for Research in Vision 
and Ophthalmology.)

0.5

140

120

100

80

T
h

ic
kn

es
s 

(μ
m

)

60

40

20

0

T 10 20 30

Position

Thickness
DPPR/UD

40S N I T

0.4

0.3

0.2

D
P

P
R

/U
D

 (
°/

μm
)

0.1

0.0

FIGURE 20 A typical example of combined RNFL thickness and birefringence 
measurements along a circular scan around the ONH. The intensity image is plot-
ted in the background. The RNFL is relatively thicker superiorly (S) and inferiorly (I). 
A similar development can be seen in the birefringence plot. The birefringence is 
relatively higher in the thicker areas, whereas it is lower in the thinner temporal (T) and 
nasal (N) areas. (Reprinted from Ref. 77 with permission from the Association for Research 
in Vision and Ophthalmology.)
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as in Fig. 19 on a circular scan across the ONH. The plots indicate that the RNFL is thickest and most 
birefringent superiorly and inferiorly to the ONH.

En face maps of RNFL thickness and birefringence can be generated from data obtained with 
recently developed spectral-domain ophthalmic PS-OCT systems.90 A three-dimensional volume 
(4.24 × 5.29 × 1.57 mm3) of the retina of a normal volunteer (right eye) was scanned at a rate of 
29 fps with 1000 A-lines/frame, and contains 190 frames (B-scans) acquired in 6.5 s. The integrated 
reflectance, birefringence, and retinal nerve fiber layer (RNFL) thickness maps are shown in Fig. 21, 
confirming previous findings that the RNFL birefringence is not uniform across the retina. Superior, 
nasal, inferior, and temporal areas of the retina around the ONH are indicated by the letters S, N, I, 
and T. The integrated reflectance map, obtained by simply integrating the logarithmic depth profiles, 
illustrates the blood vessel structure around the ONH. The RNFL thickness map is scaled in microns 
(color bar on the top of the image) indicating a RNFL thickness of up to 200 mm. The central dark-
blue area corresponds to the position of the ONH that was excluded from both the thickness and the 
birefringence maps. A typical bow-tie pattern can be seen for the distribution of the RNFL thickness 
around the ONH, showing a thicker RNFL superior and inferior to the ONH. The birefringence map 
illustrates a variation of the birefringence values between 0 and 5.16 × 10–4, and it clearly demon-
strates that the RNFL birefringence is not uniform across the retina; it is smaller nasal and temporal 
and larger superior and inferior to the ONH.

Given that measurements of the thickness and birefringence of the RNFL can be acquired with the 
speed and accuracy demonstrated, further research into changes in these parameters with glaucoma 
can be performed. Experiments—for instance, a longitudinal study with PS-OCT on patients at high 
risk for development of glaucoma—will either confirm or reject the hypothesis. In addition, PS-OCT 
can enhance the specificity in determining RNFL thickness in structural OCT images by using changes 
in tissue birefringence to determine the border between the RNFL and the ganglion cell layer.

18.18 RETINAL IMAGING WITH SD-OCT

Many examples of retinal imaging with SD-OCT are available in the literature. Commercial sys-
tems are being introduced into the market at this point. Below, two typical examples of high 
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I

FIGURE 21 OCT scan (4.24 × 5.29 mm2) of the retina of a normal volunteer, centered on the ONH. 
(a) Integrated reflectance map showing a normal temporal crescent (white area temporal to the ONH); (b) birefringence 
map; and (c) RNFL thickness map (color bar scaled in microns). The circle on the left indicates the excluded area in 
the birefringence and thickness maps as corresponding to ONH. (S = superior, N = nasal, I = inferior, T = temporal). 
(Reprinted from Ref. 90 with permission from the International Society for Optical Engineering.)
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FIGURE 22 High resolution SD-OCT image of a human retina in vivo, centered on the optic nerve head. 
The image is magnified in depth by a factor of 2. Image size: 4.662 × 1.541 mm.

FIGURE 23 High resolution SD-OCT image of a human retina in vivo, centered on the fovea. The image is 
magnified in depth by a factor of 2. Image size: 4.973 × 0.837 mm.

quality SD-OCT images are presented, acquired with a system providing a depth resolution of 
3 μm in tissue. Both figures consist of approximately 1000 A-lines or depth profiles. Figure 22 
shows a cross-section centered on the optic nerve head. Figure 23 shows an image centered on 
the fovea and the corresponding en face image (Fig. 24) generated from the three-dimensional 
data set.
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18.19 CONCLUSION

Spectral domain or frequency domain OCT (SD/FD-OCT) has become the preferred method for 
retinal imaging owing to its high imaging speed,10,19 enhanced signal to noise ratio (SNR),7,15–17 and 
the availability of broadband sources permitting ultrahigh resolution retinal imaging.20,21 However, 
the state-of-the-art spectrometers are hindering further improvements (1) with limited detection 
efficiency (~25 percent)19 and (2) the obtainable spectral resolution causes approximately a 6-dB
sensitivity drop over a 1-mm depth range.19 Furthermore, rapid scanning of the probe beam in SD-OCT
has the adverse effect of fringe washout, which causes SNR to decrease.36 Fringe washout can be 
addressed by pulsed illumination.38 A competing technique such as optical frequency domain imaging 

FIGURE 24 En face reconstruction of the fovea region of the retina from a three-dimensional volumetric 
SD-OCT data set of 200 images. Image size: 4.97 mm × 5.18 mm.
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(OFDI), the dominant implementation of Fourier domain OCT technologies at 1.3 μm,9 has the 
advantage of larger depth range and better immunity to motion artifacts. OFDI has recently been 
demonstrated in the 800 and 1050 nm range,26,27,91 but has not reached the superior resolution of 
SD-OCT.20,21
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19.1 GLOSSARY

Cataract. Opacifi cation in the eye lens caused by changes in protein shape, structure, or interaction 
that causes light to be scattered or absorbed.

Crystallin proteins. The major structural proteins in the eye lens.

Equatorial plane. The plane of the eye lens that contains the lens equator.

Gradient index or GRIN. The property of a lens or medium that has a gradually varying refractive 
index.

Homogenous index. The property of a lens or medium that has a constant refractive index.

Isoindicial contours. Contours of constant refractive index.

Magnetic resonance imaging (MRI). Noninvasive method used for imaging body organs that utilizes 
the interaction of a static magnetic fi eld, radio frequency pulses, and magnetic gradients to form images.

Myopia. Shortsightedness.

Optic fi ber. A fi ber made of glass or plastic that guides light along its length by total internal refl ection.

Optical fi ber perform. The precursor to an optical fi ber: a rod with the refractive index distribution 
of the desired optical fi ber that is stretched to form the fi ber.

Raman microspectroscopy. A technique used to detect constituents of a system from the spectrum 
of molecular vibrations created by specifi c interactions of monochromatic light with matter. These 
interactions cause scattering of photons at lower frequencies than that of the incident light.

Ray tracing. Monitoring the path of rays as they traverse a lens or optical system. This is often used 
to measure a particular property of the lens or system.

Refl ectometric sensor. A device that measures optical or material properties of a medium from the 
proportion of light that the medium refl ects.

Refractive index. The property of a medium that contributes to its capacity to bend light and that 
is related to the density of the material.

Refractive power. The capacity of a lens or optical system to bend and focus light.

Sagittal plane. The vertical plane of the eye lens that contains the optic axis.
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19.2 INTRODUCTION

This chapter considers the common forms of gradient index in optical media. The lens of the eye 
has a gradient of index and this is examined in detail; the form of the index profile as well as the 
magnitude of refractive index are described. The refractive index distribution has been measured or 
derived from a number of animal eyes as well as from the human eye. The different types of gradi-
ents are presented and compared. 

19.3 THE NATURE OF AN INDEX GRADIENT

The refractive power of a lens is determined by its shape, the refractive index of its medium, and the 
refractive index of the medium that surrounds the lens. In terms of shape, the more curved the lens 
the greater is the refraction of light. The relationship between refractive index and refractive power 
is not as direct: light is not necessarily refracted to a greater degree in a higher-index medium. A ray 
of light will travel in a straight line whether it travels in air (refractive index = 1), in water (refrac-
tive index = 1.33), or in glass (refractive index around 1.5 to 1.6). The effect of refractive index on 
refraction occurs when there is a change in refractive index at the interface between two media or a 
gradual variation in index within a medium. The greater the difference between refractive indices 
at an interface or the steeper the gradient of refractive index in a medium, the greater the degree of 
refraction.

Gradient index (GRIN) deals with media which have a varying refractive index. The effect of vary-
ing or gradient index occurs in nature; changes in temperature or pressure can induce fluctuations 
or gradations in the refractive index of air. One of the most commonly cited examples of this is seen 
in the shiny reflective marks on a road that can be seen on a hot day. The heat of the road warms 
the air closest to it and gradients of temperature and of refractive index are formed. The higher the 
temperature, the less dense the air and the lower the refractive index. The index gradient has the effect 
of deflecting light that hits the surface of the road at certain angles so that it appears to have been 
reflected from the surface of the road. 

The steepness of the index gradient controls the degree of bending of light in the GRIN medium 
and this is used in the creation of GRIN lenses and devices. A refractive contribution from the medium 
is particularly effective when the surface of the given structure is flat and cannot contribute to the 
refractive power.

19.4 SPHERICAL GRADIENTS

In a lens with a spherical refractive index distribution, the index varies with distance from the center 
of the lens. The most famous early GRIN lens was Maxwell’s fish-eye lens1 that has a refractive index 
distribution with spherical symmetry about a point and can be described as having the form

n r
n

r a
( )

( / )
=

+
0

21
  (1)

where r is the distance from the center, n(r) is the refractive index at r, n0 is the refractive index at the 
center of the lens, and a is a constant.

The special property of a fish-eye lens is that all rays emanating from a given object point pass 
through the same image point.2 This produces sharp imagery but only for those points on the surface 
and within the lens. There is no evidence that fish possess such lenses. The name possibly derives from 
the challenge posed by the Irish Academy of Sciences: to produce a medium with a refractive index 
distribution that was capable of forming images with the least depth possible. As the eye of the fish is 
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known to be relatively flat, Maxwell’s solution to the problem was called the fish-eye.3 The limitation 
of this lens is that sharp imagery of object points only occurs for those points that lie within or on 
the surface of the lens.2,4

This restriction does not apply to the Luneberg lens,5 which, like the Maxwell fish-eye lens, has 
a refractive index distribution that is spherically symmetrical. This lens is a sphere with a refractive 
index distribution described by

n(r) = (2 – r2)1/2 (2)

where r is the distance from the center of the lens and n(r) is the refractive index at r.
It has no intrinsic optical axis but focuses parallel rays, incident on any part of its surface, to a 

point on the opposite surface of the lens (Fig. 1).
The restriction of the Luneberg lens is that with this lens sharp images are only created for objects 

at infinity. In order to ensure that rays enter in a parallel bundle, the index of the surrounding media 
must match that of the lens surface. In air this would require an outer surface refractive index of 1, 
which is difficult to achieve for visible light but can be utilized for frequencies in the microwave 
range.2 It has wide ranging applications in microwave antennas and as a radar device. A very useful 
modern application is in the design of broadband airborne antennas. These allow passengers on an 
aircraft to access the Internet, email, satellite television, and video. 

19.5 RADIAL GRADIENTS 

When the refractive index distribution is cylindrically symmetrical, that is, the refractive index var-
ies with distance from a fixed line, it is described as a radial index gradient. A simple type of radial 
index lens is the Wood lens, named after its designer.6 This lens has a radial refractive index gradi-
ent and flat surfaces.2 In such a lens, parallel rays from objects at infinity are refracted purely by the 
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index distribution within the lens (Fig. 2). When the refractive index decreases with distance from 
the axis, the lens acts as a converging lens; when the refractive index increases with distance from the 
axis, the lens diverges light. With a Wood lens, the object and image planes are external to the lens.2

Optical fiber cores with radial index gradients are, cross-sectionally, akin to a Wood lens. However, 
because optical fibers are elongated in the axial direction and have very small diameters, there is an 
additional periodicity to the ray path. In a graded index optical fiber core, the index distribution fol-
lows a general form7

n(r) = n0[1 – 2(r/a)aΔ]1/2 (3)

where r is the radial distance from the center, n(r) is the refractive index at r, n0 is the refractive 
index along the axis of the fiber, a is the fiber radius, and Δ is the fractional refractive index differ-
ence between the center and edge of the fiber core.

For a = 2 and Δ << 1, the profile is parabolic and approximated as

n(r) = n0[1 – (r/a)2Δ] (4)

In an optical fiber, the core is surrounded by a single index cladding to minimize light losses along 
the length of the fiber and to protect the quality of the fiber core. Within the core, the rays follow a 
sinusoidal path along the axis of the fiber (as seen in Fig. 3). 

Optical fibers have many uses particularly when the light needs to be sent some distance from the 
source or an image needs to be collected from a remote or hard to access location. Optical fibers have 
replaced wires in communication systems. They are now used routinely in medical instruments and 
applications, such as endoscopes and sensors. 
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FIGURE 2 Refraction of a ray through a Wood lens. R, f >> h,
t. [From N. Morton, “Gradient Refractive Index Lenses,” Phys. Educ. 
19:86–90 (1984).]
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FIGURE 3 Light rays follow a sinusoidal path when traveling in the 
gradient index core of a GRIN fiber.
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19.6 AXIAL GRADIENTS

Refractive index can also vary as a function of distance from a reference plane. This is most often 
the plane perpendicular to the optic axis and in such case the refractive index varies along the optic 
axis. Such a gradient can be formed by thin films and has important use in the design of multilayer 
antireflection coatings.8,9 Southwell9 has shown that shape of the index gradient along the axis is 
a very important determinant that can be used to minimize adverse reflections. Measurement of 
axial gradients has application in the study of biological tissues, many of which are layered. The 
lamellar stroma, which constitutes the bulk of the cornea of the eye and has been considered to 
have a homogenous refractive index, has recently been modeled as an axial index structure10. The 
axial index model has been found to produce more spherical aberration, for larger pupil sizes, than 
homogenous index models. Any refractive index differences along the axis of the cornea are likely to 
be very small and the model introduced very slight variations (Fig. 4).

19.7 THE EYE LENS

The refractive index of the eye lens has a radial as well as an axial gradient. This is because of the 
three-dimensional structure as well as the nature of the growth mode of the lens. The lens grows by 
tissue accretion in layers on the lens surface, with no concomitant loss of existing cells, resulting in 
a layered structure. The refractive index varies across the layers resulting in a radial gradient, in the 
equatorial plane and an axial gradient along the optic axis. In spherical lenses (seen in some fish), 
the index gradient varies along a radial distance from the center in all directions.

The shapes and sizes of eye lenses, like any other part of the eye, vary widely across species. This 
variation bears no relationship to the size of the animal nor to the size of the eye. For example, the lens 
of a rabbit is larger than that of a human, while the rat’s lens is highly curved and fills the eye almost 
entirely. With such a variety of lenticular shapes and sizes, it is not surprising that the refractive index 
distribution also varies between species and is not related to the size of the animal or to its eye but to 
its visual needs. 
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The refractive index gradients in human and several types of animal lenses have been measured 
or derived using various techniques. These have included ray tracing, optic fiber sensing, or calcu-
lation from protein and water concentration measurements and MRI scanning. Earlier studies on 
dispersion have provided refractive index measurements on inner and outer sections of lenses from 
a number of vertebrates.11,12

19.8 FISH

The fish lens contributes more to the refractive power of the eye than lenses from land living ani-
mals because the corneal power in the fish eye is significantly reduced by the very small difference in 
refractive index between the cornea and water. Fish lenses are spherical or nearly spherical with steep 
refractive index gradients and high maximal index values to provide the necessary refractive power 
to the eye whilst minimizing spherical aberration.13–20 The refractive index gradients in fish lenses 
have been fitted with elliptical,14 parabolic,16–19 and sixth-order polynomial functions (Table 1).20

In spite of the differences in the size of fish and their lenses, the maxima of refractive index in the 
lens centers are very close in value and, with the exception of the Blue Eye Trevally lens, similar values 
are also found at the lens edge (Table 1). The edge index value in the trevally lens is substantially 
higher than that found in the other fish lenses. It is also notable that the trevally has an enormous eye 
relative to its size and its lens is the largest of any lens studied: a diameter of 26.6 mm and a weight 
of over 9.5 g.17 It is a deep-sea fish, unlike the other fish listed in Table 1. From a structural aspect, 
almost a third of the trevally lens protein comprises g-crystallin.17 This crystallin protein contributes 
more to the refractive index of the lens than the other crystallins21 and is capable of closer protein 
packing with less surrounding water.22 Although the proportion of g-crystallin is comparatively high, 
it is not high enough to alone account for the refractive index magnitude. This may also be attributed 
to the very high proportion of insoluble protein that was found on extraction.17 This does not neces-
sarily indicate that the proteins are in an insoluble state in the intact trevally lens but may suggest a 
propensity for proteins in this lens to aggregate with no loss of transparency. This will depend on 
protein types and relative distributions as well as protein-protein and protein-water interactions. It 
is not known whether the high proportions of g-crystallin and insoluble protein found in the trevally 
lens apply to the lenses of other fish.

Ageing changes in the fish lens have not been studied but the effect on the index gradient with size 
and therefore growth has been investigated. Kroger et al.19 reported that the refractive index in the 
center of the African Cichlid fish lens increases with lens size. The resultant steepening of the index 
gradient with growth causes a decrease in focal length. There is also a concomitant decrease in spheri-
cal aberration that is attributed to a smoothing of the index gradient.19 It has been suggested that 
depressions in the index profile may have a discrete function in producing multiple focal points.19

Jagger15 compared models of fish lenses and found that a higher-order polynomial function to 
describe the index gradient provided results that were most akin to measurements for fish lenses in 
terms of image quality, spherical, and chromatic aberration. It has also been pointed out that there 
may be internal asymmetries in the index distribution in fish lenses that would render erroneous 
measurements based on ray tracing assumptions.23

TABLE 1 Details of Refractive Index Profiles in a Variety of Fish Lenses

 Refractive Index  Refractive Index Wavelength
Fish (max)   (min)   (nm) Gradient Shape 

Goldfish14 1.55–7 1.35–8 633 Elliptical
African Cichlid16 1.540 1.361 633 Parabolic
Blue Eye Trevally17 1.546 1.408 633 Parabolic
Trout18 1.538 1.3716 550 Parabolic
Black Dory20 1.543 1.368 590  Sixth-order polynomial
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19.9 OCTOPUS

The eye of the octopus has no cornea; the refractive power of the eye is provided by the lens (Fig. 5a).24

It was found to have concentric isoindicial contours and an index gradient that could be fitted to a 
10th order polynomial (Fig. 5b). The maximum refractive index was 1.509 decreasing to 1.357 for 
550 nm. 

19.10 RAT

The refractive index distribution in the rat lens was measured using ray tracing25,26 following the 
method for determining the refractive index in optical fiber performs devised by Chu.27 This 
method enabled the calculation of the gradient refractive index profile using, as parameters, the dis-
tance of the parallel incident rays from the optic axis and the corresponding angles formed by the 
exiting rays and the optic axis. 

The studies of Campbell and Hughes25 and Campbell26 showed that the rat has the steepest refrac-
tive index gradient of all species yet measured, rising from around 1.38 at the edge of the lens to a 
maximum of around 1.5 at the lens center in a profile that can be fitted to a parabolic form. This 
rise occurs over a very short distance of 2 mm.26 A refractive index value of 1.50 is approaching the 
refractive index range for glass and, in terms of protein concentration, is close to the refractive index 
of pure protein.28 With such a high protein concentration, the rat lens cannot be deformed, and hence 
the rat eye has no accommodative capacity. The high magnitude of refractive index in the rat lens is 

FIGURE 5 (a) Octopus eye showing lens and (b) refractive index gradient for five octopus lenses as mea-
sured in the equatorial plane. Model and experimental index profiles are shown together with the index profile 
for the trout lens. (From Ref. 24.)
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partially caused by the relatively high proportion of the protein g-crystallin. In terms of shape, the 
rat lens is not quite spherical but tends to have a longer equatorial diameter than sagittal radius with 
little variation between the anterior and posterior curvatures.26 The radial and axial gradient profiles 
will not be the same, the latter slightly less steep than the former. The curved nature of the rat lens, its 
high magnitude of refractive index, and the steep index gradient gives the lens a very high refractive 
power rendering the rat eye highly myopic. This accords with the animal’s visual needs which are for 
very close distances and do not require a range of focus. 

19.11 GUINEA PIG

The refractive index distribution of the guinea pig lens, measured with an optical fiber reflecto-
metric sensor, has been found to be parabolic.29 This was for a single lens, and the age of the ani-
mal was not known. Hence magnitudes of refractive index: a maximum value of 1.429 at the lens 
center and a minimum value of 1.389 at the edge can only be taken as applicable for that particu-
lar lens. Calculated protein content for the guinea pig lens was 48 percent29 and the lens shape is 
almost spherical with a sagittal width of around 5 mm and an equatorial radius of 5.4 mm. The 
refractive index distribution will therefore be similar in the axial and radial directions. Because 
the guinea pig lens is relatively small, its refractive index gradient is quite steep and this adds to its 
refractive power. The steep distribution of refractive index may be linked to the structural proteins 
and the uncommon crystallin protein (z-crystallin) that comprises about 10 percent of the total 
soluble proteins.30 This protein differs from the other major crystallins in structure30,31 and in its 
response to the effects of heat and the protective action of a-crystallin.32 z-crystallin requires a 
tenfold greater amount (w/w) of a-crystallin than the other crystallin proteins to prevent it form-
ing aggregates and disturbing the smoothness of the refractive index gradient.32 The greater level 
of protection required by z-crystallin could indicate a propensity to exist in regions of relatively 
higher protein concentration. The relatively steep refractive index gradient and the high curvature 
of the guinea pig lens are needed to meet the refractive requirements of the guinea pig: clear vision 
at close distances.

19.12 RABBIT

The refractive index gradient in the rabbit lens was measured in the equatorial and horizontal planes 
on thin slices.33 Isoindicial curves were found as concentric circles in the equatorial plane and as 
eccentric ellipses in the horizontal plane, the eccentricity arising because of differences in curvature 
between the anterior and posterior lens surfaces. The three-dimensional refractive index distribu-
tion was represented by an elliptical paraboloid

n = n0 – [Z 2/A2 + (X2 + Y2)/B2] (5)

where n0 is the refractive index at the lens center, X is the lateral axis (through the middle of the 
horizontal plane), Y is the vertical axis (through the middle of the equatorial plane), Z is the optic 
axis, A and B are constants (A differs in the anterior and posterior sections of the lens).

The refractive index for 589 nm was reported to vary from 1.464 to 1.431 at the lens center and 
1.393 to 1.384 at the surface, which is not very different from the magnitudes of refractive index in the 
guinea pig lens. However, the rabbit lens is larger than that of the guinea pig (around 10 mm thick-
ness in the horizontal and sagittal planes) and so the index gradient in the rabbit lens would not be as 
steep providing a lower contribution to refractive power than does the index gradient in the guinea 
pig lens.
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19.13 CAT

The lens of the cat is shaped as a biconvex ellipsoid34 and its refractive index follows a parabolic 
shape with a maximum of 1.4813 at the center and minimum of 1.3877 in the periphery (values 
averaged from five cat lenses) for a wavelength 550 nm. The parabolic shape was found in both the 
sagittal (axial) and equatorial planes and the index variations follow isoindicial contours that retain 
the geometric shape of the lens.34

Jagger34 cites Matthiessen (1880),35 who showed the index in a homogenous lens would give equiv-
alent power to one with a variation of index (based on a parabolic gradient). This rule states that the 
difference between the total index and the core (maximum) index in a grin lens is equal to the differ-
ence between the core index and cortical (edge) index 

n(total) – n(core) = n(core) – n(cortex)

so

n(total) = 2 × n(core) – n(cortex)

According to the rule of Matthiessen,35 the equivalent to a lens with a parabolic gradient index, 
with a maximum value of 1.48 and an edge value of 1.38, would require a homogenous index lens to 
have a refractive index of 1.58. This is higher than the refractive index of pure protein.28

19.14 BOVINE

The optical properties of the bovine lens have been investigated in a number of studies and the 
refractive index has been measured using ray tracing36,37 and fiber optic reflectometric sensing 
methods.38 In addition, the refractive index in the bovine lens has been measured in both equato-
rial and sagittal planes and in lenses from a wide age range from foetal39 to approximately 15 years 
of age.36

The refractive index, measured in the equatorial plane using a ray tracing technique for a wave-
length of 633 nm36,37 was found to have some variations depending on the age of the lens. In all 
lenses the gradient followed the same general shape: that of a second-order polynomial, but the index 
magnitude increased across the gradient with age. The size and therefore the radius of the lens in the 
equatorial plane had to be incorporated into the equation to account for size and age differences. The 
general form of the refractive index gradient covering the wide range of lenses investigated is

n(r) = ar – Nr /r2 + C (6)

where r is the radial distance from the center of the lens, n(r) is the refractive index at r (mm), ar is 
the refractive index at the center of the oldest lens investigated (approximately 15 years of age),36 Nr is 
a non-normalized gradient function, r is the equatorial radius of the lens (mm), and C is a correc-
tion factor for age-related differences in the refractive index at the lens center.

With 

Nr = 0.702 – 0.471r + 0.186r2 (7)

and

C = –0.0025 – 0.00583r + 0.00131r2 (8)

the final form of the equation is

n(r) = 1.4575 – 0.702/r2 + 0.471r/r2 – 0.186r2/r2 – 0.00583r + 0.00131r2 (9)
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In a subsequent study the refractive index along the optic axis of the bovine lens was measured 
using a fiber optic sensor and a wavelength of 670 nm.38 The lens age range was not as great as in the 
ray tracing study of the equatorial plane index: weights varied from 1.676 to 2.646 g corresponding 
to ages of around 1 to 8 years, respectively.40 A second-order polynomial was again found to fit the 
profiles but here slight differences were found in the anterior and posterior sections of the lens. The 
anterior axial profile was found to fit the following equation

n(x) = 1.3790 + 0.018484x – 0.0014925x2 (10)

and the posterior axial profile could be described by

n(x) = 1.4102 + 0.009647x – 0.0010741x2 (11)

where x is the distance from the anterior pole (mm) and n(x) is the refractive index at r.
It is not possible to definitively state whether the bovine lens does have contours of refractive index 

that follow the external shape of the lens but the forms of the gradients in the sagittal and equatorial 
planes are similar and using dimensional data from the lens it is possible to do approximate calcula-
tions to see if the magnitudes of refractive index following a given contour are close. If so, the assump-
tion of concentric contours of refractive index may apply to the bovine lens. From the dimensions of 
bovine lenses41 a lens of about 1.5 g weight has an equatorial radius of 7.5 mm, an anterior sagittal 
thickness of 5 mm and a posterior sagittal thickness of 6 mm. 

Taking a contour at 2 mm from the anterior pole, this will be at a radial distance of 4.5 along the 
equatorial plane (2 mm is 40 percent of the anterior sagittal thickness and 4.5 mm is 40 percent of 
the equatorial radius) and 2.4 mm from the posterior pole (8.6 mm from the anterior pole). Putting 
these values into Eqs. (9), (10), and (11) gives refractive index values of 1.4099 (~1.41) along the 
anterior sagittal thickness, 1.416 along the equatorial plane, and 1.414 along the posterior sagittal 
thickness, respectively. Taking into account differences in measurement technique, the fact that mea-
surements of radial and axial gradients were conducted on different lenses, and the recognition that 
in biological tissues there will always be individual variations in lens shape and size, the above calcula-
tions can only provide an estimate. This notwithstanding, the values are close and suggest that in the 
bovine lens isoindicial contours of refractive index may follow the surface shape. 

The bovine lens is one of few in which age-related changes to the GRIN optics have been inves-
tigated. The changes with age to the index distribution should take into account the fact that the 
lens continues to grow, and are more correctly described as changes with time and not exclusively 
occurring as a result of senescence. The lens grows by successive tissue layering and, within each layer, 
the cells stretch from anterior to posterior pole. As there is an asymmetry between the anterior and 
posterior surface curvatures, the cells must stretch more and more asymmetrically with growth, and 
a greater component of the cellular length is found in the posterior part of the lens. How the cellular 
contents, mainly the proteins, are distributed along the cell length is not known. Nevertheless, as the 
anterior and posterior refractive index gradients meet in the equatorial plane, the refractive index at 
that point must be the same. Similarly, refractive indices at the anterior and posterior poles should be 
close in value, as these are from the same cell layers, and large difference in refractive index between 
the poles would not meet the refractive needs of the eye. Fiber optic sensing has shown that there is, 
indeed, very little difference in the refractive index at the anterior and posterior poles of lenses that 
have a relatively lower weight and were therefore likely to be younger.38 However, whilst the refractive 
index does not appear to alter with age at the anterior pole, at the posterior pole a statistically signifi-
cant correlation with age was found.38 The consequence of this is that in very old bovine lenses, some 
differences in polar refractive index may occur. This is most likely to be a consequence of the growth 
mode and increasing asymmetry of shape that may affect and result in greater differences in anterior 
and posterior refractive index gradients in advanced age. 

As both axial and radial gradients were measured with similar wavelength sources (633 nm for the 
radial gradient and 670 nm for the axial) wavelength differences would have a negligible impact on 
the results. Comparison of ray tracing and fiber optic sensing have shown consistent findings.36,38

A single study on development of the foetal bovine lens39 has shown that the refractive index gra-
dient starts to take on its parabolic form around the middle of the gestational period of 9.3 months. 
Prior to this, the refractive index distribution has no defined shape (Fig. 6).
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19.15 PIG

The refractive index in the porcine lens is similar in shape to that found in the bovine lens.42,43 It has 
been fitted with a second-order polynomial, a shape that has been found from ray tracing measure-
ments of refractive index42 (as shown as Fig. 7) and from protein concentration profiles determined 
using Raman microspectroscopy.44

Jones and Pope43 using magnetic resonance imaging (MRI), found that parabolic, power func-
tion, and higher-order polynomial fits could be used to provide a very good description of the index 
profile. They reported that the power function provided the best fit but this was only by a very slight 
margin. Comparing the results of Pierscionek et al.42 who measured the refractive index profile in 
the equatorial plane with those of Jones and Pope,43 whose measurements were in the sagittal plane, 
there is very little difference in profile shapes. This suggests that there may be isoindicial contours of 
refractive index in the porcine lens that follow the surface shape. The porcine lens index gradient has 
been measured for wavelengths 633 and 53242 and 589 nm (converted to 543.5 nm).43 The index mag-
nitude was reported to vary from an average of 1.354 at the edge of the lens up to 1.396 at the center 
for 633 nm42 from 1.365 to 1.368 at the edge up to an average of 1.4374 at the center for 543.5 nm,43

and from 1.358 at the edge to 1.404 at the center for 532 nm. The central index value found by Jones 
and Pope43 concurs with measurements made by Sivak and Mandelman.12

The higher values of refractive index found by Jones and Pope43 compared to Pierscionek at al.42

could have reflected differences in ages of animals; it is not possible to determine whether the two 
studies42,43 had used lenses of similar ages. Age-related variations in refractive index have not been 
studied in the porcine lens. 
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FIGURE 6 Refractive index profiles along optic axes of foetal bovine lenses. 
(a) Greater than 0.7 g and (b) lesser than 0.7 g wet weight. (From Ref. 39.)
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19.16 HUMAN/PRIMATE

The refractive index gradient of the human lens differs from index gradients in the lenses of most 
other species. The gradient of refractive index is only found in the cortex of the lens, which is gen-
erally taken to represent the outer one-third of the lens, approximately, in terms of radial distance. 
In the inner, nuclear region, the refractive index is relatively constant around a value of 1.39 to 
1.4112,45,46 (depending on wavelength) and remains so with age as long as there are no opacifica-
tions or cataractous changes.47 This supports findings on protein48 and water gradients.49,50 Changes 
with age occur in the steepness of the cortical index gradient and have been proposed as an answer 
to why the human lens, in spite of continued growth and increased curvature51,52 does not become 
myopic.29,53 A recent study using MRI has suggested that there is a decrease, with age, in the nuclear 
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FIGURE 7 Refractive index profiles measured in the equatorial plane 
of porcine lenses shown against radial distance from the center of the lens 
for (a) 633 nm and (b) 532 nm light. (From Ref. 42.)
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refractive index54 and that this may explain the fact that eye does not become myopic. However, the 
results reported are not consistent with what is known about the protein/total water proportions in 
the human lens and their constancy with age.29 It is most likely that Moffat et al.54 were measuring 
the proportions of free water, which increases in the human lens with age.55

An overall decrease in the nuclear refractive index, would be physiologically unsound, as it would 
require an imbibing of water or a leakage of protein from the center of the lens. Given that the nuclear 
refractive index in the human lens is not a part of the gradient index but is constant, an overall 
decrease in magnitude would have a negligible effect on refractive power of the eye.

The constancy of the nuclear refractive index and the index gradient in the cortex require a higher-
order polynomial to fit the index distribution in the human lens. A fourth-order polynomial was 
found to give a highly significant fit to the refractive index gradient in the equatorial plane of the 
human lens (Fig. 8).29

This form for the radial refractive index gradient (i.e., in the equatorial plane) has been found 
in studies that used ray tracing (for 633 nm)45 and for measurements taken with a fiber optic sensor 
(for 670 nm).46 The two techniques have also shown results with similar magnitudes for the nuclear 
refractive index.45,46

The refractive index along the optic axis similarly has a gradient in the cortical region with a con-
stant index nucleus.46,47 However, the assumptions of concentric, isoindicial contours that follow the 
surface shape of the lens, may not apply to younger lenses (from the third decade of life).46 As with 
the bovine lens, and consistent with the asymmetry of shape in the sagittal plane, there is a slight dif-
ference in the refractive index gradients in the anterior and posterior sections of the lens and this is 
also affected by lens age.29

The difficulty in ascribing a single formulaic description to the refractive index gradient in the 
human lens is not only complicated by changes to the cortical gradient with age, and by differences 
in the axial and radial gradients. There is also the confounding factor of accommodation. The human 
lens, in individuals under the age of around 50, is capable of altering its shape to meet the focusing 
requirements of the eye. This capacity is greater in younger eyes and it is not certain, what accommo-
dative state a young lens is in when it is removed from the eye. It may not be unreasonable to expect 
that when the lens is released from the tension applied by the ciliary muscle, in situ, it takes on its most 
accommodated, that is, most curved shape. This, however, assumes that the lens is an elastic body, with 
the fully accommodated state: the one to which it returns when applied stretching forces mediated 
by the ciliary muscle are removed. This assumption has and continues to court controversy and so it 
remains uncertain what accommodative state the lens is in when removed from the eye. Moreover, given 
that the capacity for accommodation diminishes with age, the accommodative state of the in vitro lens 
will vary depending on the age of the lens. How the refractive index gradient alters with accommodation 
is not known, although some studies have shown that the accommodative process is caused by a change 
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in the length of the nucleus51,56–58 with no change in the thickness of the cortex. This would suggest 
that the cortical refractive index gradient remains unchanged, the only alteration to the profile being 
an elongation to the constant index nuclear section. 

There is very little information about the refractive index gradients in the lenses of lower-order 
primates. Results from a single gibbon lens show the same type of profile as for the human lens with 
a similar index magnitude (Fig. 9).29

It is not certain whether the same confounding factor of accommodation applies to the optics 
and refractive index gradient in the gibbon lens. However, studies on the rhesus monkey have shown 
that the species does accommodate.59 As the gibbon belongs to a primate family that is more closely 
related to humans and its visual needs, from close range feeding to swinging from trees suggests that 
this species is likely to have an accommodating lens. 

From the refractive index gradients, the primate lenses are the only ones that do not have a para-
bolic gradient but the refractive index gradient flattens to a region of constant refractive index in the 
nucleus. This constant, maximum value is lower than for other species thus far studied rendering 
these lenses softer and more pliable. This is consistent with the need for accommodation but also 
means that the refractive index gradient in a primate lens contributes less to the refractive power than 
the parabolic gradients, with higher-index magnitudes, found in other species. 

19.17 FUNCTIONAL CONSIDERATIONS

Gradient index media are found in nature and the concept is exploited in the manufacture of 
lenses and optical devices for a wide range of applications. The fundamental difference between 
the biological and the manufactured lenses is that the former is not static in its optical qualities. 
Within any given species, the refractive index gradient will change with age because the lens con-
tinues to grow throughout life and it may change its shape in those species that possess accom-
modating lenses. Moreover, when considering the eye lens and its optical properties, it should not 
be considered in isolation. The eye lens functions as part of the optical system of the eye. The rays 
incident on its anterior surface will have been refracted by the cornea and traversed the anterior 
chamber. The shapes of the cornea and anterior chamber depths vary from species to species and 
individual variations within a species can be found. The humours that surround the lens in the 
eye will also impact on the contribution to refraction by the refractive index gradient. The more 
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closely the edge of the gradient is matched to the surrounding media, the more contribution is 
made by the refractive index gradient. No biological lens has yet been shown to have an edge index 
value matched to the refractive index of the aqueous and vitreous (around 1.336) and, with the 
techniques of ray tracing and optic fiber sensing, this is the most difficult part of the refractive 
index gradient to measure. 

19.18 SUMMARY

The major types of index gradient found in lenses, optical devices, and created by nature have been 
described. These can be broadly categorized into gradients that vary parallel to the path of light, 
perpendicular to the path of light, or with radial distance from the center of the structure (found in 
spherical lenses). The eye lens is an excellent example of a GRIN structure with an index that varies 
both along and perpendicular to the optic axis. The refractive index distribution of the eye lens is 
related to its biological organization and to the properties of the major structural entities, the crys-
tallin proteins. The concentration of proteins affects the magnitude of refractive index and the dis-
tributions of the different classes influence the shape of the index gradient. In spite of the complex 
structure of proteins and the changing interactions between protein subclasses and between proteins 
and water, it has been possible to measure the GRIN structure of the eye lens and in most species 
examined this appears to have a similar form. Transposing this form to an intraocular implant that 
cannot only mimic the GRIN structure but also provide some accommodative capacity is the subject 
of further research. 
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OPTICS OF CONTACT LENSES
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20.1 GLOSSARY

Accommodative demand. This represents the difference between distance and near refractive 
corrections. 

Aspheric lens design. An aspherical surface, typically elliptical, often used on the back surface to 
align with an aspheric anterior cornea. In some presbyopic designs, either a back surface with a hyper-
bolic or high rate of fl attening is used to provide plus power or an aspheric front surface is used for 
the same purpose.

Axial ametropia. Ametropia resulting from the axial elongation of the globe.

Axial edge lift. Pertains to the distance between the extension of the tangent of the base curve radius 
and the absolute edge; it is measured parallel to the lens optical axis or the vertical distance from the 
lens edge to an extension of the base curve radius.

Base curve radius (BCR). The radius of curvature of the central posterior optical section in 
millimeters.

Back vertex power (BVP). Commonly used to express the power of a contact lens, the power is 
determined from a fi xed position with the concave surface of the lens against the lensometer lens 
stop.

Bitoric design. Gas permeable (GP) lens designs incorporating two base curve radii and multiple 
powers for correction of high corneal astigmatism, typically 2.50 D or greater.

Contact lens power. The dioptric power of the contact lens, usually expressed as back vertex power.

Edge clearance. The actual distance from the lens edge to the cornea. This value is less than the 
calculated edge lift due to the asphericity of the anterior cornea.

Effective power. The power of the contact lens at the corneal plane.

Fluoro-silicone/acrylate (F-S/A). The current generation of rigid gas-permeable contact lenses 
consisting primarily of fl uorine, silicone, and methyl methacrylate.

Front vertex power (FVP). The power is determined from a fi xed position with the convex surface 
of the lens against the lensometer lens stop.

20.1
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High-order aberrations. Aberrations induced by the optics of the eye, notably spherical aberration 
and coma.

“K.” This refers to the fl atter keratometry reading. GP lenses are generally selected with a base curve 
radius slightly steeper or fl atter than “K.” 

Lacrimal lens. The tear lens between a GP contact lens and the anterior corneal surface. It is a plus 
power if the lens exhibits apical clearance; it is minus if the lens exhibits apical bearing. 

Multifocal contact lenses. Contact lenses that provide more than one correcting power within the 
lens; these are often used for the correction of presbyopia.

Optical zone diameter (OZD). This represents the linear equivalent of the base curve radius and 
provides the visual optics for both GP and soft lenses.

Overall diameter. This represents the linear, chord, edge-to-edge measurement of the lens in mil-
limeters.

Oxygen permeability (Dk). The current term to describe the potential of a contact lens material to 
transmit oxygen which considers both, solubility and diffusion. 

Prism (in contact lenses). Prism is produced by varying the thickness from the superior to the infe-
rior region of a contact lens while maintaining the same front and back surface curvatures.

Radial edge lift. Pertains to the distance between the extension of the tangent of the base curve 
radius and the absolute edge; it is measured from the lens edge perpendicular to an extension of the 
base curve radius.

Refractive ametropia. Ametropia resulting from abnormal refractive component(s) of the eye.

Relative spectacle magnifi cation (RSM). This compares the corrected ametropic retinal image to 
that of a standard emmetropic schematic eye. Ametropia can be purely axial, resulting from the axial 
elongation of the globe, refractive, resulting from abnormal refractive component(s) of the eye or a 
combination of both factors. 

Residual astigmatism. With spherical GP lenses this pertains to the total ocular astigmatism (defi ned 
as the refractive cylinder) minus the corneal (often keratometric) cylinder. With spherical soft lenses, 
this pertains to the refractive cylinder. 

Rigid GP contact lenses. Rigid lens materials, smaller in diameter with higher optical quality than 
soft lenses, which typically incorporate methyl methacrylate, silicone, and fl uorine within the polymer 
matrix.

Silicone-hydrogel. The current generation of soft lens materials incorporating silicone within the 
matrix for higher oxygen permeability.

Soft toric lenses. Soft lens designs that correct for refractive astigmatism.

Spectacle magnifi cation.  This pertains to the ratio of retinal image size of the corrected ametropic 
eye to the retinal image size of the same eye uncorrected.

20.2 INTRODUCTION

The optics pertaining to contact lenses have several similarities to those of spectacle lenses. However, 
the primary differences pertain to such factors as the lesser thickness of contact lenses, the fact they 
are in direct contact with the tear film—not 11 to 15 mm away from the cornea—the differences 
present between soft and rigid gas permeable (GP) lens materials, as well as differences in accom-
modation and convergence effects on the eye. It is evident that, as a result of their optical properties, 
contact lenses are unique among the forms of correction available to wearers as well as, in many 
cases, a modality that exceeds other visual correction options in both the quality of vision and the 
visual freedom present to the wearer. The goal of this chapter is to emphasize the basic contact lens 
optics commonly used in eye care practices. 
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20.3 CONTACT LENS MATERIAL, COMPOSITION, 
AND DESIGN PARAMETERS

Contact Lens Materials

Contact lens materials can be considered either rigid or soft. The first modern rigid lens was the 
corneal polymethylmethacrylate (PMMA) lens which was popular from the late 1940s to the early 
1980s. This material was essentially limited to the PMMA plastic and was, therefore, not oxygen per-
meable. GP lenses incorporating silicone (for oxygen permeability) as well as stability agents and 
wetting agents (the latter to help offset the hydrophobic nature of silicone) was introduced in 1979. 
However, the introduction of fluoro-silicone/acrylate (F-S/A) lenses in the mid 1980s was a major 
breakthrough and almost all GP lenses in use today are F-S/A materials. The addition of fluorine both 
assisted in surface wettability via encouraging the tear film mucin to form an even layer on the lens 
surface but also increased oxygen permeability—through increased oxygen solubility in fluorine— 
while allowing the silicone content to be reduced. GP materials have many benefits including high 
quality of vision resulting from the excellent optical quality of these materials and their ability to 
mold the front surface of the cornea and automatically correct for astigmatism. 

Soft (or hydrogel) contact lenses were introduced in 1971. Soft lenses differ from GP lenses as a 
result of their ability to bind substantial amounts of water.1 A loose or less tight cross-linking structure 
allows these materials to range in water content from 25 to greater than 70 percent when equilibrated 
in normal (0.9 percent) saline.2 The water content can be expressed by the following equation:3

 Water content =
Weight of lens water

Total weight of hydraated lens
×100  

Soft lens materials are quite porous relative to GP lenses resulting in a reduction in optical quality 
which can impact vision. This pore size has been estimated at about 8 Å for low water content mate-
rials and 20 to 30 Å for high water content lenses.4 However, as a result of their larger overall diam-
eter resulting in less movement with the blink, soft lenses have the advantage of being more initially 
comfortable and easier to adapt to for lens wearers. As soft lenses allow very little oxygen via tear 
exchange with the blink and the oxygen transmission is achieved primarily through diffusion through 
the lens, they have not represented a highly successful long-term option for extended wear. However, 
recently silicone hydrogel lenses have been introduced with oxygen permeability values as much as 5 
to 10 times greater than hydrogel lenses and have increased from 0 percent of new fits in the United 
States in 2002 to over 35 percent in 2006.5 Silicone hydrogel lens materials combine the high oxygen 
permeability of silicone with other material characteristics of conventional hydrogel materials that 
facilitate fluid transport and lens movement.6 The surfaces of these lenses are treated to make them 
more hydrophilic and, therefore, more biocompatible. These materials are FDA approved for up to 
30 days of continuous lens wear.  

Curvature, Diameter, and Thickness

To understand the optics associated with contact lenses, it is important to have a good working 
knowledge of contact lens design. A brief description of each parameter is discussed below and sum-
marized in Table 1. 

Base Curve Radius (BCR) The base curve radius of a contact lens is the radius of curvature of the 
central posterior optical section in millimeters7 (Fig. 1). This has also been termed the back central 
optical radius (BCOR).  For rigid GP lens materials the base curve radius is typically selected to 
be approximately the same curvature as the anterior cornea such that the lens will “align” with the 
anterior corneal surface. With soft or hydrogel lenses, the base curve radius is typically about 1.0 mm 
flatter than the anterior corneal curvature as they are much larger in diameter and simply drape over 



TABLE 1 Contact Lens Design Parameters

Base Curve Radius  The radius of curvature of the central posterior optical section in 
millimeters.

Secondary Curve Radius/Width  In a tricurve or tetracurve GP lens design, the secondary curve radius is 
the curve adjacent to the central base curve radius and is typically flatter 
than the base curve radius. The width of this curve (often 0.2 to 0.5 mm) 
represents the linear size of this curve.

Intermediate Curve Radius/Width  In a tetracurve GP lens design, the intermediate curve radius is the curve 
adjacent to the secondary curve radius and is flatter than the secondary 
curve radius. The width of this curve (often 0.2 to 0.5 mm) represents 
the linear size of this curve.

Peripheral Curve Radius/Width  In a tricurve or tetracurve GP lens design, the peripheral curve radius 
is the outermost curve radius. It is the flattest curve and its parameter 
is most responsible for the resultant edge clearance (distance from edge 
to cornea). The width of this curve (often 0.2 to 0.5 mm) represents the 
linear size of this curve.

Transition Zone Blend  As the junction between two peripheral curves can be rather sharp, labo-
ratories typically blend or smooth these junctions. 

Overall Diameter  This represents the linear, chord, edge-to-edge measurement of the lens in 
millimeters. 

Optical Zone Diameter  This represents the linear equivalent of the base curve radius and pro-
vides the visual optics for both GP and soft lenses.

Center Thickness  This is the thickness as measured at the exact center of the lens. 

Edge Thickness  This is the thickness as measured at the edge of the lens. This value 
should be similar to the center thickness. As high minus lenses have thick 
edges, a plus lenticular is often manufactured to thin the anterior edge; 
likewise for low minus and plus power lenses, a minus lenticular is gener-
ated to increase the edge thickness. 

Power  Lens power is the dioptric power of the contact lens, usually expressed as 
back vertex power.

Overall diameter

Transition zone
(blends)

Optical zone
diameter

PCR - Peripheral curve radius
ICR - Intermediate curve radius
SCR - Secondary curve radius
BCR - Base curve radius

BCR
SCR

ICR
PCR

Secondary curve width

Intermediate curve width

Peripheral curve width

FIGURE 1 Cross-section of a tetracurve rigid GP contact lens showing overall diameter, optical zone diameter, 
secondary curve, intermediate curve, and peripheral curve radii and widths and transition zone blends. (From Ref. 30.)
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the cornea and align with the adjacent sclera.8 For GP lenses base curve radius is often specified in 
millimeters; however, it has also been denoted by its dioptric equivalent. The conversion formula is 

BCR (in diopters)=
′−n n
r

 

where n′ = index surrounding the lens (although the tear layer is 1.336, the keratometer is 
  calibrated for 1.3375 and this value is used)
 n = refractive index of air or 1.0
 r = base curve radius in meters

For example, if the base curve radius was verified to be 7.50 mm with the radiuscope, the dioptric 
equivalent would be 1.3375 – 1.0/0.0075 or 45 D. BCR values in diopters and their converted values 
in millimeters are provided in Table 2.

Overall Diameter (OAD)/Optical Zone Diameter (OZD) The linear, chord, edge-to-edge measure-
ment of the lens in millimeters is the overall diameter. GP lenses typically have OAD values between 
9.0 to 10.0 mm. Soft or hydrogel lenses typically have OAD values of approximately 14.0 mm. The 
optical zone diameter is the linear equivalent of the base curve radius and is the central section of 
the lens which provides usable optics for vision; the lens periphery has a primary function of opti-
mizing tear exchange and the fitting relationship. By convention, the lens OZD for GP lenses is the 
overall diameter minus the posterior peripheral curve widths (often the OAD—approximately 1.0 
to 1.5 mm). The OZD for soft lenses is the overall lens diameter minus twice the anterior peripheral 
curve width in millimeters. 

Posterior Peripheral Curve Systems GP lenses have a standard curvature (i.e., the base curve radius) 
with typically two-to-three peripheral curve radii. These peripheral curve radii are progressively

TABLE 2 Keratometer Diopter Conversion to Millimeters

BCR (D) BCR (mm) BCR (D) BCR (mm)

40.00 8.44 46.25 7.30
40.25 8.39 46.50 7.26
40.50 8.33 46.75 7.22
40.75 8.28 47.00 7.18
41.00 8.23 47.25 7.14
41.25 8.18 47.50 7.11
41.50 8.13 47.75 7.07
41.75 8.08 48.00 7.03
42.00 8.04 48.25 7.00
42.25 7.99 48.50 6.96
42.50 7.94 48.75 6.92
42.75 7.89 49.00 6.89
43.00 7.85 49.25 6.85
43.25 7.80 49.50 6.82
43.50 7.76 49.75 6.78
43.75 7.72 50.00 6.75
44.00 7.67 50.25 6.72
44.25 7.63 50.50 6.68
44.50 7.58 50.75 6.65
44.75 7.54 51.00 6.62
45.00 7.50 51.25 6.59
45.25 7.46 51.50 6.55
45.50 7.42 51.75 6.52
45.75 7.38 52.00 6.49
46.00 7.34
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flatter from the base curve to the outermost curve. As the cornea is aspheric and flattens from center 
to periphery, a monocurve GP lens would likely be too steep in the periphery and not allow tear 
exchange—important for oxygen exchange and debris removal—to occur. Therefore, if the base 
curve radius was 7.80 mm, one common philosophy recommends a secondary curve radius (SCR) 
equal to 1 mm flatter than the base curve radius, and a peripheral curve radius 2 mm flatter than 
the SCR.9 Both of these curves would be 0.3 mm wide. This is termed a tricurve design. A tetracurve 
design would include a secondary curve, an intermediate curve, and a peripheral curve as dia-
grammed in Fig. 1. Some designs (to be discussed) are manufactured such that they have a gradual 
increase in flattening in the periphery, termed a peripheral aspheric design. Soft lens posterior cur-
vature is either monocurve, bicurve (typically one peripheral curve on average about 0.5 mm wide 
and as flat as 12 mm in curvature), or aspheric. The nonmonocurve designs are intended to align 
the lens periphery with the peripheral limbal or scleral topography.7

Center Thickness Contact lenses are relatively thin lens designs (relative to spectacles) with lenses 
as thin as 0.035 mm for a high minus power ultrathin soft lens to as high as 0.5 to 0.6 mm for high 
plus power soft and GP lenses, especially if prism ballast is incorporated into the lens to stabilize 
it on the eye. Minus power GP lenses tend to vary from 0.09 mm (ultrathin) to 0.19 mm for low 
minus standard thickness designs. Low plus power lenses typically have center thicknesses in the 
0.20 to 0.25 mm range and high plus power lenses have center thicknesses in the 0.26 to 0.60 mm 
range. Center thickness impacts both lens mass and oxygen transmission. Plus power lenses have 
greater mass and an anterior center of gravity making centration on the eye more challenging.  In 
addition, oxygen transmission (i.e., Dk/t where “Dk” is the oxygen permeability of the material and 
“t” is the thickness—either tavg for average thickness or tc for center thickness) reduces as the center 
thickness increases. However, a minus power GP lens that is too thin will bend or flex on the eye and 
will negate one of the benefits of this modality, the ability to mold the anterior corneal surface into a 
sphere and correct astigmatism. 

Edge Thickness Edge thickness varies for GP and soft lenses but values of 0.06 to 0.12 mm are not 
uncommon. With most GP designs, the apex is tapered and rounded toward the posterior surface. 
As high minus power (typically ≥5 D) lenses tend to have thick edges and both low minus power 
(typically ≤ 1.50 D) and all plus power lenses have thin edges, special manufacturing procedures 
are utilized to maintain a uniform edge thickness. With GP lenses this is typically a plus lenticular 
(a manu facturing process that thins the edge) for high minus power lenses and a minus lenticular 
(a manufacturing process that results in a thicker edge) for low minus and plus power lenses. This 
uniform edge thickness is important for allowing the upper lid to lift up the lens with the blink 
while not being so thick that the lid would push the lens inferiorly. 

20.4 CONTACT LENS POWER

Contact lens power typically differs from spectacle lens power. For example, a spectacle lens power 
of –2.00 –1.00 × 180 would indicate that the horizontal meridian of the spectacles has a power of 
–2.00 D and the vertical meridian has a power of –3.00 D. If this patient has no residual astigmatism 
(i.e., the anterior corneal astigmatism is also equal to –1.00 × 180), the back surface of a spherical 
power GP lens will mold the front surface of the cornea into a sphere; therefore, the astigmatism is 
corrected. A spherical soft lens, however, simply drapes over the eye and does not correct for refrac-
tive astigmatism and, in theory, the –1.00 × 180 correction in the spectacles would not be corrected 
by such a soft lens and a special design, a soft toric lens (to be discussed) would be indicated. 

The Contact Lens as a Thick Lens

Contact lenses are manufactured at a much lesser center thickness (typically 0.08 to 0.5 mm) than 
spectacle lenses. Nevertheless, they still need to be considered as thick lenses when determining the 
overall power. Therefore, instead of simply adding the refractive power of the front surface to the 



OPTICS OF CONTACT LENSES  20.7

back surface power (i.e., FT = F1 + F2), the curvatures of both surfaces, center thickness and index 
of refraction of the lens material need to be considered. The thick lens formula used for spectacle 
lenses could be considered.10 It is as follows:

 FT = F1 + F2 – (t /n)F1F2 

where FT = equivalent or true refractive power in diopters
 F1 = (n′ – n)/r1 = refractive power of the anterior lens surface
 F2 = (n – n′)/r2 = refractive power of the posterior lens surface
 t = center thickness of the lens in meters
 n′ = refractive index of the lens material
 n = refractive index of the medium surrounding the lens
 r1 = radius of curvature of posterior surface, in meters
 r2 = radius of curvature of anterior surface, in meters

However, as the positions of the principal planes vary with the design of the lens and its two surface 
powers, it is impractical to use the equivalent, or true, power of a contact lens as the absolute definition 
of refractive power. It is, instead, important to use a fixed position to measure refractive power. 

Back Vertex Power and Front Vertex Power

A fixed position from which refractive power can be determined is via the use of either back vertex 
power (BVP) or front vertex power (FVP). The equations of these powers are as follows:

 BVP = +F
F
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2
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The measurement of BVP and FVP is very straightforward on a lensometer. BVP is obtained 
with the back surface of the lens (concave surface) against the lens stop (see Fig. 2). Front surface 

FIGURE 2 Determination of back surface power via the use of a lensometer.
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power is obtained with the front surface of the lens (i.e., convex surface) against the lens stop. The 
focal lengths (in meters) are also easy to determine as they are simply the reciprocals of the vertex 
powers in diopters. For example, a BVP of –10 D would have a focal length of 1/10 or 0.1 m (or 
10 cm). 

The difference between BVP and FVP is often negligible, especially in all minus and low plus 
power lenses. This is the result of the smaller center thicknesses that are present in these lens powers. 
However, with moderate-to-high plus power lenses—notably aphakic powers—this difference becomes 
significant (see Table 3).

As it can be shown, BVP is always greater than FVP. This has been a source of confusion in the past 
when it was not uncommon to specify (and/or receive from the fabricating laboratory) aphakic lenses 
via FVP. However, if the practitioner ordered the lenses based on BVP, the amount of resulting error 
could be considerable.11 Fortunately, the contact lens industry has—with rare exception—utilized 
back surface power for all contact lenses in recent years. 

Effective Power

A primary difference between spectacle power and contact lens power—notably in high ametropia— 
pertains to the effective power at the corneal plane. A spectacle lens is often positioned 10 to 15 mm 
in front of the cornea. This distance from the spectacle lens to the corneal apex is termed “vertex 
distance.” A contact lens, however, by virtue of being positioned adjacent to the cornea has a vertex 
distance of zero.  

As a rule, as a plus power lens is brought closer to the cornea, its effective power decreases, such 
that its refractive power must be increased in order to maintain a constant amount of power relative 
to the eye. Likewise, when a minus power lens is brought closer to the eye, its effective power increases, 
such that its refractive power must be decreased in order to maintain a constant amount of power 
relative to the eye.10 When correcting an individual with a myopic refractive error, a contact lens will 
require a longer focal length, therefore resulting in less minus power than a spectacle lens. Likewise, 
when correcting an individual with a hyperopic refractive error, a contact lens will require a smaller 
focal length, therefore resulting in a higher plus refractive power than with a spectacle lens. Effective 
power differences between spectacle and contact lens corrections become clinically significant at about 
±4 D (see Table 4). 

TABLE 3 Differences between Back Vertex Power (BVP) and Front 
Vertex Power (FVP) in Air for GP Lenses (N = 1.46)

  Center  Power
BVP (D) FVP (D) Thickness (mm) Difference (D)

 –15.00 –14.86 0.12 –0.14
 –12.00 –11.88 0.12 –0.12
 –9.00 –8.91 0.12 –0.09
 –6.00 –5.94 0.12 –0.06
 –3.00 –2.96 0.14 –0.04
 Plano Plano 0.18 0
 +3.00 +2.95 0.21 +0.05
 +6.00 +5.87 0.24 +0.13
 +9.00 +8.75 0.30 +0.25
 +12.00 +11.59 0.36 +0.41
 +15.00 +14.41 0.41 +0.59
 +20.00 +19.01 0.50 +0.99
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There are two methods of determining the power at the corneal plane. The first is simply to use 
the following equation

 F c
F
dF

( ) =
(sp)

1 (sp)−  

where F(c) = power at the corneal plane
 F(sp) = power at the spectacle plane
 d = vertex distance (in m)

Whereas, the vertex distance should be carefully measured in high ametropia patients, an average 
value of 12 mm is commonly used and will be used in the calculations presented in this chapter. If 
a patient has a refractive power of –7.00 – 1.50 × 180, and the power in each meridian (i.e., –7.00 at 
180 and –8.50 at 090) is “vertexed” to the corneal plane via this formula, the resulting powers would 
be –6.46 D and –7.71 D or –6.46 – 1.25 × 180, which can be rounded off to –6.50 – 1.25 × 180. If 
the individual was hyperopic and had a refractive error of +7.00 – 1.50 × 180, and the power in each 
meridian (i.e., +7.00 at 180 and +5.50 D at 090) was vertexed to the corneal plane, the resulting 
powers would be +7.64 D and +5.89 D or +7.64 – 1.75 × 180 or rounded off to +7.75 – 1.75 × 180.

TABLE 4 Effective Spectacle Lens Power at the Corneal Plane 
(12 mm Vertex Distance)

Minus Lenses (in Diopters)

 Spectacle  Effective Spectacle Effective
 Lens Power Lens Power Lens Power Lens Power

 –4.00 –3.75 +4.00 +4.25
 –4.50 –4.25 +4.50 +4.75
 –5.00 –4.75 +5.00 +5.25
 –5.50 –5.25 +5.50 +6.00
 –6.00 –5.50 +6.00 +6.50
 –6.50 –6.00 +6.50 +7.00
 –7.00 –6.50 +7.00 +7.75
 –7.50 –7.00 +7.50 +8.25
 –8.00 –7.25 +8.00 +8.75
 –8.50 –7.75 +8.50 +9.50
 –9.00 –8.25 +9.00 +10.00
 –9.50 –8.50 +9.50 +10.75
 –10.00 –9.00 +10.00 +11.25
 –10.50 –9.50 +10.50 +12.00
 –11.00 –9.75 +11.00 +12.75
 –11.50 –10.00 +11.50 +13.25
 –12.00 –10.50 +12.00 +14.00
 –12.50 –10.75 +12.50 +14.75
 –13.00 –11.25 +13.00 +15.50
 –13.50 –11.50 +13.50 +16.00
 –14.00 –12.00 +14.00 +16.75
 –14.50 –12.50 +14.50 +17.50
 –15.00 –12.75 +15.00 +18.25
 –15.50 –13.00 +15.50 +19.00
 –16.00 –13.50 +16.00 +19.75
 –16.50 –13.75 +16.50 +20.50
 –17.00 –14.00 +17.00 +21.25
 –17.50 –14.50 +17.50 +22.25
 –18.00 –14.75 +18.00 +23.00
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It can observed that in compound myopic astigmatism, the spherical and cylinder power components 
decrease when referred to the corneal plane. In compound hyperopic astigmatism, the spherical and 
cylindrical power components increase or become greater when referred to the corneal plane. 

The second method of effective power calculation would refer back to the diagrams in Figs. 3 and 
4 via the use of focal lengths. If the individual’s refractive error is –7.00 – 150 × 180, the focal lengths 
of the two primary meridians are as follows:

Horizontal meridian: f 180 = 
1

180
1

7F
=

D
 = 0.1429 m or 142.9 mm (Fig. 3a)

Vertical meridian: f 090 = 
1
090

1
8 50F

=
. D

 = 0.1176 m or 117.6 mm (Fig. 3b)
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FIGURE 3 Determination of the effective power for the myopic patient 
in both the (a) horizontal meridian and (b) vertical meridian.
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The focal lengths of the correction at the corneal plane will be 12 mm more; therefore, the final 
power per meridian is

Horizontal meridian: F180
1

0 1549
6 46= =−

.
.

m
D

Vertical meridian: F090
1

0 1296
7 72= =

.
– .

m
D

The corneal plane refraction is, therefore, –6.46 – 1.26 × 180 or rounded off to –6.50 – 1.25 × 180.
If the individual’s refractive error is +7.00 – 1.50 × 180, the focal lengths of the two primary merid-

ians are as follows:

Horizontal meridian: f 180 = 
1

180
1

7F
=

D = 0.1429 m or 142.9 mm (Fig. 4a)

Vertical meridian: f 090 = 
1
090

1
5 5F

=
. D

 = 0.1818 m or 181.8 mm (Fig. 4b)
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FIGURE 4 Determination of the effective power for the hyperopic 
patient in both the (a) horizontal meridian and (b) vertical meridian.
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The focal lengths of the correction at the corneal plane will be 12 mm less; therefore, the final 
power per meridian is

Horizontal meridian: F180
1

0 1309
7 64= = +

.
.

m
D

Vertical meridian: F090
1

0 1698
5 89= = +

.
.

m
D

The corneal plane refraction is, therefore, +7.64 – 1.75 × 180 or rounded off to +7.75 – 1.75 × 180.

Lacrimal Lens Considerations

Whereas effective power impacts both soft and GP lenses with patients who have a spherical refractive 
value equal to 4 D or greater, as soft lenses merely drape over the cornea, no compensation for the 
lacrimal or tear lens between the cornea and the contact lens is necessary. With GP lenses, however, 
a lacrimal or tear lens between cornea and contact lens often exists and needs to be factored into 
the final contact lens power determination. The baseline values to be considered when determin-
ing GP power pertain to the flatter keratometry reading and the spherical refractive value (at the 
corneal plane). The base curve radius selected for most GP wearers is very similar in curvature to the 
flatter keratometry reading; therefore, very little—if any—lacrimal lens is present. If fitted in align-
ment with the flatter keratometry reading, this is typically referred to as an “On K” lens-to-cornea 
fitting relationship. If the lens is fitted more curved or steeper in base curve radius than the baseline 
corneal curvature value it is termed “steeper than K.” If the lens is fitted less curved or flatter than 
the baseline corneal curvature value, it is termed “flatter than K.” The ideal GP lens-to-cornea fit-
ting relationship would consist of an alignment or even tear film between lens and cornea as easily 
observed when fluorescein dye is applied to the tear film. Such a pattern is shown in Fig. 5. A base 
curve radius selected excessively steeper than “K” resulting in direct contact of the lens against the 
central cornea is shown in Fig. 6. This apical bearing relationship can ultimately result in central cor-
neal distortion as well as excessive lens awareness due to the large amount of edge clearance present. A 
base curve radius selected excessively steeper than “K” can result in very little tear exchange periph-
erally, possibly resulting in edge sealoff and corneal edema. (See Fig. 7.)

In theory, as a result of the fact that the cornea is aspheric and gradually flattens in curvature from 
center to periphery, a slightly flatter than “K” base curve radius is often recommended. Of course the 
rate of flattening or corneal eccentricity can vary considerably and this will impact the fitting relation-
ship and the base curve radius that will ultimately result in success. It is also important to remember 

FIGURE 5 An alignment GP lens-to-cornea 
fitting relationship as demonstrated with fluorescein 
application.

FIGURE 6 An apical bearing or flat GP lens-
to-cornea fitting relationship as demonstrated with 
fluorescein application.
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that a lens that is fitted flatter than “K” will induce a minus power lacrimal lens; for example, if a lens 
was fitted 0.50 D flatter than “K,” a –0.50 D lacrimal lens would be present and +0.50 D would need to 
be incorporated into the contact lens power to compensate for the lacrimal lens. Likewise, a lens that 
is fitted steeper than “K” will induce a plus power lacrimal lens; for example, if a lens was fitted 0.50 D 
steeper than “K,” a +0.50 D lacrimal lens would be present and –0.50 D would need to be incorporated 
into the contact lens power to compensate for the lacrimal lens.

The actual power can be derived in several ways. For example, the GP lenses were to be ordered 
empirically (i.e., from calculations only, not via the application of a diagnostic lens), the following 
formula can be used for predicting the power to be ordered

 Fcl = Fcp – LLP 

where Fcl = power of the contact lens
 Fcp = power of the refraction at the corneal plane
 LLP = lacrimal lens power

 Using this formula, if the patient had the following refraction and keratometry values

Refraction: –3.00 – 0.75 × 180

Keratometry: 43.50 at 180; 44.25 at 090

and a base curve radius was selected 0.75 D flatter than “K” or 42.75 (7.89 mm), the following GP 
contact lens power would be predicted:

 Fcl = –3.00 – (–)0.75 = –2.25 D 

If the base curve radius was selected to be 0.50 D steeper than “K,” the predicted contact lens power 
would be

 Fcl = –3.00 – 0.50 = –3.50 

This example is shown in Fig. 8. An easy acronym to remember when factoring the tear lens into 
the contact lens power is “SAM-FAP” (i.e., “steep-add-minus” and “flat-add-plus”).

The most accurate method of determining contact lens power is via the use of a diagnostic lens. 
The formula for deriving the power when a diagnostic lens is placed on the eye is very simple

 Fcl = Fdl + OR  

FIGURE 7 An apical clearance or steep GP 
lens-to-cornea fitting relationship as demonstrated 
with fluorescein application.
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where Fcl = final contact lens power
 Fdl = power of the diagnostic lens
 OR = spherical overrefraction

For example, if a patient has the following spectacle refraction and keratometry values

Refraction: –6.00 – 0.50 × 180

Keratometry: 43.50 at 180; 44.00 at 090

If a diagnostic GP lens with a power of –3.00 D and a base curve radius equal to 43.25 (7.80 mm) 
was selected, the predicted contact lens power would equal

 Fcl = Fcp – LLP

 = –5.50 (refraction at corneal plane) – (–)0.25 

 = –5.25 D

Once the contact lens has been evaluated and an overrefraction performed, it can be determined 
if the actual contact lens power to be ordered is equal to the predicted. If the spherical overrefraction 
was –2.25 D, this would be the case as

 Fcl = Fdl + OR  or 

 = –3.00 + (–)2.25 

 = –5.25 D 

Tear lens power = –0.75 D

–3.00 –3.00

–3.00 –3.00

+0.75

+ ++0.75

–2.25 D
Contact lens

–3.50 D
Contact lens

–0.50

–0.50

Tear lens power = +0.50 D

Refraction: –3.00 – 0.75 × 180
Keratometry readings: 43.50 at 180, 44.25 at 090

Flat contact lens
BCR: 42.75

Step contact lens
BCR: 44.00

Eye Eye

FIGURE 8 The “SAM (steep-add-minus)-FAP (flat-add-plus)” acronym 
as it applies to power determination based on the tear lens power.
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As this example clearly demonstrates, the two most important factors when determining the 
power of a GP lens are effective power (if the ametropia is ≥ 4 D) and lacrimal lens power. If the 
contact lens power, as determined by overrefraction, deviates from the predicted power, the former is 
typically more accurate as inaccuracies in refraction and keratometry can impact the predicted value. 
The final lens order for this patient could be as follows:

Power: –5.25 D

OAD/OZD: 9.40/8.00 mm

BCR: 7.80 mm

SCR/W: 8.80/0.3 mm

PCR/W: 10.80/0.3 mm

CT: 0.12 mm

Material: Boston ES (fluoro-silicone/acrylate)

It is also important to understand how the lens design impacts the sagittal depth relationship 
between contact lens and cornea. As the optical zone diameter represents the linear equivalent to the 
base curve radius, if an alignment lens-to-cornea fitting relationship exists but the patient’s pupil 
diameter is quite large, necessitating a larger optical zone diameter to optimize vision, the new lens 
should exhibit an apical clearance or steep fitting relationship due to the increase in sagittal depth. 
Essentially the steepest section of the contact lens, the base curve radius, has become larger. Therefore, 
the base curve radius should be designed to be flatter to compensate for this change in optical zone 
diameter; typically a 0.25 D change for every 0.5 mm change in OZD should maintain an alignment 
lens-to-cornea fitting relationship. 

Residual Astigmatism

A factor that has to be considered when determining whether a patient should be fit into GP lenses 
is their residual astigmatism. This is defined as12 

 Total ocular astigmatism – astigmatism as measured by keratometry 

In the previous examples, the refractive and anterior corneal astigmatism (as measured with a 
keratometer) were the same; therefore, no residual astigmatism would be predicted. If, however, a 
patient had the following refractive information:

Refraction: –2.00 – 1.50 × 180

Keratometry: 42.50 at 180; 43.00 at 090

the predicted residual astigmatism would equal the refractive (i.e., total ocular) astigmatism minus 
the keratometric astigmatism or

 –1.50 × 180 – (–) 0.50 × 180 = –1.00 × 180 

As a GP lens only corrects anterior corneal astigmatism, this residual astigmatism would not be corrected 
and could result in symptoms of blurred vision and eyestrain. Typically, when there is –0.75 D or greater 
of residual astigmatism, a spherical GP lens is not recommended. Fortunately, this is quite uncommon. 

Soft Lens Power

For spherical soft lenses, the primary factor to consider would pertain to effective power consider-
ations when the ametropia equals or exceeds 4 D. As the back surface of a soft lens essentially conforms 
to—or drapes over—the anterior corneal surface, the power of the lacrimal lens is approximately 
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plano or afocal.13 This conformation of lens to the topography of the cornea has been termed “flexure.” 
Changes in base curve radius, diameter, or any other parameters do not appear to induce any lacri-
mal lens power. If the lens dehydrates during wear, the refractive index of the material will increase 
which will increase the magnitude of both plus and minus corrections, and the base curve radius 
will steepen and the lens will increase in minus power.14 In addition, it has been reported that as the 
cornea steepens, the amount of back vertex power is predicted to increase for both plus and minus 
lenses.10 Total flexure or conformation to the cornea may not be realistic with soft lenses, notably for 
plus power lenses.15

Another factor that impacts soft lens power as well as other design parameters pertains to the 
amount of expansion that occurs when the lens is hydrated (i.e., from the dry to wet state). According 
to Douthwaite13 a –3.25 D 59 percent water content soft lens with a 13 mm overall diameter, 8.60 mm 
base curve radius, and center thickness of 0.085 mm will have—prior to hydration—a –5.82 D power, 
6.10 mm base curve radius, 9.22 mm overall diameter, and 0.060 mm center thickness. Therefore, 
as a result of all of these factors (dehydration, incomplete flexure, and the parameter changes when 
hydrated), it cannot be assumed that the labeled lens power of a soft contact lens will represent the 
true power of the lens on the eye. 

Toric Lens Powers

Soft Toric Lenses As spherical soft lenses do not correct for the refractive (ocular) astigmatism, 
lenses incorporating this correction on the front surface are termed “soft toric lenses.” As it has 
been estimated that about 45 percent of interested contact lens patients have refractive astigmatism 
greater than or equal to 0.75 D16 if the criterion for significant astigmatism is a minimum of 0.75 D, 
then close to half of the spectacle-wearing population are potential candidates for soft toric lenses.17

The astigmatism is typically corrected onto the vertical meridian of the front surface and the 
lenses use several types of stabilizing techniques that will minimize any rotation of the lens on the 
eye. Traditionally these designs were prism ballasted inferiorly to weight the lens. Several newer tech-
niques have resulted in the necessary thickness differential between the central, superior, and inferior 
sections of the lens without prism use. 

The cylinder axis of the soft toric lens should align with the axis of the refractive astigmatism of 
the eye. For example, if a patient has a refractive error of –2.00 – 0.75 × 180, this should be the powers of 
the soft toric lens fit to this patient. The cylinder axis is typically identified by a laser mark; often marks 
are also present 20° to the left and to the right of the axis. If the axis shifts or rotates with the blink, a 
new lens should be attempted which compensates for this rotation. The acronym LARS (left-add; right 
subtract) is valuable in these cases (Fig. 9). If the laser mark shifts 15° to the observer’s left, a new lens 
with an axis at 15° should be attempted; likewise if the lens shifts 15° to the observer’s right, a lens 
with an axis of 165° should be attempted. 

Spectacle refraction
–2.00 –0.75  × 180

Order
–2.00 –0.75 × 015

Order
–2.00 –0.75 × 165

+15° –15°

FIGURE 9 The “LARS” (i.e., left-add; right-subtract) 
concept as it pertains to determining axis for a soft toric 
lens.
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If lens rotation is minimal, particularly with high spherical refractive errors (i.e., ≥5 D) and low 
astigmatic corrections (i.e., ≤1.25 D), little-to-no impact on vision should result. On average, rela-
tively stable soft toric lenses usually average 0 to 10° of nasal rotation.18 However, when the rotation 
is significant, a “crossed cylinder” problem is presented. When the axis of cylinder of a correcting 
contact lens does not align with the best refractive correction, an overrefraction will result in cylinder 
at an axis oblique to that of the axis of best correction.10 Residual cylinder will be present in the over-
refraction and this value will increase as axis rotation increases and with higher refractive cylinder 
corrections.  The extent of the shift in position of the resultant plus cylinder axis for two cylinders of 
equal power but opposite sign has been calculated by Pascal.19 The formula (90 + a)/2 is used, where 
“a” is the angular discrepancy between the two combined cylinders. Therefore, the resultant plus cyl-
inder axis is 45° from the midpoint between the axes of the two combined cylinders. The axis of the 
resultant plus cylinder of the crossed cylinder combination will appear on the side of the axis of the 
original plus cylinder opposite to that of the original minus cylinder.  If the axis of ocular astigmatism 
is, for example, 90° and a minus cylinder of equal power is placed at axis 70°, or 20° away, the resultant 
plus cylinder will appear 55°[i.e., (90 + 20)/2] from 070 on the opposite side, or “x125.” The resultant 
plus cylinder will require a minus cylinder correction. 

GP Bitoric Lens Powers Spherical GP wearing patients who exhibit a high amount of corneal astig-
matism (typically ≥2.50 D) will not show the alignment fluorescein pattern demonstrated in Fig. 5 
but will, instead, show a “dumbbell-shaped” pattern as shown in Fig. 10. In a high with-the-rule 
astigmatic patient, excessive edge clearance will exist in the steeper vertical meridian and bearing 
along the flatter horizontal meridian. As this fitting relationship often results in lens decentration 
on the eye, more edge awareness and corneal desiccation (dryness-induced epithelial cell loss), a 
lens that has a toric back surface with curvatures approximating the corneal curvatures in the two 
principle meridians is indicated. This design—termed bitoric lens design—essentially consists of 
two curvatures and two corresponding powers. A common method of selecting base curve radii is 
the Mandell-Moore bitoric lens guide philosophy.20 This is provided in Table 5.  For example, if the 
keratometry readings were

42.00 at 180  and  45.00 at 090

based on the Mandell-Moore base curve radius selection guide for three diopters of corneal cylinder, 
the flatter base curve radius would equal 0.25 D flatter than flat “K” or 41.75 D and the steeper base 
curve radius would equal 0.75 D flatter than steep “K” or 44.25 D. The base curve radii are selected 
to be flatter than their respective corneal curvatures due to the flattening of the cornea from center 
to periphery. The greater amount of flattening in the steeper meridian creates a slight amount of 

FIGURE 10 An astigmatic or “dumbbell-
shaped” fluorescein pattern of a spherical GP lens 
on a highly with-the-rule astigmatic patient.
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toricity which has been found to enhance tear exchange. Determining the lens powers requires two 
tear lens calculations (vertical and horizontal meridians), not one as with conventional GP lenses. 
For example, if the patient’s refraction in the above case was Pl – 3.00 × 180, the powers to be ordered 
for each meridian would consist of the following

 Fcph – LLP  and  Fcpv – LLP 

where Fcph = refractive power at the corneal plane in horizontal meridian and
 Fcpv = refractive power at the corneal plane in vertical meridian

Fcph – LLP = Pl – (–0.25) = +0.25 D

Fcpv – LLP = –3.00 – (–0.75) = –2.25 D

Therefore, the final powers of this bitoric lens would be +0.25/–2.25. This can also be diagrammed 
via the use of optical crosses showing the refractive power per meridian in combination with the cor-
rection for the lacrimal lens power (i.e., using “SAM-FAP”). This is shown in Fig. 11.

Another method of determining the base curve radii and powers without the use of optical crosses 
is to use the Mandell-Moore guide. An example is provided in Fig. 12.

An alternative method, which appears to be equally popular and effective, is to fit the patient with 
bitoric diagnostic lenses.21 In this case, a spherical overrefraction is typically all that is required and 
this value is added to the diagnostic lens power in each meridian. If, for example, in the above case, a 
bitoric diagnostic lens is selected that has base curve radii of 41.50/44.50 and powers of Pl/–3.00 D, 
and the overrefraction is +0.50 DS, the final powers would be

 Plano + (+) 0.50 = +0.50 D 

 –3.00 + (+) 0.50 = –2.50 D 

TABLE 5 Mandell-Moore Base Curve Selection

 Corneal Cylinder Flat Meridian Steep Meridian

 2.0 D “On K” 0.50 D Flatter than “K”
 2.5 D 0.25 D Flatter than “K” 0.50 D Flatter than “K”
 3.0 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”
 3.5 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”
 4.0 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”
 5.0 D 0.25 D Flatter than “K” 0.75 D Flatter than “K”

+

Refraction

–3.00

Plano +0.25

+0.75

Tear lens
compensation

–2.25

+0.25

Final lens
powers

FIGURE 11 The use of optical crosses to show tear lens 
compensation in determining the final powers of a bitoric lens.
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In this case there is no residual astigmatism. In these examples the bitoric lens has a spherical 
power effect in that it can rotate on the eye with no impact on vision as the corresponding vergence 
will be present to correct for the change in corneal curvature. (See Fig. 13.)

If the patient has significant residual astigmatism, a sphero-cylindrical overrefraction will be nec-
essary and the overrefraction in a meridian will be added to the corresponding power in the bitoric 
diagnostic lens. For example, if a patient had the following refractive information

Refraction: +1.00 – 4.00 × 180

Keratometry: 42.00 at 180; 45.00 at 090

Diagnostic bitoric lens: 41.50/44.50 Pl/–3.00D

Overrefraction: +1.50 – 1.00 × 180

FIGURE 12 The Mandell-Moore bitoric fitting guide.
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The final powers are determined by adding the overrefraction in the 180 meridian (+1.50) to the 
diagnostic lens power (Plano) and then adding the overrefraction in the 090 meridian [+1.50 + (–)1.00 = 
+0.50] to the diagnostic lens power in that meridian (–3.00 D). This is shown in Fig. 14.

20.5 OTHER DESIGN CONSIDERATIONS

Aspheric Lens Designs

An aspherical surface has been defined as a surface which is not spherical.22  In contact lens design 
terminology, it was originally indicated by Feinbloom23 that “(a) an ellipsoid represents a better 
approximation of the form of the surface of the cornea of the human eye, and (b) contact lenses 
with inner elliptical surfaces represent a marked improvement in the comfort and wearing time by 
the patient.” This elliptical corneal shape consists of a central spherical zone which progressively flat-
tens as the limbus is approached. The progressive flattening is representative of ellipses—and conic 
sections—in general.24

The shapes of conic sections are described mathematically by their eccentricity (e). As it pertains 
to conic sections, eccentricity can be defined as deviating from a circular path. A spherical central 

Proper
corneal
alignment

90° lens
rotation

+

+

Lens power
in air

–2.50
(44.50)

–2.50
(44.50)

+0.50
(41.50)

+0.50
(41.50)

–3.00
(44.50)

+3.00
(41.50)

0

0

Tear lens
power

Vergence at
corneal surface

–2.50

–2.50

+0.50

+0.50

FIGURE 13 An example of how a bitoric lens can have spherical 
power effect optics. If the lens rotates 90°, the compensating vergences 
will be present. 

+

Diagnostic
lens powers

–3.00

Plano +1.50

+0.50

Overrefraction

–2.50

+1.50

Final lens
powers

FIGURE 14 Determining the final powers of a bitoric lens in 
which a sphero-cylindrical overrefraction simply pertains to add-
ing the overrefraction in a specific meridian to the power of the 
diagnostic lens in that meridian.
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area of a given radius of curvature is combined in a model system with varying rates of paracentral 
flattening in the same scale as that of the cornea that it represents. The “e” increases, as does the rate 
of paracentral flattening. This can be demonstrated graphically by plotting the conic sections on the 
same set of axes with the vertex of each figure having the same radius of curvature at the origin of 
the coordinates (see Fig. 15). A circle has an “e” value of 0 with its radius of curvature the same for all 
points on the curve and the meridians all equal in length. An ellipse has an “e” value between 0 and 1; 
a parabola has an “e” value equal to 1; a hyperbola has an “e” value greater than 1. As will be discussed, 
most of the aspheric lens designs in common use mimic the average corneal eccentricity which is a 
prolate ellipse with an “e” value of approximately 0.45.10,24 A prolate ellipse is produced by elongating 
the horizontal meridian of a circle (Fig. 16). If “a” is the major meridian of the ellipse and “b” the 
minor meridian, the eccentricity is calculated by the following equation:

 e
b

a
= −1 2

2

 

Hyperbola, e > 1

Parabola, e = 1

Ellipse, 0 < e < 1

Circle, e = 0

y

x

FIGURE 15 Different conic sections which have the 
same prolate apical radius but differ in eccentricity or e-value. 

Oblate
ellipse

Minor
meridian

Major
meridian

a

y

b
Prolate
ellipse

FIGURE 16 The major meridian of a typical ellipse is the “a” axis; 
rotation around this axis will produce a prolate ellipsoid, characterized 
by increasing radius of curvature outward from the origin. An oblate 
ellipsoid is produced by rotation around the minor axis “b.” This is char-
acterized by a decrease in radius of curvature outward from the origin. 



20.22  VISION AND VISION OPTICS

Several GP aspheric lens designs are in common use. Some are manufactured with a spherical 
base curve radius and an aspheric periphery. In many of these designs, the aspheric section is tangen-
tial to the base curve radius, therefore creating an aspheric continuum or continuous curve. Several 
aspheric designs have a totally aspheric posterior surface; however, the posterior optical zone and the 
periphery are two different curves. One such design that has enjoyed some success in the United States 
is the Envision lens (Bausch & Lomb). Originally developed by Hanita Contact Lenses in Israel, this 
design has an elliptical posterior optical zone of 0.4 and a hyperbolic periphery that is tangential to 
the posterior optical zone.

Aspheric lens designs have become increasingly popular in the correction of presbyopia. Both 
center-near and center-distance power soft lenses are currently used which involve continuous change 
in power from the lens axis to the peripheral section of the lens, therefore creating a multifocal effect. 
These designs have the benefit of progressive power change resulting in distance, intermediate, and 
near image correction. This power change is typically on the front surface of the lens and these designs 
have been termed “simultaneous vision” lenses as the different powers are in front of the pupil at 
the same time; therefore, some compromise in vision may exist with these designs at any desired 
viewing distance. This type of presbyopic correction has been found to be preferred by 76 percent 
of individuals who wore both this correction and monovision (i.e., one eye optimally corrected for 
distance vision; the other eye optimally corrected for near vision).25 GP aspheric multifocal designs 
have enjoyed greater success as a result of the rigidity, optical quality, and ability to provide high add 
powers. Although some designs are front surface aspherics with an increase in near power from center 
to periphery, most designs in common use today are center-distance back surface designs although 
this varies from region to region worldwide. These designs have much greater eccentricity than sin-
gle vision designs, ranging from high “e” value elliptical to hyperbolic back surface designs.26,27 This 
type of design has been found to result in similar visual performance to progressive addition spec-
tacle lenses while performing significantly better than both monovision and soft lens multifocals.28,29 
Although the rapid increase in plus power required to provide optimal near vision for patients with 
high add requirements can compromise distance vision, recently introduced GP multifocal designs 
have addressed this issue by incorporating some of the add power in a paracentral annular region 
on the front surface of the lens (see Fig. 17). These designs also rely on some upward shifting of the 
lens—or translation—when the patient views inferiorly to take advantage of the paracentral/peripheral 
near power. 

4.3 mm

FIGURE 17 The Essentials CSA 
lens design with the near add power 
on the front surface shown in red. 
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Posterior Peripheral Curve Design Systems 
and Calculations

As previously discussed, there are several terms used to describe the peripheral curve radii and width, 
including secondary curve, intermediate curve, peripheral curve, and aspheric peripheries. Edge lift 
or edge clearance are terms used to indicate the distance from the GP lens edge to the cornea. Edge 
lift pertains to the distance between the extension of the tangent of the base curve radius and the 
absolute edge after the addition of peripheral curves. Radial edge lift (REL) is measured normal to 
the base curve radius extension (i.e., the distance from the lens edge perpendicular to an extension 
of the base curve radius.9 (See Fig. 18.) Axial edge lift is measured parallel to the lens optical axis 
or the vertical distance from the lens edge to an extension of the base curve radius.  Axial edge lift 
is often used and values of 0.10 to 0.15 mm are typically recommended.30 In a tricurve design, for 
example, the peripheral curve often contributes approximately two-thirds of the overall axial edge 
lift. AEL values can be determined via the tables presented in Musset and Stone.31

Table 6 provides some representative AEL values for different designs. A more accurate estimate of 
the distance between the lens edge and the cornea is the actual edge clearance. As this does not per-
tain to an extension of the base curve radius, this value would be less than the axial edge lift. An ideal 
value for axial edge clearance has been found to be 0.08 mm.32 Although this has traditionally been 
a difficult parameter to measure, Douthwaite33 provides a very good overview of his recent efforts in 
calculating axial edge clearance and his text should be referred to for anyone desiring more informa-
tion on this topic. 

Overall diameter

S (Sag)
Z (axial edge lift)

E (radial edge lift)

FIGURE 18 Axial versus radial edge lift.

TABLE 6 Recommended Secondary and Peripheral Curve Radii

Axial Edge Lift = 0.10 mm

Secondary Curve Width = 0.3 mm

Peripheral Curve Width = 0.3 mm

Overall Diameter = 9.0; optical zone diameter = 7.8 mm

Base Curve Radius (BCR): varies from 7.5 to 8.3 mm

If secondary curve radius (SCR)/width contributes 0.04 and the peripheral curve 
radius(PCR)/width contributes 0.06 to the overall axial edge left, the following 
values would be calculated:

 BCR (mm) SCR (mm) PCR (mm)

 7.50 9.00 10.20
 7.70 9.30 10.70
 7.90 9.60 11.20
 8.10 10.00 11.70
 8.30 10.30 12.20

Source: From Ref. 32.
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For practical purposes, if the peripheral curve is designed or modified to be flatter or wider, 
the resulting edge clearance is greater. Flattening the base curve radius will also “lift” the periphery 
away from the cornea and increase edge clearance. Reducing the optical zone diameter while keep-
ing the overall diameter constant will increase edge clearance as the steepest part of the lens (i.e., the 
base curve radius) is reduced and the overall peripheral curve width is being increased. Conversely, 
edge clearance can be reduced by steepening the peripheral curve radius, reducing the peripheral 
curve width, steepening the base curve radius, or increasing the optical zone diameter. 

Aberrations and Contact Lenses

As is well established, there are several aberrations induced by the optics of the eye which can influ-
ence the quality of vision. Lower-order aberrations include tilt or prism, astigmatism, and defocus. 
The most common high-order aberrations found in human eyes are spherical aberration and coma. 
Whereas in spectacle lens designs, the primary problems pertain to minimizing the effects of oblique 
astigmatism and curvature of field to optimize quality of vision in peripheral gaze, this is not a sig-
nificant problem with contact lenses as the lens moves with the eye in all areas of gaze. However, 
spherical aberration and coma can be problematic with contact lens wear, notably when the lens 
decenters.22 The latter can be especially important.  If a lens is decentered 0.5 mm, an amount of 
coma approximately equivalent to the amount of spherical aberration is induced. If this decentra-
tion is 1 mm, a magnitude of coma equal to twice the level of spherical aberration is induced.34 A 
well-centered lens is especially important as recent research has found that coma is, in fact, more 
visually compromising than spherical aberration.35

The introduction of sensitive, sophisticated aberrometers has been beneficial in evaluating the 
relationship of contact lenses and aberrations. Several studies have evaluated the optical quality of 
eyes wearing different types of contact lenses. Certain types of soft lenses (i.e., manufactured via cast-
molding or spin-casting) induced more high-order aberrations, such as coma and spherical aberration 
as measured via aberrometry.36 In comparing both soft and GP lenses it was found that, whereas both 
soft and GP lenses induce more aberrations for the eyes that have low wavefront aberrations, soft lens 
wear tends to induce more higher-order aberrations and GP lens wear tends to reduce higher-order 
aberrations.37,38 CRT lenses used to dramatically reshape the cornea to reduce myopia when worn at 
night have been found to increase higher-order aberrations, especially spherical aberration.39,40

To correct for wavefront aberrations it is important to slow the propagation of the wavefront in 
areas of the pupil where it is advanced and speed up the propagation of the wavefront in areas where 
it’s retarded.41 This can be accomplished in a contact lens with localized changes in lens thickness. 
Essentially the lens must be thinner in areas where the eye it is correcting shows the greatest delays 
in wavefront and thickest where the eye’s wavefront demonstrates its greatest advancement. This is 
shown in Fig. 19 in which the introduction of an aberration-correcting contact lens in both myopic 
(Fig. 19a) and comatic (Fig. 19b) wavefronts is demonstrated.41

Several contact lens designs, especially soft lenses, have been recently introduced with some 
aberration-correction ability. Keratoconic eyes reportedly have higher-order aberration levels as 
much as 5.5 times higher than normal eyes;42 however, custom soft lenses have been found to provide 
a threefold reduction in aberration on keratoconic eyes.43,44 A few designs have attempted to intro-
duce a constant level of spherical aberration at all lens powers that is equal in magnitude but opposite 
in sign to the population mean for human eyes.42 Some designs achieve this over part of the dioptric 
power range (i.e., PureVision from Bausch & Lomb); the Biomedics Premier lens from CooperVision 
achieved this goal over the entire dioptric range.42,45 The Biomedics XC lens from CooperVision has 
been introduced with the strategy of having zero spherical aberration at all lens powers and, therefore, 
will neither add to or correct the eye’s own spherical aberration. These lenses have the advantages of 
not introducing large amounts of spherical aberration often provided by standard spherical soft lenses 
and as these lenses have no spherical aberration, they will not introduce coma if they decenter.

It’s evident that—although documented clinical success has not been definitely established with 
these designs—the future looks promising for aberration-controlling lenses. Likewise, manufactur-
ers will introduce designs that either center well or decenter by a fixed amount. The introduction of 
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contact lens-only aberrometers, such as the ClearWave (AMO Wavefront Sciences), allows for a greater 
ability to monitor the aberration characteristics of these designs and ultimately introduce designs that 
are more effective in correcting for the aberrations of the eye.  

20.6 CONVERGENCE AND ACCOMMODATION 
EFFECTS

Convergence

Spectacles which are well centered for distance vision but which are also used for all directions of gaze 
can induce a prismatic effect when the gaze is not straightahead. When viewing at near, a spectacle- 
wearing hyperopic patient will experience a base-out effect and a spectacle wearing myopic patient 
will experience a base-in effect. The fact that the optical center of a contact lens remains (or ideally 
should remain) centered in front of the eye in different directions of gaze results in several benefits 

(a)

Corrected
wavefront

Slab (CL) Retarded

Advanced

Aberrated
wavefront

Corrected
wavefront

Slab (CL) Retarded

Advanced
Aberrated
wavefront

(b)

FIGURE 19 Schematic showing the correction of a (a) myopic 
and (b) comatic wavefront by the introduction of an aberration-
correcting contact lens. (From Ref. 41.)
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for the contact lens wearer via reducing or eliminating the following prismatic effects common to 
spectacle wear including:10,46

1. Decreased near convergence demand for bilateral hyperopic patients and increased near conver-
gence demand for bilateral hyperopic patients.

2. Base right prism and base left prism for bilateral myopic patients, and base left prism and base 
right prism for bilateral hyperopic patients, in right and left gaze, respectively.

3. Vergence demand alterations in anisometropia or antimetropia, required for right and left gaze.

4. Vertical prismatic effects in up and down gaze, and imbalances in down gaze resulting from 
anisometropia or antimetropia.

There are a few potential problems, however, when changing a patient from spectacles to contact 
lenses. If the patient requires lateral prism correction to maintain alignment and fusional ability, this 
is not possible in contact lenses. For the young child this is an important consideration because of the 
cosmesis and freedom of vision provided by contact lenses. However, only after successful binocular 
vision training and/or surgical intervention should contact lenses be prescribed. Likewise, patients 
requiring correction for a vertical deviation will (almost always) not achieve that correction in a 
contact lens. It is possible to prescribe base down prism in a contact lens; however, this is unlikely to 
solve the problem unless prescribed binocularly as asthenopic complaints are likely due to the prism 
differential between the two eyes. 

Finally, for a given distance, the contact lens-wearing hyperopic patient exhibits less convergence 
and the myope exerts more convergence than with spectacles. The binocular myopic patient loses the 
“base-in” effect received from spectacles and, therefore, if exophoria is present and the patient has an 
abnormally long or remote near point of convergence, eyestrain and even diplopia may result. This 
same problem may result for the esophoric hyperopic patient who loses the “base-out” effect pro-
vided by spectacles and—if borderline fusional divergence ability was initially present—the decreased 
convergence demand at near induced by contact lens wear may result in compromised binocularity. 
Fortunately, as will be discussed, accommodative vergence tends to compensate for the differences in 
vergence demands between the two modes of correction.

Accommodative Demands

The review of effective power considerations and, specifically, vertex distance, becomes especially 
appropriate as it pertains to accommodative demand. As will be discussed, the vergence entering the 
eye differs with light coming from a distance object versus a near object. Accommodative demand 
represents the difference between distance and near refractive corrections.10 

Accommodative demand can best be described via reviewing the differences in demand between 
a hyperopic and myopic patient, both viewing at a 40 cm distance. Figure 20 shows the vergence of 
light for a +5 D spectacle-wearing patient, using a vertex distance of 15 mm.  A vergence of 0 would 
arrive at the spectacle lens from a distant object. Via use of the effective power equation, the power at 
the corneal plane would equal

 

F c
F
dF

( )
( )

( )

.
. ( . )

.

= −

= + − +

= +

sp
sp

D

1

5 00
1 0 015 5 00

5 41

 

This value can also be obtained by simply subtracting the difference in focal lengths. The spectacle 
lens has a focal length of 1/+5.00 or 0.2 m (or 200 mm). At the corneal plane relative to the far point 
of the eye, the focal length is reduced by 15 mm or equals 185 mm (0.185 m). 1/0.185 m = +5.41 D 
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which would equal the vergence of light at the corneal plane. For the emmetrope, it can be assumed 
that the vergence of light at the cornea is zero.

When viewing at a distance of 40 cm, a vergence of –2.50 D (i.e., 1/–0.40) would enter the spectacle 
lens (Fig. 21). A vergence of +2.50 D (i.e., –2.50 + (+)5.00) would exit the spectacle lens. To determine 
the power at the corneal plane, the effective power equation can be used.
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FIGURE 20 The power and corresponding focal lengths of a +5.00 D 
spectacle lens at the corneal plane when viewing a distant object.
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FIGURE 21 The power and corresponding focal lengths of a +5.00 D spectacle 
lens at the corneal plane when viewing a near object.
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Likewise, this value can also be determined by subtracting the difference in focal lengths. 1/+2.50 
or 0.4 m (400 mm) provides the focal length of the power exiting the spectacle lens and, considering 
the 15 mm reduction at the corneal plane, the power at the corneal plane would be 1/0.385 or +2.60 D. 
Therefore, the corneal accommodative demand for the 5 D hyperope would equal the distance accom-
modative demand minus the near accommodative demand or +5.41 – (+)2.60 = +2.81 D. This can 
be compared to the emmetrope who would have a corneal accommodative demand of 1/0.415 (i.e., 
40 cm plus the 15 mm vertex distance) or 2.41 D. Therefore, the hyperopic patient requires more 
accommodation than the emmetropic patients when viewing a near object with spectacles.  

Figure 22 shows the vergence of light for a –5 D spectacle-wearing patient, using a vertex distance of 
15 mm.  A vergence of 0 would arrive at the spectacle lens from a distant object. Via use of the effective 
power equation, the power at the corneal plane would equal
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This value can also be obtained by simply subtracting the difference in focal lengths. The spectacle 
lens has a focal length of 1/–5.00 or –0.2 m (or –200 mm). At the corneal plane relative to the far point 
of the eye, the focal length is increased by 15 mm or equals –215 mm (–0.215 m). 1/–0.215 m = –4.65 
D which would equal the vergence of light at the corneal plane. 

When viewing at a distance of 40 cm, a vergence of –2.50 D would enter the spectacle lens (Fig. 23). 
A vergence of –7.50 D (i.e., –2.50 + (–)5.00) would exit the spectacle lens. To determine the power at 
the corneal plane, the effective power equation can be used

 

F c
F
dF

( )
( )

( )

.
. ( . )

.

= −

= −
− −

= −

sp
sp

D

1

7 50
1 0 015 7 50

6 74

 

Distance
light

source

Far point
of eye

Focal
plane

200 mm

215 mm

Vertex distance

Contact lens focal length

Spectacle lens
focal length

Spectacle
plane

15 mm

Corneal
plane

Spectacle
lens

–5.00

Contact
lens

–4.65

FIGURE 22 The power and corresponding focal lengths of a –5.00 D 
spectacle lens at the corneal plane when viewing a distant object.
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Likewise, this value can also be determined by subtracting the difference in focal lengths. 1/–7.50 
or –0.1333 m (–133.3 mm) provides the focal length of the power exiting the spectacle lens and, 
considering the increase of 15 mm at the corneal plane, the power at the corneal plane would be 
1/–0.1483 or –6.74 D. Therefore, the corneal accommodative demand for the 5 D myope would equal 
the distance accommodative demand minus the near accommodative demand or –4.60 – (–)6.74 = 
+2.14 D. This can be compared to the emmetrope who would have a corneal accommodative demand 
of 2.41 D; therefore, the myopic patient requires less accommodation than the emmetropic patient 
when viewing a near object with spectacles. The differences in corneal accommodative demand for 
myopic and hyperopic patients has been well documented.46–49 Table 7 shows the difference in corneal 
accommodative demand at the corneal plane as it pertains to myopic and hyperopic spectacle lens 
powers.10 

As contact lenses are positioned at the corneal plane, they induce accommodative demands 
equivalent to that of emmetropia. Therefore, the emergent presbyopic hyperope who changes from 
spectacles to contact lenses may find that the near symptoms are reduced. However, the emerging 
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FIGURE 23 The power and corresponding focal lengths of a –5.00 D 
spectacle lens at the corneal plane when viewing a near object.

TABLE 7 Accommodative Demands at the Corneal Plane with Spectacle Lens Wear

 Difference in Corneal Plane Back Vertex Power of Back Vertex Power
 Accommodative Demand  Hyperopic Spectacle of Myopic Spectacle
 Compared to Emmetropia Lens (D) Lens (D)

 +/– 0.25 +3.25 –3.87
 +/– 0.50 +6.00 –8.37
 +/– 0.75 +8.62 –13.75
 +/– 1.00 +10.87 –20.87

∗Assume a near distance of 40 cm and a vertex distance of 15 m.
Source: From Ref. 10.
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presbyopic highly myopic patient should be advised that a separate near correction (or a contact lens 
multifocal) may be necessary to satisfy all vision demands. 

Overall, it can be concluded that hyperopic-correcting spectacle lenses will require an increase 
in convergence over that required when uncorrected whereas myopic-correcting lenses reduce the 
convergence required.50 However, as indicated in this section, myopic patients accommodate more 
and hyperopic patients accommodate less when wearing a contact lens correction versus spectacles. 
Therefore, the overall accommodation-convergence ratio is only minimally impacted.

20.7 PRISMATIC EFFECTS

Prism-Ballasted Contact Lenses

Prism within a contact lens is produced by varying the thickness from the superior to the inferior 
regions while maintaining the same front and back surface curvatures. There are several types of con-
tact lenses for which prism base down is incorporated within the design. The most popular design, 
including such prism, pertains to segmented, translating bifocal GP lenses. These lenses include a 
distance zone in the upper half of the lens, a near zone in the bottom half of the lens and (with some 
designs) an intermediate power zone between the near and distance segments. Typically, 1.5 to 3.0Δ 
base down is incorporated within the lens to stabilize it such that the thicker inferior edge will inter-
act with the inferior lid margin on inferior gaze and push the lens up (termed “translation”) such 
that the wearer will be viewing through the inferior near power zone when reading. Prism has also 
been used for stabilizing soft toric lenses as well as front toric GP lenses (i.e., used to correct residual 
astigmatism), although front toric GPs are little used due to the application of soft toric lenses in 
most of these cases and soft toric lenses tend to use other—reduced mass—options for stabilization.

The amount of prism within a contact lens can be computed using the following formula:10

 P
n= − −100 1( )( )BT AT

BAL
 

where P = prismatic power in prism diopters (Δ)
 n = refractive index of prismatic lens
 BT = base thickness of prismatic component of lens
 AT = apex thickness of prismatic component of lens
 BAL = length of base-apex line or the diameter of the contact lens long the base-apex line of
 prism

For example, if the diameter of the lens was 9.0 mm, the thickness at the apex was 0.11 mm and 
the thickness at the base was 0.40 mm, and the refractive index of the material was 1.46, the amount 
of prism within this lens would be
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Refractive power of a prismatic lens does vary along the base-apex line via the aforementioned 
formula for deriving back vertex power. This is the result of the fact that lens thickness is increased 
toward the base with an absence of change in surface curvature. Via Prentice’s rule (to be discussed), 
back surface power becomes less minus/more plus as thickness increases toward the base of the 
prism. 
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Unintentional (Induced) Prism

Prentice’s rule can also be used for determining the prism induced by lens decentration on the eye.  
This is due to the fact that a contact lens is considered to be separated from the tear lens by a thin 
layer of air.51 Prentice’s rule is

 P = Fd 

where P = prism induced in prism diopters
 F = dioptric power of lens
 d = decentration in centimeters

For example, if a +5.00 D lens decenters 2 mm, the resulting induced prism would be +6.00 D × 
0.2 = 1.2Δ base down. If the other lens is well centered, this may be sufficient vertical imbalance to 
cause symptoms of eyestrain. Fortunately, soft lenses typically do not decenter on the eye due to their 
large size and the fact they drape over the cornea. GP lenses do move with the blink but typically, if 
decentration is present, it is essentially the same for both eyes. In cases of anisometropia, however, 
any decentration could result in asthenopic complaints. For example, if the patient was wearing a 
+2 D lens in the right eye and a +7 D lens in the left eye and both lenses decentered 2 mm inferiorly, 
the amount of induced prism would be OD: +2.00 × 0.2 = 0.4Δ; OS: +7.00 × 0.2 = 1.4Δ. The resulting 
difference would be 1.0Δ. Typically patients will not be symptomatic with less than 1Δ; however, in 
this case, asthenopic complaints are possible. 

20.8 MAGNIFICATION

It has been well established that when a spectacle lens is moved toward the eye, the retinal image 
decreases in size for a plus lens and increases in size for a minus lens. Therefore, with contact lenses 
both of these effects would tend to be advantageous. The hyperopic patient with a high prescription— 
and most certainly the aphakic patient—are typically very satisfied to find that objects have returned 
to nearly a normal size. Myopic patients are pleased to find that everything looks larger with contact 
lenses. Several methods have been used to assess magnification effects, including magnification of 
correction and relative spectacle magnification. 

Magnification of Correction (Spectacle Magnification)

Spectacle magnification (SM) is the ratio of retinal image size of the corrected ametropic eye to the 
retinal image size of the same eye uncorrected.10 This has been used as an index of how corrective 
lenses alter retinal image size as compared by the patient before and after corrective lenses are placed 
on the eye. Spectacle magnification formulas include a power factor and a shape factor10,47,52–54

 SM BVP= − × − ′1
1

1
1 1h t n F( ) ( / )  

      Power factor      Shape factor

where     SM = spectacle magnification or magnification of correction
 BVP = back vertex power of correcting lens (D)
 h =  stop distance, from plane of correcting lens to ocular entrance pupil in meters 

(i.e., vertex distance +3 mm)
 t = center thickness of correcting lens (m)
 n′ = refractive index of correcting lens
 F1 = front surface power of correcting lens (D)
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With both contact lenses and spectacle lenses the shape factor is nearly always greater than 1.0, rep-
resenting magnification, due to their respective convex anterior surfaces (i.e., F1 is a positive number). 
However, for contact lenses, the lacrimal lens needs to be considered. Therefore, for a contact lens, the 
following shape factor should be used:

 Shape factor = − ′ × −1
1

1
11( / ) ( / )t n F t n FL L L  

where t = center thickness of correcting lens (m)
 n′ = refractive index of correcting lens
 F1 = front surface power of correcting lens (D)
 tL = center thickness of lacrimal lens in meters
 nL = refractive index of lacrimal lens (1.3375)
 FL = front surface power of lacrimal lens in keratometric diopters

The power factor for contact lenses is essentially the same as that for spectacle lenses with the 
exception that, as the vertex distance is 0, the stop distance would be only equal to 3 mm. 

In high myopia, a significant minification (SM < 1.0) of the retinal image occurs with spectacle cor-
rection; this minification is greatly reduced with contact lens wear. Therefore, the highly myopic patient 
changing from spectacles to contact lenses may comment that their vision is clearer with contact lenses. 

The change in spectacle magnification when changing from spectacle to contact lens correction 
can be compared with the following formula:

Contact lens power factor
Spectacle lens power faactor

BVP= −1 h( )

where h = stop distance, from plane of correcting lens to ocular entrance pupil in meters 
 (i.e., vertex distance +3 mm) and
 BVP = back vertex distance of spectacle lens (in D)

For the highly myopic (i.e., –10 D) patient, approximately 15 percent minification will be present 
with spectacles and only about 5 percent with contact lenses. For the aphakic patient, the magnifica-
tion will be 25 to 30 percent with spectacles which would be reduced to 5 to 8 percent with contact 
lenses. Nevertheless, if the patient is a unilateral aphake wearing one contact lens, this image differ-
ence may still result in binocular vision problems. Therefore, intraocular lenses, with a stop distance 
of 0, is optimum in maintaining similar image sizes between the two eyes. 

Relative Spectacle Magnification 

Retinal image size can also be estimated via comparing the corrected ametropic retinal image to that of 
a standard emmetropic schematic eye. Relative spectacle magnification (RSM) is the ratio derived for 
spectacle lenses.10,47,52–54 Ametropia can be purely axial, resulting from the axial elongation of the globe, 
refractive, resulting from abnormal refractive component(s) of the eye or a combination of both factors. 

Relative spectacle magnification for axial ametropia can be derived from the following equation

 RSM
BVP

= +
1

1 g( )  

where RSM = relative spectacle magnification for axial ametropia
 g = distance in meters from anterior focal point of eye to correcting lens; g = 0 if lens is 
 15.7 mm in front of the eye
 BVP = back vertex power of refractive correction (D)

with axial ametropia, g is equal to 0 or close to it for most spectacle lenses; therefore, the relative 
spectacle magnification is very close to 0. (See Fig. 24.)51 In theory, anisometropia of axial origin 
is best corrected with spectacles and, in fact, aneisokonia problems may be encountered with contact 
lens wear. However, it has been suggested that in axial myopic eyes the retina will stretch to compensate 
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resulting in greater spacing between retinal receptors and receptive fields that effectively reduce the 
neurological image.51

Relative spectacle magnification for refractive ametropia can be derived from the following equation:

 RSM
BVP

= −
1

1 d( )
 

where RSM = relative spectacle magnification for axial ametropia
 d =  stop distance in meters from correcting lens to entrance pupil (i.e., vertex distance +3 mm)
 BVP = back vertex power of refractive correction (D)

This equation is the same for the shape factor for spectacle magnification. It can be observed in 
Fig. 25 that the RSM for contact lens wear is close to 1.00 but, conversely, it is quite minified for highly 
myopic lenses and very magnified for high plus lenses.55
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FIGURE 24 Relative spectacle magnification for axial ametropia when corrected 
by spectacles and contact lenses. (From Ref. 51.)

Refractive ametropia
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corrected by spectacles and contact lenses. (From Ref. 51.)
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20.9 SUMMARY

This chapter emphasizes the many optical benefits of contact lenses versus spectacles. In particular, 
the elimination of undesirable aberrations and induced prism when viewing away from the optical 
center and a lesser magnified (or minified) image size, it is important to emphasize that contact 
lenses will result in an increase in accommodative demand for the emerging presbyopic myope 
when changing from spectacles. In addition, children with binocular vision problems who benefit 
from the lateral prism in spectacles will not benefit from contact lens wear and may, in fact, be very 
poor candidates. This chapter also emphasizes contact lens optics that are in common use today. 
Determining the accommodative demand, induced prism and magnification are important in some 
contact lens wearers. Determination of contact lens power is important in all contact lens wearers. 
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21.1 GLOSSARY

Accommodating intraocular lens. An artifi cial lens implanted in the eye that changes power and/or 
position in response to contraction of the ciliary muscle.

Accommodation. The ability to change the power of the eye and focus on objects at different 
distances.

Aphakia. A condition of the eye without a crystalline lens or intraocular lens.

Aspheric intraocular lens. An artifi cial implanted lens that has at least one aspheric surface. Typically 
used to compensate spherical aberration of the cornea.

Capsulorhexis. Removal of the lens capsule. Usually during cataract surgery, the anterior portion of 
the capsule is removed to allow access to the crystalline lens within the capsule.

Cataract. An opacifi cation that occurs within the crystalline lens that reduces the quality of vision.

Chromophore. A molecule doped into the lens material that absorbs specifi c wavelength bands 
such as ultraviolet or blue light.

Dysphotopsia. Stray light effects encountered following implantation of intraocular lenses. Positive 
dysphotopsia causes streaks or glints of light seen in the peripheral vision. Negative dysphotopsia 
causes dark bands or shadows to appear in peripheral vision.

Haptic. A structure that aids in alignment and support of intraocular lenses within the eye. Typically 
two or three arms emanate from the edge of the lens. Plate haptics are rectangular fl anges that protrude 
from the sides of the lens.

Intraocular lens. An artifi cial lens that is implanted into the eye to modify the eye’s optical power.

Lens capsule. An elastic bag that encapsulates the crystalline lens. Most modern cataract procedures 
leave the capsule in place and only remove the crystalline lens within.

Limbus. The boundary between the cornea and the sclera, the white of the eye.

Multifocal intraocular lens. An artifi cial lens that incorporates two or more powers into the 
same lens. The purpose of these lenses is to allow objects at different distances to be in focus 
simultaneously.
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Phacoemulsifi cation. A technique for removing a cataractous crystalline where an ultrasonic probe 
is used to shatter the lens and then the lens bits are suctioned out of the eye.

Phakic lens. An artifi cial lens implanted into the eye while leaving the crystalline lens intact. Typically 
this procedure is used to alleviate refractive error and is not a treatment for cataracts.

Posterior capsule opacifi cation. A potential side effect of the intraocular lens implant. The lens cap-
sule can adhere to the implant and an opacifi cation develops on the posterior side of the intraocular 
lens. Laser pulses are typically used to open a hole in the opacifi ed capsule to restore vision.

Presbyopia. The state of the eye where accommodation has been completely lost due to stiffening 
and enlargement of the crystalline lens.

Pseudophakia. The state of having an artifi cial lens implanted within the eye.

Sclera. The white of the eye.

21.2 INTRODUCTION

The eye forms the optical system of the human visual system. A variety of references provide a good 
general introduction to the essential components of the eye and their function.1,2 Here, a brief 
overview of the main optical elements and their mechanism of action will be provided. The eye con-
sists of two separated lenses that ideally form an image on the retina, the array of photosensitive 
cells lining the back surface of the eyeball. The eye’s first lens is the cornea, which is the clear mem-
brane on the external portion of the eye. The cornea is a meniscus lens and has a power of about 
43 diopters (D). The iris resides several millimeters behind the cornea. The iris is heavily pigmented 
to block light transmission and serves as the aperture stop of the eye. The diameter of the opening 
in the iris varies with light level, object proximity, and age. The crystalline lens is the second opti-
cal element of the eye. It lies immediately behind the iris and provides the focusing mechanism of 
the visual system. Together, the cornea and iris form images on the external environment onto the 
retina. At the retina, the light is converted to a neural signal and transmitted to the brain where the 
signals are interpreted into our perceived image of the surrounding scene.

The crystalline lens has several notable features that provide for a flexible optical system capable 
of focusing to a wide range of distances. First, the crystalline lens has a gradient index structure with 
its refractive index varying in both the axial and the radial directions. The maximum index of refrac-
tive occurs in the center or nucleus of the lens. The index then gradually decreases toward the lens 
periphery as well as the front and back surfaces. In addition, the crystalline lens is also flexible, allow-
ing the lens to change shape and consequently power in response to muscular forces. The crystalline 
lens resides in an elastic bag called the capsule. In the young lens, this capsule causes a contraction of 
the periphery of the lens and an increase in the central thickness of the lens. As a result of this effect, 
the radii of curvature of the front and back surfaces of the lens decrease, leading to an increase in the 
optical power of the lens. In its maximally flexible state, the capsule can form the crystalline lens such 
that it gains a power up to a maximum 34 D.

The lens and capsule are suspended behind the iris by a series of ligaments called the zonules. One 
end of a zonule attaches to the perimeter of the lens/capsule and the other end attaches to the ciliary 
muscle. The ciliary muscle is a ring-shaped muscle that resides behind the iris. In its relaxed state, the 
ciliary muscle dilates, increasing tension on the zonules and exerting an outward radial force on the 
perimeter of the lens and capsule. This force causes the crystalline lens shape to flatten. The center 
thickness of the lens reduces and the radii of curvature of its front and back surfaces increase. The 
net effect of the lens flattening is a reduction in its power to about 20 D. Constriction of the ciliary 
muscle causes a reduction in the zonule tension and the elastic capsule causes the lens to thicken and 
increase its power. Accommodation is the ability to change the power of the crystalline lens through 
constriction or relaxation of the ciliary muscle. Accommodation allows the eye to bring objects at a 
variety of distances into focus on the retina. If the eye is focused at infinity when the ciliary muscle is 
in its relaxed state, then the fully accommodated crystalline lens allows objects at 70 mm from the eye 
to be brought into proper focus.
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The eye is meant to provide a lifetime of vision. However, as with all parts of the body, changes 
to the eye’s performance occur with aging. One effect is the continual decrease in the amplitude 
of accommodation that occurs almost immediately after birth. Figure 1 shows the accommodative 
amplitude as a function of age.3 The preceding description of lens function described a lens that could 
change its power from 20 to 34 D. With age, this range gradually reduces. The changes are usually not 
noticeable until the fifth decade of life. At this point, the range of accommodation is usually 20 D in 
the relaxed state to 23 D in the maximally accommodated state. Under these conditions, if the eye is 
focused at infinity for a relaxed ciliary muscle, then with maximum exertion, objects at 33 cm from 
the eye can be brought into proper focus. This distance is a typical distance reading material is held 
from the eye. Objects closer than 33 cm cannot be brought into focus and ocular fatigue can rapidly 
set in from continual full exertion of the ciliary muscle. Moving into the sixth decade of life, the range 
of accommodation continues to reduce, leading to the inability to focus on near objects. This lack 
of focusing ability is called presbyopia. Reading glasses or bifocal spectacles are often used to aid the 
presbyope in seeing near objects. These lenses provide additional power to the eye that can no longer 
be provided by the crystalline lens. Presbyopia is caused by the continual growth of the crystalline 
lens.4 The lens consists of a series of concentric layers and new layers are added throughout life. This 
growth has two effects. First, the lens size and thickness increases with age, leading to a lens that is 
stiffer and more difficult to deform. Second, the diameter of the lens increases, leading to a reduced 
tension on the zonules. The combination of these two effects results in the reduction in accommoda-
tive range with age and eventually presbyopia.

A second aging effect that occurs in the eye is senile cataract. Cataract is the gradual opacification 
of the crystalline lens that affects visual function.5 An increase in lens scatter initially causes a yellow-
ing of the lens. As these scatter centers further develop large opacities occur within or at the surface 
of the lens. The progression of cataract initially leads to a reduction in visual acuity and losses in 
contrast sensitivity due to glare and halos. The endpoint of cataract is blindness, with the opacifica-
tions completely blocking light from reaching the retina. It is estimated that 17 million people world-
wide are blind due to cataract.6 However, the distribution of these blind individuals is skewed toward 
less developed countries. The prevalence of blindness due to cataracts is 0.014 percent in developed 
countries and 2 percent in undeveloped countries. The most common cause of lens opacification is 
chronic long-term exposure to the UV-B radiation in sunlight. Other less common incidences include 
traumatic, pharmacological, and congenital cataracts. Risk factors such as smoking and poor diet can 
lead to earlier emergence of cataract. However, since exposure to sunlight occurs nearly daily, there 
is high likelihood of developing cataracts within a lifetime. Due to this prevalence, treatments for 
cataracts have long been sought after.
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Currently, there exist no means for preventing cataract formation. Reducing risk factors such as 
UV-B exposure through limiting sun exposure and using sunglasses, quitting smoking, and healthy 
diet can delay the onset of cataracts, but still the opacifications are likely to emerge. Table 1 shows the 
prevalence of cataract in the United States.7

Treatment of cataracts is the main means for restoring lost vision caused by the opacifications. 
Variations in access to these treatments is a reason for the skew in blindness caused by cataracts in 
developed and undeveloped countries. In developed countries access to cataract treatment is high 
and usually provided when the cataractous lens has caused relatively mild loss in visual performance. 
In fact, cataract surgery is the most widely performed surgery in the United States.6 In undeveloped 
countries, access may be nonexistent and severely limited leading to a high rate of blindness due to 
complete opacification of the lens. 

21.3 CATARACT SURGERY

In restoring vision loss from cataracts, the opacified lens is removed to allow light to enter the eye 
again. This concept has been known in various evolutionary forms for thousands of years.8 However, 
since the crystalline lens forms about one-third of the overall power of the eye, removing the lens 
leaves the patient severely farsighted. This condition is known as aphakia. Aphakia requires patients 
to wear high-power spectacle lenses to replace the roughly 20 D of power lost from the crystalline 
lens. These high-powered lenses are problematic for a variety of reasons. These effects include a 20 
to 35 percent magnification of the image and peripheral distortion, since spectacles with spherical sur-
face cannot be corrected for oblique astigmatism at such high positive powers and a ring scotoma due 
to a gap in the field of view between light entering just inside and just outside the edge of the spectacle 
lens.9,10 The advent of intraocular lenses (IOLs) in 1949 served to “complete” cataract surgery.11,12 IOLs 
are artificial lenses that are implanted into the eye following the removal of a cataractous lens and are 
designed to provide the needed optical power to allow normal image formation to occur within the 
eye. Placement of the IOL within the eye allows aphakic spectacles and their problems can be avoided.

Modern cataract treatments include extracapsular cataract extraction (ECCE) and more recently 
a variation of this technique known as phacoemulsification. ECCE was first performed over 250 years 
ago, and has been widely used to remove the opacified lens.13 In this procedure, a large incision is 
made in the limbus, which is the boundary of the cornea. A capsulorhexis, which is the removal of 
the anterior portion of the capsule, is performed and then the crystalline lens is removed, leaving 
the remaining portion of the capsule intact within the eye. The corneal incision site is then sutured 
to seal the eye. Phacoemulsification was developed in 1967 by Charles Kelman.14 In this technique, 
a small incision is made at the limbus. Tools inserted through this small opening are used to make a 
capsulorhexis. With the crystalline lens now exposed, a hollow ultrasonic probe is slipped though the 
opening. The vibrations of the probe tip cause the crystalline lens to shatter and suction is used to 
aspirate the lens fragments through the hollow center of the probe. The entire lens is removed in this 
fashion leaving an empty capsule. The incision in phacoemulsification is sufficiently small so that no 
sutures are needed to seal the wound. Phacoemulsification is similar to modern surgical techniques 
of orthoscopic and laproscopic surgery. Incisions are kept small to promote rapid healing and limit 
the risk of infection.

TABLE 1 Prevalence of Cataract in the 
Population of U.S. Residents

 Age Prevalence (%)

 43–54 1.6
 55–64 7.2
 65–74 19.6
 75–85 43.1
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21.4 INTRAOCULAR LENS DESIGN

Sir Harold Ridley, a British surgeon specializing in ophthalmology, was dissatisfied with the existing 
form of cataract surgery since it left patients aphakic and dependent on poorly performing spec-
tacle lenses for visual function.12 Ridley gained a key insight into “fixing” cataract surgery while 
treating Royal Air Force pilots from World War II. The canopies of British fighter planes were 
constructed with a newly developed polymer, polymethyl methacrylate (PMMA), also known as 
Perspex, plexiglass, or acrylic. In some instances, when the gunfire shattered the canopies, shards 
of the PMMA would become embedded into the cornea of the pilot. Ridley, in treating these avia-
tors, noted that the material caused little or no inflammatory response of the surrounding ocular 
tissue. The typical response of the body to a foreign body is to encapsulate and reject the material. 
However, the PMMA did not elicit this response and sparked the concept of forming a lens from 
a “biocompatible” material that could be implanted following extraction of the cataractous lens. 
In 1949, Ridley implanted the first IOL into a 45-year-old woman. Following surgery, the patient 
was 14 D nearsighted (as opposed to 20 D farsighted in aphakic patients). While the power of the 
implanted IOL was clearly wrong, Ridley successfully demonstrated that an artificial lens could 
be implanted into the eye that evokes a marked power change. The error in the power of the IOL 
stemmed from modeling the implant after the natural crystalline lens. The approximate radii of 
curvature of the crystalline lens were used for the implant, but the higher-refractive index of the 
PMMA was not taken into account. Ridley’s second surgery resulted in a similar degree of near-
sightedness, but by the third surgery, the IOL power had been suitably refined, leaving the patient 
mildly nearsighted. 

Ridley’s IOL invention is revolutionary, as it restored normal vision following cataract surgery. 
However, the medical establishment did not immediately accept the value of this invention. Instead, 
many leading figures in ophthalmology at the time thought the surgery to be reckless and unwar-
ranted. Ridley met with disdain, criticism, and the threat of malpractice. The result of this animosity 
was a long delay in the evolution of the implant technology as well as a limited use of the lenses by 
the surgical community. The shift to acceptance of the technology did not begin to occur until the 
1970s. In 1981, the Food and Drug Administration finally approved IOLs for implantation following 
cataract surgery in the United States. Today, phacoemulsification followed by IOL implantation is the 
most widely performed and successful surgery in the United States. Virtually no aphakic subjects exist 
anymore and the term “cataract surgery” now implicitly implies implantation of the IOL.

Intraocular Lens Power

As Ridley’s first two surgeries illustrate, calculation of the IOL power is important to minimize the 
error in refractive power of the eye following surgery. Ridley ventured into unknown territory in 
designing the initial IOLs. Accurate determination of the IOL power remains the key component to 
a successful surgery. Cataract surgeons typically target slight nearsightedness following implantation 
of the IOL. Conventional IOLs leave the recipient presbyopic because the lens power and position 
are fixed within the eye. Unlike the crystalline lens, the conventional IOL does not change shape or 
position and consequently accommodation is lost. Extensive research into accommodating IOLs is 
currently being pursued and a description of emerging technologies is given further in the chapter. 
With the fixed-focus IOL, surgeons need to determine the proper power prior to surgery, which can 
be challenging for several reasons. First, the eye must be tested with the existing crystalline lens in 
place. The power of the crystalline lens must be deduced from the overall power of the eye and the 
shape of the cornea. The crystalline lens power must be subtracted from the overall ocular power 
since the crystalline lens is removed by the surgery. Next, the power of the IOL must be estimated 
based on its anticipated position within the eye following implantation. Finally, the power of the 
IOL must also be adjusted for any inherent refractive error in the eye. In other words, the IOL power 
and the cornea must work in conjunction to give a sharp image on the retina. To further complicate 
this calculation, the patient is receiving the implant because of cataract, so subjective measurement 
of refractive error may be confounded by the opacities in the lens.
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The IOL power calculation formulas fall into two categories. Some formulas are based on multiple 
regression analysis of the variables associated with the eye and implant, while other formulas are 
based on a theoretical prediction of the IOL power. The SRK formula was originally the most widely 
used regression-type formula to predict IOL power. The SRK formula is given by15,16

 fIOL = A – 0.9 K –2.5 L (1)

where fIOL is the power of the IOL in diopters, A is the A-constant of the lens, K is the corneal kera-
tometry, and L is the axial length of the eye. The A-constant is a value provided by the IOL manu-
facturer that is most closely associated with the position of the IOL within the eye. Modern IOLs are 
about 1 mm thick and about one-fourth the thickness of the natural crystalline lens. Consequently, 
there is a variation in the positioning of the IOL behind the iris that is dependent on the shape of 
the implant and surgical technique. The A-constant is empirically derived to account for these fac-
tors. Surgeons often customize the A-constants of lenses routinely implanted based on their specific 
outcomes.

Keratometry is a measure of corneal power. Keratometry is calculated measuring the radius of 
curvature Ra in mm of the anterior corneal surface. A power is then calculated as 
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where nk is the keratometric index of refraction and K is in units of diopters. The keratometric index 
of refraction is an effective corneal index that attempts to incorporate the power associated with the 
posterior surface of cornea into the keratometry measurement. Values of 1.3315 to 1.3375 are rou-
tinely used for nk in clinical devices used for measuring keratometry. Measurement of the posterior 
corneal radius of curvature has been difficult until recently, so historically keratometry measure-
ments have been made based on an estimate of the contribution of this surface to the overall power 
of the cornea. Note that nk is lower than the true refractive index of the cornea, 1.376, to account 
for the negative power induced by the posterior cornea. As an example, the radii of curvature of the 
anterior and posterior surfaces of the cornea are approximately 7.8 and 6.5 mm, respectively.2 The 
refractive index of the cornea is 1.376 and of the aqueous humor on the back side of the cornea is 
1.337. A typical thickness of the cornea is 0.55 mm. With these assumptions, the keratometry of the 
cornea, as given by Eq. (2), is
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Cleary, there are some small differences in the predicted keratometric and the corneal power. This 
discrepancy is one potential source for error in the calculation of the implant power. As can be seen 
from Eq. (1), a 0.9 D error in keratometry leads to a 1 D error in the calculated IOL power.

Traditionally, the axial length, L, of the eye is measured with A-scan ultrasonography. An ultra-
sonic probe, typically with a frequency of 10 MHz, is placed lightly in contact with the cornea to avoid 
deforming the surface. Echoes from the crystalline lens surfaces and the retina are then measured. The 
time of flight of these echoes is directly related to the speed of sound in the various materials of the 
eye. Table 2 summarizes typical values of these speeds used by commercial A-scan units. The longi-
tudinal resolution of a 10-MHz ultrasound is 200 μm.17,18 Consequently, Eq. (1) suggests this level of 
accuracy would lead to a limit of the accuracy of the IOL power of ±0.25 D.
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Partial coherence interferometry has recently become a popular technique for measuring axial 
length.19 In this technique, a Michelson inteferometer is used to measure distances within the eye. 
A short-coherence-length narrow-band infrared source is shone into the eye. The return beam is 
interfered with light from the test arm. Since the beam has low-coherence, fringes only appear when 
the path lengths in the eye and the test arm are nearly identical. By changing the length of the refer-
ence arm and observing when fringes appear, the length of the eye can be accurately measured. The 
axial resolution of this technique is on the order of 12 μm, leading to a resolution of the IOL power 
of 0.015 D.

The first regression-type formulas are accurate for eyes that fall within “normal” parameters for 
axial length and corneal power. However, as the more extreme sizes and shapes are approached, the 
accuracy of formulas degrades markedly. The regression-type formulas were further refined to better 
handle these extreme cases.20 While regression analysis is still used for these formulas, a piecewise 
linear approximation is used to better approximate the full range of variation of human eyes. The SRK II 
is an example of an evolved formula. The IOL power is defined as 

 fIOL = A1 – 0.9 K – 2.5 L (5)

where

 A1 = A + 3 for L < 20.0 mm

 A1 = A + 2 for 20.0 ≤ L < 21.0

 A1 = A + 1 for 21.0 ≤ L < 22.0

 A1 = A for 22.0 ≤ L < 24.5

 A1 = A – 0.5  for L ≥ 24.5

Figure 2 compares the SRK and SRK II formulas.
An alternative to regression-based formulas for IOL power prediction are theoretical formulas.21 

Theoretical formulas use geometrical optics to make predictions about the implant power, given 
knowledge of the axial length, corneal power, and position of the IOL following implantation. Figure 3 
shows a simplified model of the eye. The cornea is modeled as a single surface of power K. In the 
aphakic eye shown in Fig. 3a, the cornea forms an image of a distant object at a distance 1000 naq/K 
behind the corneal vertex for K in diopters. When the IOL is implanted into the eye, it sits at a location 
called the effective lens position (ELP). The ELP is deeper into the eye than the iris plane for posterior 
chamber IOLs. Figure 3b shows the IOL implanted into the aphakic of Fig. 3a. The image formed by 
the cornea becomes a virtual object for the IOL located at a distance 

 S = 1000naq / K – ELP (6)

TABLE 2 Speed of Sound in Various Ocular and IOL Materials

Material Speed of Sound

Cornea 1,640 m/s
Aqueous 1,532 m/s
Lens—Normal 1,640 m/s
Lens—Cataractous 1,629 m/s
Vitreous 1,532 m/s
PMMA IOL 2,760 m/s
Silicone IOL  1,000 m/s
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from the plane of the IOL. The IOL, in turn, needs to image this virtual object onto the retina. If the 
distance from the IOL to the retina is given by S′, then 
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FIGURE 3 (a) In the aphakic eye, the image is formed at a distance 1000naq/K, where naq is the refractive 
index of the aqueous and K is the power of the cornea. (b) When the IOL is inserted at the effective lens position 
(ELP), the aphakic image is reformed onto the retina.
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Equation (8) is the theoretical IOL power based on thin lens analysis of the pseudophakic eye. 
Figure 2 also shows the predicted IOL power based on Eq. (8).

A variety of theoretical models exist.22–25 They are all based on the preceding Eq. (8). Subtle differ-
ences exist, however, in the manner each of the variables is calculated. For example, the axial length 
provided by ultrasonography is slightly short because the echo occurs at the inner limiting membrane 
of the retina. Light absorption occurs at the photoreceptor layer that is approximately 20 μm deeper 
into the eye. The ELP is also affected by the anterior chamber depth, which is the distance from the 
cornea vertex to the iris plane. Eyes with flatter corneas or smaller diameter corneas can have shal-
lower anterior chamber depths, causing a reduction in the ELP. Holladay has worked extensively to 
determine the location within the eye of available IOLs and to relate the A-constant to the ELP as 
well as what Holladay calls the surgeon factor (SF).26–31 The SF is the distance from iris plane to the 
front principal plane of the IOL. The theoretical models in most cases provide excellent prediction of 
the IOL power. The typical error in power is less than 1 D in over 80 percent of patients.20 Surgeons 
tend to err on the side of nearsightedness to allow the patient to have some plane in their field of 
vision conjugate to the retina. A farsighted patient would only have a virtual object in focus on their 
retina and consequently they tend to be less happy since additional refractive correction is required 
for all object distances. The current generation of IOL power calculations, however, has difficulty in 
predicting accurate IOL powers in patients who have undergone corneal refractive surgeries such as 
radial keratotomy (RK) and laser in situ keratomileusis (LASIK). These surgical procedures modify 
the shape of the cornea to correct for refractive error. However, this shape change can have marked 
effect on the measurement of the keratometry. The relationship between the shape of the front and 
back surfaces of the cornea and in the case of LASIK, the corneal thickness has been artificially modi-
fied by the refractive procedure. As a result, the keratometric index of refraction is no longer valid 
and gross errors in IOL prediction can occur as a result. A variety of techniques have been suggested 
for handling this subset of cataract patients.32–42 Only a limited number of patients currently fall into 
this category. However, as the refractive surgery generation ages, an increasing percentage of cata-
ract patients will require specialized techniques for predicting IOL power and much research is still 
needed in this area to achieve satisfactory results.

Intraocular Lens Aberrations

Since IOLs are singlets, only limited degrees of freedom exist to perform aberration correction. The 
human cornea typically has positive spherical aberration.43 The natural crystalline lenses typically 
compensates for the cornea with inherent negative spherical aberration leaving the whole eye with 
low levels of positive spherical aberration.44 The crystalline lens creates negative spherical aberra-
tion through its gradient index structure and aspheric anterior and posterior surfaces. Traditionally, 
IOLs have been made with spherical surfaces due to the ease of manufacturability. Smith and Lu 
analyzed the aberrations induced by IOLs using the thin lens Seidel aberration formulas described by 
Welford.45,46 Spherical aberration is given by
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where y is the height of the marginal ray at the IOL, fIOL is the power of the implant, naq = 1.337 is 
the refractive index of the aqueous, and nIOL is the refractive index of the IOL. Typical values for nIOL 
range from 1.41 to 1.55 depending on the material. The shape factor X is defined as 

 X
C C

C C
= + ′

− ′  (10)

where C is the curvature of the anterior surface of the IOL and C ′ in the curvature of the posterior 
surface. The conjugate factor Y is defined as

 Y
S S

S S
= + ′

− ′  (11)
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where S is the distance from the IOL to the virtual object formed by the cornea and S′ is the dis-
tance from the IOL to the retina. In the eye, a 43-diopter cornea forms an image of a distant object 
about 31 mm behind the corneal vertex. The IOL typically resides in a plane 5 mm into the eye. 
Under these conditions, S = 31 – 5 = 26 mm. If the eye has an axial length of L = 24 mm, then S′ =
19 mm. In this example, the conjugate factor Y = 6.43. Figure 4 shows the spherical aberration as a 
function of lens shape factor for a 20 D-PMMA lens with the preceding eye parameters and y = 2 mm. 
Two key features of this plot are apparent. First, the values of spherical aberration are strictly 
positive. This is true for any positive power lens with spherical surfaces. Since the corneal spherical 
aberration is typically positive as well, the spherical-surfaced IOL cannot compensate for this aber-
ration, as the natural crystalline lens tends to do. Instead, the total ocular spherical aberration of 
the pseudophakic eye can only be minimized through the appropriate choice of IOL shape factor X. 
In the example in Fig. 4, a shape factor X = +1.0 minimizes the spherical aberration. This shape cor-
responds to a plano-convex lens with the flat side toward the retina. The shape factor X = +1 is ideal 
for a perfectly aligned cornea and IOL. However, natural variations in the tilt and decentration of 
the IOL and the orientation of the visual axis within the eye make this perfect alignment difficult. 
Typical values for the tilt and decentration of the IOL are less than 2.6° and 0.4 mm, respectively.47 
Atchison has shown that a shape factor of X = +0.5, double-convex lens with a less curved radius 
toward the retina, is less sensitive to these errors and modern spherical IOLs tend to target this 
shape factor.48,49

Aspheric Lenses

Recently, IOLs have shifted toward incorporating an aspheric surface for aberration control.50 
Whereas, conventional spherical-surfaced IOLs seek to minimize the aberrations induced by the 
implant, aspheric IOLs can be used to compensate spherical aberration induced by the cornea. The 
corneal spherical aberration stems mainly from its aspheric shape. The cornea over the entrance 
pupil of the eye is well represented by a conic section of radius R and conic constant Q. The sag of 
the cornea z is then described as

 z
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where r is the radial distance from the optical axis. Table 3 summarizes the values of R and Q of 
the anterior cornea found in several studies of corneal topography.51–54 There is also a tendency 
for the cornea to become more spherical with age54,55 leading to an increase in corneal spherical 
aberration.56

The spherical aberration of a surface can be found from paraxial raytracing values. The spherical 
aberration wavefront coefficient W040 of a spherical surface is given by46

 W r ni
u
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u
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where n is the refractive index, i is the paraxial angle of incidence of the marginal ray on the surface, 
and u the angle the marginal ray makes with respect to the optical axis. The primed terms denote 
variables following the surface, whereas the unprimed terms denote variable prior to the surface. 
Figure 5 shows the layout for calculating the spherical aberration of the anterior cornea for a distant 
object. In this case, u = 0, n = 1.0, u′ is the marginal ray angle following the surface, n′ = 1.376 is the 
refractive index of the cornea, and i is the paraxial angle of incidence of the marginal ray. From the 
figure it is evident that 
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r
R
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TABLE 3 Radius R and Conic Constant Q of the Human Cornea

References R (mm) Q Technique

Keily51 7.72 –0.26 Photokeratoscopy
Guillon52 7.85 –0.15 Photokeratoscopy
Dubbelman53 7.87 –0.18 Scheimpflug
Dubbelman54 7.87 (male) –0.13 Scheimpflug
 7.72 (female) 

n n′

u′

f

i

r R

FIGURE 5 Variables in the calculation of the 
spherical aberration of the anterior cornea.
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within the paraxial small angle assumption. Furthermore, the focal length f of the surface is given by

 f
n

n
R= ′

′ −1
 (15)

which leads to a marginal ray angle of
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′

u
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n R
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Hopkins57 showed that a correction factor can be added to the spherical surface aberration term to 
account for the asphericity of a conic surface. This correction factor is given by

 ΔW
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Combining Eq. (13) to Eq. (17), the total spherical aberration of the anterior cornea is given by
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If the preceding technique is repeated for the posterior corneal surface, then its spherical aberra-
tion typically is 2 orders of magnitude smaller than the spherical aberration of the anterior surface. 
Consequently, the contribution of the posterior cornea to the spherical aberration of the aphakic eye 
can be ignored. While Eq. (18) represents the wavefront coefficient of the corneal spherical aberra-
tion, the literature has somewhat adopted a different format. Typically, corneal spherical aberration 
has been given in terms of the Zernike polynomial expansion coefficient c40 for a normalization radius 
r = 3 mm.58 In this case, the corneal spherical aberration is given by
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The value of c40 is linear with respect to the corneal conic constant, as shown in Fig. 6. Table 4 sum-
marizes the values of c40 from various studies in the literature.59–62 Since the aberrations of the various 
elements of the eye add, the implanted aspheric IOL should compensate for the corneal spherical 
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aberration given by Eq. (19). Examples of aspheric IOLs include the Tecnis Z9000 (Advanced Medical 
Optics, Irvine, CA) designed to correct 0.27 μm of corneal spherical aberration, the AcrySof SN60WF 
(Alcon Laboratories, Fort Worth, TX) designed to correct for 0.20 μm of corneal spherical aberra-
tion, and the SofPort Advanced Optics IOL (Bausch & Lomb, Rochester, NY) designed such that the 
implant has zero spherical aberration.

Toric Lenses

Astigmatism is another important consideration following cataract surgery. IOLs have been tradi-
tionally rotationally symmetric, again due to manufacturing ease. However, astigmatism may be 
present in the aphakic eye. This astigmatism is due to a toric shape in the cornea and, since the 
optical system is not rotationally symmetric, the astigmatism appears along the visual axis. Recently, 
toric IOLs have become available, but their use has been limited.63 It is more common to reduce 
corneal astigmatism at the time of surgery with procedures known as corneal relaxing incisions or 
limbal relaxing incisions. In these procedures, arcuate incisions are made in the peripheral cornea 
or limbus, respectively. These incisions have the effect of making the cornea more rotationally sym-
metric after the incisions heal. Consequently, corneal astigmatism is reduced and a conventional 
rotationally symmetric IOL can be implanted. Corneal or limbal relaxing incisions are typically per-
formed at the time of cataract surgery. An alternative to relaxing incisions is to perform a refractive 
surgery procedure such as LASIK to reduce corneal astigmatism. This procedure uses an excimer 
laser to ablate corneal tissue, leaving the postoperative cornea more rotationally symmetric. Toric IOLs 
are available and similar power calculations must be taken into account.64–67 FDA-approved toric 
IOLs are available in the United States from Staar Surgical (Monrovia, CA) and Alcon Laboratories 
(Fort Worth, TX).

Testing IOLs

Clinical testing of implanted IOLs provides insight into the function of the lenses, but can also 
be difficult due to confounding factors such as cornea clarity, retina function, variations in surgi-
cal positioning of the implant, and neural processing. Furthermore, large numbers of subjects and 
long follow-up times make these types of studies expensive and slow. Several methods, including the 
Ronchi test and speckle interferometry, have been used to test isolated IOLs.68,69 Alternatively, model 
eyes can be used to test the optical performance of IOLs in a configuration similar to their implanted 
state.62,70–78 Model eyes allow for rapid evaluation of the lenses that avoids the confounding factors 
described above. In testing the optical performance of IOLs with a model eye, the geometry of how 
the lens is used within the eye is taken into account. Aberrations, which affect the IOL optical per-
formance, are dependent on the vergence of light entering the implant. In general, the model eye 
consists of a lens that represents an artificial cornea and a wet cell, which is a planar-faced vial con-
taining saline into which the IOL is mounted. The wet cell is placed behind the artificial cornea such 
that the corneal lens modifies incident plane waves and creates a converging beam onto the IOL. 
The vergence striking the IOL is meant to be representative of the vergence seen by an implanted 
IOL. An artificial pupil can also be introduced to simulate performance for different pupil sizes. The 
performance of the lens can then be evaluated at the image plane of the eye model. Several differ-
ent types of artificial corneas have been used in eye models. The international standard ISO11979-2 
recommends using a model cornea that is virtually free of aberrations in conjunction with the light 

TABLE 4 Corneal Spherical Aberration c40

References c40

Holladay50 0.270 ± 0.200 μm
Wang59 0.280 ± 0.086 μm
Belluci60 0.276 ± 0.036 μm
Guirao61 0.320 ± 0.120 μm
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source used.79 The standard provides an example model cornea made from a Melles-Griot LAO 034 
lens. This lens is a commercially available cemented achromat and consequently is well corrected for 
both chromatic and spherical aberration. With this model cornea, the spherical aberration of the 
whole model eye is created solely from the IOL. This model eye specification predated the advent of 
aspheric IOLs. This type of model eye is therefore only suitable for earlier spherical surface IOLs to 
evaluate how well these implants minimize their inherent spherical aberration. However, this type 
of model cornea is not ideal for modern aspheric IOL designs. These newer designs are made to 
work in conjunction with the cornea and compensate for the corneal spherical aberration. Model 
corneas with representative levels of corneal spherical and chromatic dispersion have been proposed 
and used to test these advanced IOL designs.62

Measurement of the optical transfer function (OTF) or its modulus the modulation transfer func-
tion (MTF) are routine tests for measuring the optical quality of IOLs.70–78 The MTF of an optical system 
describes the amount of contrast that is passed through the system. If a high contrast sinusoidal tar-
get is imaged by an optical system, then the contrast of the resultant image is reduced. In general, the 
contrast tends to decrease more severely with higher spatial frequency (i.e., finer spacing between 
the bars of the sinusoidal target). The MTF of a model eye is conveniently calculated by measuring 
the line spread function (LSF) of the model eye. The LSF, as its name implies, is simply the image of 
a narrow slit formed by the model eye. The image i(x, y) of the vertically oriented slit on the retina 
is given by

 i x y rect
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where d is the width of the unaberrated slit on the retina and PSF(x, y) is the point spread function 
of the eye. The Fourier transform of Eq. (12) gives
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where ℑ{ }  denotes the Fourier transform and sinc(x) = sin (px)/(px). Equation (21) says that the 
optical transfer function (OTF) is the ratio of the image spectrum and a sinc function. Note that the 
denominator of Eq. (13) goes to 0 for x = 1/d. Under this condition, the OTF approaches infinity. 
Consequently, the size of d must be made sufficiently small to ensure that the spatial frequencies x 
fall within a desirable range.

Multifocal Lenses

A variety of strategies have been employed to help alleviate presbyopia resulting from cataract sur-
gery. The ideal situation would be to implant an IOL that had the capability to either change its 
power as the young crystalline does or change its position in response to contraction of the ciliary 
muscle. The latter case provides accommodation by changing the overall power of the eye through a 
shift in the separation between the cornea and IOL. These strategies and similar variations are being 
aggressively pursued as “accommodating” IOLs discussed in more detail in the following section. 
Clinical results demonstrating the ability of these IOLs to restore some degree of accommodation 
have been somewhat mixed, but improvement is likely as the accommodative mechanism becomes 
better understood and the lens designs incorporate these actions.

Multifocal IOLs represent a successful bridging technology between conventional IOLs and a true 
accommodating IOL. Multifocal optics have two or more distinct powers within their aperture. These 
lenses take advantage of simultaneous vision. In other words, both in-focus and out-of-focus images are 
simultaneously presented to the retina. The role of the brain then is to filter out the blurred component 
and interpret the sharp component providing suitable vision for two distinct distances. For example, 
suppose the required monofocal (single power) IOL power to correct distance vision in a patient under-
going refractive surgery is 20 D. If a multifocal lens containing dual powers of 20 and 24 D is implanted 
instead, the patient will have simultaneous vision following surgery. (Note that a 4 D add power in the 
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IOL plane is approximately equivalent to a 3 D add in the spectacle plane.) If the patient views a distant 
object, the distance portion of the IOL will form a sharp image on the retina, while the near portion of 
the lens will create a blurred image of the distant scene on the retina. Similarly, if the patient now views 
the text of a book, the near portion of the IOL will form a sharp image of the text on the retina, while the 
distance portion of the IOL will now create a blurred image of the page. In both cases, if the deleterious 
effects of the blurred portion of the retinal image are sufficiently low, then successful interpretation of 
the in-focus portion can be made. As a result of simultaneous vision, some contrast is lost in the in-
focus image. Multifocal optics therefore represent a trade-off in visual performance. Monofocal lenses 
provide sharp, high contrast images for distance and horribly blurred low-contrast images for near 
objects. Multifocal lenses provide reasonably high contrast images for both distance and near vision, 
but there is some loss in contrast compared to monofocal distance vision. When designing multifocal 
lenses, control of the out-of-focus portion of the retinal image and understanding the conditions under 
which the lenses are used are important to optimizing the design. Proper understanding of these issues 
can provide high-quality multifocal images and lead to happy, spectacle-free patients.

Multifocal IOLs require two or more powers to be simultaneously present in the lens.80 Zonal 
refractive lenses introduce multiple powers into the lens by having distinct regions or zones that 
refract light differently. The width or area of these zones is large compared to the wavelength of 
light. As a result of these large zones, the bending of the light rays is determined strictly by refrac-
tion. The local surface curvature of the lens determines the local lens power, and different powers 
can be incorporated simply by having regions with different curvatures. A simple example of a zonal 
refractive lens would be to bore a 2 mm hole in the center of a 20 D lens and then fill the region with 
a 2 mm region cookie cut from a 24 D lens. These resulting lens would act as a 20 D lens with a 4 D 
add in the center, providing multifocal optics. One clear problem arises in this design. The junction 
between the two lens regions will be abrupt and discontinuous leading the stray light effects. Zonal 
refractive lenses blend the transition between regions. This blend can be rapid, or the transition can 
be made slowly to introduce regions of intermediate power. Clearly, this concept can be extended to 
more than two discrete regions, so that multiple annular regions of alternating power can be created. 
Furthermore, the regions do not even need to be concentric circles. Instead, tear shaped, wedged, and 
even swirled regions have been demonstrated. The ReZoom IOL and its predecessor the Array IOL 
(Advanced Medical Optics, Irvine, CA) are examples of zonal refractive lenses. Figure 7 illustrates the 
power profile of such a lens. As can be expected with simultaneous vision, there exists a degradation 
in the optical quality of the retinal image with zonal refractive lenses. For example, starburst and halo 
patterns can result from these types of lenses.81,82 However, these downsides provide roughly two-
thirds of patients with near visual acuity of 20/40 or better, and the differences between zonal refrac-
tive and conventional monofocal lenses on complex tasks such as driving is small.82,83 These lenses 
provide improved near vision at the expense of the quality of overall vision.

The second optical phenomenon that is exploited to create multifocal optics is diffraction.84–86 
Multifocal optics with diffractive structures are often misunderstood because they move away from 
the geometrical picture of light rays bending at the surface of the lens. Instead, these lenses take 
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advantage of the wave nature of light. In diffractive IOLs, concentric annular zones are created on the 
face of the lens. The jth zone occurs at a radius 

 r j Fj o= 2 λ  (22)

where lo is the design wavelength and F is the focal length of the add power. At the junction of each 
zone, an abrupt step appears. Both the height of the step and the dimensions of the zones control 
the degree of multifocality of the lens. The dimensions of the zones are related to the desired add 
power and in general, the spacing between zones gets progressively smaller from the lens center to 
its edge. The height of the step at the boundary of each zone determines how much light is put into 
the add portion. In typical multifocal diffractive lenses, this step height is chosen so that the peaks of 
one diffractive zone line up with the troughs of the next larger diffractive zone immediately follow-
ing the lens. As these waves propagate to the retina, the waves from the various diffractive zones mix 
and there are two distinct regions of constructive interference that correspond to the two main foci 
of the multifocal lens. The optical phase profile f(r) of a diffractive lens is given by87
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where a represents a fraction of the 2p phase delay. This phase pattern is superimposed onto one 
of the curved surfaces of the IOL. Note that if the change of variable r = r2 is used, then the phase 
profile becomes periodic in r. Figure 8 shows the phase profile in both r- and r-space for a design 
wavelength of 555 nm, a = 0.5, and F = 250 mm.
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The periodic phase profile can be represented as a Fourier series such that 
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where the coefficients cm are given by

 c
F

i
F

im
F

dm
o o o

= −
⎡

⎣
⎢

⎤

⎦
⎥

⎡

⎣
⎢

⎤

⎦
⎥

1
2

2
2

0

2

λ
παρ
λ

πρ
λ

ρexp exp
λλoF

∫  (25)

Carrying out the integration in Eq. (25) gives
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Note that each term in the series in Eq. (26) acts like a lens of focal length F/m. The sinc function 
dictates how much energy is distributed into each foci. The diffraction efficiency hm is defined as 

 η αm = −sinc m2[ ]  (27)

The diffraction efficiency describes the percent of going into each diffraction order. In the case 
where m = 0, the focal length of this order becomes infinite (i.e., zero power). The underlying refrac-
tive carrier of the IOL provides all of the power of the implant. Consequently, the refractive power of 
the IOL is chosen to correct the eye for distance vision. For m = 1, energy is distributed into the +1 
diffraction order. The power of the IOL for this diffraction order is the underlying refractive power of 
the IOL plus the power +1/F provided by the diffractive structure. The amount of energy going into 
each of these diffractive orders is h0 and h1, respectively. Similarly, energy is sent to higher-diffractive 
orders that have efficiency hm and add a power m/F to the underlying refractive power of the IOL. 
Table 5 summarizes the add power and the diffraction efficiency for a case where a = 0.5. Clearly, most 
of the energy goes into the 0 and +1 diffraction orders.

The Tecnis ZM900 (Advanced Medical Optics, Irvine, CA) is an example of a diffractive lens with 
a = 0.5 and F = 250 mm. The Acri.LISA IOL (Carl Zeiss Meditec, Oberkochen, Germany) is another 
example of a diffractive IOL. This IOL is currently only available outside the United States. This lens 
distributes about twice the energy into the zero-order as it does into the +1 order. This effect biases 
distance vision and can be achieved by making a = 0.414. The ReSTOR IOL (Alcon Laboratories, Fort 
Worth, TX) is another variation of a diffractive lens.88 These lenses have a diffractive structure over 
the central 3 mm of the lens and are purely refractive in their periphery. The refractive portion of the 
lens provides distance vision, while the diffractive portion of the lens provides both near and distance 
vision. The step heights between annular zones of the lens gradually decrease toward the edge of the 
diffractive zone. This decrease is called apodization. Traditionally in optics, apodization has referred 
to a variable transmission of the pupil of an optical system. However, apodization in this regard 
describes the gradual change in diffraction efficiency that occurs with these types of lenses. The net 
result of these types of lenses is that the energy sent to the distance and near foci is nearly equal for 

TABLE 5 Add Power and Diffraction Efficiency for a = 0.5 and F = 250 mm

 Diffraction Order, m Diffraction Efficiency, hm Add Power

 –1 4.5% –4 D
 0 40.5% 0 D
 +1 40.5% 4 D
 +2 4.5% 8 D
 +3 1.6% 12 D
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small pupils, but is systematically shifted to a distance bias as the pupil size expands. Figure 9 shows 
the through-focus MTF of the ReSTOR lens for a 3- and 6-mm pupil. The horizontal axis of these 
plots is in units of vergence or the reciprocal of the object distance in units of inverse meters. As with 
zonal refractive lenses, there is some loss in visual performance with diffractive lenses.89–91 This loss 
is offset by roughly 78 percent of patients achieving near visual acuity of 20/40 or better.91 Biasing 
distance vision through modification of the step height or apodization tends to improve performance 
over conventional equal-split diffractive lenses for large pupil diameters.92,93 Stray light effects, flares, 
and haloes can be seen with diffractive lenses as well. Apodization of the IOL tends to markedly 
dampen these stray light effects for large pupils.93 Finally, diffractive lenses tend to provide superior 
visual performance when compared to zonal refractive lenses.94,95

Accommodating Lenses

Accommodating IOLs are the natural progression of implant technology. As shown in Fig. 1, accom-
modation is lost by about the age of 50. Implantation of IOLs may restore vision in cataract patients, 
but presbyopia remains. Multifocal IOLs have been developed to address the need of presbyopic 
pseudophakic patients, but there is always a trade-off with these types of lenses. Simultaneous vision 
by its nature reduces contrast and image quality, and designing multifocal IOLs is always a bal-
ance between providing functional near vision and minimizing artifacts attributed to multifocality. 
Accommodating lenses avoid the issues of simultaneous vision and provide high quality imaging at 
a variety of object distances. These types of lenses would function in a manner similar to the natural 
crystalline lens. Several accommodating IOLs are currently available; however, their performance has 
been marginal at best.96 Advances in accommodating lens technology are rapidly occurring and this 
technology will likely replace multifocal IOLs once a suitable solution has been found. Furthermore, 
cataract surgery may no longer be the requirement for IOL implantation. Once solutions have been 
developed that offer reasonable levels of accommodation (likely allowing focusing from distance 
to 50 cm), a procedure known as refractive lens exchange (RLE) or clear lens extraction (CLE) is 
likely to rise in popularity.97 In these procedures the noncataractous crystalline lens is removed and 
replaced with an IOL. These techniques are one option for patients with severe myopia, but surgeons 
are hesitant to perform these procedures on healthy, albeit presbyopic lenses with low degrees of 
refractive error. However, there was much resistance to implanting IOLs in the first place and once 
RLE or CLE demonstrates safe results that restore accommodation, the hesitancy will likely wane.
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Two mechanisms are available for creating an accommodating IOL. The trigger for the lens action 
is the constriction of the ciliary muscle. The first mechanism is an axial shift of the position of the 
lens. Equation (8) describes the IOL power given the corneal curvature K, axial length L, and the effec-
tive lens position, ELP. Differentiating Eq. (8) with respect to the ELP gives

 d
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Assuming a corneal power K = 43 D, and axial length L = 24 mm, naq = 1.337, ELP = 5 mm in 
the unaccommodated state and that the change in ELP is small compared to the total ELP, then the 
change in IOL power ΔfIOL is approximately 

 ΔfIOL ≈ 1.735 ΔELP (29)

Equation (29) shows that under these conditions, the 1 mm of movement of the IOL toward the 
cornea gives about 1.75 D of accommodation. Examples of IOLs that use axial movement are the 
FDA-approved Crystalens (Bausch & Lomb, Rochester, NY) and 1CU (HumanOptics AG, Erlangen, 
Germany) available in Europe. Both lenses have plate-type haptics or flat flanges emanating from the 
side of the lens. These flanges are hinged such that the lens vaults toward the cornea when the cili-
ary muscle constricts. Still there is much improvement needed in these technologies. The Synchrony 
accommodating IOL (Visiogen, Irvine, CA) is a variation on the axial movement concept that uses 
two lenses that move relative to one another instead of a single lens for the IOL.

The second mechanisms for an accommodating IOL would be a lens that changes its power in 
response to the constriction of the ciliary muscle. Examples of these types of lenses include the Fluid 
Vision IOL (Powervision, Belmont, CA) which pumps fluid from a peripheral reservoir into a lens 
with a deformable membrane surface to change its power, and the AkkoLens (AkkoLens International, 
Delft, The Netherlands) that uses two cubic phase plates that translate laterally to achieve a power 
change.98 These accommodating IOLs represent emerging technologies but clinical demonstration of 
their capabilities is still needed.

Phakic Lenses

Phakic IOLs, as their name implies, are lenses that are implanted while the crystalline lens remains 
clear and intact. These lenses are used for treating nearsightedness instead of cataracts. Since the 
crystalline lens remains in place, phakic IOLs need to be implanted in the remaining space. There 
are two suitable locations for this implantation. The first is the anterior chamber, which is the space 
between the posterior cornea and the iris. Two techniques have been used to support anterior cham-
ber IOLs. The first technique is to wedge the haptics into the angle where the peripheral cornea 
meets the iris. The second technique is to use specially designed haptics that clip to the peripheral 
iris to maintain the lens position. The main disadvantage of anterior chamber phakic IOLs is the 
risk to the corneal endothelium. The corneal endothelium is a thin layer of cells that coats the poste-
rior surface of the cornea. These cells regulate the nutrition and health of the cornea and cannot be 
replaced if damaged. Mounting an IOL in the anterior chamber risks abrasions of these endothelial 
cells. Phakic IOLs can also be supported by the sulcus, which means the phakic IOL is placed on the 
area directly behind the iris, but in front of the crystalline lens. This second type of phakic IOL posi-
tioning requires a vaulting of the implant away from the surface of the crystalline lens since contact 
between the artificial and natural lenses are likely to lead to cataract formation. Examples of phakic 
IOLs include the Verisyse (Advanced Medical Optics, Santa Ana, CA), which is an iris-supported 
lens, and the Visian ICL (Staar Surgical, Monrovia, CA), which is a sulcus-supported lens. Excellent 
results have been achieved with phakic IOLs in extreme nearsightedness.99 Phakic IOLs for the treat-
ment of farsightedness and astigmatism as well as multifocal lenses are likely to be available in the 
United States in the near future.



21.20  VISION AND VISION OPTICS

Chromophores

The crystalline lens is the main absorber of wavelengths below 400 nm in the eye.2,100 Removal of the 
crystalline lens causes a dramatic increase in the level of ultraviolet (UV) radiation that reaches the 
retina. These highly energetic wavelengths can cause phototoxicity, leading to damage the retinal neu-
ral structure and the underlying retinal pigment epithelium. Aphakic individuals are particularly sus-
ceptible to this type of damage since they no longer have the appropriate UV filtering. IOLs, in general, 
do little to mitigate the UV exposure. PMMA has significant transmission for wavelengths between 
300 and 400 nm. Mainster recognized the risks to retinal health posed by transparent IOLs101,102 and 
most IOLs incorporated a UV-absorbing chromophore by 1986.103 These UV-absorbing chromo-
phores typically have a cutoff wavelength of 400 nm, leaving high transmission of visible wavelengths, 
but negligible transmission of UV wavelengths. Blue-green wavelengths can also cause retinal photo-
toxicity, although much higher dosages are required for damage when compared to UV wavelengths. 
Several companies have introduced blue-light absorbing IOLs (AF-1 UY, Hoya, Tokyo, Japan and the
Acrysof Natural, Alcon laboratories, Fort Worth, TX). These IOLs seek to have a transmission similar 
to the middle-aged human crystalline lens. Consequently, they partially absorb a portion of the spec-
trum between 400 and 500 nm. Figure 10 shows the transmission of a 3-mm slab of PMMA immersed 
in saline, along with the transmissions of IOLs containing UV-absorbing and blue-light absorbing IOLs.

Blue-light absorbing IOLs are somewhat controversial. Critics have suggested that scotopic and 
color vision are degraded by the lenses.104,105 However, these claims have not been supported by 
theoretical analyses and clinical measures of in-eye lens performance.106–113 Supporters of blue-light 
filtering lenses advocate their use to promote retinal health. Some laboratory studies have demon-
strated protection to cell cultures afforded by the blue-light chromophores, but long-term clinical 
data remains unavailable.114 Blue light has been shown to mediate the circadian rhythm115 and an 
intermediate violet-absorbing chromophore that balances retinal protection and the circadian clock 
has been suggested.116,117 Again, long-term validation of the benefits of such a lens are not available.

21.5 INTRAOCULAR LENS SIDE EFFECTS

A variety of optical deficits can arise following the implantation of intraocular lenses (IOLs). While 
artificial lenses replace cataractous lenses that have degraded markedly in optical quality, these IOLs 
can also introduce some visual side effects. These side effects include glare, halos, streaks, starbursts, 
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shadows, and haze. While the vast majority of pseudophakic patients are free from these effects 
under most circumstances and tolerate the problem in the few situations when they do arise, a small 
fraction of patients suffer from problems that are comparable or worse than their preoperative state. 
Understanding the cause of these optical phenomena allows for IOL manufacturers to improve their 
designs and minimize potential problems in future recipients.

Dysphotopsia

Dysphotopsia is the introduction of unwanted patterns onto the retina. These unwanted patterns 
are superimposed over the true retinal image and can cause degradation in visual performance. In 
pseudophakic dysphotopsia, the design and material of the artificial lens is typically responsible for 
redirecting the unwanted light to the retina. Dysphotopsia comes in two forms: positive and negative. 
Positive dysphotopsia is the introduction of bright artifacts onto the retina. These artifacts include 
arcs, streaks, rings, and halos and may only be present under certain lighting conditions or for certain 
locations of glare sources in the peripheral field. Negative dysphotopsia, conversely, is the blockage of 
light from reaching certain portions of the retina. Shadows and dark spots are perceived usually in 
the temporal field and again this phenomenon is affected by lighting conditions and position. Both 
positive and negative dysphotopsias affect visual performance because the unwanted images obscure 
the relevant retinal image formed directly by the IOL. Consequently, understanding their cause and 
eliminating these undesirable effects will lead to improve performance and satisfaction of patients.

Posterior Capsule Opacification

Another side effect of IOL implantation is posterior capsule opacification (PCO). Implantation of 
IOLs into the capsular bag provides a stable platform for the lens. However, in about 25 percent 
of patients, PCO can result. In PCO, the capsular bag gradually opacifies, and postcataract patients 
perceive many of the same symptoms seen prior to surgery, namely a gradual loss in acuity, glare, 
and blurred vision. YAG posterior capsulotomy is typically performed to open a hole in the capsule 
allowing light to pass through again. The large incidence of PCO causes dissatisfaction in patients 
and adds expense due to the need for additional equipment, procedures, and time to rectify the situ-
ation. Consequently, a reduction in PCO would be beneficial and strong efforts have been made to 
modify IOL designs and materials to drastically reduce the incidence of PCO. Acrylic materials and 
square edge designs have both appear to reduce the incidence of PCO.118,119 However, dysphotopsia 
increased with introduction of these changes. To gain the benefit of reduced PCO, alterations were 
needed to acrylic lens edge designs. 

Holladay et al.120 compared the edge glare caused by sharp and rounded edge designs using a 
nonsequential raytracing technique. Nonsequential raytracing is routinely used for analyzing stray 
light and illumination effects. Typically, hundreds of thousands of rays are launched from a light 
source and allowed to refract, reflect, and scatter from various elements. Following the raytracing, the 
concentration of these rays in a given plane can be evaluated to determine the illumination pattern 
of the stray light. Holladay et al. found that both square and round edge IOLs produce stray light, but 
that only the square-edge design concentrated the light into a well-formed arc on the retina. Round-
edge designs tended to disperse the stray light over a much larger portion of the retina, suggesting its 
visual consequences fall below a perceptible threshold. Clinical reports of dysphotopsia support that 
square-edge designs with a smooth finish are a likely culprit for many of the positive dysphotopsia 
problems.121,122 Meacock et al.123 performed a prospective study of 60 patients split between acrylic 
lenses with textured and nontextured edges. By prospectively analyzing the two groups, determina-
tion about the advantages of textured edges is assessed. One month post-operatively 67 percent of 
the nontextured IOL patients and 13 percent of textured-IOL patients had glare symptoms. The tex-
tured edges provided a statistically significant reduction in glare symptoms. Franchini et al.124,125 used 
nonsequential raytracing methods to compare different types of edge design on positive dysphotopsia. 
They found similar result to Holladay et al.120 in that the untextured square-edge design produced a 
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ring pattern on the retina, while a round edge distributed the light over a larger portion of the retina. 
This group also analyzed an “OptiEdge” design where the edge is beveled in an attempt to minimize 
stray light effects. In this case, they found an arc pattern is formed on the retina, but this arc in gen-
eral has intensity far below the smooth edge pattern. Furthermore, Franchini et al. modeled a frosted 
square-edge design and found that the circular pattern retina is reduced, but the light is distributed 
over the retina and could possibly reduce contrast in the perceived image. The results of these efforts 
demonstrate that tailoring the shape and texture of the edge of the IOL can lead to an implant that 
reduces both PCO and dysphotopsia.

21.6 SUMMARY

The addition of IOL implantation following cataract removal revolutionized the procedure and 
enabled the restoration of high quality vision. While the technique was slow to be accepted by the 
medical establishment, the benefits of IOLs won over even the harshest critics to become the stan-
dard of care. IOLs are entering a postmodern era. Conventional IOLs are reliably fabricated and 
advances in materials and design have led to small incision surgeries that minimize risks to the 
patient and allowing outpatient procedures. Power calculations and the devices used to measure 
ocular dimensions have continued to improve, narrowing the residual error following implantation. 
Manufacturers are now turning to more subtle improvements to the technology. Aspheric surfaces are 
being incorporated to minimize ocular spherical aberration. Multifocal IOLs are providing simulta-
neous distance and near vision, enabling a spectacle-free lifestyle following surgery. Accommodating 
IOLs are emerging to fully restore accommodation. Furthermore, manufacturers are expanding the 
role of IOLs into the treatment of refractive error with phakic IOLs. Finally, chromophores are incor-
porated into IOLs to promote the health of the retina for the remainder of the patient’s life. IOLs 
have been extraordinarily successful and a true benefit to the dim world of cataracts.
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22.1 GLOSSARY

 D(l) spectral refl ectance of the diffuser

 eP phosphor effi ciency

 IB beam current of a CRT

 Mij coeffi cient ij in the regression matrix linking ΔCi to ΔRi

 mj vector indicating the particular sample measured

 NP number of monochrome pixels in a color pixel

 nj vector indicating the particular sample measured

 R(l) spectral refl ectance of the faceplate of an LCD

 Rj input coordinates of the CRT: usually R1 is the voltage sent to the red gun; R2 is the 
voltage sent to the green gun; and R3 is the voltage sent to the blue gun

 V voltage input to a CRT

 VA acceleration voltage of a CRT

 V0 maximum voltage input to a CRT

�a voltage applied to gun a of a CRT; a = R, G, B

�B maximum scanning velocity for the electron beam

�h horizontal velocity of the beam

�v vertical velocity of the beam

 Xai tristimulus values of light emitted from monochrome pixel of color a

 Xi tristimulus values of light emitted from a color pixel

 Xi tristimulus value i, that is, X = X1; Y = X2; and Z = X3

 X0i tristimulus value i of a reference color

 xp horizontal interpixel spacing, xp = �htp

 yp vertical interpixel (interline) spacing
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 g exponent in power law expressions of gamma correction

 d interpolation parameter for one-dimensional characterizations

 ΔRi change in input coordinate i

 ΔXi change in tristimulus value i

 � interpolation parameter for inverting one-dimensional characterizations

 nmax maximum frequency of CRT input amplifi ers

 m index of color measurements taken along a curve in color space

 Φ power of the emitted light

 Φa
AMB

aVλ
( )( )  spectral power distribution of light emitted from monochrome pixel of color a as a 

result of ambient light falling on an LCD

 Φa
BL
λ

( )  spectral power distribution of light emitted from monochrome pixel of color a as a 
result of the backlight

 Φal(Va)  spectral power distribution of light emitted by monochrome pixel of color a, 
depending on the voltage with which the pixel is driven

 Φa
R
λ

( )  spectral power distribution of light refl ected from the faceplate of an LCD

 Φ(x, y) power of the emitted light as a function of screen position

 Φl spectral power distribution of light emitted by all monochrome pixels in a color pixel

 Φl spectral power of the emitted light

 Φλ
( )AMB  light output caused by ambient light falling on the faceplate of an LCD

 Φλ
( )BL  light output caused by the backlight of an LCD

 Φ0 maximum light power output from a CRT

 Φ0λ
( )AMB  ambient light falling on the faceplate of an LCD

 Φ0λ
( )BL  light emitted by the backlight-diffuser element of an LCD

 Φl(�R, �G, �B)  spectral power distribution of the light emitted when voltages �R, �G, �B are applied to 
its inputs

 ta(l) spectral transmittance of the fi lter on monochrome pixel of color a

 td phosphor decay time

 tf time spent scanning a complete frame

 tl time spent scanning a complete line, including horizontal fl yback

 tp time the beam spends crossing a single pixel

 t (V) voltage-dependent transmittance of the light modulating element

22.2 INTRODUCTION

Complex images that are colorimetrically calibrated are needed for a variety of applications, from 
color prepress to psychophysical experimentation. Unfortunately, such images are extremely diffi-
cult to produce, especially using traditional image production technologies such as photography or 
printing. In the last decade technical advances in computer graphics have made digital imaging the 
dominant technology for all such applications, with the color television monitor the output device 
of choice. This chapter describes the operational characteristics and colorimetric calibration tech-
niques for color television monitors, with its emphasis on methods that are likely to be useful for 
psychophysical experimentation. A short final section describes a newer display device, the color liq-
uid crystal display, which is likely to become as important in the decade to come as the color monitor 
is today.
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22.3 OPERATIONAL CHARACTERISTICS 
OF COLOR MONITORS

The color television monitor is currently the most common display device for digital imaging appli-
cations, especially when temporally varying images are required. Its advantages include good tem-
poral stability, a large color gamut, well-defined standards, and inexpensive manufacture. A wide 
variety of different CRT types is now available, but all types are derived from a common technologi-
cal base. This section describes the characteristics shared by most color monitors, including design, 
controls, and operation. Of course, a chapter such as this can only skim the surface of such a highly 
evolved technology. There is a vast literature available for those who wish a greater depth of technical 
detail. Fink et al.1 provides a great deal of it, with a useful set of references for those who wish to dig 
even deeper. Colorimetry is discussed in Chap. 10 in this volume.

Output devices that go under a variety of names, color television receivers, color video monitors, 
color computer displays, and so on, all use the same display component. This chapter describes only 
the display component. Technically, it is known as a color cathode ray tube (CRT), the term that is 
used exclusively in the remainder of the chapter.

In this chapter several operational characteristics are illustrated by measurements of CRT output. 
These measurements, which are intended only to be illustrative, were performed using a Tektronix 
SR690, a now obsolete CRT produced for the broadcast monitor market. While the measurements 
shown are typical of CRTs I have measured, they are intended to be neither predictors of CRT perfor-
mance nor ideals to be pursued. In fact, color CRTs vary widely from model to model, and any CRT 
that is to be used in an application where colorimetry is critical should be carefully characterized 
before use.

Color CRT Design and Operation

The color CRT was derived from the monochrome CRT, and shares many features of its design. 
Thus, this section begins by describing the construction and operation of the monochrome CRT. 
New features that were incorporated to provide color are then discussed.

Monochrome CRTs A schematic diagram of a monochrome CRT is shown in Fig. 1. The envelope 
is a sealed glass tube from which all the air has been evacuated. Electrons are emitted from the cath-
ode, which is heated red hot. The flux of electrons in the beam, the beam current IB, is determined 
by a control grid. A variety of magnetic and/or electrostatic electrodes then focus, accelerate, and 
deflect the beam. The beam strikes a layer of phosphor on the inside of the CRT faceplate, depositing 

Light

Glass faceplate

Electron beam

Control grid

Cathode

Focus
deflection

acceleration

FIGURE 1 Schematic diagram of a monochrome CRT, showing the 
path of the electron beam and the location of the phosphor on the inside of 
the faceplate.
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power IBVA, where VA is the acceleration voltage. Some of this power is converted to light by the 
phosphor. The power Φ in the emitted light is given by

 Φ Φ= ⋅∫ λ λ
λhc

d  

Φl, the spectral power distribution of the emitted light is determined, up to a single multiplicative 
factor, by the chemical composition of the phosphor. The multiplicative factor is usually taken to be a 
linear function of the beam power. Thus, the efficiency of the phosphor eP given by

 e I VP B A= Φ /  

is independent of the beam current. Power not emitted as light becomes heat, with two consequences.

1. If the beam remains in the same spot on the screen long enough, the phosphor coating will heat 
up and boil the phosphor from the back of the faceplate leaving a hole in any image displayed on 
the screen.

2. Anything near the phosphor, such as the shadowmask in a color CRT, heats up.

A stationary spot on the screen produces an area of light. The intensity of the light is generally 
taken to have a gaussian spatial profile. That is, if the beam is centered at (x0, y0), the spatial profile of 
the light emitted is given by

 Φ( , ) exp ( ) ( )x y x x y y
x y

∝ − + −
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The dependence of this spatial profile on the beam current is the subject of active development in 
the CRT industry. In most applications the beam is scanned around the screen, making a pattern of 
illuminated areas. The brightness of a given illuminated area depends on the beam current when the 
electron beam irradiates the area, with the beam current determined by the voltage applied to the 
control grid.

Shadowmask Color CRTs The basic technology of the monochrome CRT is extended to produce 
color. The standard method for producing color is to take several, usually three, monochrome 
images that differ in color and mix them additively to form a gamut of colors. (Even very uncon-
ventional technologies, such as the Tektronix bichromatic liquid crystal shutter technology, produce 
color by additive mixture.) This section describes the basic principles of shadowmask CRT technology, 
which is the dominant technology in color video.

Geometry of the shadowmask CRT A color CRT must produce three images to give a full range 
of color. To do so usually requires a tube with three guns. The three electron beams are scanned in 
exactly the way that monochrome beams are, but arrive at the screen traveling in slightly different 
directions. Near the faceplate is a screen called the shadowmask. It is made of metal, with a regular 
pattern of holes. Electrons in the beams either hit the screen to be conducted away or pass ballisti-
cally through the holes. Because the three beams are traveling in different directions, they diverge 
once they have passed the hole, striking the back of the faceplate in different places. The phosphor 
on the back of the faceplate is not uniform, but is distributed in discrete areas that radiate red, 
green, or blue light. The geometry is arranged so that electrons from the red gun hit red-emitting 
phosphor, electrons from the green gun hit green-emitting phosphor, and electrons from the blue 
gun hit blue-emitting phosphor. This geometry is illustrated in Fig. 2. Several different geometries 
of shadowmask tube exist:

1. Delta guns. The three guns are arranged at the corners of an equilateral triangle, irradiating 
phosphor dots arranged in a triad.
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2. In-line guns. The three guns are arranged in a line, irradiating phosphor dots side by side. The 
lines of phosphor dots are offset from line to line, so that the dot pattern is identical to that of 
the delta gun.

3. Trinitron. This is an in-line gun configuration, but the phosphor is arranged in vertical stripes. 
The holes in the shadowmask are rectangular, oriented vertically.

Other types of technology are also possible, though none is in widespread use. Beam index tubes, 
for example, dispense with the shadowmask, switching among the red, green, and blue signals as the 
electron beam falls on the different phosphor dots.

The most fundamental colorimetric property determining the colors produced by a shadowmask 
CRT is the light emitted by the phosphors. Only those colors that are the additive mixture of the phos-
phor colors (CRT primaries) can be produced. Because the color and efficiency of the phosphors are 
important determinants of perceived picture quality in broadcast applications phosphor chemistry 
undergoes continuous improvement, and varies from CRT to CRT. The emission spectra of the phos-
phors of a “typical” shadowmask CRT are shown in Fig. 3. The chromaticities of these phosphors are:

 x y z

Red phosphor 0.652 0.335 0.013
Green phosphor 0.298 0.604 0.098
Blue phosphor 0.149 0.064 0.787

Common problems in shadowmask CRTs The shadowmask is a weak point in color CRT design, 
so that color CRTs suffer from a variety of problems that potentially degrade their performance. The 
three most common problems are doming, blooming, and shadowmask magnetization. Doming 
occurs when the shadowmask heats because of the large energy density in the electrons it stops. It then 
heats up and expands, often not uniformly. The result is a distortion of its shape called “doming.” This 
geometrical distortion means that the registration of holes and dots is disturbed, and what should be 
uniform colors become nonuniform. Trinitron tubes have a tensioning wire to reduce this problem. It 
is often visible as a horizontal hairline running across the whole width of the tube about a third of the 
way from the top or bottom of the tube, depending on which side of the tube is installed up.

Blooming occurs when too much energy is deposited in the electron beam. Then electrons arrive 
at the screen in the right position but their entire kinetic energy is not immediately absorbed by the 
phosphor. They then can move laterally and deposit energy on nearby dots which can be both the 
wrong color and outside the intended boundary of the bright area. Colors become desaturated, and 
edges of areas become blurred.

From
blue
gun

From
green
gun

From
red
gun

Shadowmask Phosphor dots

Red
light

Green
light

Blue
light

FIGURE 2 Electron beam/shadowmask/phosphor geometry in a 
shadowmask CRT.
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Magnetic fields build up in the shadowmask when the electromagnetic forces produced by electrons, 
assisted by the heat build-up, create magnetized areas in the shadowmask. These areas are nonuniform 
and usually produce large regions of nonuniformity in color or brightness on the screen. CRTs usu-
ally have automatic degaussing at power-up to remove these magnetic fields. If this is insufficient to 
remove the field buildup, inexpensive degaussing tools are available.

CRT Electronics and Controls The CRT receives voltage signals at its inputs, one for monochrome 
operation, three for color operation. The input signals must be suitably amplified to control the 
beam current using the grid electrode. The amplification process is described first, followed by the 
controls that are usually available to control the amplification.

Amplification Two properties of the amplification are important to the quality of the displayed 
image: bandwidth and gamma correction.

The bandwidth of the amplifiers determines the maximum frequency at which the beam current 
can be modulated. In most applications the beam is moved about the screen to produce the image, so 
that the maximum frequency translates into a maximum spatial frequency signal. Suppose, unrealisti-
cally, that the amplifiers have a sharp cutoff frequency nmax and that the beam is scanned at velocity �B. 
Then the maximum spatial frequency of which the CRT is capable is nmax/�B. In some types of CRT, 
particularly those designed for vector use, settling time is more important than bandwidth. It can be 
similarly related to beam velocity to determine the sharpness of spatial transitions in the image.

For colorimetric purposes, the relationship between the voltage applied at the CRT input and the 
light emitted from the screen is very important. It is determined by the amplification characteristics 
of the input amplifiers and of the CRT itself, and creating a good relationship is part of the art of CRT 
design. When the relationship must be known for colorimetric purposes, it is usually determined by 
measurement and handled tabularly. However, for explanatory purposes it is often written in the form

 Φ Φ= 0 0( / )V V γ  

where V is the voltage input to the CRT, normalized to its maximum value V0. The exponent, 
which is conventionally written as g, gives this amplification process its name, gamma correction. 

Blue

Green

Red

Wavelength (nm)
400 500 600 700

FIGURE 3 Spectral power distributions of the light 
output by a typical set of phosphors. The long wave-
length peak of the red phosphor is sometimes missed in 
spectroradiometric measurements.
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Figure 4 shows some measured values, and a log-linear regression line drawn through them. Note the 
following features of this data.

1. The line is close to linear.

2. There are regions of input voltage near the top and bottom where significant deviations from 
linearity occur.

3. The total dynamic range (the ratio between the highest and lowest outputs) is roughly 100, a 
typical value. This quantity depends on the setting of brightness (black level) and contrast used 
during the measurement.

There will be additional discussion of gamma correction in the section on monitor setup.

Controls that affect amplification in monochrome CRTs Monochrome monitors have several con-
trols that adjust several properties of the electron beam. Some controls are external to the monitor, 
some are internal, usually in the form of small potentiometers mounted on the circuit boards. The 
particular configuration depends on the monitor. In terms of decreasing likelihood of being external 
they are: brightness (black level), contrast, focus, underscan/overscan, pedestal, gain, horizontal and 
vertical size. A brief description of the action of each control follows. It is important, however, to 
remember that while names of controls tend to be constant from CRT to CRT, the action performed 
by each control often varies.

Brightness (black level) This control adjusts the background level of light on the monitor screen. 
It is designed for viewing conditions where ambient light is reflected from the monitor faceplate. It 
usually also varies the gamma exponent to a higher value when the background level (black level) 
is increased. A typical variation of the light intensity/input voltage relationship when brightness is 
varied is shown in Fig. 5.

Contrast This control varies the ratio between the intensity of the lightest possible value and the 
darkest possible value. High contrast is usually regarded as a desirable attribute of a displayed image, 
and the contrast control is usually used to produce the highest contrast that is consistent with a 
sharp image. A typical variation of the light intensity/input voltage relationship when this control is 
varied is shown in Fig. 6.

Focus This control varies the size of the electron beam. A more tightly focused electron beam 
produces sharper edges, but the beam can be focused too sharply, so that flat fields show artifactual 
spatial structure associated with beam motion. Focus is usually set with the beam size just large 
enough that no intensity minimum is visible between the raster lines on a uniform field.
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FIGURE 4 Graph of ln (light intensity) 
against ln (input voltage), sometimes used to 
determine the gamma correction exponent. Note 
the systematic deviation from a straight line.
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Pedestal and gain These controls, which are almost always internal, are similar to brightness 
and contrast, but are more directly connected to the actual amplifiers. Pedestal varies the level of 
light output when the input voltage is zero. Gain varies the rate at which the light output from the 
screen increases as the input voltage increases.

Controls specific to color CRTs Color monitors have a standard set of controls similar to those 
of monochrome monitors. Some of these, like brightness and contrast, have a single control applied 
simultaneously to each of the color components. Others, like gain and pedestal, have three controls, 
one for each of the color channels. There are several aspects of color that need to be controlled, 
however, and they are discussed in the paragraphs that follow.
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FIGURE 5 Variation of the light intensity/input voltage rela-
tionship when the brightness (black level) control is varied. The 
lower curve shows the relationship with brightness set near its 
minimum; the upper one with brightness set somewhat higher.

FIGURE 6 Variation of the light intensity/input voltage rela-
tionship when the contrast is varied. The lower curve shows the 
relationship with contrast set near its minimum; the upper one 
with contrast near its maximum.
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Purity Purity is an effect associated with beam/shadowmask geometry. It describes the possibility 
that the electron beams can cause fluorescence in inappropriate phosphors. There is no standard set 
of controls for adjusting purity. Generally, there are magnets in the yoke area whose position can be 
adjusted to control purity, but this control is very difficult to perform. There will be no need to alter 
them under normal conditions. Purity is most influenced by stray magnetic fields, and can often be 
improved by moving the CRT.

White balance It is important for most monitor applications that when the red, green, and blue 
guns are turned on equally, calibration white (usually either D6500 or D9200) appears on the screen. This 
should be true at all intensities. Thus, controls that alter the voltage input/light output relationship for 
each channel should be available. At a minimum, there will be the pedestal and gain for each channel.

Degauss Above we mentioned magnetic fields that build up in the shadowmask. There is gener-
ally a set of wires that run around the edge of the faceplate. At power-up a degaussing signal is sent 
through the wires and the ensuing magnetic field degausses the shadowmask. The degauss control 
can produce the degauss signal at any time.

CRT Operation The CRT forms an image on its screen by scanning the electron beam from place 
to place, modulating the beam current to change the brightness from one part of the image to 
another. A variety of scan patterns are possible, divided into two categories. Scan patterns that are 
determined by the context of the image (in which, for example, the beam moves following lines 
in the image) are used in vector displays, which were once very common but now less so. Scan patterns 
that cover the screen in a regular pattern independent of image content are used in raster displays: 
the scan pattern is called the raster. A variety of different rasters are possible; the one in most common 
use is a set of horizontal lines, drawn from top to bottom of the screen.

Raster generation Almost all raster CRTs respond to a standard input signal that creates a raster 
consisting of a set of horizontal lines. This section describes the path of the electron beam as it tra-
verses the CRT screen; a later section discusses the signal configurations that provide the synchroni-
zation necessary to drive it.

Frames and fields The image on the screen is scanned out as a set of lines. Each line is scanned 
from left to right, as seen from a position facing the screen. Between the end of one line and the begin-
ning of the next the beam returns very quickly to the left side of the screen. This is known as horizontal 
retrace or flyback. The successive lines are scanned from top to bottom of the screen. One field consists 
of a scan from top to bottom of the screen. Between the end of one field and the beginning of the next 
the beam returns very quickly to the top of the screen. This is known as vertical retrace or flyback.

One frame consists of a scan of all the lines in an image. In the simpler type of display a field is 
identical to a frame, and all the lines of the image are scanned out, from top to bottom of the display. 
The scan pattern is shown in Fig. 7. It is called noninterlaced.

Line 0
Line 1
Line 2
Line 3
Line 4
Line 5

Line n–1
Line n

FIGURE 7 Scan pattern for a noninterlaced raster.
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A more complicated type of raster requires more than one field for each frame. The most usual 
case has two fields per frame, an even field and an odd field. During the even field, the even-numbered 
lines of the image are scanned out with spaces between them. This is followed by vertical retrace. 
Then, during the odd field the odd-numbered lines of the image are scanned out into the spaces left 
during the even-field scan. A second vertical retrace completes the frame. This scan pattern, known 
as interlaced, is shown in Fig. 8. The purpose of interlace is to decrease the visible flicker within small 
regions of the screen. It works well for this purpose, provided there are no high-contrast horizontal 
edges in the display. If they are present they appear to oscillate up and down at the frame rate, which 
is usually 30 Hz. This artifact can be very visible and objectionable, particularly to peripheral vision. 
Interlace having more than two fields per frame is possible, but uncommon.

In viewing Figs. 7 and 8 note that the vertical scan is produced by scanning the beam down con-
tinuously. Thus the visible lines are actually sloped down from left to right while the retrace, which is 
much faster than the horizontal scan, is virtually unsloped. The method used to put the odd field of 
the interlaced scan between the lines of the even field is to scan half a line at the end of the even field 
followed by half a line at the beginning of the odd field. Thus an interlaced raster has an odd number 
of lines.

Relationship of the raster to the CRT input signal The CRT receives a serial input signal containing 
a voltage that controls the intensity for each location in the image. This signal must be synchronized 
with the raster in order to make sure that each pixel is displayed in the right location. This section 
describes the relationship between the raster and the CRT input.

Horizontal scanning The input signal for one line is shown in Fig. 9. It consists of data interspersed 
with blank periods, called the horizontal blanking intervals. During the horizontal blanking interval 
the beam is stopped at the end of the line, scanned quickly back for the beginning of the next line, 
then accelerated before data for the next line begins. In the data portion, 0.0 V indicates black and 
1.0 V indicates white. The signal shown would produce a line that is dim on the left, where the line 
starts, and bright on the right where it ends.

A second signal, the horizontal synchronization signal, has a negative-going pulse once per line, 
positioned during the horizontal blanking interval. This pulse is the signal for the CRT to begin the 
horizontal retrace.

When the synchronization signal is combined with the data signal the third waveform in Fig. 9 is 
produced. The intervals in the horizontal blanking interval before and after the synchronization are 
known as the front and back porch. They are commonly used to set the voltage level corresponding to 
the black level, a process known as black clamping. Black clamping reduces the effect of low-frequency 
noise on the color of the image, but requires good synchronization between the precise timing of the 

Line 0
Line 1
Line 2
Line 3
Line 4

Line 2n–1

Line 2n+1
Line 2n

FIGURE 8 Scan pattern for an interlaced raster, two 
fields per frame. Line 3 eventually scans to line 2n − 1 by way 
of the odd lines; line 4 scans to line 2n.
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signal and the raster production of the CRT. The ability of the monitor to hold synchronization with 
particular timing in this signal is an important parameter of the monitor electronics.

Vertical scanning Figure 10 shows the input signal for one complete field. There is data for each 
line, separated by the horizontal blanking period, which is too short to be visible in the figure. 
Separating the data portion of each field is the vertical blanking interval, during which the beam is 
scanned back to the top of the screen.

The synchronization signal consists of a vertical drive pulse signaling the time at which the beam 
should be scanned to the top of the screen. This pulse is long compared to the horizontal drive pulses 
so that it can easily be separated from them when the synchronization signals are combined into 
composite synch. In composite synch positive-going pulses in positions conjugate to the positions 
of the horizontal drive pulses are added during the vertical drive signal. These pulses are designed 
to keep the phase of the horizontal oscillator from wandering during vertical drive. When they are 
interpreted incorrectly, as was the case in some monitors early in the history of digital electronics, 
the result is a small shear in the first few lines at the top of the screen as the horizontal oscillator gets 
back into phase.

The composite synch signal can be added to the data, as shown in the fourth illustration in Fig. 10. 
Most real systems have this type of synchronization, which was designed for an era when signals were 
to be sent long distances by broadcast or wire. Today, in computer graphics applications, we often 
find that electronic circuitry in the source carefully folds the two synch signals into composite synch 
and the composite synch signal into the data signal. This signal is carried along a short piece of wire 
to the receiver, where electronic circuitry strips the signals apart. Bad synchronization is often caused 
by the malfunction of this superfluous circuitry, but it is unlikely that this situation will change in the 
immediate future.

1.0 V

0.0 V
Horizontal
blanking
interval

Horizontal
blanking
interval

Horizontal
drive

Horizontal
drive

Back
porch

Front
porch

Back
porch

Line time

Visible line time

Front
porch

FIGURE 9 A schematic input signal that would generate a single line of 
raster, including the end of the preceding line and the beginning of the succeed-
ing line. The top trace shows the signal that produces the image, including the 
blank between lines; the middle trace shows the synchronization signal with 
the horizontal drive pulse located during the blank; the bottom trace shows the 
synchronization signal and the picture signal in a single waveform.
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At the input to a color CRT, three or four signals like the ones described above are provided. The 
four signals are three input signals containing pixel intensities and blanking intervals, plus a fourth 
signal carrying the composite synchronization signal. To get three signals the synchonization signal 
is combined with one or more of the pixel signals. When only one pixel signal has synchronization 
information it is almost always the green one.

Controls that affect the raster Several controls affect the placement and size of the raster on the 
CRT. They are described in this section.

Horizontal/vertical size and position These controls provide continuous variation in the horizontal 
and vertical sizes of the raster, and in the position on the CRT faceplate where the origin of the raster 
is located.

Underscan/overscan Most CRTs provide two standard sizes of raster, as shown in Fig. 11. This 
control toggles between them. In the underscan position the image is smaller than the cabinet port, 
so that the whole image is visible, surrounded by a black border. In the overscan position the image 
is slightly larger than the cabinet port, so that no edges of the image are visible. There is a standard 
amount of overscan, which is used in home television receivers.

Convergence A shadowmask color CRT has, in effect, three rasters, one for each of the primary 
colors. It is essential that these rasters be positioned and sized exactly the same in all parts of the 
image; otherwise, spurious colored fringes appear at the edges in the image. To achieve this it is essential 
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FIGURE 10 A schematic input signal that would generate a single field 
of a raster, including the end of the preceding field and the beginning of the 
succeeding field. The top trace shows the picture signal, with the vertical 
blank shown and the horizontal blank omitted. The second trace shows the 
vertical synchronization signal with the vertical drive pulse. The third trace 
shows the horizontal synchronization signal added to the vertical signal to 
give composite synch. The bottom trace shows composite synch added to the 
picture signal.
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that all three electron beams should be at the same place at the same time. For example, if the green 
gun is slightly to the left of the red and blue guns, a white line of a black background will have a 
green fringe on its left side and a magenta fringe on its right side. Good convergence is relatively 
easy to obtain with in-line gun configurations, so the usual practice is to adjust convergence at the 
factory using ring-shaped magnets placed over the yoke of the CRT, then to glue them permanently 
in place with epoxy cement. Satisfactory readjustment is very difficult to achieve.

Delta gun configurations have, by reputation, less stable convergence. Consequently, there are often 
controls available to the user for adjustment of convergence. The Tektronix 690SR was an extreme 
case, with a pullout drawer containing 52 potentiometers for controlling convergence on different 
areas of the screen. However, these controls, as might be expected, are not independent, so that “fine 
tuning” the convergence is very difficult, even when the controls are conveniently located.

Magnetic fields are generally the main culprit when convergence is objectionable, since the paths 
of electrons are curved in magnetic fields. Small fields from power transformers or from other elec-
tronic equipment or even the earth’s magnetic field can be the problem. Thus, before considering 
redoing the convergence on a new monitor, try rotating it and/or moving other equipment around in 
the room. Another useful trick: some low-cost CRTs have poorly positioned power transformers, and 
convergence can be improved by moving the power transformer far outside the CRT cabinet.

Operational Characteristics of Color CRTs

Two factors influence the light output that is produced in response to input signals. One is conven-
tional: the input signal must be sequenced and timed precisely to match what is expected by the 
CRT. This problem is handled by input signal standards of long standing in the television indus-
try. Synchronization standards are described first, followed by colorimetric standards. The second is 
technical: the construction of CRTs produces certain variations, even when the input signal is con-
stant. The section ends with a discussion of this variation, specifying the temporal and spatial char-
acteristics of the light output from a CRT and describing reasonable expectations for stability and 
uniformity in CRT-produced images.

Timing and Synchronization Standards Figures 9 and 10 show how the information needed to 
specify a CRT image are arranged in the input signal. For practical use they need to be specified numer-
ically, thereby allowing CRT manufacturers to ensure that their products will respond appropriately to 

Underscan

Overscan

Picture

Picture

Screen

Screen

FIGURE 11 Schematic illustration of overscan and underscan. 
The rectangle with rounded corners is the cabinet mask that defines the 
viewing area; the rectangle with square corners is the displayed image.
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the input signals they will encounter in service. Two standards have been created by the Electronic 
Industries Association (EIA) for this purpose. They are actually standards for television studios, 
prescribing how signals should be distributed in closed-circuit applications, and specifically between 
television cameras and studio monitors. In practice they are more widely used. Among other appli-
cations, they specify the interface between the tuner and the CRT in television receivers, and the 
output of digital graphics systems allowing studio monitors to be used as display devices.

The two standards are RS-170,2 which was designed for lower bandwidth applications, and 
RS-343,3 which was designed for higher bandwidth applications. Each gives minimum and maximum 
timings for each part of the input signal in terms of several parameters that are allowed to vary from 
application to application. These parameters are then part of CRT input specification, allowing all 
timing characteristics to be deduced. The most important parameter is the line rate, the number of 
lines displayed per second. Most CRTs are intolerant of large variations in this parameter. Another 
important parameter is the field rate, the number of fields displayed per second. Older CRTs were 
quite intolerant of variations in this parameter, but most modern CRTs can handle signals with a very 
wide variety of field rates.

RS-170 and RS-343 are monochrome standards. When used for color they are tripled, with the 
input signal assumed to be in three parallel monochrome signals. As mentioned above, the synchro-
nization signal is either placed on a fourth, or incorporated into a single color signal, usually the green 
one. However, although this practice is almost universal there is no official color standard for the RGB 
input to a monitor. This lack can have unfortunate consequences. For example, the NTSC color signal 
naturally decodes into three signals with peak-to-peak voltages of 0.7 V. Thus RGB monitors were 
built with inputs expecting this range. RS-170 and RS-343, on the other hand, specify a peak-to-peak 
voltage of 1.0 V. Early digital graphics systems were built to provide exact RS-170 and RS-343 output. 
These systems, naturally, overdrove standard monitors badly.

Colorimetric Standards In broadcast applications the image transmitter should be able to specify 
the precise color that will be displayed on the receiver’s CRT. This requirement can be supplied by 
a colorimetric standard. The NTSC color standard was agreed upon for use in the North American 
broadcast television industry. It is a complete color standard, specifying phosphor chromaticities, 
color representation on the carrier signal, signal bandwidth, gamma correction, color balance, and 
so on. Thus, if the NTSC standard were followed in both transmitter and receiver, home television 
would provide calibrated colors. It is not followed exactly, however, since both television manufactur-
ers and broadcasters have discovered that there are color distortions that viewers prefer to colorimet-
rically precise color. Furthermore, it is not useful for high-quality imagery since the low bandwidth it 
allocates to the chromatic channels produces edges that are incompatible with good image quality.

Spatial and Temporal Characteristics of Emitted Light The light emitted from a CRT is not pre-
cisely uniform, but suffers from small- and large-scale variations. The small-scale variations arise 
because the image is actually created by a spot that moves over the entire display surface in a time 
that is intended to be short compared to temporal integration times in the human visual system. 
In fact, a short enough glimpse of the CRT screen reveals only a single point of light; a longer one 
reveals a line as the point moves during the viewing time. These patterns are designed to be rela-
tively invisible under normal viewing conditions, but often need to be considered when CRTs are 
used for vision experimentation, or when radiometric measurements are made. They are controlled 
largely by the input signal, so they are relatively constant from CRT to CRT.

The small-scale variations are described in this section; the large-scale variations, which occur as 
spatial nonuniformity and temporal instability in the emitted light, are discussed in the following section.

Spatial characteristics The electron beam scans the screen horizontally, making an image that 
consists of a set of horizontal lines. During the scan its intensity is modulated, so that the line var-
ies in brightness—vertical edges, for example, being created by coordinated modulation in a series of 
horizontal lines. The sharpness of such a line depends on two factors: the ability of the video amplifiers 
to produce an abrupt change in intensity and the size of the spot of light on the screen, which is essen-
tially the same as the cross section of the electron beam. Video amplifiers vary greatly in bandwidth 
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from one model of CRT to another, and adjusting their performance is beyond the reach of virtually 
all CRT users. Unfortunately, interactions between adjacent horizontal pixels are not even linear,4–6 
and the measurements needed to determine the nonlinearity of a given CRT are extremely demand-
ing. Thus, compensating for amplifier bandwidth or even measuring its effects is beyond the scope 
of this chapter.

By contrast, the sharpness of a horizontal line is independent of the video amplifiers, but depends 
only on the spot size and its spatial profile, which is well modeled as a two-dimensional gaussian. 
The width of the gaussian depends on the focus electrodes, and is user-adjustable on most CRTs. The 
shrinking raster technique for CRT setup (discussed in subsection “CRT Setup for Image Display” 
discussed later in this chapter) determines a spot size that has a specific relationship to the interline 
spacing. Assuming this setup, it is possible to make reasonable assumptions about the contrast of 
images on a CRT,7 and these assumptions can be extended to the small-scale spatial structure of 
arbitrary images. Note that many CRTs used primarily as display terminals are overfocused com-
pared to the shrinking raster criterion because such overfocusing allows the display of smaller text. 
Overfocusing is easily detected as visible raster lines, usually in the form of closely spaced dark hori-
zontal lines when a uniform field is displayed.

Temporal characteristics Because of the scan pattern the light emitted from any portion of the 
screen has a complicated temporal dependence. The next few paragraphs describe several levels of 
this dependence, assuming, for simplicity, that the scan is noninterlaced. Similar results for an inter-
laced scan are easy to derive. The relevant variables are

td phosphor decay time

tp time the beam spends crossing a single pixel

�h horizontal velocity of the beam

xp horizontal interpixel spacing, xp = �htp

tl time spent scanning a complete line, including horizontal flyback

�
�

vertical velocity of the beam

yp vertical interpixel (interline) spacing, yp = �
�

tl

tf time spent scanning a complete frame (identical to the time spent scanning a complete field)

These temporal factors usually change the colorimetry of the CRT. When one or more is changed, 
usually because the video source has been reconfigured, the color output for a given input to the CRT 
usually changes. Thus, a recalibration should be done after any such change. And it is probably practi-
cal to recommend that the system be used with the new video timing parameters for a while before 
the recalibration is done, since tuning or touch-ups will require further recalibration. The intensity 
of the light emitted from a vanishingly small area of the CRT screen is a function that is zero until the 
beam traverses the point ts, then decays exponentially afterward,

 Φ Φ( ) ( )exp(( )/ )t t t t ts s d= − −∑ 0θ τ  

td ranges between 10−3 tf and tf , and usually varies from one phosphor to another. Most often the 
green phosphor has the largest td , the blue one the smallest. Broadcast monitors tend to have small 
td’s since they are designed to display moving imagery; data display CRTs tend to have large td’s 
since they are intended to display static imagery. Occasionally a CRT primary (most often red) is 
a mixture of two phosphors with different decay times. In such cases, the chromaticity of the light 
emitted by the primary changes over time, though the change is not usually visible.

If a second pixel is nh pixels to the right of a given pixel and n
�
 lines below it, the light emitted by 

the second pixel lags behind the light emitted by the first pixel by

 n n d dh p l h hτ τ+ ≈ +� � �� �/ /  

where dh and d
�
 are the horizontal and vertical screen distances.
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Commonly, a detector measures a finite area of the CRT screen. Then intensity of the detected 
light is a closely spaced group of exponentials followed by a long gap, then another closely spaced 
group, and so on. Each peak in the closely spaced group is spaced about tl, from the previous one, 
occurring when each line of the raster crosses the detection area. Each group is spaced about tf from 
the previous one, occurring each time a new field repaints the detected target. The time constant of 
this composite signal is td, the decay time of the phosphor for each individual peak in the signal.

Stability and Uniformity of CRT Output The small-scale structure of the emitted light, discussed 
above, determines the specific form of visual stimuli produced by a CRT. The large-scale structure 
determines the scope of applicability of measurements made on a particular area of a CRT at a par-
ticular time.

Temporal stability How constant is the light emitted by a CRT that receives the same input signal? 
Figures 12 and 13 show the results of colorimetric measurements taken over a 24-hour period. In 
each figure the calibration bars shows a 2 percent variation compared to the average value. The 
variation decreases considerably in the latter part of the graph. It is the period from 5 p.m. until 9 
the next morning, showing that variations in the building power are the largest source of temporal 
instability. Furthermore, this variation affected all guns similarly, as is shown by the smaller varia-
tion in Fig. 13, which shows the chromaticity coordinates, thereby factoring out overall changes in 
intensity.

Measurements like this one are important for establishing the precision at which calibration is 
sensible: it isn’t worthwhile to calibrate to a greater precision than the variation in the colorimetry 
over the period between calibrations. While this CRT has excellent temporal stability, significantly 
better than most other light sources, the same is not true for all CRTs. Some vary in output by as much 
as 20 to 30 percent over times as short as a few minutes.

The measurements shown in Figs. 12 and 13 give an idea of the variation of light output over 
periods of hours or days, and illustrate the precision it is possible to expect from a recently calibrated 
CRT. CRTs also vary on a time scale of years, but the effects are not documented. Anecdotal reports 
suggest the following. First, electronic components change with age, so properties that depend on the 
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FIGURE 12 Variation of light output from a color CRT over 
24 hours of continuous operation. This graph shows the three tristimulus 
values when a neutral color is displayed. The latter part of the graph is at 
night when almost all other equipment in the building is turned off.
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CRT electronics, such as video amplifier gain and bandwidth, change with age, almost always for the 
worse. Second, chemical properties do not change with age, so properties such as the spectral power 
of light emitted by a specific phosphor do not change. One anecdotal report8 describes no variation 
in chromaticity coordinates of phosphor emission spectra over several years of CRT operation. It is 
possible, however, that phosphor concentrations diminish as tubes age, probably because the phos-
phor slowly evaporates. Such an effect would reduce the intensity of light emitted from the phosphor 
without changing its chromaticity. The magnitude of this effect is controversial.

Spatial uniformity The light emitted by a specific input signal varies a surprising amount from one 
area of the screen to another. Figure 14 shows the variation of luminance at constant input voltage as 
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FIGURE 13 Variation of light output from a color CRT over 
24 hours of continuous operation. This graph shows the chromaticity 
coordinates corresponding to Fig. 12. They show less variation than 
the tristimulus values which covary considerably.
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FIGURE 14 Variation of light output when different parts 
of a CRT screen are measured from a fixed point. Horizontal lines 
mark variations of about 5 percent.
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we measure different areas of the screen from a fixed measurement point. (Figure 15 shows the loca-
tion on the screen of the measurement path.) Note that the light intensity decreases as the measure-
ment point moves away from the center either horizontally or vertically, and is lowest in the corners. 
Two effects work together to create this effect. As the beam scans away from the center of the tube, 
it meets the shadowmask at more and more oblique angles, making the holes effectively smaller. 
Because of the curvature of the tube and the finite distance of the observer, the edges and corners 
are viewed at angles off the normal to the tube. Light is emitted in a non-Lambertian distribution, 
preferring directions closer to the normal to the tube face. The effects in Fig. 14 occur in all CRTs. 
How large they are, however, depends strongly on the type and setup of the monitor. Correcting for 
this nonuniformity is usually impractical. Doing so requires very extensive measurement.9

Closer examination of measured light shows, however, that many experimental situations are not 
hampered by this nonuniformity. Usually the chromaticity coordinates are very close to being con-
stant, even though the luminance varies greatly. General intuition about color, as well as some recent 
experiments,10 shows that humans are quite insensitive to smooth luminance gradients, even when 
they are as large as 20 percent. This fact, combined with commonsense layout of experimental dis-
plays (making them symmetrical with respect to the center of the screen, for example) overcomes 
spatial nonuniformity without extensive measurement. Important to mention in this respect is the 
difficulty of creating good stereoscopic viewing conditions on a single monitor. First, there is only a 
single area of the screen that is ideal for the position of the center of an image. Second, unless one 
image is horizontally inverted, two images from opposite sides of the screen combined into a single 
image present drastically different luminance gradients to the two eyes.

Setup and Viewing Environments for Color CRTs

Many adjustments of the CRT electronics change its performance substantially. Some, such as the 
purity and convergence, have specific “correct” settings and are not designed to be user-adjustable. 
Most CRTs with in-line guns, for example, have the ring magnets that adjust the convergence glued 
into place at the factory. Other controls, such as contrast and brightness, are user-adjustable and 
should be changed when viewing conditions change if an optimal image is to be produced. These 
controls are provided in the expectation that the CRT will be displaying an image that is broadcast 
to a large number of CRTs that are viewed in very different visual environments. There is, therefore, 
a correct way to adjust these controls; the next few paragraphs describe the basic adjustments to 
be done. The procedure is based on a technical manual produced by the Canadian Broadcasting 
Corporation.11 This manual also provides recommended viewing conditions for critical assessment 
of displayed images. The procedures and viewing conditions are expected to form the basis of an 
SMPTE standard for CRT image display.

When CRTs are used for visual experimentation, of course, they are often displaying specifically 
controlled images in unusual viewing conditions, often total darkness. For such applications the 
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FIGURE 15 The measurement path 
used for the measurements shown in Fig. 14.
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adjustment procedure described below is unlikely to be interesting, and extreme values of the controls 
are likely to be desired. For example, an experiment conducted in total darkness is likely to need the 
black level (brightness) set so that there is no background light emitted from the screen. Or an experi-
ment to measure thresholds is likely to benefit from whatever value of the contrast control minimizes 
the gain of the CRT at the intensity levels where the measurement is performed. (The objective is to 
minimize intensity quantization of the stimulus.) In fact, modern CRTs with computer-controllable 
contrast and black level might be used with different control settings for different trials of a single 
experiment.

CRT Setup for Image Display When a CRT is set up for image display, four adjustments are usually 
made: focus, brightness, contrast, and color balance and tracking. These adjustments form a rough 
order, with changes to one often requiring changes to succeeding ones. The following procedures are 
simplified from Benedikt.11

Focus Focus should be adjusted by the shrinking raster method. A uniform gray field is dis-
played on the CRT, and the focus adjustment used to shrink the beam size until raster lines are 
clearly visible. The beam size is then increased until the raster lines just barely disappear. The 
smallest beam size for which no horizontal raster lines are visible indicates the correct setting for 
the focus control.

Brightness The brightness or black-level control is set so that zero input to the CRT produces 
a visual impression of black. This setting must be performed in lighting conditions that are exactly 
those in which the images will be viewed, and with the observer at exactly the viewing distance at 
which the images will be viewed. With no signal input to the CRT, and the image set to underscan if 
possible, the brightness control is increased until the image area is noticeably gray. It is then reduced 
to the highest setting at which the image area looks black.

Contrast An input that has all three guns fully on is used for this adjustment. With such a color 
displayed, the contrast control is adjusted until the luminance of the screen is the maximum lumi-
nance desired. This setting should be performed using either a luminance meter or a color compara-
tor, a CRT adjustment device that allows an observer to view the CRT as half of a bipartite field, the 
other half containing a reference white at the correct luminance. In any case, it is essential that the 
CRT should not bloom at the contrast setting in use. Blooming occurs when a too-intense electron 
beam spreads after it has passed through the shadowmask, stimulating more than one phosphor. It 
reduces the purity of the image, with the visual consequence that bright saturated colors are washed 
out. Narrow lines of red, green, and blue at full intensity can be used to check for blooming.

Color balance and tracking A white with red, green, and blue inputs equal at maximum intensity 
and a gray with red, green, and blue inputs equal at half intensity are used to set the color balance. 
In addition, colorimetric capability is needed. Visual colorimetry using a luminous white reference 
is usual in the broadcast industry, but this measurement can also be made instrumentally. For visual 
colorimetry the white reference is usually supplied by a color comparator. Adjust the red, green, and 
blue gain controls until the displayed white matches the reference in chromaticity. Then adjust the 
red, green, and blue screen controls until the displayed gray matches the reference in chromaticity. It 
may now be necessary to readjust the brightness and contrast. Do so, then repeat the color balance 
and tracking adjustment until all the three adjustments are simultaneously satisfactory.

Viewing Environments In applications where image quality is critical, it is necessary to control the 
viewing environment very closely. The following viewing conditions are typical of those used in the 
broadcast television industry.

1. The luminance of reference white is about 70 cd/m2.

2. The observer views the screen from a direction normal to the screen, with the screen-observer 
distance between 4 and 6 times the screen height.
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3. The CRT should be surrounded by a neutral matte area at least 8 times the screen area. The 
surround should have the chromaticity of the CRT reference white, and a luminance of about 
10 cd/m2.

4. A narrow matte-black mask should frame the CRT image.

5. All room lighting should be as close as possible to the chromaticity of the CRT reference white.

22.4 COLORIMETRIC CALIBRATION 
OF VIDEO MONITORS

When users of color CRTs talk precisely about colorimetric calibration, a careful distinction between 
calibration and characterization is usually made. Measuring the input voltage/output color relation-
ship well enough that it is possible to predict the output color from the input voltage, or to discover 
the input voltage needed to produce a given output color is a CRT characterization. The function 
mapping voltage to color characterizes the colorimetric performance of the CRT. Adjusting the CRT 
so that its characterization function matches the characterization function of a standard CRT is a 
CRT calibration. Talking loosely, however, calibration usually covers both characterization and cali-
bration, and most CRT users are actually more interested in characterizations than in calibrations. 
Thus, this chapter describes several methods for creating colorimetric characterizations of CRTs. 
Some such characterization is an essential part of any calibration, but omits the detailed internal 
adjustment of a CRT, which requires significant electronic expertise if it is to be done safely.

There is no single characterization method that suits all needs. Thus, this chapter provides a vari-
ety of methods, each of which does some jobs well and others badly. They can be divided into three 
basic types.

1. Exhaustive characterization methods (ECM) Useful when good precision is needed over the 
complete monitor gamut. The same or similar algorithms can be used for the characterization 
of other output devices, such as printers. These methods tend to be both computationally and 
radiometrically expensive.

2. Local characterization methods (LCM) Useful when a precise characterization is needed for only 
a small portion of the monitor’s output range.

3. Model-dependent characterization methods (MDCM) Useful when a characterization of moderate 
precision is needed for the complete monitor gamut. These methods tend to be specific to a given 
monitor and useful for only a small set of monitor setup methods, but they are computationally 
and radiometrically inexpensive. In addition they can be done so that the perceptual effects of 
mischaracterizations remain small, even when the colorimetric effects are large.

Here is a small set of criteria for deciding which type of method is best for a specific application:

1. High precision (better than 1 to 3 percent is impractical by any method discussed in this 
chapter)—ECM or LCM

2. Complete gamut characterization needed—ECM or MDCM

3. Minimal memory available for characterization tables—LCM or MDCM

4. No or slow floating point available—ECM or LCM

5. Fast inverse needed (we call the transformation from RGB to XYZ the characterization, the trans-
formation from XYZ to RGB the inverse)—ECM, LCM, or MDCM

6. Forgiving behavior with out-of-gamut colors—LCM or MDCM

7. Photometry available but not radiometry—MDCM

8. Change of small number of parameters when monitor or monitor setup changes—LCM or 
MDCM
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This list is not comprehensive; each type of characterization is actually a family of methods and 
there may be an effective method of a particular type even when general considerations seem to rule 
out that type. Undoubtedly more methods will be discovered as time goes on, leading to a broadening 
of these rules, and perhaps even a useful splitting of the characterization types into subtypes.

Important considerations when deciding on the characterization method to be used are measure-
ment precision and monitor stability. There is no point in using a characterization method more 
precise than measurement precision, or more precise than the stability of the CRT over the range of 
conditions in which the characterization is to be used.

The characterization methods described below make use of a variety of measurements, but mea-
surement methodology is not discussed. For reference, the methods used are (1) spectroradiometry, 
measurement of spectral power distributions; (2) colorimetry, measurement of tristimulus values; 
and (3) photometry, measurement of luminance.

The phrase “monitor coordinates” is used throughout this section. It denotes a set of controllable 
CRT inputs to which the experimenter has immediate access. For example, in applications where the 
CRT is computer controlled, it indicates the RGB values in the color lookup tables of the frame buf-
fer that supplies the video signal to the CRT. The characterization techniques discussed below are 
independent of the monitor coordinates used. The single exception is the set of model-dependent 
characterization methods.

Exhaustive Characterization Methods

These are the most costly characterization methods in terms of time and computer storage. They are 
also the most precise and the most general. Their utility depends only on the stability of the monitor. 
(If the monitor doesn’t have enough stability for exhaustive methods to be usable it is unlikely to 
have enough stability to use any other method.)

General Description The idea behind exhaustive characterization is to measure all the colors a 
monitor can produce and store them in a large table. When a color of given monitor coordinates 
(RGB) is displayed, its tristimulus values are determined by looking them up in the table. When a 
color of given tristimulus coordinates is desired, the table is searched and that set of monitor coor-
dinates closest to the desired value is chosen for display. (Dithering among nearby colors is also 
possible if more precision is desired.) This method is also useful for any kind of device, not just for 
monitors. Thus, software designed for monitors can be reused when, for example, printers must be 
characterized. The obvious drawback to this method is the number of measurements that must be 
made. For example, with 24-bit color (8 bits per gun), over 16 million colors can be produced. If 
each measurement takes 1 s, the measurement process consumes over 4500 h, or almost 200 days, 
measuring around the clock. The solution to this problem is to sample the set of realizable colors, 
measure the samples, then interpolate between them. Thus, what we call exhaustive methods are 
only relatively exhaustive. Handling the practical problems is discussed in the following sections.

Sampling Densities and Interpolation Algorithms How many measurements should be made, and 
which colors should be selected for measurement? The answer depends on the nature of the sampling 
algorithm to be used, and is an open research question for general sampling. Thus, while it is possible to 
discuss the issues, practical decisions depend on the experience of the user.

Sampling procedures Most sampling algorithms sample the monitor coordinates linearly in the 
monitor coordinates. For example, if 512 = 29 samples are to be taken for a color CRT, 8 = 23 values on 
each of the red, green, and blue guns would be used, linearly interpolating the range of output voltages. 
The 512 samples would be the cartesian product of each set of gun values. Thus, if there were 256 
possible values for each gun, running from 0 to 255, the 8 values chosen would be 0, 36, 72, 109, 
145, 182, 218, and 255. If, as is often the case, saturation exists at the low and/or high ends of the 
input range, the full range is not used, and these values are scaled to the usable range. Behind this 
choice is the idea that a well-designed output device should have device coordinates that are close 
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to perceptually uniform. If so, linear sampling in device coordinates roughly approximates even 
sampling in a perceptually uniform space. The density of the sampling is related to the interpolation 
algorithm, which must approximate the exact value to within the desired precision of the character-
ization. This necessarily entails a trade-off between measurement time and online computational 
complexity when the characterization is being used: the more dense the sampling, the simpler the 
interpolation algorithm, and vice versa.

Interpolation Most often, linear interpolation is used. In this case, since we are interpolating in 
a cubic volume the interpolation is trilinear. Thus, given Rj (RGB), what are the tristimulus values?

1. We assume the existence of a table Xi(Rj(nj)), consisting of the three tristimulus values
Xi measured when the three guns are driven by the three voltages Rj(nj). Each three-vector nj 
labels a different sample.

2. Find the sample mj that has Rj(mj) less than and closest to the values to be estimated Rj.

3. Take the eight samples (m0, m1, m2), (m0 + 1, m1, m2), (m0, m1 + 1, m2), . . . , and (m0 + 1, m1 + 1, 
m2 + 1) as the vertices of a polyhedron.

4. Interpolate in R0 on the four sides running from (m0, m1, m2) to (m0 + 1, m1, m2), from 
(m0, m1 + 1, m2) to (m0 + 1, m1 + 1, m2), from (m0, m1, m2 + 1) to (m0 + 1, m1, m2 + 1), and from 
(m0, m1 + 1, m2 + 1) to (m0 + 1, m1 + 1, m2 + 1). The interpolation algorithm for Xi(∗, l1, l2) is 
given by
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where lj is either mj or mj + 1.

5. Treat the four values as the corners of a polygon. Interpolate in R1 along the two sides running 
from (m1, m2) to (m1 + 1, m2) and from (m1, m2 + 1) to (m1 + 1, m2 + 1). The interpolation algo-
rithm for Xi(∗, ∗, l2) is given by
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6. Treat these two values as the endpoints of a line segment, and interpolate in R2. The final value is 
given by
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The above equations implement trilinear interpolation within a (possibly distorted) cube. It 
has recently been observed that tetrahedral interpolation has some desirable properties that are 
lacking in trilinear interpolation. It is accomplished by subdividing the cube into five or six tetra-
hedra, the corners of which coincide with the corners of the cube. Barycentric coordinates are then 
used to determine the tetrahedron in which the displayed color lies, and to interpolate within that 
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tetrahedron. More complex interpolation methods are also possible for nonuniform measurement 
sampling.12

Such interpolation methods implement the characterization directly in terms of the measured 
values. To test the adequacy of the interpolation it is important to choose regions of color space 
where curvature of the input/output response is expected to be high and to test the interpolation 
against exact measurements in that region of color space. If the interpolated values do not match 
the measured values there are two possible solutions: increase the measurement sampling density or 
improve the interpolation function. The first is expensive in terms of measurement time and com-
puter memory; the second in terms of online calculation time. (There is a middle way, where a com-
plicated algorithm is used to interpolate among coarsely sampled measurements for the purpose of 
generating a table large enough that linear interpolation can be done online. This has been used for 
hardcopy devices but not for monitors.) If the interpolation function is to be generalized it is possible 
to use higher-order interpolating functions, like splines, or to linearize the measurement space by 
transforming it before interpolating. For example, it is possible to build a characterization function 
that provides the logarithms of tristimulus values in terms of the logarithms of input coordinates. 
Any reasonable powerful generalization is bound to be computationally expensive. Much remains to 
be done to improve the sampling and interpolation process.

Inverses Calculating inverses for multidimensional tabular functions is not straightforward. Speed 
of computation can be optimized by creating an inverse table, giving values of Rj for regularly sampled 
values of Xi. The easiest way to construct this table is not by measurement, but by calculation (off-line) 
from the characterization table. Once the table is available, linear interpolation can be done online to 
provide voltages corresponding to given tristimulus values. Two possible methods exist for calculating 
inverses from tables.

1. Newton’s method of finding zeros using derivatives to calculate an error function is possible, 
but can have bad numerical instabilities on tabular data that contains measurement error.

2. Examine the table that drives the forward transform to find the cell that contains the desired 
tristimulus values. Then subdivide the cell, using trilinear interpolation to determine new values 
for the corners. Determine which subcell contains the desired tristimulus values, and continue 
subdividing until the solution is sufficiently precise. This method is robust, but too expensive com-
putationally to use online.

A promising alternative, not yet in wide use, takes advantage of barycentric coordinates in a tetra-
hedral lattice to find the appropriate cell quickly.

Nonlinear interpolation schemes can be used in the forward transformation when producing 
tables for linear inverse mappings. Presumably tables for nonlinear interpolation schemes in the 
inverse mapping can also be produced.

Three issues about inverses stand out.

1. Nonlinear schemes have not been sufficiently explored for their potential to be clear.

2. The straightforward application of well-understood computational methodology can provide 
substantial improvements over present methods.

3. Whatever inversion method is employed, out-of-gamut colors remain a serious unsolved problem.

Out-of-Gamut Colors What should be done when a program is asked to display a set of tristimu-
lus values that are outside the color gamut of the monitor on which the color is to be displayed? 
The answer, of course, depends on the nature of the application. If the application demands drastic 
action when a request for an out-of-gamut color occurs, the solution is easy. The interpolation 
algorithm returns an illegal value of Rj. Then the application can display an error color in that area, 
or exit with an error. If, instead, the application must display a reasonable color within the monitor 
gamut, there is no natural solution. Solutions like projecting onto the surface of the monitor gamut 
have been used with success for some applications. Unfortunately, however, they are frequently com-
putationally expensive and visually unsatisfactory.
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Local Characterization Methods

In many applications only a small region of the color gamut of the monitor must be characterized, 
but that region must be characterized very precisely. A typical example is a threshold experiment in 
which there are a small number of reference stimuli. Only colors close to the reference stimuli need 
be characterized precisely since they are the only colors likely to arise in the experiment. Methods 
that are specialized for the characterization of small parts of the color gamut, such as the threshold 
stimulus set, are the subject of this section. They are the methods most often appropriate for vision 
experimentation.

General Description Local characterization methods try to take advantage of simplifications that 
arise because the set of colors to be characterized is small. For example, a small set of colors all very 
close to a reference color can be characterized by a linear approximation to the global characteriza-
tion function. Such simplifications offer many desirable properties such as high precision with mini-
mal measurement (individual colors), linear characterizations and inverses (local regions of color), 
and simple inverses over extended color ranges (one-dimensional color spaces). To realize this 
precision, colorimetric measurements of the required precision must be available and easily usable. 
Detailed descriptions of three limited-gamut characterization schemes follow. Others are certainly 
possible, and may be worked out by analogy.

Individual colors It is often the case that a small number of distinct colors is needed. Under 
such circumstances the best method available is to perform a colorimetric measurement on each 
color. This is easy if the colors are arbitrary but need to be known precisely. Then they can be chosen 
by their RGB coordinates, with colorimetric measurements used to establish their tristimulus values. 
It is less easy if a small number of colors of specified tristimulus values are needed. The best way to 
deal with the latter problem is to use online colorimetric measurement, adjusting RGB values until 
the required tristimulus values are produced. This should be repeated several times throughout the 
time during which the characterization is needed to establish the stability of the monitor while the 
characterization is in use.

This type of characterization leads most directly into the most difficult question that CRT char-
acterization must face: how should a characterization handle spatial and angular variations of light 
emitted by the CRT? Suppose, for example, an experiment uses only two color stimuli, a red one and 
a green one. Suppose further that the red one always appears at one point on the screen, while the 
green one always appears at a different point. Clearly, a characterization method that performs a colo-
rimetric measurement on each stimulus yields maximum precision for minimum effort. Now, should 
the green color be measured in its particular location and the red one be measured in its location, or 
should both be measured in a common location, probably the screen center? And how should pos-
sible variations in the color of a stimulus when the other is turned off and on be handled? There is no 
universal best way of resolving such questions. Each must be resolved in a way that suits the particular 
display application. Note that this problem does not arise only for individual color characterizations. 
Indeed, it arises with any characterization whatsoever. The fact that every other aspect of individual 
color characterizations is so simple makes it particularly noticeable in this case.

Local regions of color Somewhat more complicated than individual color characterizations are 
ones in which it is necessary to characterize a small part of the color gamut surrounding a particu-
lar color. This might arise, for example, in a matching experiment, where all matches are close to a 
fixed reference stimulus. In such cases a small region of the color gamut must be characterized very 
precisely, with an emphasis on exact presentation of differences of color between the reference color 
and other colors in the region. The procedure is to make a precise colorimetric measurement of 
the reference color. Call the result X0 with components X0i, which is the result of measuring a color 
having input voltages R0i. Then, for small changes in input voltage ΔRi, measure the correspond-
ing changes in tristimulus values ΔCi. When the results are plotted they show a region in which the 
changes in tristimulus value are linearly related to changes in input coordinate with nonlinear effects 
growing in importance near the edge of the region. The size of the nonlinear effects, when compared 
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to the required prevision of the characterization, determines the size of the region that can be char-
acterized linearly. Within this region the tristimulus values are given by

 X X M Ri i ij j
j

= +
=

∑0
1

3

Δ  

The matrix Mij is determined by a multilinear regression of the data, with each component of the 
tristimulus values regressed simultaneously against all three input coordinates. Nonlinear effects and 
interaction terms are not included in the regression. The matrix entry Mij, which arises as a regression 
coefficient, is the change of Xi for a unit change in Rj. Thus, for example, M23 describes how much 
the Y tristimulus value varies with changes in the B gun of the monitor. This type of characterization 
is probably the most common in color research. It is most important to remember to determine the 
limits of such a linear characterization, or at least to determine that the limits are outside the region 
in which the characterization is to be used.

One-dimensional color spaces Often it is necessary to characterize a one-dimensional set of colors, 
that is, a line, not necessarily straight, in color space. Here is a method for doing so easily. Make a set 
of colorimetric measurements spaced more or less evenly along the curve. Use the variable m for the 
measurement number, numbering from one end of the line to the other. Plot the measured tristimu-
lus values and the input voltages as functions of m. The measurement points should be dense enough 
that intermediate values can be approximated by linear interpolation. Now any set of RGB values 
must correspond to a value of m, not necessarily integral. How is this value determined?

1. Each measured m has a corresponding set of RGB values.

2. Find two consecutive sets such that the desired RGB values are intermediate between the RGB 
values of the sets. Call the m value of the sets m0 and m0 + 1. Thus, mathematically,
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where

δ
μ

μ μj

j j

j j

R R

R R
=

−
+ −

( )

( ) ( )
0

0 01

4. If the three d values are close together this method works. Otherwise, the line of colors must be 
measured more densely.

5. Use d = (d1 + d2 + d3)/3 as the distance between m0 and the desired RGB value. This distance can 
then be used to interpolate in the tristimulus values.

6. The interpolated result is the characterized result.

Xi = Xi(m0) + d(Xi(m0 + 1) − Xi(m0))

This method requires no special precautions if the line is relatively straight in RGB space. It is 
important to use the interpolation to calculate the tristimulus values of some measured colors to 
establish the precision of the measurement, or to decide if denser sampling is necessary.

Inverses The major reason for using this family of characterization methods is the computational 
simplicity of the characterizations and their inverses. Neither extensive memory nor expensive com-
putation is needed to realize them.

Individual colors Since there is a small number of discrete colors, they can be arranged in a table. 
To get the characterization, you look up RGB in the table and read off the tristimulus values. To get 
the inverse, look up the tristimulus values in the output side of the table and the corresponding 
input gives RGB for the desired output. If the tristimulus values to be inverted are not in the 
table, then the color is not in the characterized set and it cannot be realized.
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Local regions of color To derive the inverse for local regions of color, write the characterization 
equation as

 X X X Ri i i ij j
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Then, inverting the matrix Mij to get M ji
−1,
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which can be written explicitly as a solution for the RGB values needed to generate a color of given 
tristimulus values. That is,
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It is important, after doing the above calculation, to check that the RGB values so determined 
lie within the region for which the characterization offers satisfactory precision. If not, however, 
unlike other methods, the inverse so determined is usually a reasonable approximation to the 
desired color.

Instead of inverting the matrix off-line, the three linear equations in Rj can be solved online.

One-dimensional color spaces For one-dimensional color sets the interpolation equations 
provide the inverse provided that RGB values and tristimulus values are reversed. To avoid confusion 
� is used in place of d.

1. To calculate � find a consecutive pair of tristimulus values that contain the desired values. Call 
the first of the pair m0.

2. Then calculate �i using
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If the three �i values are not close together, then the tristimulus values designate a color that is 
not in the set, or the wrong interval has been found in a line of colors that must be very convo-
luted, and the set must be measured more densely.

3. Use � = (�1 + �2 + �3)/3 as the distance between m0 and the desired tristimulus values.

4. Then the RGB values corresponding to the desired tristimulus values are

 R R R Rj j j j= + + −( ) ( ( ) ( ))μ μ μ0 0 01�  

The results of this calculation should be checked to ensure that the RGB values do indeed lie in 
the color set. This is the second check that is performed, the first being a check for a small spread in 
the three �i values. The checks are needed if the set is convoluted, and are always passed if the set is 
simple.

One way of checking whether the measurement density is adequate is to cycle an RGB value through 
the characterization and its inverse. If it fails to meet the required precision, then the measurement 
density is probably insufficient.

Out-of-Gamut Colors Local gamut characterization methods are attractive because of their 
easy-to-use inverses. Their treatment of out-of-gamut colors is also appealing.

Individual colors Colors not in the set of individual colors do not have inverses, and are not 
found in a search of tristimulus values. Because this characterization method ignores colors near 
to or between the measured colors, no method is possible for representing colors that are not in the 
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measured set. However, if the search is done with finite precision, colors close to a measured color 
are aliased onto it in the search. The precision of the search determines the region of colors that is 
aliased onto any measured color.

Local regions of color When a color is outside the local region to which the characterization 
applies, this method returns the input coordinates that would apply to a linear characterization. The 
values are close to those produced by an exact characterization, but outside the bounds of the speci-
fied precision. The error increases as the color gets farther away from the characterized region, but 
slowly in most cases. Thus, this method clearly indicates when a color is outside the characterized 
region and fails gracefully outside the region, giving values that are close, if not exact.

One-dimensional color spaces When a set of RGB values or tristimulus values lies outside the 
one-dimensional space, the fact is indicated during the calculation. The calculation can be carried 
through anyway; the result is a color in the space that is close to the given color. Exactly how close, 
and how the characterization defines the “closest” color in the one-dimensional space, depends on 
the details of how the measurement samples are selected, the curvature of the color set, and the 
appropriate experimental definition of “close.” If this method comes to have wider utility, investiga-
tion of sampling methods might be warranted to find the “best” sampling algorithms. In the mean-
time, it is possible to say that for reasonably straight sets colors close to the set are mapped onto 
colors in the set that are colorimetrically near the original color.

Model-Dependent Characterization Methods

The two types of characterization methods described above are independent of any particular moni-
tor properties. In fact, they can be used for any color-generating device. The third type of charac-
terization makes use of a parametrized model of CRT color production. A characterization is cre-
ated by measuring the parameters that are appropriate to the CRT being characterized. The next 
few sections describe the most common model for color CRTs, which is tried and true. Some CRTs 
may require it to be modified, but any modifications are likely to be small. The emphasis in this 
description is the set of assumptions on which the model is based, since violations of the assump-
tions require modifications to the model.

General Description The standard model of a color CRT has the following parts.

1. Any displayed color is the additive mixture of three component colors. The component colors 
are generally taken to be the light emitted by a single phosphor.

2. The spectral power distribution of the light in each component is determined by a single input 
signal, R, G, or B, and is independent of the other two signals.

3. The relative spectral power distribution of the light in each component is constant. Hence, the 
chromaticity of the component color is constant.

4. The intensity of the light in each component is a power function of the appropriate input 
voltage.

Taken together, these parts form a mathematical model of CRT colorimetry.
The standard model has been described many times. For a concise presentation see Cowan;13 for 

a historical one see Tannenbaum.14

Gun independence The light emitted when the input coordinates are the three voltages �R, �G, 
and �B (generically called �a) is Φl (�R, �G, �B). It turns out to be convenient to form slightly different 
components than the standard model does, following not the physical description of how a monitor 
operates, but the logical description of what is done to realize a color on the monitor. The first step 
when generating a color is to create the RGB input from the separate R, G, and B inputs. Imagine 
turning on each input by itself, and assume that the color when all guns are turned on together is the 
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additive mixture of the colors produced when the guns are turned on individually. This assumption is 
called “gun independence.” In terms of tristimulus values it implies the condition

 X X X Xi Ri Gi Bi= + +  

(Usually CRTs realize gun independence by exciting different phosphors independently,

 Φ Φ Φ Φλ λ λ λ( , , ) ( , , ) ( , , ) ( , ,� � � � � �R G B R G= + +0 0 0 0 0 0 BB)  

This condition is, in fact, stronger than the gun-independence assumption, and only gun indepen-
dence is needed for characterization.)

Gun independence was described by Cowan and Rowell,15 along with a “shotgun” method 
for testing it. The tristimulus values of many colors were measured, then predictions based on the 
assumption of gun independence were tested. Specifically, gun independence implies consistency 
relationships that must hold within the set of measurements. Cowan and Rowell showed that a par-
ticular CRT had a certain level of gun independence, but didn’t attempt to make measurements of 
many CRTs. Clearly, it is worth making measurements on a variety of monitors to determine how 
widely gun independence occurs, and how large violations of it are when they do occur. For CRTs 
without gun independence there are two ways to take corrective action:

1. Use a characterization method that is not model-dependent.

2. Modify the monitor to create gun independence. For most CRTs there are good, inexpensive 
methods for improving gun independence. They will be more widely available in the future as 
characterization problems caused by failures of gun independence become more widely known.

Extreme settings of the monitor controls can cause violations of gun independence in otherwise 
sound monitors. The worst culprit is usually turning the brightness and/or contrast up so high that 
blooming appears at high input levels.

Phosphor constancy When gun independence holds, it is necessary to characterize only the 
colors that arise when a single gun is turned on, since the rest can be derived from them. Usually, 
it is assumed that the colors produced when a single gun is turned on have constant chromaticity. 
Thus, for example, the tristimulus values of colors produced by turning on the red gun alone take 
the form

 X E xRi R R R Ri( ) ( )� �= ⋅  

where xRi, the chromaticity coordinates of the emitted light, xR, yR, and zR, are independent of the 
voltage input. Thus the tristimulus values of the color produced depend on input voltage only 
through the intensity ER(�R).

The engineering that usually lies behind phosphor constancy is the following. A CRT should be 
designed so that the beam current in a given electron gun is independent of the beam current in 
any other gun. The deflection and shadowmask geometries should be designed and adjusted so that 
the electrons from any gun fall only on a single phosphor type. The physical properties of the phos-
phor should guarantee that the phosphor emits light of which the chromaticity is independent of the 
intensity. Meeting these conditions ensures phosphor constancy. It is possible, but unusual, to have 
phosphor constancy under other conditions, if it happens that effects cancel out appropriately.

The measurement of phosphor constancy is described by Cowan and Rowell.15 Here is a short 
description of how to make the required measurements for one of the guns.

1. Turn the gun on at a variety of input voltages, and make a colorimetric measurement at each 
input voltage.

2. Calculate chromaticity coordinates for each measurement, which are independent of input voltage 
if phosphor constancy is present.



DISPLAYS FOR VISION RESEARCH  22.29

3. Constancy of chromaticity should also obtain in the presence of varying input to the other guns. 
To consider this case, turn the two other guns on, leaving the gun to be measured off.

4. Measure the tristimulus values for a baseline value.

5. Then turn the gun to be measured on to a variety of input voltages, making a colorimetric mea-
surement at each.

6. Subtract the baseline tristimulus values from each measurement, then calculate the chromaticity 
coordinates. These should be constant, independent of the input to the measured gun, and inde-
pendent of the input to the other two guns as well.

One of the most common monitor characterization problems is a measured lack of phosphor 
constancy. This is a serious problem, since the functions derived from the CRT model cannot then 
be easily inverted. Sometimes the measured lack of phosphor constancy is real, in which case there is 
no solution but to use a different type of characterization procedure. More often, the measurement is 
caused by poor CRT setup or viewing conditions. This occurs as follows, first for viewing conditions. 
Ambient light reflected from the screen of the monitor is added to the emitted light. This light is inde-
pendent of input voltage, and adds equally to all colors. Imagine a phosphor of constant chromaticity 
(x, y), at a variety of input voltages. The tristimulus values of light emitted from the screen are

 X X E xi i i= + ⋅0 ( )�  

where X0i are the tristimulus values of the ambient light reflected from the screen. Note that sub-
tracting the tristimulus values measured when the input voltage is zero from each of the other mea-
surements gives phosphor constancy. (Failure to do the subtraction gives phosphor chromaticities 
that tend toward white as the input voltage decreases.) This practice should be followed when ambi-
ent light is present. Psychophysical experiments usually go out of their way to exclude ambient light, 
so the above considerations are usually not a problem. But under more normal viewing conditions 
ambient light is always present.

When the black level/brightness control is set above its minimum there is a background level of 
light emitted from the screen even when the input voltage is zero. This light should be constant. Thus, 
it can be handled in exactly the same way as ambient light, and the two can be lumped together in a 
single normalizing measurement.

Now let’s put together this gun independence and phosphor constancy. Gun independence means 
that the tristimulus values Xi(�R, �G, �B) can be treated as the sum of three tristimulus values that 
depend on only a single gun:

 X Xi R G B ai a
a R G B

( , , ) ( )
, ,

� � � �=
=
∑  

Phosphor constancy means that the tristimulus values from a single gun, once the background has 
been subtracted away, have constant chromaticity:

 X X Y Z E xi R G G a a
a R G B

ai( , , ) ( , , ) ( )
, ,

� � � �= + ⋅
=
∑0 0 0  

To complete the characterization a model is needed for the phosphor output intensity Ea(�a).

Phosphor output models Several different methods exist for modeling the phosphor output. The 
most general, and probably the best, is to build a table for each gun. To do so requires only photo-
metric measurement, and the responsivity of the photometer need not be known. (This property of 
the model is very convenient. Colorimetric measurements are fairly easy to perform at light levels in 
the top 70 percent of the light levels produced by a CRT, but hard to perform for dark colors. In this 
model the top of the output range can be used when doing the colorimetric measurements required 
to obtain phosphor chromaticities. Then, photometric measurements can be performed easily using 
photodiodes to calibrate the output response at the low end of the CRT output.) Choose the largest 
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input voltage to be used, and call it �amax. Measure its light output with the photometer. Then mea-
sure the light output from a range of smaller values �a. The ratio of the light at lower input to the 
light at maximum input is the relative excitation ea(�a). Store the values in a table. When excitations 
for intermediate voltage values are needed, find them by linear interpolation.

 e e ea a a a a a( ) ( ) ( ) ( )� � �= + −μ μ1 21  

where the interpolation parameter m is

 μ =
−
−

� �

� �
a a

a a

2

1 2

 

The memory requirements of the table can be reduced by using more complicated functions, but 
at the price of complexity of computation in the model.

It is also possible to approximate the measurements using a parameterized function. The most 
commonly used form is the gamma correction equation

 e ea a a a a
a( ) ( / )max max� � �= γ  

with two parameters ga and eamax. Here, uamax is the maximum input voltage, eamax is the maximum 
relative excitation, usually taken to be 1.0, and ga is called the gamma correction exponent. It is 
determined empirically by regressing the logarithm of the measured excitation against the logarithm 
of the input voltage.

Normalization The excitation that enters the characterization equation Ea(�a) is the product of 
the voltage-dependent relative excitation ea(�a) and a normalization coefficient Na:

 E N ea a a a a( ) ( )� �= ⋅  

The normalization coefficients complete the characterization model.

Summary equation The characterization is summarized by the single equation

 X X N e xi i a a
a R G B

a ai= + ⋅ ⋅
=
∑0

, ,

( )�  

which provides the tristimulus values for any set of RGB input coordinates.

Conditions for Use The assumptions discussed above are the conditions under which the model 
developed here can be used successfully. The assumptions should be checked carefully before this 
characterization method is used. The departure of the CRT from the ideal CRT, defined by perfect 
adherence to these conditions, is a measure of the imprecision in the characterization procedure. 
Note that when the CRT fails to meet the conditions, which occurs most frequently near the edges 
of its gamut, the erroneous colors are usually plausible. Thus, the model can be in error by a surpris-
ingly large amount and still produce satisfactory characterizations in noncritical applications.

Partial models It is fairly clear that there are partial models meeting some of the conditions, 
and that they provide useful approaches to characterization. For example, suppose that the phos-
phor chromaticities vary with input voltage. They can be stored in a table indexed by input voltage 
(exact values are produced by interpolation) and used in a variant of the characterization equation:

 X X N e xi i a a a ai a
a R G B

= + ⋅ ⋅
=
∑0 ( ) ( )

, ,

� �  

Such a generalization works well for the transformation from input voltages to tristimulus values, 
but the inverse transformation is virtually unusable.
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Measurement of Parameters The characterization equation requires the measurement of a set of 
parameters that varies from CRT to CRT. Thus, they must be measured for the CRT to be character-
ized. Different types of measurements—spectral, colorimetric, and photometric—are needed, as 
described below.

Ambient light and black level X0i A colorimetric measurement of the screen with all input volt-
ages set to zero produces this value. It should be measured under the exact conditions in which the 
characterization will be used.

Phosphor chromaticities xai A colorimetric measurement of the screen with a single gun turned 
on produces these values. Careful subtraction of the ambient light and black level is important. 
Measuring at a variety of input voltages produces:

1. A measure of phosphor constancy

2. The range of input voltages over which phosphor constancy holds well enough for use of the 
characterization model

3. A value for the phosphor chromaticities, produced by averaging over the chromaticities in the 
characterization range

Gamma correction functions Measurement of the relationship between the input voltages and the 
excitation functions requires photometric measurement at a large variety of input voltages. If interpo-
lation into a table is the method of choice, the sampling of input voltages must be dense enough that 
the interpolation method chosen, usually linear, is close enough to the exact values to yield the desired 
accuracy. If a functional relationship, like the power function, is chosen the validity of the function 
chosen must be inspected very carefully. Whatever method is chosen it is essential that the ambient 
light/black level be subtracted from the measurements. If it is not, it is counted three times when the 
contributions from the three guns are added together.

Normalization coefficients The normalization coefficients are determined through the charac-
terization equation

 X N e xi a a a ai
a R G B

= ⋅ ⋅
=
∑ ( )

, ,

�  

They may be determined in several ways, falling into two categories: measurement methods and 
comparison methods. A typical measurement method assumes a single color of known tristimulus 
values. This knowledge can be produced by a colorimetric measurement or by varying RGB to match a 
known sample such as the reference field of a color comparator. The tristimulus values are substituted 
into the equation above, giving three equations for the three normalization coefficients. Solving the 
equations gives the normalization coefficients. Note that the relative excitations and the phosphor 
chromaticities are both unitless. Thus, the normalization coefficients carry whatever units are used to 
measure the tristimulus values. The units enter naturally when the linear equations are solved.

The method for solving these linear equations utilizes the inverse transform. A matrix M, the 
entries of which are the phosphor chromaticities

 Mai aix=  

is defined, and its inverse, Mia
−1 determined. Multiplying it into the characterization equation gives

 Mia i a a a
i

X N e−

=
= ⋅∑ 1

1

3

( )�  

Then Na is calculated from

 N e Xa a a ia i
i

= ⋅ −

=
∑( )� M 1

1

3
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Note that ea(�a) is known since the input voltage that matches the standard, or of the color that 
has been measured, is known.

The second method is used when it is possible to match a known standard. For example, it might 
be possible to find voltages that make colors produced by individual guns equiluminous. Call the 
voltages �YR, �YG, and �YB, and substitute them into the Y = X2 characterization equation

 N e x N e x N e xR R YR R G G YG G B B YB B( ) ( ) ( )� � �2 2 2= =  

This equation is easily solved for the ratios NG/NR and NB/NR, leaving a single constant, an 
overall normalizing coefficient, undetermined. This constant, which carries the units in which the 
tristimulus values are measured, can be determined only by an absolute measurement (or, equiva-
lently, a color match to an absolute standard). However, because vision is insensitive to variations 
in overall intensity, the precise value of the overall normalizing coefficient is unimportant in many 
applications.

Inverse Transformations One of the most attractive features of model-dependent characterizations 
is the simplicity of their inverses. It is simple to invert the characterization equation

 X N e xi a a a ai
a R G B

= ⋅ ⋅
=
∑ ( )

, ,

�  

which determines the tristimulus values of a color in terms of the input voltages that cause it to be 
displayed, into the inverse equation, which specifies input voltages that create a color of given tris-
timulus values. Define the matrix of phosphor chromaticities

 Mai aix=  

Then determine its inverse Mia
−1  by conventional means. It is used to solve the characterization 

function

 Mia i a a a
i

X N e−

=
= ⋅∑ 1

1

3

( )�  

Then, after the normalization coefficients are divided out
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N
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a
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i
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=
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It is then necessary to find the input voltages that give the appropriate excitations ea, which requires 
inversion of the excitation function. Thus,

 �a a
a

ia
i

ie
N

X=
⎛

⎝⎜
⎞

⎠⎟
− −

=
∑1 1
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31
M  

If the relative excitation function is specified in a closed form, the inverse can be calculated using 
only elementary algebra. Otherwise, it is necessary to develop a tabular inverse, which is most easily 
done by one-dimensional interpolation.

Violations of phosphor constancy When phosphor constancy does not hold, the inverse cannot 
be calculated using the methods given above. Numerical inversion techniques, which are beyond the 
scope of this section, can be used, but it is probably a better idea to use a different calibration method.

Out-of-Gamut Colors Most inversion methods fail internally if they are asked to produce the input 
coordinates needed to display an out-of-gamut color. For example, tabular inverses fail to find an 
interval or cell in which to interpolate. Because the functions in model-dependent characterizations 
are well defined beyond the gamut, these methods generally do not fail, but calculate values that 
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lie outside the domain of input coordinates. Thus, input coordinate values calculated from inverses 
of model-dependent characterizations should be checked, because writing out-of-range values to 
color lookup tables produces unpredictable results.

Absolute Characterization versus Characterization 
for Interaction

The characterization methods discussed above are designed to provide absolute characterizations, 
which are needed for color coordinates defined in terms of an external standard. Probably just as 
often characterization is needed to support specific interaction techniques. Suppose, for example, an 
experiment calls for the observer to have three CIELAB controls, one changing L∗, one changing a∗, 
and one changing b∗. To make this possible a characterization of the CRT in terms of CIE tristimu-
lus values must be done to provide a basis for the transformation from tristimulus values to L∗a∗b∗. 
This type of characterization situation has several characteristics that are quite common:

1. At any given time there is a known color on the screen and the problem is to calculate a color 
slightly different from it. This situation arises because the control is sampled frequently enough 
that large color changes are produced only cumulatively over many color updates.

2. The new color coordinates must be calculated quickly and frequently.

3. Errors in the calculated color increments are errors in quantities that are already small. Thus, 
they can be considerably larger (in percentage terms) than would be tolerable for an absolute 
characterization.

4. The inverse transformation, tristimulus values to RGB is usually needed.

This combination of requirements is most easily met when the characterization has a linear 
inverse, and as little calculation as possible in the main loop. Exhaustive characterization methods 
have the necessary ingredients as they stand, provided an inverse table has been built, as do local 
methods. But nonlinear transformations, like the one from L∗a∗b∗ to tristimulus values violate the 
conditions imposed above, and it is necessary to linearize them. They can then be combined with 
whatever characterization is in use to linearize the entire transformation from input coordinates to 
color specification.

Linearization Consider a transformation f that takes a vector x into a vector y. An example is the 
transformation between L∗a∗b∗ and XYZ. Suppose two vectors that are known to transform into 
each other are known: x0 ( )L a b0 0 0

∗ ∗ ∗  corresponds to the set y0 (X0Y0X0). Now, if one vector undergoes 
a small change, how does the other change? If the transformation is suitably smooth (and the func-
tions of color science are adequately smooth), small changes of one variable can be expressed in 
terms of small changes of the other by simple matrix multiplication

 Δ Δy xi ij j
j

= ∑M  

The entries in the matrix M are the partial derivatives of f with respect to x, evaluated at x0. That is,

 Mij
i

j

f

x
=

∂
∂

=x x0

 

Even though the computation of the derivatives may be expensive, they need to be calculated only 
infrequently, and the calculation can be scheduled when the system has idle resources available.

Practical Comments

CRT characterization is essentially a practical matter. It is almost always done because a superordinate 
goal requires it. Thus, it is appropriate to end this chapter with several practical remarks that make 
characterization easier and less costly.
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Do as little characterization as possible! Characterization is usually done within a fixed budget 
of time and equipment. Identifying the least characterization that provides all the information 
needed for the application allows the extra resources to be used to improve precision and to check 
measurements.

Characterize frequently! CRTs age and drift; colleagues turn knobs unaware that they change a 
critical characterization. Discovering that a CRT does not match its characterization function invali-
dates all data collected or experiments run since the characterization was last checked. There are only 
two defenses. First, measure the CRT as often as is feasible. Second, devise visual checks that can be run 
frequently and that will catch most characterization errors. It is possible to use luminance-matching 
techniques like minimally distinct border or minimum motion to check characterizations in a few 
seconds.

Understand the principles underlying the characterization methods and alter them to fit the spe-
cific stimuli needed for the application. In particular, CRTs have many ways of being unstable. The 
best defense is to characterize the CRT with stimuli that are as close as possible to those that are used 
in the application: same size, same position on the screen, measurement apparatus at the observer’s 
eye point, same background color and intensity, and so on. Such adherence is the best defense against 
inadvertently finding a new type of CRT instability that invalidates months of work.

22.5 AN INTRODUCTION TO LIQUID 
CRYSTAL DISPLAYS

The purpose of this section is to provide an introduction to the operational principles that provide 
color output from liquid crystal displays (LCDs). No actual colorimetric measurements are shown, 
because LCDs are evolving too fast for them to be of any lasting interest. Instead, schematic illustra-
tions are given, showing features that the author considers likely to be present in future displays.

At the time of writing, colorimetric quality of LCDs is uneven. Nonetheless, since LCDs are semi-
conductor components and since they are now being produced in large quantities for low-cost com-
puters, it is reasonable to expect a rapid decrease in cost combined with an increase in quality over the 
next decade. As the succeeding sections should make clear, they have a variety of interesting properties 
which will often make them preferred to CRTs as visual stimulators. Only by actively following their 
development will it be possible to use them at the earliest opportunity.

Two properties make liquid crystal devices particularly interesting to the visual scientist. First, they 
are usable as self-luminous, transmissive, or reflective media. They combine this flexibility with the 
range of temporal and spatial control possible on a CRT. This property is likely to make them particu-
larly valuable for studies of color appearance and color constancy. Second, they have the ability to pro-
duce temporal and spatial edges that are much sharper than those producible on a CRT. This property 
has been called “acutance” in the display literature.16 High acutance is potentially a serious problem for 
image display, since the gaussian blur that occurs at edges in CRT images helps to hide artifacts of the 
CRT raster. But high acutance also presents an opportunity since many small-scale irregularities that 
cannot be controlled on the CRT can be controlled on the LCD.

Operational Principles of Monochrome LCDs

This section describes the operation of monochrome LCDs. The components of color LCDs are so 
similar to those of monochrome ones that they are most easily explained based on an understanding 
of monochrome LCDs.

Overview The important components of a monochrome LCD are shown schematically in Fig. 16. 
In the dark, the main source of light is the backlight. Its luminous flux passes through a diffuser. The 
uniformity of the backlight/diffuser pair determines the spatial uniformity of the display surface. 
Light from the diffuser then passes through a light-modulating element that consists of two crossed 
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polarizers and an intervening space, usually a few microns thick, filled with the liquid crystal. The 
liquid crystal rotates the polarization of light passing through it by an amount that depends on the 
local electric field. Thus, the electric field can be varied to vary the amount of light passing through 
the light-modulating element. The electric field is produced by a capacitor that covers the area of the 
pixel. The different varieties of LCD differ mainly in the electronics used to drive the capacitor. At 
present, the most common type is bilevel, with the capacitor controlled by a transistor that is either 
on or off, thus defining two light levels, white and black. More interesting are multilevel devices, in 
which an analog electric field allows more or less continuous variation of light output. Currently 
available analog devices are capable of 16 levels of gray scale with a pixel that is about 150 microns 
square.

In bilevel devices the array of pixels is very similar to the layout of memory cells in a random access 
seimconductor memory. Thus, the display itself can be considered a write-only random-access frame 
buffer. Most LCDs do not, at present, make use of the random-access capability, but accept input via 
the RS-170 analog signal standard used for CRTs. The multilevel variant is similar, except that an 
analog value is stored at each location instead of 0 or 1.

An interesting feature of this design is the ability of ambient light to enter the display. It then passes 
through the light-modulating element and is scattered with random phase by the diffuser. From there 
it passes back through the light-modulating element to the viewer. Thus, under high-ambient con-
ditions there are two contributions to light emitted from the display: one from the backlight that is 
linear with respect to the transmittance of the light-modulating element and one from ambient light 
that is quadratic with respect to the transmittance of the light-modulating element. More specifically, 
the contribution from the backlight, Φλ

( )BL  is given by

 Φ Φλ λτ( ) ( )( )BL BLV= 0
 

where Φ0λ
( )BL  is the light emitted from the display when the light-modulating element is in its maxi-

mally transmissive state and t (V) is the voltage-dependent transmittance of the light-modulating 
element. Note that the light-modulating process is assumed to be spectrally neutral. (In fact, chemists 

Ambient
light

Diffuser

Back light

Glass faceplate

Color filter

Liquid crystal

FIGURE 16 Illustration of the typical compo-
nents of a single LCD pixel, seen side on. The arrows 
show the three light paths that contribute to the light 
emitted from the pixel.
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attempt to make the liquid crystal as spectrally neutral as possible.) The contribution from ambient 
light Φλ

( )AMB  is

 Φ Φλ λτ λ λ( ) ( )( )( ( )) ( )AMB AMBV R D= −2
01  

where Φ0λ
( )AMB  is the ambient light incident on the display, R(l) is the reflectance of the faceplate of 

the display, and D(l) is the proportion of light reflected back by the diffuser. The second contribution 
is particularly interesting because the display is essentially characterized by a variable reflectance 
t2(V)(1 − R(l))D(l). Thus it is possible to create reflective images that are computer-controlled 
pixel by pixel. Note the importance of the front surface reflection in this pixel model. Light that 
is not transmitted at the front surface produces glare; light that is transmitted creates the image. 
Consequently, it is doubly important that the faceplate be treated to minimize reflection.

Pixel Structure The most interesting characteristic of the LCD is the shape and layout of its pixels, 
which are unlike the CRT pixel both spatially and temporally.

The time dependence of the light output from an LCD pixel is shown schematically in Fig. 17. 
Each refresh of the pixel produces a sharp rise followed by a slow fall. If the light output decreases 
from one frame to the next, the decrease occurs abruptly at the beginning of the pixel, without the 
exponential tail characteristic of CRTs with long persistence phosphors. The turnoff is limited only by 
the resistance of the circuit that removes charge from the capacitor. The slow fall is produced by loss 
of charge from the capacitor: the circuit is essentially a sample and hold and the flatness of the pixel 
profile is determined by the quality of the hold.

The spatial structure of the LCD display surface is shown schematically in Fig. 18. The pixels are 
nonoverlapping, with dark lines between them because an interpixel mask is used to hide regions 

Time

FIGURE 17 Illustration of the time dependence of the light out-
put from an LCD pixel that is turned on for two refreshes, then turned 
to a lower level for the third refresh.

FIGURE 18 Illustration of the layout and shape of pixels on an 
LCD. The lower panel shows the spatial dependence of emitted light, 
on a cross section through the center of a row of pixels. The two middle 
pixels are turned on to a lower level than the outside ones.
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where the electric fields of neighboring capacitors overlap. The light emitted is uniform over the pixel 
area, so that the intensity profile is uniform. Usually there is a small amount taken off the corner of the 
pixel to allow space for the electronic circuits that turn the pixel off and on. The pitch of the display, 
the distance from one pixel to the center of the next pixel, ranges from 100 to 500 μm.

Problems Current high resolution, analog, color LCDs suffer from a variety of problems, which 
may be expected to diminish rapidly in importance as manufacturing technology improves.

Thickness variation Uniformity of output depends critically on precise control of the thickness of 
the liquid crystal from pixel to pixel.

Heat Current displays are very temperature-dependent, changing their performance as they 
warm up and if anything warm, like a human hand, is held in contact with them.

Gray scale The present mass-produced LCDs have poor gray-scale capability: each pixel can be 
only off or on. The manufacturing processes needed to produce gray scale, which produce about 30 
levels of gray scale on prototype displays, need considerable development.

Electronics A typical display depends on thousands of address wires, connected to the display at the 
pitch of the pixels. These wires are delicate and subject to failure, which produces a row or column of 
inactive pixels, called a line-out.

The Color LCD

The color LCD is a straightforward generalization of the monochrome LCD. Colored filters are 
placed in the light path to color the light emitted from each pixel. Three differently colored filters, 
and sometimes four, are used to create several interpenetrating colored images that combine addi-
tively to form a full-color image. The repetition pattern of the different images is regular, and it is 
usually possible to group a set of differently colored pixels into a single-colored pixel with three or 
four primaries, as shown in Fig. 19. (Terminology is important but nonstandard. In this chapter a 
single-colored pixel is called a monochrome pixel; a set of differently colored monochrome pixels 
that combines additively to produce a continuum of color at a given point is called a color pixel.)

Geometry of the Color Pixel There are a variety of different geometrical arrangements of mono-
chrome pixels within a color pixel. Several are illustrated in Fig. 19. It is not currently known which 
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FIGURE 19 Schematic diagram of a variety of different mono-
chrome pixel geometries: (a) and (b) show two triad geometries; (c) and 
(d) show two quad geometries. The color pixel is outlined in gray.
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arrangement is best for which type of visual information. When the viewer is far enough back from 
the display the arrangement does not matter, only the relative number of each primary color. One 
strategy that is being tried is to add a fourth color, white or yellow, in a quad arrangement in order 
to increase brightness. Such a display offers interesting possibilities for experimentation with mesopic 
stimuli and for diagnosis and investigation of color-vision defects.

It is obvious that every geometry has directions in which the primaries form unwanted color 
patterns. Such patterns do not arise in CRT imagery because there is a random correlation between 
the dot triads that produce color and the pixel locations. Whether there is a regular geometry, as yet 
untried, that removes the patterns, whether software techniques similar to antialiasing can eliminate 
their visual effects, or whether a randomized primary arrangement is needed to remove the patterns 
is a problem as yet unresolved. (It should also be remembered that some stimuli may best be created 
by graphical techniques that take advantage of the existence of the patterns.) Whatever the solution, 
however, it must address the interrelationship between spatial and color aspects of the stimulus in the 
visual system of the perceiver.

Colorimetry of the Color Pixel The dominant factor in the colorimetry of LCDs is the interac-
tion between the spectral power distribution of the backlight and the transmittances of the filters. 
Typically backlight and filter design deals with a trade-off between brightness and color gamut. The 
higher the excitation purity of the filter the more saturated the primary but the less bright the dis-
play. An additional factor considered in this trade-off is heating of the liquid crystal, which is greater 
when the filters have high excitation purity. Choice of a backlight that has as much as possible of its 
spectral power in wavelengths passed by the filters will improve performance.

The colorimetric properties of an LCD can be summed up in a few equations. The first is that the 
color of a pixel is the additive mixture of the colors of its monochrome pixel components. The sum 
of the spectral powers is

 Φ Φλ λ=
=

∑ a a
a

N

V
p

( )
1

 

where Φal is the spectral power emitted by monochrome pixel a, which depends on the voltage Va 
applied to it. Similarly, the tristimulus values are the sum of the tristimulus values of the mono-
chrome pixels

 X Xi ai
a

N p
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=
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where Xai is the set of tristimulus values for primary a. Note that “gun independence” is assumed.
The spectral power contributed by monochrome pixel a is the sum of three components: one from 

the backlight, Φa
BL

aVλ
( )( ) , one from ambient light reflected from the front surface of the LCD, Φ(R)al, 

and one from ambient light reemitted from the display, Φa
AMB

aVλ
( )( ) .
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The contribution from the backlight is

 Φ Φa
BL

a a a
BLV Vλ λτ λ τ( ) ( )( ) ( ) ( )= 0

 

where Φ0λ
( )BL   is the spectral power distribution of the backlight, t (Va) is the voltage-dependent 

transmittance of the liquid crystal/polarizer sandwich, and ta(l) is the transmittance of the color 
filter. The function t (V) is independent of the primary because the display uses the same light-
modulating element for each primary. The function ta(l) is independent of the applied voltage 
since the light-modulating element is spectrally neutral. In the absence of ambient light, this term 
is the only contribution to the light emitted by the LCD. The colorimetric properties are then iden-
tical to those of a CRT with primaries of the same chromaticity, which is the chromaticity of the 
product τ λ λa

BL( ) ( )Φ0 , though the equivalent of the gamma function t (Va) is certain to have a different 
functional form.
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The contribution from light reflected from the front surface is

 Φ Φa
R AMBRλ λλ( ) ( )( )= 0

 

where R(l) is the reflectance of the front surface and Φ0λ
( )AMB  is the ambient light incident on the sur-

face. Usually, the reflectance is spectrally neutral (independent of wavelength) and the reflected light 
has the same color as the incident ambient light.

The contribution from light reemitted from the display is

 Φ Φa
R

a a
AMBR D Vλ λλ λ τ λ τ( ) ( )( ( )) ( ) ( ) ( )= −1 2 2

0
 

where D(l) is the reflectance of the diffuser. This contribution can be modeled as a light of the 
same chromaticity as the spectral power distribution ( ( )) ( ) ( ) ,( )1 2

0− R D a
AMBλ λ τ λ λΦ  with its intensity 

modulated by the function t2(Va). Note that this chromaticity is not in general the same as the chro-
maticity produced by light from the backlight. (It will usually be more saturated than the backlight 
component since it passes through the color filter twice.) Note also that the voltage dependence of 
the intensity of this light differs from that of the backlight component. Thus, the chromaticity of the 
primary changes as the voltage changes when ambient light is present, and the effect cannot be sub-
tracted off, as can the ambient component.

Controls and Input Standards LCDs will have standard sets of controls and input signals only when 
the technology is much more mature than it is at present. Currently, the most common input seems 
to be analog video, as used for CRTs. While this allows a one-for-one substitution of an LCD for a 
CRT, it seems quite inappropriate for computer applications. Specifically, information is extracted 
from the frame buffer, a random-access digital device, laboriously sequenced into the serial analog 
video signal, the reextracted for presentation for the random-access LCD. Thus, it seems likely that 
digital random-access input standards are likely to supersede video signals for LCD input, and that 
the display will be more tightly coupled to the image storage system than is common with CRTs.

Temporal and Spatial Variations in Output

LCD fabrication technology is changing too quickly for quantitative limits to spatial and temporal 
variability to be predictable. Nonetheless, it seems likely that certain qualitative properties are inher-
ent in all LCD designs. They are discussed in general terms in the next few sections.

Short-Time Temporal Variation The light output over a short time (about 100 ms) is shown 
schematically in Fig. 17. The details shown in that figure, the rise and decay times and the turnoff 
time, are bound to change as fabrication techniques improve. Currently, the turnoff time is not very 
good for most LCDs, and images leave shadows that decay visibly for several seconds after they are 
removed. That defect is not inherent in LCD electronics and it should be expected to disappear as 
circuitry improves. The other possible defect is the ripple in the light output, which is nonetheless 
much smaller than the ripple of CRT light output. The size of the ripple is determined by the qual-
ity of the sample-and-hold circuit that maintains charge on the capacitor, and is likely to decrease as 
LCDs improve.

The interaction between ripple and turnoff time is quite different for an LCD than for a CRT. To 
decrease the ripple on a CRT it is necessary to increase the decay time of the phosphors; degrada-
tion of the turnoff time cannot be avoided. For an LCD, on the other hand, the turnoff is active, and 
independent of the ripple. Thus, it is possible to improve the ripple without degrading the turnoff. As 
a result, future LCDs are likely to be very useful for generating stimuli that require precise temporal 
control.

Long-Time Temporal Variation Even at the current state of development, the long-time stability 
of LCDs is quite good, with reports showing variations of about 2 percent on a time scale of sev-
eral hours. This performance is comparable to good-quality CRTs and incandescent light sources. 
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The main contributor to instability is heat. LCDs are only stable once they are warmed up, and even 
small changes in cooling configuration can cause appreciable changes in light output. Thus, good 
stability of light output requires well-controlled temperature and a long warm-up time.

Small-Scale Spatial Variation Small-scale variation is determined by the spatial structure of the 
pixel, which is illustrated in Fig. 18. The important feature is the sharp edge of the pixel: unlike CRT 
pixels, there is no blending at the edges of adjacent pixels. This feature makes the creation of some 
stimulus characteristics easy—sharp vertical and horizontal edges, for example—and makes the 
creation of other stimulus parameters very difficult—rounded corners, for example. Many graphical 
techniques and image-quality criteria have evolved to take advantage of display characteristics that 
are peculiar to the CRT; there is likely to be a substantial investment in devising techniques that are 
well suited to the very different pixel profile of the LCD.

An interesting future possibility arises because of the similarity of LCD manufacturing technology 
to that of random-access memories. Consequently, it is likely that future LCDs will be limited in reso-
lution not by pixel size but by input bandwidth. If so, it would be sensible to have logical pixels within 
the control system that consist of many physical pixels on the display, with enough processing power 
on the display itself to translate commands referring to logical pixels into drive signals for physical 
pixels. In fact, a physical pixel could even belong to more than one logical pixel. If such a development 
occurs, considerable control over the pixel profile will be possible, which may greatly extend the range 
of spatial variation that images can possess.

Large-Scale Spatial Variation Because LCDs have no large-scale structural features, like the beam 
deflection in the CRT, only manufacturing tolerances should induce spatial variation. The main 
source of manufacturing variability at the time of writing is the physical size of the pixels and the 
electronic components—capacitors, especially—that control them. Ideally, such variations would be 
random, so that spatial variation would add only gaussian noise to the displayed image.

Much more serious is angular variation of emitted light. The light-emitting element uses effects 
that have strong directional dependence, and it is sometimes even possible to find angles at which 
an LCD reverses contrast compared to perpendicular viewing. Although this effect is inherent in LC 
technology, it is reasonable to hope that display improvements will reduce the angular variability 
below its currently unacceptable level.
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23.1 GLOSSARY

Accommodation. In regard to the visual system, accommodation is the focusing ability of the eye.

Acuity. A measure of the ability of the eye to resolve fi ne detail, specifi cally to distinguish that two 
points separated in space are distinctly separate.

Afterimage. An optical illusion that refers to an image continuing to appear in one’s vision after the 
exposure to the original image has ceased.

Anisometropia. A visual condition in which there is a signifi cant refractive difference between the 
two eyes.

Astigmatism. A visual condition in which the light entering the eye is distorted such that it does not 
focus at one single point in space.

Binocularity. The use of two eyes at the same time, where the usable visual areas of each eye overlap 
to produce a three-dimensional perception.

Brightness. The subjective attribute of light to which humans assign a label between very dim and 
very bright (brilliant). Brightness is perceived, not measured. Brightness is what is perceived when 
lumens fall on the rods and cones of the eye’s retina. The sensitivity of the eye decreases as the mag-
nitude of the light increases, and the rods and cones are sensitive to the luminous energy per unit of 
time (power) impinging on them. 

Cataracts. A loss of clarity of the crystalline lens within the eye which causes partial or total 
blindness.

Cathode ray tube (CRT). A glass tube that forms part of most video display terminals. The tube 
generates a stream of electrons that strike the phosphor coated display screen and cause light to be 
emitted. The light forms characters on the screen.

Color convergence. Alignment of the three electron beams in the CRT that generate the three primary 
screen colors—red, green, and blue—used to form images on screen. In a misconverged image, edges 
will have color fringes (e.g., a white area might have a blue fringe on one side).

23.1

23
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Color temperature. A way of measuring color accuracy. Adjusting a monitor’s color-temperature 
control, for example, may change a bluish white to a whiter white.

Convergence. That visual function of realigning the eyes to attend an object closer than optical 
infi nity. The visual axes of the eyes continually point closer to each other as the object of viewing gets 
closer to the viewer.

Contrast. The difference in color and light between parts of an image.

Diplopia (double vision). That visual condition where the person experiences two distinct images 
while looking at one object. This results from the breakdown of the coordination skills of the person.

Disability glare. A type of glare that causes objects to appear to have lower contrast and is usually 
caused by scattering of light within the media in the eye. 

Discomfort glare. Glare that produces ocular discomfort including eye fatigue, eyestrain, and 
irritation.

Dot matrix. A pattern of dots that forms characters (text) or constructs a display image (graphics) 
on the VDT screen.

Dot pitch. The distance between two phosphor dots of the same color on the screen.

Electromagnetic radiation. A form of energy resulting from electric and magnetic effects which 
travels as invisible waves.

Ergonomics. The study of the relationship between humans and their work. The goal of ergonomics 
is to increase worker’s comfort, productivity, and safety.

Eyesight. The process of receiving light rays into the eyes and focusing them onto the retina for 
interpretation.

Eyestrain (asthenopia). Descriptive terms for symptoms of visual discomfort. Symptoms include 
burning, itching, tiredness, aching, watering, blurring, etc.

Farsightedness (hyperopia). A visual condition where objects at a distance are more easily focused 
as opposed to objects up close.

Font. A complete set of characters including typeface, style, and size used for screen or printer 
displays.

Focal length. The distance from the eye to the viewed object needed to obtain clear focus.

Foot-candle. The amount of illumination inside the surface of an imaginary 1 ft radius sphere 
would be receiving if there were a uniform point source of 1 cd in the exact center of the sphere. One 
foot-candle ≈ 10.764 lux.

Glare. The loss in visual performance or visibility, or the annoyance of discomfort, produced by a 
luminance in the visual fi eld greater than the illuminance to which the eyes are adapted.

Hertz (Hz). Cycles per seconds. Used to express the refresh rate of video displays.

Illuminance. The luminous fl ux incident on a surface per unit area. The unit is the lux or lumen per 
square meter. The foot-candle (fc) or lumen per square foot is also used. An illuminance photometer 
measures the luminous fl ux per unit area at the surface being illuminated without regard to the direction 
from which the light approaches the sensor.

Interlaced. An interlaced monitor scans the odd lines of an image fi rst followed by the even lines. 
This scanning method does not successfully eliminate fl icker on computer screens.

Lag. In optometric terms, the measured difference between the viewed object and the actual focusing 
distance.

LASIK. A surgical procedure that alters the curvature of the cornea (front surface of the eye) which 
reduces the amount of nearsightedness or astigmatism.

LCD (Liquid crystal display). A display technology that relies on polarizing fi lters and liquid-crystal 
cells rather than phosphors illuminated by electron beams to produce an on-screen image. To control 
the intensity of the red, green, and blue dots that comprise pixels, an LCD’s control circuitry applies 
varying charges to the liquid-crystal cells through which polarized light passes on its way to the screen.
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Light. The radiant energy that is capable of exciting the retina and producing a visual sensation. The 
visible wavelengths of the electromagnetic spectrum extend from about 380 to 770 nm. The unit of 
light energy is the lumen. 

Luminous fl ux. The visible power or light energy per unit of time. It is measured in lumens. Since 
light is visible energy, the lumen refers only to visible power. 

Luminous intensity. The luminous fl ux per solid angle emitted or refl ected from a point. The unit 
of measure is the lumen per steradian, or candela (cd). (The steradian is the unit of measurement of 
a solid angle.) 

Luminance. The luminous intensity per unit area projected in a given direction. The unit is the can-
dela per square meter, which is still sometimes called a nit. The foot-lambert (fL) is also in common 
use. Luminance is the measurable quantity which most closely corresponds to brightness.

Lux (see foot-candle). A unit of illuminance and luminous emittance. It is used in photometry as a 
measure of the intensity of light. 

MHz (MegaHertz). A measurement of frequency in millions of cycles per second.

Myopia (nearsightedness). The ability to see objects clearly only at a close distance.

Musculoskeletal. Relating to the muscles and skeleton of the human body.

Nearpoint. The nearest point of viewing, usually within arms length.

Noninterlaced. A noninterlaced monitor scans the lines of an image sequentially, from top to 
bottom. This method provides less visible fl icker than interlaced scanning.

Ocular motility. Relating to the movement abilities of the eyes.

Parabolic louver. A type of light fi xture that is designed to direct light in a limited and narrowed 
direction.

Perception. The understanding of sensory input (vision, hearing, touch, etc.).

Pixel. The smallest element of a display screen that can be independently assigned color and intensity.

Phosphor. A substance that emits light when stimulated by electrons.

Photophobia. A visual condition of excessive sensitivity to light.

Presbyopia. A reduction in the ability to focus on near objects caused by the decreased fl exibility in 
the lens, usually noticed around the age of 40 years old or later.

Polarity. The arrangement of the light and dark images on the screen. Normal polarity has light char-
acters against a dark background; reverse polarity has dark characters against a light background.

Refractive. Having to do with the bending of light rays, usually in producing a sharp optical image.

Refresh rate. The number of times per second that the screen phosphors must be painted to maintain 
proper character display.

Resolution. The number of pixels, horizontally and vertically, that make up a screen image. The 
higher the resolution, the more detailed the image.

Resting point of accommodation (RPA). The point in space where the eyes naturally focus when 
at rest.

Specular refl ection. The perfect, mirror-like refl ection of light from a surface, in which light from a 
single incoming direction is refl ected into a single outgoing direction.

Suppression. The “turning off” of the image of one eye by the brain, most often to avoid double 
vision or reduce excess stress.

SVGA (Super video graphics array). A video adapter capable of higher resolution pixels and/or 
colors) than the 320 × 200 × 256 and 640 × 480 × 16 which IBM’s VGA adapter is capable of produc-
ing. SVGA enables video adapters to support resolutions of 1024 by 768 pixels and higher with up to 
16.7 million simultaneous colors (known as true color).

VDT (Video display terminal). An electronic device consisting of a monitor unit (e.g., cathode ray 
tube) with which to view input into a computer.
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Vision. A learned awareness and perception of visual experiences (combined with any or all other 
senses) that results in mental or physical action. Not simply eyesight.

Visual stress. The inability of a person to visually process light information in a comfortable, effi cient 
manner.

Vision therapy. Treatment (by behavioral optometrists) used to develop and enhance visual abilities.

23.2 INTRODUCTION

Vision and eye problems are the most commonly reported symptoms among workers at computer 
monitors. The percentage of computer workers who experience visually related symptoms is gener-
ally reported to be from 70 up to almost 90 percent.1 The current concern for, and popularization of 
these problems is likely related to the rapid introduction of this new technology into the workplace, 
the job restructuring associated with it, and a greater societal concern about discomfort associated 
with work.

The problems are largely symptoms of discomfort. There is little evidence of permanent physi-
ological change or damage associated with extended work at a computer monitor. The vision and 
eye problems caused by working at a computer monitor have been collectively named “Computer 
Vision Syndrome (CVS)” by the American Optometric Association. The most common symptoms 
of CVS obtained from a survey of optometrists in order of frequency are: eyestrain, headaches, 
blurred vision, dry or irritated eyes, neck and/or backaches, photophobia, double vision, and colored
afterimages. 

A syndrome is defined as a “group of signs and symptoms that indicate a disease or disease pro-
cess.”2 While CVS is not technically a “disease,” it can also be properly characterized as a syndrome 
due to the fact that it is “a complex of symptoms indicating the existence of undesirable condition or 
quality.” Thus, CVS is not a single disease entity, as the definition seems to require. However, it is a 
group of signs and symptoms related to a specific occupational usage of the eyes.

The causes for these symptoms are a combination of individual vision problems, poor office ergo-
nomics, or work habits. Many individuals have marginal vision disorders that do not cause symptoms 
of less demanding visual tasks. On the other hand, there are numerous aspects of the computer moni-
tor and the computer work environment that make it a more demanding visual task than others— 
therefore, more individuals are put beyond their threshold for experiencing symptoms.

23.3 WORK ENVIRONMENT

Lighting

Improper lighting is likely the largest environmental factor contributing to visual discomfort. The 
room lighting is a particular problem for computer workers because the horizontal gaze angle of 
computer work exposes the eyes to numerous glare sources such as overhead lights and windows. 
Other deskwork is performed with a downward gaze angle and the glare sources are not in the field 
of view.

Glare is the loss in visual performance or visibility, or the annoyance of discomfort, produced by 
a luminance in the visual field greater than the illuminance to which the eyes are adapted. There are 
generally four types of glare: distracting glare, discomfort glare, disabling glare, and blinding glare.

Distracting glare results from light being reflected from the surface of an optical medium and is 
usually below 3000 lumens. This form of glare most often results in an annoyance to the viewer and 
leads to eye fatigue. Discomfort glare ranges from 3000 to 10,000 lumens and produces ocular dis-
comfort, including eye fatigue, eyestrain, and irritation. Disabling glare, also known as veiling glare, 
results when light reaches 10,000 lumens and can actually block visual tasks. This type of glare causes 
objects to appear to have lower contrast and is caused by scattering of light within the media in the 
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eye. Blinding glare results from incident light reflecting from smooth shiny surfaces such as water and 
snow. It can block vision to the extent that the wearer becomes visually compromised and recovery 
time is needed to be fully comfortable once again.

The threshold luminance ratios and locations of visual stimuli that cause glare discomfort have 
been determined, 3 but the physiological basis for glare discomfort is not known. Since large lumi-
nance disparities in the field of view can cause glare discomfort, it is best to have a visual environment 
in which luminances are relatively equal. Primarily because of glare discomfort, the Illumination 
Engineering Society of North America (IESNA) established maximum luminance ratios that should 
not be exceeded.4 The luminance ratio should not exceed 1:3 or 3:1 between the task and visual sur-
rounding within 25°, nor should the ratio exceed 1:10 or 10:1 between the task and more remote 
visual surroundings. Many objects in the field of view can cause luminance ratios in excess of those 
recommended by IESNA. Table 1 shows common luminance levels of objects in an office environ-
ment. Relative to the display luminance, several objects can greatly exceed the IESNA recommended 
ratios. A major advantage of using light background displays compared to dark background displays 
is that it enables better conformity with office luminance levels.

Good lighting design can reduce discomfort glare. Light leaving the fixture can be directed so that 
it goes straight down and not into the eyes of the room occupants. This is most commonly accom-
plished with parabolic louvers in the fixture. A better solution is indirect lighting in which the light is 
bounced off the ceilin g—resulting in a large low luminance source of light for the room. Traditional 
office lighting recommendations have been suggested at about 100 fc (1000 lux) but computerized 
offices most often require less light, in the range of 50 fc (500 lux) to better balance with the light 
emanating from the computer display. Proper treatment of light from windows is also important. 
Shades or blinds should be employed to give flexibility to control outdoor light. 

Screen Reflections

In most cases, the most bothersome source of cathode ray tube (CRT) screen reflections is from 
the phosphor on the inner surface of the glass. (“Monitor Characteristics” are discussed later.) The 
phosphor is the material that emits light when struck by the electron beam—it also passively reflects 
room light. The reflections coming from the phosphor are diffuse. Most computer monitors have a 
frosted glass surface; therefore, the light reflected from the glass is primarily diffuse with a specular 
component.

Since most of the screen reflections are diffuse, a portion of any light impinging on the screen, 
regardless of the direction from which it comes, is reflected into the eyes of the user and causes the 
screen to appear brighter. This means that black is no longer black, but a shade of gray. The diffuse 
reflections from the phosphor and from the glass reduce the contrast of the text presented on the 
screen. Instead of viewing black characters on a white background, gray characters are presented on a 
white background. Calculations 5 show that these reflections significantly reduce contrast—from 0.96 
to 0.53 [contrast = (Lt – Lb)/(Lt + Lb), where Lt and Lb are luminances of the task and background] 
under common condition. Decreased contrast increases demand upon the visual system.

TABLE 1 Display and Glare Source Luminances

Visual Object Luminance (cd/m2)

Dark background display 20–25
Light background display 80–120
Reference material with 750 lumens/m2 200
Reference material with auxiliary light 400
Blue sky (window) 2,500
Concrete in sun (window) 6,000–1,2000
Fluorescent light (poor design) 1,000–5,000
Auxiliary lamp (direct) 1,500–10,000



23.6  VISION AND VISION OPTICS

A common method of treating reflections is with an antireflection filter placed on the computer 
monitor. The primary purpose of the filter is to make the blacks blacker, thereby increasing contrast. 
The luminance of light that is emitted by the screen (the desired image) is decreased by the transmit-
tance factor of the glass filter, whereas light that is reflected from the computer screen (undesired light) 
is decreased by the square of the filter transmittance, since it must pass through it twice. For a typical fil-
ter of 30 percent transmittance, the luminances of black and white are reduced respectively to 9 percent 
and 30 percent of their values without the filter. This results in an increase in the contrast.

Some antireflection filters have a circular polarized element in them. This feature results in cir-
cular polarized lights being transmitted to the computer screen. The resulting reflection on the 
screen changes the rotation of the polarization of the light so that it is blocked from coming back out 
through the filter. Since only specular reflected light maintains its polarized properties after reflection, 
this polarizing feature provides added benefit for only the specular reflections. If significant specular 
reflections are present, it is beneficial to obtain an antireflection filter with circular polarization.

The influx of liquid crystal displays (LCDs) into the workplace has addressed some of the issues 
regarding reflections by using a matte surface to diffuse the reflections. However, the matte surface may 
be disappearing in the future; the trend in high performance LCDs is back to a glossy surface, reintro-
ducing the problem of reflections on the surface of the display. Whichever surface, matte or glossy, users 
can still experience problems with glare and contrast reduction or image washout. A 2003 survey6 of 
LCD users supports this, with 39 percent reported having a glare problem on the LCD and 85 percent of 
LCD users reacted favorably when an antireflection filter was used with their LCD, stating that they were 
bothered by glare on their display and preferred working with a glare reduction filter on the display.

Independent, scientific testing of a midtransmission level antireflection computer filter to the 
same international standard that computer monitors must comply with, ISO 9241–7, has shown that 
this filter can actually improve a monitor’s performance against this standard for reflection reduction 
and contrast improvement. The significance of this testing is that the quality of the antireflection 
coatings and the level of absorption technology are important considerations. There are many prod-
ucts on the market today that claim to be antireflection computer filters. These filters offer very low
quality, if any, antireflection performance and little to no absorption technology. It is because of 
these lower performance products that ergonomic specialists, when considering options for reducing 
reflections and glare on an electronic display, often ridicule antireflection computer filters.

It is important to discuss the counterargument to antireflection computer filters—that monitors 
today don’t need them because they already have antireflection treatments. While this is the case for 
many computer displays, the amount of glare and reflection reduction can be misleading. A few key 
points to keep in mind regarding computer displays and antireflection treatments:

• Some simply change the state of the reflection from specular to diffuse through silica coatings or 
etching the surface of the display (a matte finish).

• Some use a spin coating process that may only reduce first surface reflections down about 1 to 
2 percent. Good quality antireflection computer filters reduce first surface reflections to less than 
1 percent.

• Flat screens are better, reduce off-axis angle reflections, but still do little for normal incidence 
reflections.

• Few have absorptive coatings to improve contrast.

• LCDs have many advantages over the older CRT technology, matte surfaces to reduce reflections, 
but they still have issues with glare and contrast reduction. 

Moreover, the trend of going to glossy displays means increased reflections.

Monitor Characteristics

One obvious method of improving the visual environment for computer workers is to improve the 
legibility of the display at which they are working. The visual image on computer monitors is com-
promised in many ways compared to most paper tasks.
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A major aspect of computer displays is that the images are composed of pixels—the “picture element” 
that creates the “dots” of an image. A greater pixel density will be able to display greater detail. Most 
older computer screens had pixel densities in the range of from 80 to 110 dots/in (dpi: 31 to 43 dots/cm).
This pixel density can be compared to impact printers (60 to 100 dpi), laser printers (300 dpi), and 
advanced laser printers (400 to 1200 dpi). Computer monitors today have dpi specifications that are 
comparable to laser printers—greater pixel density would result in visually discernible differences, 
as for printers. Besides pixel density there are many other factors that affect display quality, such as 
pixel definition (measured by area under the modulation transfer function), font type, font size, 
letter spacing, line spacing, stroke width, contrast, color, gray scale, and refresh rate.7 Several studies 
have shown that increased screen resolution characteristics increase reading speed and/or decrease 
visual symptoms.5 Although technological advances have resulted in improved screen resolutions, 
there is still substantial room for improvement.

To adequately cover all aspects of computer monitor characteristics, it is necessary to discuss both 
the CRT and the LCD technologies used to generate these images.

The CRT is a light-emitting device. It was first demonstrated over 100 years ago and it is a fairly simple 
device to describe, but one requiring great precision to manufacture. It consists of a glass bottle under 
a high vacuum with a layer of phosphorescent material at one end and an electron gun at the other. 
The electron gun creates a stream of electrons that are accelerated toward the phosphor by a very high 
voltage. When the electrons strike the phosphor, it glows at the point of impact. A coil of wire called the 
yoke is wrapped around the neck of the CRT. The yoke actually consists of a horizontal coil and a vertical 
coil, each of which generates a magnetic field when a voltage is applied. These fields deflect the beam of 
electrons both horizontally and vertically, thereby illuminating the entire screen rather than a pinpoint. 
To create an image, the electron beam is modulated (turned on and off) by the signal from the video card 
as it sweeps across the phosphor from left to right. When it reaches the right side of the tube, the beam is 
turned off or “blanked” and moved down one line and back to the left side. This process occurs repeat-
edly until the beam reaches the bottom right-hand side and is blanked and moved to the top left.

The LCD or “flat panel” as it is sometimes called, is a totally different way of generating a computer 
image. Rather than being light emissive as the CRT is, the LCD is light transmissive. Each dot on the 
screen acts like an electrically controlled shutter that either blocks or passes a very high intensity
backlight (or backlights) that is always on at full brightness. Whereas the dots comprising the image 
of a CRT-based display vary in size depending on the displayed resolution (if you display VGA resolu-
tion, the entire screen is lit with 640 × 480 = 307,200 dots while if you display UXGA, the screen is 
filled by 1600 × 1200 = 1,920,000 dots), an LCD panel has a fixed number of pixels. Each pixel is made 
up of three subpixels, a red, a green, and a blue. Since the backlight is white, the colors are achieved by 
means of tiny red, green, and blue filters.

Although the properties of a liquid crystal material were discovered in the late 1800s, it was not 
until 1968 before the first LCD display was demonstrated. Simply, light from the backlight is polar-
ized, passed through the liquid crystal material (which twists the light 90°) and passed through a 
second polarizer that is aligned with the first one. This results in a structure that blocks the backlight. 
The liquid crystal material has a unique property, however, that causes its molecules to line up with 
an applied voltage. The 90° twist goes to 0 and the polarizer sandwich becomes transparent to the 
backlight. By applying more or less voltage, the light can be varied from 0 (black) to 100 percent 
(white). Modern displays can make the transition from full off to full on in 256 steps, which is 8 bits 
(28 = 256). Each pixel can display 256 shades each of red, green, and blue for a total palette of 256 ×
256 × 256 = 16.7 million colors.

It is interesting that many monitor manufacturers will use that 16.7 million-color number very 
prominently in their advertising. However, in this chapter we are considering the eyes and visual sys-
tem. Just how many colors does the human visual system perceive? Well, as near as we can tell (and 
there are many estimates here), the human visual system perceives between 7 and 8 million colors (in 
the most generous estimates). So, here we have a display that produces 16.7 million colors, but we can 
only see about half of those! For this reason, high performance monochrome monitors are often mea-
sured in “just noticeable differences,” or JNDs. However, color combinations can be a visual issue. It is 
important to maintain high contrast (color contrast, as well) between the letters and the background 
of the display, regardless of which colors are used.
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So, which is the better technology? This can be very subjective, but the LCD exhibits no linearity 
or pincushion (straight lines looking curved) distortion and no flicker, all of which can contribute 
to computer vision syndrome. Furthermore, the LCD is always perfectly focused as long as it is set 
to display at its native resolution (the fixed number of pixels that may be addressed by the video 
card regardless of the resolution being displayed). When displaying a nonnative resolution, the LCD 
invokes a digital processor called a scaler to add enough pixels to fill the screen without distorting the 
image. This is a very complex procedure and the final result is a slightly softened image that many 
people find tiring. A good rule of thumb is to run an LCD monitor at its native resolution unless there 
is a compelling reason not to. 

The electron beam in a CRT display is constantly scanning or drawing the image over and over. 
When it hits a specific spot on the screen, light is emitted, but as soon as the beam moves on, the spot 
starts to fade. It is critical that the beam scans all the points on the screen and returns to the first point 
in a short enough time that the eye does not perceive the dimming. The number of times an image is 
“painted” on the CRT is called the refresh rate or vertical sync frequency and it must be set to a value 
≥ 75 Hz to avoid flicker. Some people are hypersensitive to flicker and need an even higher refresh rate. 
The LCD display does not flicker by design.

Workstation Arrangement

It is commonly stated that: “the eyes lead the body.” Since working at the computer is a visually 
intensive task, our body will do what is necessary to get the eyes in the most comfortable position—
often at the expense of good posture and causing musculoskeletal ailments such as sore neck and 
back.

The most common distance at which people view printed material is 40 cm from the eyes. This is 
the distance at which eye doctors routinely perform near visual testing and for which most bifocal or 
multifocal glasses are designed. Most commonly, the computer screen is farther from the eyes—from 
50 to 70 cm. This distance is largely dictated by other workstation factors, such as desk space and 
having room for a keyboard. The letter sizes on the screen are commensurately larger compared to 
printed materials to enable the longer viewing distance.

Because we are now using a vertical, rather than horizontal work surface, the height of the com-
puter screen is a very important aspect of the workstation arrangement. A person can adapt to the 
vertical location of their task by changing their gaze angle (the elevation of the eyes in the orbit) and/or 
by changing the extension/flexion of the neck. Typically, users will alter their head position rather 
than eye position to adjust to a different viewing height. This can cause awkward posture and result in 
neck and/or backache. The eyes work best with a depression of from 10 to 20°;5 therefore, this is the 
preferred viewing angle. As a practical guide, it is often recommended that the computer user set their 
monitor just below their straight-ahead gaze, with the top of the display tilted back about 10°.

Whatever is viewed most often during daily work should be placed straight in front of the worker 
when seated at the desk. This applies to the computer and/or the reference documents—whichever is 
viewed most frequently. Although this seems self-evident, many computer workers situate their work 
so that they are constantly looking off to one side. If using hard copy on a regular basis, the material 
should be placed so that it is close in proximity to the monitor. Whether it is below the monitor (an 
“in-line” setup) or adjacent to it, the closer proximity will allow easier eye movements between the 
screen and the hard copy. In addition, the hard copy should reside on the same side as the handedness 
of the user: right side for a right-handed person. This will allow the person to either write or manipu-
late the hard copy without stretching into an awkward posture.

Work Habits

Since the computer has essentially taken over as the most essential piece of office equipment, office 
workers are spending an excessive number of hours viewing their display screens. To simplify 
a method to break up their viewing habits, one author has devised a method called “the 3 B’s”: 
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blink, breathe, and break. The rationale for blinking will be discussed in the next section on dry 
eyes. Breathing is an important aspect of computer use simply because we are sedentary for extended 
hours and our physical activity is reduced. This reduces blood flow and creates a condition for shallow 
breathing, which in turn tires the computer user making them lethargic and less productive.

Regarding breaks, this author recommends the “20/20/20” rule: Every 20 min, take just 20 s, and 
look 20 ft away. This short, more frequent break will allow the accommodative and convergence sys-
tems to relax and presumably regain some level of performance.

23.4 VISION AND EYE CONDITIONS

Many individuals have marginal vision disorders that do not cause symptoms on less demanding 
visual work, but will cause symptoms when the individual performs a demanding visual task. Given 
individual variation in visual systems and work environments, individual assessment is required to 
solve any given person’s symptoms. Following are the major categories of eye and vision disorders 
that cause symptoms among computer users.

Dry Eyes

Computer users commonly experience symptoms related to dry eyes. These symptoms include irri-
tated eyes, dry eyes, excessive tearing, burning eyes, itching eyes, and red eyes. Contact lens wearers 
also often experience problems with their contact lenses while working at a computer display—
related to dry eyes. In response to dry eye and ocular irritation, reflex tearing sometimes occurs and 
floods the eyes with tears. This is the same reflex that causes tearing when we cry or are exposed to 
foreign particles in our eye.

Computer workers are at greater risk for experiencing dry eye because the blink rate is signifi-
cantly decreased and, because of the higher gaze angle, the eyes are wide open with a large exposed 
ocular surface. Patel et al.8 measured blink rate by direct observation on a group of 16 subjects. The 
mean blink rate during conversation was 18.4 blinks/min and during computer use it was 3.6 blinks/
min—more than a fivefold decrease. Tsubota and Nakamori 9 measured blink rates on 104 office 
workers. The mean blink rates were 22 blinks/min under relaxed conditions, 10 blinks/min while 
reading a book on the table, and 7 blinks/min while viewing text on a computer screen. Although both 
book reading and computer work result in significantly decreased blink rates, a difference between 
them is that computer work usually requires a higher gaze angle, resulting in an increased rate of 
tear evaporation. Tsubota and Nakamore9 measured a mean exposed ocular surface of 2.2 cm2 while 
subjects were relaxed and 1.2 cm2 while working at a computer. Since the primary route of tear elimi-
nation is through evaporation, and the amount of evaporation is a roughly linear function of ocular 
aperture area, the higher gaze angle when viewing a computer display results in faster tear loss. Even 
though reading a book and display work both reduce the blink rate, the computer worker is more at 
risk because of the higher gaze angle.

Other factors may also contribute to dry eye. For example, the office air environment is often low 
in humidity and can contain contaminants. Working under an air vent also increases evaporation. 
The higher gaze angle results in a greater percentage of blinks that are incomplete, resulting in poor 
tear film and higher evaporation rates.

Dry eyes are common in the population, reported as being 15 percent of a clinical population. 
For example, postmenopausal women, arthritis sufferers, post-LASIK patients, those taking some 
systemic medications, and contact lens wearers are more prone to dry eyes. All of these conditions 
should be explored as causative for dry eye symptoms. For many people with marginal dry eye prob-
lems, work at a computer will cause their dry eye problem to become clinically significant.

Resolving dry eye symptoms may take many approaches, depending on the source of the problem. 
The longstanding, traditional approach of simply adding an “artificial tear” to the eyes is losing favor 
because it has shown to be ineffective. Newer drops are available that create a better quality tear film. 
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In addition, a prescription drop that incorporates a mild antibiotic to reduce inflammation has shown 
to be effective in some cases. There is also a swell of attention to oral supplementation to stimulate 
better tear formation. Regardless of which approach the eye care practitioner takes, resolving dry eyes 
for the computer user should be a priority in the treatment of computer vision issues.

Refractive Error

Many patients simply need an accurate correction of refractive error (myopia, hyperopia, or astig-
matism). The blur created by the refractive error makes it difficult to easily acquire visual infor-
mation at the computer display. This reduces work efficiency and induces fatigue. A 2004 study 
by Daum10 indicates that even a slightly inaccurate vision prescription at the computer can have 
a significant negative impact on a worker’s productivity. Results indicate that uncorrected vision, 
even if no symptoms appear, can affect employee productivity and accuracy. In addition, a vision 
miscorrection of as little as 0.50 D can cause a decrease in productivity of 9 percent and accuracy 
by 38 percent.

Patients with hyperopia must exert added accommodative effort to see clearly at near distances. 
Therefore, many hyperopic computer patients require refractive correction that they may not require 
for a less visually demanding job. Patients with 2.00 to 3.50 D of myopia who habitually read without 
their glasses often have visual and musculoskeletal difficulties at the computer because, to see clearly 
without their glasses, they must work too closely to the computer screen. These patients often require 
a partial correction of their myopia for proper function at the computer display.

Some computer-using patients develop a late-onset myopia from 0.25 to 1.00 D. The prepon-
derance of evidence supports the contention that near workplaces some people are greater risk for 
the development of myopia. However, there is no evidence that work at a computer monitor causes 
myopia more than other forms of extended near-point work. The fact is, however, that our society is 
dictating that we do more and more of our work on the computer, which translates into long hours 
viewing the display screen. Take for example some school districts that require all of their students to 
perform all of their work on computers. The consequences of this type of visual stress may take years 
to realize.

Accommodation 

Accommodation is the mechanism by which the eye changes its focus to look at near objects. 
Accommodation is accomplished by constriction of the ciliary muscle that surrounds the crystalline 
lens within the eye. The amplitude of accommodation (dioptric change in power) decreases with 
age. Presbyopia (see later) is the age-related condition that results when the amplitude of accommo-
dation is no longer adequate to meet near visual needs. (See Chaps. 12 and 14.)

Many workers have reduced amplitude of accommodation for their age, or accommodative infacility
(inability to change the level of accommodation quickly and accurately). These conditions result in 
a blur at near working distances and/or discomfort. Extended near work also commonly results in 
accommodative hysteresis—that is, the accommodative mechanism becomes “locked” into the near 
focus and it takes time (a few minutes to hours) to fully relax for distance focus. This is effectively 
a transient myopia that persists after extended near work. Some theories on myopia development
look at this transient myopia as a step in the progression to developed myopia. Accommodative disor-
ders are diagnosed in approximately one-third of the prepresbyopic segment of a clinical population. 
Accommodative disorders in the younger or prepresbyopic patient are usually treated with near pre-
scription spectacles that enable the worker to relax accommodation. Vision training can also work for 
some patients.

Most work with display screens are performed with a higher gaze than other near-point work 
and accommodative amplitude is shown to be reduced with elevation of the eye. Relative to a 40°
downward viewing angle, elevations of 20° downward, straight ahead, and 20° upward result in average 
accommodative decreases of 1.22 D, or 2.05 D, and 2.00 D, respectively, in a group of 80 prepresbyopes 
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with an average age of 26.4 years.11 The higher gaze angles at most computer workstations result in 
a viewing condition for which the amplitude of accommodation is reduced—thus placing a greater 
strain on accommodation than near tasks performed at lower gaze angles.

Binocular Vision

Approximately 95 percent of people keep both eyes aligned on the object of regard. Those individu-
als who habitually do not keep their eyes aligned have strabismus. Even though most people can keep 
their eyes aligned when viewing an object, many individuals have difficulty maintaining this ocular 
alignment and experience symptoms such as fatigue, headaches, blur, double vision, and general
ocular discomfort (see Chap. 13).

Binocular fusion is the sensory process by which the images from each eye are combined to form 
a single percept. When the sensory feedback loop is opened (e.g., by blocking an eye), the eyes assume 
their position of rest with respect to one another. If the position of rest is outward or diverged, the 
patient has exophoria. If it is inward or converged, the condition is esophoria. Clinically, the phoria is 
measured by occluding one of the eyes and measuring the eye alignment while occluded.

If the patient has a phoric deviation, as is the case for most people, then a constant neuromuscular 
effort is required to keep the eyes aligned. Whether a person experiences symptoms depends on the 
amount of the misalignment, the ability of the individual to overcome that misalignment, and the 
task demands. The symptoms associated with excessive phoria deviations can be eyestrain, double 
vision, headaches, eye irritation, and general fatigue.

Eye alignment at near viewing distances is more complex than at far viewing distances because of 
the ocular convergence required to view near objects and because of the interaction between the ocular 
convergence and accommodative mechanisms. Treatment of these conditions can include refractive or 
prismatic correction in spectacles, or vision training.

Anisometropia

One of the possible causes of binocular vision dysfunction is a difference in the correction for each 
eye. If there is a significant refractive difference between the two eyes, the condition of anisometropia
exists. While this can happen developmentally and genetically, it can also be induced with surgical 
intervention of cataracts. If one eye has a cataract procedure performed and surgery on the other 
eye is not needed, then there may be a difference in the refractive errors, creating an anisometropic 
condition. 

This condition is more significant if the refractive error of each eye is corrected with spectacles. 
Wearing a correction for two variable prescriptions can create an image-size differential between the 
eyes. One solution is to fit the patient with contact lenses. Wearing the prescription directly on the eye 
will reduce the magnification differential and allow for equal-sized images.

Presbyopia

Presbyopia is the condition in which the normal age-related loss of accommodation results in an 
inability to comfortably maintain focus on near objects. This usually begins at about the age of 40. 
The usual treatment for presbyopia is to prescribe reading glasses or multifocal lenses that have a 
distance vision corrective power (if needed) in the top of the lens and the near vision corrective 
power in the bottom of the lens. The most common lens designs for correcting presbyopia are bifo-
cals and progressive addition lenses (PALs). As usually designed and fitted, these lenses work well 
for the most common everyday visual tasks and provide clear vision at 30 cm with a downward 
gaze angles of about 25°. The computer screen is typically farther away (from 50 to 70 cm) and 
higher (from 10 to 20° of ocular depression). A presbyope who tries to wear their usual multifocal 
correction at the computer will either not see the screen clearly or will need to assume an awkward
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posture, resulting in neck and back strain. This is because the zone of intermediate vision is most 
often too narrow for full-time computer use. Many, if not most, presbyopic computer workers 
require a separate pair of spectacles for their computer work. Several newer lenses are designed spe-
cifically for people with occupations that require intermediate viewing distances. (See Chaps. 12 
and 14.)
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24.1 INTRODUCTION

The field of electronic imaging has made incredible strides over the past decade as increased computa-
tional speed, bandwidth, and storage capacity have made it possible to perform image computations 
at interactive speeds. This means larger images, with more spatial, temporal, and chromatic reso-
lution, can be captured, compressed, transmitted, stored, rendered, printed, and displayed. It also 
means that workstations and PCs can accommodate more complex image and data formats, more 
complex operations for analyzing and visualizing information, more advanced interfaces, and richer 
image environments, such as virtual reality. This, in turn, means that image technology can now be 
practically used in an expanding world of applications, including video, home photography, internet 
catalogues, digital libraries, art, and scientific data analysis. These advances in technology have been 
greatly influenced by research in human perception and cognition, and in turn, have stimulated new 
research into the vision, perception, and cognition of the human observer. Some important topics 
include spatial, temporal, and color vision, attentive and preattentive vision, pattern recognition, 
visual organization, object perception, language, and memory.

The study of the interaction between human vision and electronic imaging is one of the key 
growth areas in imaging science. Its scope ranges from printing and display technologies to image 
processing algorithms for image rendering and compression, to applications involving interpretation, 
analysis, visualization, search, design, and aesthetics. Different electronic imaging applications call 
on different human capabilities. At the bottom of the visual food chain are the visual phenomena 
mediated by the threshold sensitivity of low-level spatial, temporal, and color mechanisms. At the 
next level are perceptual effects, such as color constancy, suprathreshold pattern, and texture analysis. 

24.1

24
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Moving up the food chain, we find cognitive effects, including memory, semantic categorization, and 
visual representation, and moving to the next level, we encounter aesthetic and emotional aspects of 
visual processing.

Overview of This Chapter

In this chapter, we review several key areas in the two-way interaction between human vision and 
technology. We show how technology advances in electronic imaging are increasingly driven by 
methods, models, and applications of vision science. We also show how advances in vision science 
are increasingly driven by the rapid advances in technologies designed for human interaction. An 
influential force in the development of this new field has been the Society for Imaging Science and 
Technology (IS&T)/Society of Photographic and Instrumentation Engineers (SPIE) Conference 
on Human Vision and Electronic Imaging, which had its origins in 1988 and since 1989 has grown 
annually as a forum for multidisciplinary research in this area.1–14 This chapter has been strongly 
influenced by the body of research that has been presented at these conferences, and reflects their 
unique perspectives.

A decade ago, the field of human vision and electronic imaging focused on the threshold sensitiv-
ity of the human visual system (HVS) as it relates to display technology and still-image compres-
sion. Today, the scope of human vision and electronic imaging is much larger and keeps expanding 
with the electronic imaging field. We have organized this chapter to reflect this expanding scope. We 
begin with early vision approaches in Sec. 24.2, showing how the explicit consideration of human 
spatial, temporal, and color sensitivity has affected the development of algorithms for compression 
and rendering, as well as the development of image quality metrics. These approaches have been 
most successful in algorithmically evaluating the degree to which artifacts introduced by compres-
sion or rendering processes will be detected. Section 24.3 considers how image features are detected, 
processed, and perceived by the human visual system. This work has been influential in the design of 
novel gaze-dependent compression schemes, new visualization and user interface designs, and per-
ceptually based algorithms for image retrieval systems. Section 24.4 moves higher up the food chain 
to consider emotional and aesthetic evaluations. This work has influenced the development of virtual 
environments, high-definition TV, and tools for artistic appreciation and analysis. Section 24.5 con-
cludes the chapter paper, and suggestions for further reading are given in Sec. 24.6.

24.2 EARLY VISION APPROACHES: THE PERCEPTION 
OF IMAGING ARTIFACTS

There are many approaches to characterizing image artifacts. Some approaches are based purely 
on physical measurement. These include measuring key image or system parameters to ensure 
that they fall within established tolerances, or comparing an original with a rendered, displayed, 
or compressed version, on a pixel-by-pixel basis, using a metric such as mean square error. These 
approaches have the advantage of being objective and relatively easy to implement; on the other 
hand, it is difficult to generalize from these data. Another approach is to use human observers to 
judge perceived quality, either by employing a panel of trained experts or by running psychological 
experiments to measure the perception of image characteristics. These approaches have the advan-
tage of considering the human observer explicitly; on the other hand, they are costly to run and the 
results may not generalize. A third approach is to develop metrics, based on experiments measuring 
human visual characteristics, that can stand in for the human observer as a means of estimating 
human judgments. These perceptual models are based on experiments involving the detection, rec-
ognition, and identification of carefully controlled experimental stimuli. Since these experiments are 
designed to reveal the behavior of fundamental mechanisms of human vision, their results are more 
likely to generalize. This section reviews several models and metrics based on early human vision 
which have been developed for evaluating the perception of image artifacts.
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Early vision models are concerned with the processes mediating the threshold detection of spatial, 
temporal, and color stimuli. In the early days of television design, Schade15 and his colleagues intro-
duced the notion of characterizing human threshold sensitivity in terms of the response to spatial-
frequency patterns, thereby beginning a long tradition of work to model human spatial and temporal 
sensitivity using the techniques of linear systems analysis. The simplest model of human vision is a 
threshold contrast sensitivity function (CSF). A curve representing our sensitivity to spatial modula-
tions in luminance contrast is called a spatial CSF. A curve representing our sensitivity to temporal 
modulations in luminance is a temporal CSF. These band-pass curves vary depending on many other 
parameters, including, for example, the luminance level, the size of the field, temporal modulation, 
and color. In early applications of visual properties to electronic imaging technologies, these simple 
threshold shapes were used. As the field has progressed, the operational model for early vision has 
become more sophisticated, incorporating interactions between spatial, temporal, and color vision, 
and making more sophisticated assumptions about the underlying processes. These include, for 
example, the representation of the visual system as a set of band-pass spatial-frequency filters,16,17 the 
introduction of near-threshold contrast masking effects, and nonlinear processing.

One key area where these models of early vision have been applied is in the evaluation of image 
quality. This includes the psychophysical evaluation of image quality, perceptual metrics of image 
distortion, perceptual effects of spatial, temporal, and chromatic sampling, and the experimental 
comparison of compression, sampling, and halftoning algorithms. This work has progressed hand-
in-hand with the development of vision-based algorithms for still image and video compression, 
image enhancement, restoration and reconstruction, image halftoning and rendering, and image and 
video quantization and display.

Image Quality and Compression

The basic premise of the work in perceptual image quality is that electronic imaging processes, such 
as compression and halftoning, introduce distortions. The more visible these distortions, the greater 
the impairment in image quality. The human vision model is used to evaluate the degree to which 
these impairments will be detected. Traditional metrics of image compression do not incorporate 
any models of human vision and are based on the mean squared error (i.e., the average squared 
difference between the original and compressed images). Furthermore, they typically fail to include 
a calibration step, or a model of the display device, thereby providing an inadequate model of the 
information presented to the eye.

The first perceptually based image quality metrics used the spatial contrast sensitivity function as a 
model of the human visual system.18,19 The development of perceptual models based on multiple spatial- 
frequency channels greatly improved the objective evaluation of image quality. In these models, the 
visual system is treated as a set of spatial-frequency-tuned channels, or as Gabor filters with limited 
spatial extent distributed over the visual scene. The envelope of the responses of these channels is the 
contrast sensitivity function. These multiple channel models provide a more physiologically repre-
sentative model of the visual system, and more easily model interactions observed in the detection of 
spatially varying stimuli. One important interaction is contrast masking, where the degree to which a 
target signal is detected depends on the spatial-frequency composition of the masking signal.

In 1992, Daly introduced the visual differences predictor,6,20 a multiple-channel model for image 
quality that models the degree to which artifacts in the image will be detected, and thus will impair 
perceived image quality. This is a spatial-frequency model which incorporates spatial contrast mask-
ing and light adaptation. At about the same time, Lubin21 proposed a similar metric that also accounts 
for sensitivity variations due to spatial frequency and masking. It also accounts for fixation depth and 
image eccentricity in the observer’s visual field. The output of such metrics is either a map of detection 
probabilities or a point-by-point measure of the distance between the original and degraded image 
normalized by the HVS sensitivity to error at each spatial frequency and location. These detection 
probabilities or distances can be combined into a single number that represents the overall picture 
quality. While both models were developed for the evaluation of displays and high quality imaging 
systems, they have been adapted for a wide variety of applications.
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Perceptually based image compression techniques were developed in parallel with perceptual 
models for image quality. This is not surprising since quality metrics and compression algorithms are 
closely related. The image quality metric is trying to characterize the human response to an image; an 
image compression algorithm is either trying to minimize some distortion metric for a given bit rate, 
or trying to minimize the bit rate for a given distortion. In both cases, a perceptually based distortion 
metric can be used.

In 1989, three important papers introduced the notion of “perceptually lossless” compression. (See 
Refs. 22–24.) In this view, the criterion of importance in image compression was the degree to which 
an image could be compressed without the user’s perceiving a difference between the compressed and 
original images. Safranek and Johnston25 presented the perceptual subband image coder (PIC) which 
incorporated a perceptual model and achieved perceptually lossless compression at lower rates than 
state-of-the-art perceptually lossy schemes. The Safranek-Johnston coder used an empirically derived 
perceptual masking model that was obtained for a given CRT display and viewing conditions. As with 
the quality metrics we discussed earlier, the model determines the HVS sensitivity to errors at each 
spatial frequency and location, which is called the just noticeable distortion level (JND). In subsequent 
years, perceptual models were used to improve the results of traditional approaches to image and video 
compression, such as those that are based on the discrete cosine transform (DCT). (See Refs. 26 to 28.)

Perceptually based image quality metrics have also been extended to video. In 1996, Van den 
Branden Lambrecht and Verscheure29 described a video quality metric that incorporates spatio-
temporal contrast sensitivities as well as luminance and contrast masking adjustments. In 1998, Watson 
extended his DCT-based still image metric, proposing a video quality metric based on the DCT.30,31

Since all the current video coding standards are based on the DCT, this metric is useful for optimizing 
and evaluating these coding schemes without significant additional computational overhead.

In recent years, significant energy has been devoted to comparing these methods, models, and 
results, and to fine-tuning the perceptual models. The Video Quality Experts Group (VQEG), for 
example, has conducted a cross-laboratory evaluation of perceptually based video compression met-
rics. They found that different perceptual metrics performed better on different MPEG-compressed 
image sequences, but that no one model provided a clear advantage, including the nonperceptual 
measure, peak signal-to-noise ratio (Ref. 32). We believe that the advantages of the perceptual metrics 
will become apparent when this work is extended to explicitly compare fundamentally different com-
pression schemes over different rates, image content, and channel distortions. An important approach 
for improving low-level image quality metrics is to provide a common set of psychophysical data to 
model. Modelfest (Ref. 33) is a collaborative modeling effort where researchers have volunteered to 
collect detection threshold data on a wide range of visual stimuli, under carefully controlled condi-
tions, in order to provide a basis for comparing the predictions of early vision models. This effort 
should lead to a converged model for early vision that can be used to develop image quality metrics 
and perceptually based compression and rendering schemes. (Comprehensive reviews of the use of 
perceptual criteria for the evaluation of image quality can be found in Refs. 34 and 35.)

Image Rendering, Halftoning, and Other Applications

Another area where simple models of low-level vision have proven to be quite successful is image 
halftoning and rendering. All halftoning and rendering algorithms make implicit use of the prop-
erties of the HVS; they would not work if it were not for the high spatial-frequency cutoff of the 
human CSF. In the early 1980s, Allebach introduced the idea of halftoning based on explicit human 
visual models and models of the display device. However, the development of halftoning tech-
niques that rely on such models came much later. In 1991, Sullivan et al.36 used a CSF model to 
design halftoning patterns of minimum visibility and Pappas and Neuhoff 37 incorporated printer 
models in error diffusion. In 1992, methods that use explicit visual models to minimize perceptual 
error in image halftoning were independently proposed by Analoui and Allebach,38 Mulligan and 
Ahumada,39 and Pappas and Neuhoff.40 Allebach et al. extended this model-based approach to color 
in 199341 and to video in 1994.42 Combining the spatial and the chromatic properties of early vision, 
Mulligan43 took advantage of the low spatial-frequency sensitivity of chromatic channels to hide 
high spatial-frequency halftoning artifacts.
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Low-level perceptual models and techniques have also been applied to the problem of target detec-
tion in medical images (e.g., Ref. 44) and to the problem of embedding digital watermarks in elec-
tronic images (Refs. 45 and 46).

Early Color Vision and Its Applications

The trichromacy of the human visual system has been studied for over a hundred years, but we are 
just in the infancy in applying knowledge of early color vision to electronic imaging systems. From 
an engineering perspective, the CIE 1931 model, which represents human color-matching as a lin-
ear combination of three color filters, has been the most influential model of human color vision. 
This work allows the determination of whether two patches will have matching colors, when viewed 
under a constant illuminant. The CIE 1931 color space, however, is not perceptually uniform. That 
is, equal differences in chromaticity do not correspond to equal perceived differences. To remedy 
this, various transformations of this space have been introduced. Although CIE L∗a∗b∗ and CIE 
L∗u∗v∗ are commonly used as perceptually uniform spaces, they still depart significantly from this 
objective. By adding a nonlinear gain control at the receptor level, Guth’s ATD model47,48 provided a 
more perceptually uniform space and could model a wide range of perceptual phenomena. Adding 
a spatial component to a simplified version of Guth’s model, Granger49 demonstrated how this 
approach could be used to significantly increase the perceived similarity of original and displayed 
images. The observation that every pixel in an image provides input both to mechanisms sensitive 
to color variations and to mechanisms sensitive to spatial variations has provided other important 
contributions. For example, Uriegas50,51 used the multiplexing of color and spatial information by 
cortical neurons to develop a novel color image compression scheme.

Understanding how to represent color in electronic imaging systems is a very complicated prob-
lem, since different devices (e.g., printers, CRT or TFT/LCD displays, film) have different mechanisms 
for generating color, and produce different ranges, or gamuts, of colors. Several approaches have been 
explored for producing colors on one device that have the same appearance on another. Engineering 
research in this field goes under the name of device independent color, and has recently been energized 
by the need for accurate color rendering over the Internet. (See Ref. 52.)

Limitations of Early Vision Models for Electronic Imaging

The goal of the early vision models is to describe the phenomena of visual perception in terms of 
simple mechanisms operating at threshold. Pursuing this Ockham’s razor approach has moti-
vated the introduction of masking models and nonlinear summation models, and has allowed us 
to extend these simple models to describe the detection and recognition of higher-level patterns, 
such as textures and multiple-sinewave plaids. These models, however, eventually run out of steam 
in their ability to account for the perception of higher-level shapes and patterns. For example, the 
perception of a simple dot cannot be successfully modeled in terms of the response of a bank of lin-
ear spatial-frequency filters.

In image quality, early vision approaches consider an image as a collection of picture elements. 
They measure and model the perceived fidelity of an image based on the degree to which the pixels, 
or some transformation of the pixels, have changed in their spatial, temporal, and color properties. 
But what if two images have identical perceived image fidelity, but one has a lot of blur and little 
blockiness while the other has little blur and a lot of blockiness? Are they equivalent? Also, since it 
is not always possible to conceal these artifacts, it is important to understand how their effects com-
bine and interact in order to minimize their objectionable and annoying effects. This has led to the 
development of new suprathreshold scaling methods for evaluating the perceived quality of images 
with multiple suprathreshold artifacts (e.g., Refs. 53 and 54), and has led to the development of new 
dynamic techniques to study how the annoyance of an artifact depends on its temporal position in a 
video sequence (Ref. 55).

In color vision, a key problem for electronic imaging is that simply capturing and reproducing 
the physical color of individual color pixels and patches in an image is not sufficient to describe 
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the perceived colors in the image. Hunt,56 for example, has shown that surrounding colors affect 
color appearance. Furthermore, as McCann57 has demonstrated using spatially complex stimuli, the 
perception of an image depends, not simply on the local luminance and color values, and not sim-
ply on nearby luminance and color values, but on a more global consideration of the image and its 
geometry.

24.3 HIGHER-LEVEL APPROACHES: THE ANALYSIS 
OF IMAGE FEATURES

Higher-level approaches in vision are dedicated to understanding the mechanisms for perceiving 
more complex features such as dots, plaids, textures, and faces. One approach is to build up from 
early spatial-frequency models by positing nonlinear mechanisms that are sensitive to two-dimen-
sional spatial variations, such as t-junctions (e.g., Ref. 58). Interesting new research by Webster and 
his colleagues59 identifies higher-level perceptual mechanisms tuned to more complex visual rela-
tionships. Using the same types of visual adaptation techniques commonly used in early vision 
experiments to identify spatial, temporal, or color channel properties, they have demonstrated adap-
tation to complex visual stimuli, including, for example, the adaptation to complex facial distortions 
and complex color distributions.

Another interesting approach to understanding the fundamental building blocks of human 
vision is to consider the physical environment in which it has evolved, with the idea in mind that the 
statistics of the natural world must somehow have guided, or put constraints on, its development. 
This concept, originally introduced by Field,60,61 has led to extensive measurements of the spatial and 
temporal characteristics of the world’s scenes, and to an exploration of the statistics of the world’s 
illuminants and reflective surfaces. One of the major findings in this field is that the spatial amplitude 
spectra of natural scenes falls off as f−1.1. More recently, Field et al.62 have related this function to 
the sparseness of spatial-frequency mechanisms in human vision. This low-level description of the 
global frequency content in natural scenes has been tied to higher-level perception by Rogowitz and 
Voss.63 They showed that when the slope of the fall-off in the amplitude spectrum is in a certain range 
(corresponding to a fractal dimension of from 1.2 to 1.4), observers see nameable shapes in images 
like clouds. This approach has also been applied to understanding how the statistics of illuminants 
and surfaces in the world constrains the spectral sensitivities of visual mechanisms (Ref. 64), thereby 
influencing the mechanisms of color constancy (see also Refs. 65 and 66).

The attention literature provides another path for studying image features by asking which fea-
tures in an image or scene naturally attract attention and structure perception. This approach is 
epitomized by Triesman’s work on “preattentive” vision67 and by Julesz’ exploration of “textons.”68,69

Their work has had a very large impact in the field of electronic imaging by focusing attention on 
the immediacy with which certain features in the world, or in an image, are processed. Their work 
both identifies image characteristics that attract visual attention and guide visual search, and also 
provides a paradigm for studying the visual salience of image features. An important debate in this area 
is whether features are defined bottom up—that is, generated by successive organizations of low-level 
elements such as edges, as suggested by Marr70—or whether features are perceived immediately, driven 
by top-down processes, as argued by Stark.71

This section explores the application of feature perception and extraction in a wide range of elec-
tronic imaging applications, and examines how the demands of these new electronic tasks motivate 
research in perception. One important emerging area is the incorporation of perceptual attention 
or “importance” in image compression and coding. The idea here is that if we could identify those 
aspects of an image that attracted attention, we could encode this image using higher resolution for 
the areas of importance and save bandwidth in the remaining areas. Another important area is image 
analysis, where knowing which features are perceptually salient could be used to index, manipulate, 
analyze, compare, or describe an image. An important emerging application in this area is digital 
libraries, where the goal is to find objects in a database that have certain features, or that are similar 
to a target object. Another relevant application area is visualization, where the goal is to develop 
methods for visually representing structures and features in the data.
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Attention and Region of Interest

A new idea in electronic imaging is to analyze images to identify their “regions of interest,” features 
that draw our attention and have a special saliency for interpretation. If we could algorithmically 
decompose an image into its salient features, we could develop compression schemes that would, for 
example, compress more heavily those regions that did not include perceptual features, and devote 
extra bandwidth to regions of interest. Several attempts have been made to algorithmically identify 
regions of interest. For example, Leray et al.72 developed a neural network model that incorporates 
both the response of low-level visual mechanisms and an attentional mechanism that differentially 
encodes areas of interest in the visual image, and used this to develop a compression scheme.

Stelmach and Tam73 measured the eye movements of people examining video sequences and 
concluded that there wasn’t enough consistency across users to motivate developing a compression 
scheme for TV broadcast based on user eye movements. Geissler and Perry,74 however, demonstrated 
that by guiding a user’s eye movements to a succession of target locations, and only rendering the 
image at high resolution at these “foveated” regions, the entire image appeared to have full resolu-
tion. If the system knew in advance where the eye movements would be directed, it could adjust the 
resolution at those locations, on the fly, thus saving bandwidth. Finding those perceptually relevant 
features, however, is a very difficult problem. Yarbus75 showed that there is not a single stereotypic way 
that an image is viewed; the way the user’s saccades are placed on the picture depends on the task. For 
example, if the goal is to identify how many people there are in the picture, the set of eye movements 
differs from those where the goal is to examine what the people are wearing.

A most important voice in this discussion is that of Stark.76,77 Noton and Stark’s classic papers71,78

set the modern stage for measuring the eye movement paths, or “scanpaths,” of human vision. They 
used this methodology to explore the role of particular visual stimuli in driving attention (bottom up) 
versus the role of higher-level hypothesis-testing and scene checking goals (top down) in driving the 
pattern of visual activity. Stark and his colleagues have contributed both to our basic understanding 
of the processes that drive these scanpaths, and to integrating this knowledge into the development 
of better electronic imaging systems. Recent evidence for top-down processing in eye movements has 
been obtained using an eye tracking device that can be worn while an observer moves about in the world 
(Ref. 79). As observers perform a variety of everyday tasks, they perform what the authors call “planful” 
eye movements, eye movements that occur in the middle of a task, in anticipation of the subject’s 
interaction with an object in an upcoming task.

Image Features, Similarity, and Digital 
Libraries Applications

In digital libraries applications, the goal is to organize and retrieve information from a database of 
images, videos, graphical objects, music, and sounds. In these applications, the better these objects 
are indexed and organized, the more easily they can be searched. A key problem, therefore, is to 
identify features and attributes of importance, and to provide methods for indexing and searching 
for objects based on these features. Understanding which features are meaningful, or what makes 
objects similar, however, is a difficult problem. Methods from signal processing and computer vision 
can be used to algorithmically segment images and detect features. Since these databases are being 
designed for humans to search and navigate, it is important to understand which features are salient 
and meaningful to human observers, how they are extracted from complex objects, and how object 
features are used to judge image and object similarity. Therefore, these algorithms often incorporate 
heuristics gleaned from perceptual experiments regarding human color, shape, and pattern percep-
tion. For example, the work by Petkovic and his colleagues80 includes operators that extract infor-
mation about color, shape, texture, and composition. More recently, knowledge about human per-
ception and cognition has been incorporated more explicitly. For example, Frese et al.81 developed 
criteria for image similarity based on a multiscale model of the human visual system, and used a 
psychophysical model to weight the parameters of their model. Another method for explicitly incor-
porating human perception has been to study how humans explicitly judge image similarity and use 
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this knowledge to build better search algorithms. Rogowitz et al.,82 for example, asked observers to 
judge the similarity of a large collection of images and used a multidimensional scaling technique to 
identify the dimensions along which natural objects were organized perceptually. Mojsilovi ́c et al.83

asked observers to judge the similarity of textured designs, then built a texture retrieval system based 
on the perceptual results.

In this expanding area, research opportunities include the analysis of human feature perception, the 
operationalization of these behaviors into algorithms, and the incorporation of these algorithms into 
digital library systems. This includes the development of perceptual criteria for image retrieval, the 
creation of perceptual image similarity metrics, methods for specifying perceptual metadata for char-
acterizing these objects, and perceptual cues for navigating through large multimedia databases. An 
important emerging opportunity lies in extending these methods to accommodate more complex mul-
tidimensional objects, such as three-dimensional objects and auditory patterns.

Visualization

One consequence of the expanding computer age is the creation of terabytes and terabytes of data, 
and an interest in taking advantage of these data for scientific, medical, and business purposes. These 
can be data from satellite sensors, medical diagnostic sensors, business applications, simulations, or 
experiments, and these data come in many different varieties and forms. The goal of visualization 
is to create visual representations of these data that make it easier for people to see patterns and 
relationships, identify trends, develop hypotheses, and gain understanding. To do so, the data are 
mapped onto visual (and sometimes auditory) dimensions, producing maps, bar charts, sonograms, 
statistical plots, etc. A key perceptual issue in this area is how to map data onto visual dimensions in 
a way that preserves the structure in the data without creating visual artifacts. Another key percep-
tual issue is how to map the data onto visual dimensions in a way that takes advantage of the natural 
feature extraction and pattern-identification capabilities of the human visual system. For example, 
how can color and texture be used to draw attention to a particular range of data values, or a depar-
ture from a model’s predictions? (See Ref. 84 for an introduction to these ideas.)

One important theme in this research is the return to Gestalt principles of organization for inspi-
ration about the analysis of complex visual information. The Gestalt psychologists identified prin-
ciples by which objects in the visual world are organized perceptually. For example, objects near each other 
(proximity) or similar to each other (similarity) appear to belong together. If these fundamental prin-
ciples could be operationalized, or if systems could be built that take advantage of these basic rules of 
organization, it could be of great practical importance. Some recent papers in this area include Kubovy’s85

theoretical and experimental studies, experiments by Hon et al.86 on the interpolation and segmentation 
of sampled contours, and an interactive data visualization system based on Gestalt principles of perceptual 
organization (Ref. 87).

User Interface Design

As more and more information becomes available, and computer workstations and web browsers sup-
port more interactivity and more color, we move into a new era in interface design. With so many 
choices available, we now have the luxury to ask how best to use color, geometry, and texture to represent 
information. A key vision paper in this area has been Boynton’s paper88 on “the eleven colors which 
are almost never confused.” Instead of measuring color discriminability, Boynton asked people to sort 
colors, to get at a higher-level color representation scheme, and found that the responses clustered 
in 11 categories, each organized by a common color name. That is, although in side-by-side com-
parison, people can discriminate millions of colors, when the task is to categorize colors, the number 
of perceptually distinguishable color categories is very small. In a related experiment, Derefeldt and
Swartling89 tried to create as many distinct colors as possible for a digital map application; they were 
only able to identify 30. More recently, Yendrikovskij90 extracted thousands of images from the web 
and used a K-means clustering algorithm to group the colors of the pixels. He also found a small 
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number of distinct color categories. This suggests that the colors of the natural world group into a 
small number of categories that correspond to a small set of nameable colors. This result is impor-
tant for many applications that involve selecting colors to represent semantic entities, such as using 
colors to represent different types of tumors in a medical visualization. It is also important for image 
compression or digital libraries, suggesting that the colors of an image can be encoded using a mini-
mal number of color categories. Several groups have begun developing user-interface design tools 
that incorporate perceptually based intelligence, guiding the designer in choices of colors, fonts, and 
layouts based on knowledge about color discriminability, color deficiency, color communication, 
and legibility. Some examples include Hedin and Derefeldt91 and Rogowitz et al.92

24.4 VERY HIGH-LEVEL APPROACHES: 
THE REPRESENTATION OF AESTHETIC 
AND EMOTIONAL CHARACTERISTICS

The higher-level applications discussed above, such as visualization and digital libraries, push the 
envelope in electronic imaging technology. They drive developers to address the content of the data, 
not just the pixel representation. As the technology improves and becomes more pervasive, new 
application areas are drawn into the web, including applications that use visual media to convey 
artistic and emotional meaning. For these applications, it is not just the faithfulness of the represen-
tation, or its perceptual features, that are of concern, but also its naturalness, colorfulness, composi-
tion, and appeal. This may seem an enormous leap, until we realize how natural it is to think of the 
artistic and emotional aspects of photographic imaging. Interest in using electronic media to convey 
artistic and emotional goals may just reflect the maturation of the electronic imaging field.

Image Quality

Although the world “quality” itself connotes a certain subjectivity, the major focus of the research 
in image quality, discussed so far, has been aimed at developing objective, algorithmic methods for 
characterizing the judgments of human observers. The research in Japan on high-definition TV has 
played a major role in shaping a more subjective approach to image quality. This approach is based 
on the observation that the larger format TV, because it stimulates a greater area of the visual field, 
produces images which appear not only more saturated, but also more lively, realistic, vivid, natural, 
and compelling (Ref. 93). In related work on the image quality of color images, DeRidder et al.94

found that, in some cases, observers preferred somewhat more saturated images, even when they 
clearly perceived them to be somewhat less natural. The observers’ responses were based on aesthetic 
characteristics, not judgments of image fidelity.

Virtual Reality and Presence

Virtual reality is a set of technologies whose goal is to immerse the user in a visual representation. 
Typically, the user will wear a head-tracking device to match the scene to the user’s viewpoint and 
stereo glasses whose two interlaced views provide a stereoscopic view. A tracked hand device may 
also be included so that the user can interact with this virtual environment. Although these systems 
do not provide adequate visual resolution or adequate temporal resolution to produce a realistic 
visual experience, they do give the sense of “presence,” a sense of being immersed in the environ-
ment. This new environment has motivated considerable perceptual research in a diverse set of 
areas, including the evaluation of depth cues, the visual contributions to the sense of presence, the 
role of auditory cues in the creation of a realistic virtual environment, and cues for navigation. This 
new environment also provides an experimental apparatus for studying the effects of large-field 
visual patterns and the interaction of vision and audition in navigation.
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Color, Art, and Emotion

Since the beginning of experimental vision science, there have been active interactions between art-
ists and psychologists. This is not surprising since both groups are interested in the visual impression 
produced by physical media. As artists use new media, and experiment with new visual forms, per-
ceptual psychologists seek to understand how visual effects are created. For example, Chevreul made 
fundamental contributions to color contrast by studying why certain color dyes in artistic textiles 
didn’t appear to have the right colors. The Impressionists and the Cubists read the color vision litera-
ture of their day, and in some cases, the artist and vision scientist were the same person. For example, 
Seurat studied the perception of color and created color halftone paintings. Artists have continued to 
inspire vision scientists to this day. For example, Papathomas,95 struck by the impressive visual depth 
illusions in Hughes’s wall sculptures, used this as an opportunity to deepen our knowledge of how 
the visual system constructs the sensation of depth. Koenderink96 used three-dimensional sculptures 
to study how the human observer constructs an impression of three-dimensional shape from the set 
of two-dimensional views, where there is an infinite number of valid reconstructions. Tyler97 brought 
psychophysical testing to the issue of portrait composition, and discovered that portrait painters 
systematically position one of the subject’s eyes directly along the central median of the painting.

Another approach in this area is to understand the artistic process in order to emulate it algorith-
mically. The implementation, thus, is both a test of the model and a method for generating objects of 
an artistic process. For example, Burton98 explored how young children express themselves visually 
and kinesthetically in drawings, and Brand99 implemented his model of shape perception by teach-
ing a robot to sculpt. Some of these goals are esoteric, but practical applications can be found. For 
example, Dalton100 broadened the dialogue on digital libraries by exploring how algorithms could 
search for images that are the same, except for their artistic representation.

Also, as more and more artists, fabric designers, and graphic artists exploit the advances of elec-
tronic imaging systems, the more important it becomes to give them control over the aesthetic and 
emotional dimensions of electronic images. The MIT Media Lab has been a major player in explor-
ing the visual, artistic, and emotional parameters of visual stimuli. In 1993, Feldman and Bender101

conducted an experiment where users judged the affective aspects (e.g., “energy,” “expressiveness”) of 
color pairs, demonstrating that even such seemingly vague and subjective dimensions could be stud-
ied using psychophysical techniques. They found that color energy depended on the color distance 
between pairs in a calibrated Munsell color space, where complementary hues, or strongly different 
luminances or saturations, produced greater emotional energy. These authors and their colleagues 
have gone on to develop emotion-based color palettes and software tools for artistic design.

24.5 CONCLUSIONS

The field of human vision and electronic imaging has developed over the last decade, evolving 
with technology. In the 1980s, the bandwidth available to workstations allowed only the display of 
green text, and in those days people interested in perceptual issues in electronic imaging studied 
display flicker, spatial sampling, and gray-scale/resolution trade-offs. As the technology has evolved, 
almost all desktop displays now provide color, and the bandwidth allows for high-resolution, 24-bit 
images. These displays, and the faster systems that drive them, allow the development of desktop 
image applications, desktop digital libraries applications, and desktop virtual reality applications. 
Application developers interested in art, visualization, data mining, and image analysis can now 
build interactive image solutions, integrating images and data from multiple sources worldwide. 
This rapid increase in technology enables new types of imaging solutions, solutions that allow the 
user to explore, manipulate, and be immersed in images; and these in turn pose new questions to 
researchers interested in perceptually based imaging systems.

Some of these new questions include, for example: How do we measure the image quality of 
virtual reality environments? How do we measure presence, and what are the factors (including inter-
actions of multiple media) that contribute to it? How do we model the interactive visualization of 
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multivariate data? How do we provide environments that allow people to search through a sea of 
images? How do we create tools that artists and designers can use? How do we use image technology 
to perform remote surgery? How do we build user interfaces that sense our mood? With each advance 
in technology, the systems we build grow increasingly richer, and the questions we ask about human 
observers become more complex. In particular, they increasingly require a deeper understanding of 
higher levels of human perception and cognition. Low-level models of retinal and striate cortex func-
tion are the foundation, but upon this base we need to consider other dimensions of the human 
experience: color perception, perceptual organization, language, memory, problem solving, aesthetic 
appreciation, and emotional response.

As electronic imaging becomes ever more prevalent in the home and the workplace, the two-way 
interaction between human vision and electronic imaging technology will continue to grow in scope 
and importance. Research in human vision and its interactions with the other senses will continue 
to shape the solutions that are developed to meet the requirements of the imaging industry, which in 
turn will continue to motivate our understanding of the complex process of vision that is the window 
to the world around us.

24.6 ADDITIONAL INFORMATION ON HUMAN 
VISION AND ELECTRONIC IMAGING

A number of archival journals and conferences have provided a venue for dissemination and dis-
cussion of research results in the field of human vision or in the field of electronic imaging. For 
human vision, these include the annual meeting of the Optical Society of America, the annual meet-
ing of the Association for Research in Vision and Ophthalmology, and the European Conference on 
Visual Perception (ECVP). For electronic imaging, these include the IEEE Signal Processing Society’s 
International Conference on Image Processing, the annual meeting of the Society for Information 
Display (SID), and several conferences sponsored or cosponsored by the Society for Imaging Science 
and Technology (IS&T), especially the International Conference on Digital Printing Technologies 
(NIP), the Color Imaging Conference (CIC), co-sponsored with SID, the Conference on Picture 
and Image Processing (PICS), and several conferences that are part of the Symposium on Electronic 
Imaging cosponsored by the Society of Photographic and Instrumentation Engineers (SPIE) and IS&T.

The major forum for human vision and electronic imaging is the Conference on Human Vision 
and Electronic Imaging cosponsored by the International Imaging Society (IS&T) and the Society for 
Photographic and Imaging Engineers (SPIE).

There are a number of excellent books on various aspects of human perception and electronic imag-
ing, including Human Color Vision by Kaiser and Boynton,102 Foundations of Vision by Wandell,103 Visual 
Perception by Cornsweet,104 Spatial Vision by De Valois and De Valois,105 The Senses, edited by Barlow 
and Molon,106 The Artful Eye, edited by Gregory, Harris, Rose, and Heard,107 How the Mind Works by 
Pinker,108 Information Visualization: Optimizing Design For Human Perception, edited by Colin Ware,109

Digital Image and Human Vision, edited by Watson,110 Computational Models of Visual Processing, edited 
by Landy and Movshon,111 and Early Vision and Beyond, edited by Papathomas et al.112

Finally, we cite a number of review articles and book chapters.34,35,113
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25.1 GLOSSARY

Aniseikonia. Unequal right and left retinal image sizes. (Also see Chaps. 12 and 13.)

C, F lines. Hydrogen lines at the wavelengths of 656 and 486 nm, respectively.

D (diopter). A unit of lens power; the reciprocal of focal distance in m. (Also see Chap. 12.)

Prism diopter. A unit of angle; 100 times the tangent of the angle. (Also see Chaps. 12 and 13.)

25.2 INTRODUCTION

Some virtual reality applications require a head-mounted display (HMD). Proper implementation of 
a binocular and lightweight HMD is quite a challenge; many aspects of human-machine interaction 
must be considered when designing such complex visual interfaces. We learned that it is essential 
to couple the knowledge of visual psychophysics with sound human/optical engineering techniques 
when making HMDs. This chapter highlights some visual considerations necessary for the successful 
integration of a wide field-of-view HMD.

25.3 COMMON DESIGN CONSIDERATIONS 
AMONG ALL HMDS

A wide field-of-view HMD coupled with a gimbaled image-intensifying (see Chap. 31 of Vol. II for 
details) or infrared (see Chap. 33 of Vol. II for details) sensor enables helicopter pilots to fly recon-
naissance, attack, or search-and-rescue missions regardless of weather conditions. Before any HMD 
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can be built to specifications derived from mission requirements, certain necessary display perfor-
mance factors should be considered. These factors include functionality, comfort, usability, and 
safety. A partial list of subfactors that affect vision follows:

Functionality Comfort Usability Safety

Field of view Eye line-of-sight/focus Eye motion box Center-of-mass
Image quality Alignment Range of adjustment Weight

Safety

An analytic approach to considering these factors has been proposed.1 In general, factors can be 
weighted according to specific needs. At the same time, safety—especially in the context of a military 
operation—cannot be compromised.2 The preliminary weight and center-of-mass safety requirements 
for helicopters3 and jets4 have been published.

It is extremely difficult to achieve the center-of-mass requirement. Hanging eye lenses in front of 
one’s face necessitates tipping the center-of-mass forward. A recent survey disclosed that pilots rou-
tinely resort to using counterweights to balance the center-of-mass of popular night-vision goggles5 
in order to obtain stability and comfort, even at the expense of carrying more weight.

Light yet sturdy optics and mechanical materials have already made the HMD lighter than was pre-
viously possible. In the future, miniature flat-panel displays (see Chap. 22 in this volume, Chaps. 17 
and 19 in Vol. II, and Chap. 8 in Vol. V for details) and microelectromechanical system (MEMS) 
technology6 might further lessen the total head-borne weight. Previous experience7 shows that both the 
field-of-view and exit pupil have a significant impact on HMD weight. Although we can calculate1 
the eye motion box [see Eq. (1)] that defines the display exit pupil requirement, we still do not have a 
quantitative field-of-view model for predicting its optimum value.

Usability

In order to avoid any vignetting, the display exit pupil size should match the eye motion box. The 
eye motion box is the sum of lateral translation of the eye and the eye pupil projection for viewing 
the full field of view (FOV). We assume the radius of eye rotation is 10 mm.

Eye motion box in mm

           = × × + ×2 10 2sin( / ) cos(FOV eye pupil diameter FOV//2) helmet slippage+  (1)

The range of pertinent optomechanical HMD adjustments for helicopter aviators8 is listed as 
minimum-maximum in millimeters in the following table:

 Interpupillary Distance Eye to Top of Head Eye to Back of Head

Female 53–69 107.7–141.7 152.5–190.0
Male 56–75 115.1–148.2 164.4–195.4

Comfort

Levy9 shows that, in total darkness, the eye line-of-sight drifts, on average, about 5° down from the 
horizon. Figure 1 shows the geometric relationship of the visual axis to the horizon. Levy argues that 
the physiological position of rest of the eye orbit is downward pointing. Menozzi et al.10 confirm that 
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maximum comfort is in fact achieved when line of sight is pointed downward. The viewing comfort 
was determined by the perceived muscle exertion during gaze in a given direction for a given time. 
The median line of sight for the most comfortable gaze at 1 m is around 10° downward.

Our laboratory has also examined how normal ocular-motor behavior might improve the com-
fort of using any HMD. In a short-term wear study,11 Gleason found that a range of eyepiece lens 
power of AN/AVS-6 Aviator Night Vision Imaging Systems (ANVIS) produced comparable visual 
acuity independent of luminance and contrast. The single best-overall eyepiece lens power produced 
visual acuity equal to, or better than, that of subject-adjusted eyepiece lens power, producing visual 
acuity within 2 percent of optimal. Infinity-focused eyepieces made visual acuity worse, reducing it 
by 10 percent. In his long-term wear (4 hours) study, −1.5 diopter (D) eyepiece lens power caused 
half of the subjects (n = 12) to complain of blurred or uncomfortable vision. These studies indicate 
that those users, who are optically corrected to a “most plus-best binocular visual acuity” endpoint 
(see Sec. 25.6, “Appendix”), achieve satisfactory comfort and near optimal binocular visual acuity 
for extended ANVIS viewing when an eyepiece lens power of approximately −0.75 D is added to the 
clinical refraction. This result, consistent with an earlier report by Home and Poole,12 may extend to 
other binocular visual displays.

Alignment tolerances13 are the maximum permissible angular deviation between the optical axes 
of a binocular device that displays separate targets to the two eyes (see Chap. 13, “Binocular Vision 
Factors That Influence Optical Design,” in this volume for general issues). The ocular targets may be 
either identical or dichoptic (for stereoscopic presentation) but will be treated differently depend-
ing on whether there is a requirement for superimposition of the targets onto a direct view of the 
environment. If the direct view is either blocked out or too dark to see (e.g., flying at night), then it 
is classified as a nontransparent or closed HMD. A closed HMD resembles immersive virtual reality 
simulation where the real world is not needed.

Eye
5.00°

FIGURE 1 Geometric layout of the HMD showing the visual axis being 5° down from the horizon, 
as discussed in the text. Also shown are the schematic depictions of miniature CRT, folding mirror, 
beam-splitter, and spherical combiner. Its prescription is given in Table 1.
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Closed HMD Normal subjects have a substantial tolerance for angular deviation between the 
images in the two eyes for the three degrees of freedom of eye rotation: horizontal, vertical, and 
cyclorotational. These limits are especially of interest to optometrists and ophthalmologists. 
The optic axes of spectacle lenses must be aligned with the visual axes of the eyes of the wearer. 
Displacement of a spectacle lens from a centered position on the visual axis of the eye introduces 
a prismatic deviation that is entirely analogous to the misalignment of binocular devices. The 
American National Standards Institute (ANSI) has published ANSI 280.1–198714 and permits a 
maximum deviation of ²⁄³ prism diopter (23 arc minutes) horizontally and ¹⁄³ prism diopter (11.5 arc 
minutes) vertically. This standard can be adopted for closed binocular HMD. These tolerance values 
are summarized as follows:

Recommended Tolerances for Closed HMD

 Tolerances (arc minutes)

Horizontal ±23
Vertical ±11.5
Cyclorotational ±12

Regarding the cyclorotational tolerances, both ophthalmic lenses and binocular displays can pro-
duce rotational deviation of the images about the line of fixation. ANSI spectacle standards do not 
exist for this alignment axis. Earlier research (dealing with distortion of stereoscopic spatial localiza-
tion resulting from meridional aniseikonia at oblique axes) shows that there is considerable tolerance 
for cyclotorsional rotations of the images.15 However, the effects of cyclorotational misalignment are 
complicated by the fact that these rotations may result in either an oculomotor (cyclofusional) or 
sensory (stereoscopic) response. If the eyes do not make complete compensatory cyclorotations, a 
declination error (rotational disparity) will exist. Declination errors result in an apparent inclination 
(rotation about a horizontal axis) of the display; that is, the display will appear with an inappropriate 
pitch orientation.

Sensitivity to declination (stereoscopic response to rotational disparity) is quite acute. Ogle15 
reports normal threshold values of ±6 arc minutes, which corresponds to an object inclination of 
5° at 3 m distance. If this threshold value were adopted for the cyclotorsion tolerance measurement, 
it would be overly conservative, as it would deny any reflex cyclofusional capacity to compensate for 
misalignment errors. A 97 percent threshold15 (±12 arc minutes) is suggested for adoption as the 
cyclofusional tolerance.

Transparent HMD Transparent HMD optically superimposes a second image upon the directly 
viewed image using a beam combiner (see Sec. 25.6, “Appendix”). The difference in alignment angles 
between the direct and superimposed images equals the binocular disparity between target pairs.16 
Horizontal binocular disparity is the stimulus to binocular stereoscopic vision. Consequently, suf-
ficient lateral misalignment will lead to the perception of a separation in depth between the direct 
and superimposed images.

The exact nature of the sensory experience arising from lateral misalignment depends on the mag-
nitude of the relative disparity. Although the threshold disparity for stereopsis is generally placed at 
about 10 arc seconds for vertical rods,17 it can approach 2 arc seconds under optimal conditions using 
greater than 25 arc-minutes-long vertical line targets.18 The normative value of threshold stereopsis 
in the standardized Howard-Dolman testing apparatus is 16 arc seconds. This defines 100 percent 
stereoacuity for clinical-legal requirements.

This extremely small stereothreshold (~2 arc seconds for optimal conditions) establishes an 
unpractically small tolerance for the design of displays. However, this precision is only required if the 
relative depths of the direct and superimposed fields need to correspond and the direct and super-
imposed fields are dissimilar (nonfusible). An example would be the need to superimpose a fiduciary 
marker over a particular location in the direct field, which is important to military operations. If this is 
not a requirement, the binocular disparity between the direct and superimposed fields merely needs to 
not exceed the range for pyknostereopsis in order to permit sensory averaging of the fields. When two 
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views are overlaid with small disparity separations (<20 arc minutes), they are depth averaged to form 
a single depth plane (called pyknostereopsis).19,20 This sets an alignment tolerance of ±20 arc minutes 
(i.e., a maximum binocular disparity of 20 arc minutes). This limit is also within the disparity range 
required for maximum efficacy of oculomotor alignment of the eyes.21 Because of the poor sensitivity 
of the human visual system to absolute disparity,22 this amount of oculomotor misalignment will not 
influence the perception of absolute distances of objects in the display.

Vertical disparities do not result in local stereopsis, but they can have an effect on the overall ste-
reoscopic orientation of objects in the binocular field. This response to vertical disparity is known as 
the induced effect. The sensitivity to vertical disparity for extended targets is similar to that of the hori-
zontal disparity.23 The other factor to consider when establishing vertical tolerances is the dimension 
of Panum’s fusional area. Images falling within the Panum’s area will fuse even if these images do not 
match exactly on the corresponding points between the two eyes. The vertical dimension of Panum’s 
area can be as much as 2.5 times smaller than the horizontal dimension.24

The recommended cyclorotational tolerance is based on Ogle’s15 normal threshold value of ±6 arc
minutes, as discussed in the previous section. Because reflex cyclofusional would be restricted in trans-
parent HMD by the direct field, no relaxation for compensatory eye movements has been included in 
this tolerance recommendation.

In formulating the final recommendations, the range of pyknostereopsis was reduced by half to 
introduce a margin for individual differences. Summary recommendations for tolerance in transparent 
HMD are provided as follows:

Recommended Tolerances for Transparent HMD

 Tolerance (arc minutes)

Horizontal ±10
Vertical ±4
Cyclorotational ±6

Functionality

A larger field of view equates with larger optics and, hence, a heavier piece of equipment. As early as 
1962, optical engineers partially overlapped the individual telescopes to achieve a wider field of view 
without greatly increasing weight.25 The impact of partial overlap on image quality, however, was 
not fully addressed until recently.26,27 These psychophysical studies on binocular summation, rivalry, 
and stereopsis support a 40° binocular overlap in the middle of the field of view as both necessary 
and sufficient, with a divergent configuration of the two optical axes preferred over a convergent 
configuration (please note the visual axes are still parallel or convergent). Quantitative flight data 
(eye gaze) and pilots’ subjective assessment are consistent with laboratory predictions.28

Still, how large should the total field of view be? Everyday experience tells us that it should be as 
large as our visual field. On the other hand, most studies consistently show there is no significant 
human performance gain as the field of view extends beyond the 40° to 60° range.29 Restricting head 
movements or manipulating field-of-view aspect ratio30 does not seem to affect the performance 
except for the smaller field of view (from 15° to 30°). These studies suggest that (1) we are basically 
foviated beings,31–33 and (2) unless compensated by large target size, our peripheral sensitivity is very 
poor.34 Nevertheless, quantitative models for the useful field-of-view35,36 requirement are urgently 
needed so that HMD field of view is optimized to suit each application and scenario.

Image quality is perhaps the most important parameter for the acceptance of HMD since it is the 
aspect most noticeable by the users. Various image quality metrics have been devised (see Chap. 1 of 
this volume for reviews). The fundamental limitation on image quality in any display is either the loss 
of resolution, or lack thereof. Historically, the poor resolution of the miniature image source has ham-
pered HMD progress; soon, the expected higher pixel density should significantly improve perceived 
image quality. For example, with high-definition TV’s approximate 2000 pixels, a 50° field-of-view 
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HMD will have 20 cy/deg resolution or a respectable 20/30. The loss of resolution in visual optics is 
primarily caused by the defocus and lateral chromatic smearing of an image point.37 When the eye 
is centered in the exit pupil of a display, defocus is due to residual field curvature and astigmatism. 
As the eye is decentered (or off aperture) in the exit pupil, residual amounts of uncorrected spheri-
cal aberration and coma in the display cause additional astigmatism. Astigmatism is defined as the 
variation in focus as a function of orientation in the exit pupil. Recently, Mouroulis and Zhang38 
have shown that MTFa (the area under the modulation transfer function over a specified frequency 
range of from 5 to 24 cy/deg) gives good correlation with subjective sharpness judgment for all target 
orientations. There is another convenient approximation to use for image quality. Figure 2 shows 
plots of the variation in modulation transfer function (MTF) (see Chap. 1 of Vol. II for reviews) for 
a 3-mm aberration-free pupil out to a frequency of 1 arc minute per line pair (or 20/10) as its image 
is defocused from the best focus position. A 3-mm pupil has been chosen because the eye is generally 
considered to be diffraction-limited in image quality near this value; we conclude that for “each tenth 
of diopter defocus 1 arc minute of resolution is lost” (see Fig. 2). We arrived at the same conclusion 
using Greivendamp’s schematic eye.39 Greivendamp et al. showed their model correlates quite well 
with Snellen visual acuity. It should be noted that, for small defocus errors (<0.5 D), a real eye can see 
slightly better than our calculation predicts.40 This may be attributable to the residual spherical aber-
ration in the real eye. While this spherical aberration lowers the MTF for the exact in-focus image, it 
increases the depth-of-focus over which the maximum resolution is visible. Regardless, our rule of 
thumb is quite useful for the purpose of design evaluation.

Similarly, we approximate the residual chromatic smear as the sum of the lateral color plus the off-
aperture manifestation of the residual longitudinal color by using a pair of wedges with zero deviation 
at a middle wavelength but a specific chromatic spread between the C and F spectral lines. The loss 
of MTF for a 3-mm, otherwise aberration-free exit pupil is shown in Fig. 3. It can be seen that these 
defects have a very significant effect on the resolution capabilities at both the high and low spatial 
frequencies. Therefore, a rule of thumb of “²⁄³ arc minute of resolution is lost for each arc minute of 
chromatic spread between C and F lines” is applicable.
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FIGURE 2 Loss of MTF in terms of resolution with defocus. The 
diopter values are the amount of defocus. At 30 percent modulation, the 
resolutions are about 1.1 arc minutes per line pair for in-focus, 2 for 0.2 D 
defocus, 3 for 0.3 D, 4.5 for 0.4 D, 6 for 0.5 D, and 12 for 1.0 D, respectively.
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25.4 CHARACTERIZING HMD

Traditionally, we design and evaluate the image at the focal plane of photographic lenses with 
a plane, aberration-free wavefront, entering the entrance pupil of the objective. This is likely the 
arrangement in which the photographic lens will be utilized. The design of visual optics is usually 
performed in a similar manner with a perfect wavefront at the exit pupil of the display (which is 
defined as the entrance pupil of the eye in the design process). However, the use and the real per-
formance of such a system is best defined, from a visual point of view, by ray tracing from a perfect 
object and evaluating the nature of the light exiting the system. There are at least two characteristics 
of this light that are of interest to the display designer.

The first of these is the direction of a ray that is defined as intersecting the center of the eye pupil 
that is viewing a particular point on the object. This datum is used for evaluation of the system mag-
nification (i.e., mapping and distortion). If the system is supposed to be displaying an image projected 
to infinity (collimated display), then the apparent direction of a point in the field of view should 
not change as the eyes move relative to the display. Any deviation of this ray direction across the
field of view will bring about an apparent change of the display distortion as well. This variation of the 
display distortion is often referred to as “dynamic distortion” or “swimming.” Next, if all the rays over 
the small (3 to 4 mm) entrance pupil of the eye are in focus, a relatively well-corrected display will 
demonstrate essentially diffraction-limited performance. However, if the eye cannot accommodate 
for the defocus, then this can cause a significant loss of modulation in the image.

Thus, our approach to evaluating the display image quality is to assess the instantaneous image 
quality available to the observer as he/she looks at different field angles from a particular point within 
the eye motion box. We define a small eye pupil at various positions in the larger exit pupil of the dis-
play; then we compute the apparent sagittal and tangential foci for various points in the field of view,
as seen from this particular eye point. Both the exit pupils and the field of view are defined in terms 
of a clock face, as shown in Fig. 4. The displacement of the small eye pupil is in the 12:00 direction 
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FIGURE 3 Loss of MTF with chromatic smear. The arc minute 
values represent smear between C and F lines. At 30 percent modulation, 
the resolutions are about 1.1 arc minutes per line pair for no chromatic 
spread, 2 for 3 arc minutes spread, 2.5 for 4′, 3.1 for 5′, and 6 for 10′, 
respectively.
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within the larger exit pupil of the display. This radial direction is the same as the direction of the 
off-axis point in the field of view. We make the following further definitions:

6:00 is the direction in the field-of-view opposite to the direction in which the eye pupil is displaced 
or off-aperture within the large exit pupil of the display.

3:00 and 9:00 are directions in the field perpendicular to the direction in which the eye pupil is off-
aperture in the large exit pupil of the display. These values are identical.

We simply trace a matrix of object points on the object and calculate the tangential and sagittal foci 
in diopters for each of these points. We are thus assuming that the aberration variation across the 
3- to 4-mm eye pupil is small and that the only residual defect is defocus. The three possibilities are 
as follows:

If the tangential and sagittal dioptric values are equal and the defocus is such that the observer can 
accommodate for this apparent distance, then the resolution potential of the display at this point in the 
field reverts to the diffraction limited potential of the aperture of his/her eye.

If the tangential and sagittal values are unequal but he/she can accommodate to either of the foci, 
then the image quality loss is defined by a focus halfway between the two foci.

If the tangential and/or sagittal values are such that the observer cannot accommodate for the defocus, 
then the loss of image quality is defined by this total defocus value.

In this manner, a particular optical design can be evaluated for image quality. An indication that 
the design is not sufficiently corrected is when focus conditions at various points in the field of view 
change rapidly for small displacements in the exit pupil. Our method for evaluating the potential dis-
play image quality is completely independent of their scale. It is valid for the 1.5-m focal length tilted 
mirrors used in the collimated displays for flight simulators, the 150- to 200-mm focal length refrac-
tive collimators used in heads-up displays, the 50- to 75-mm focal length eyepieces used in biocular 
magnifiers, and the 20-mm focal length erecting eyepiece systems used in HMD. However, for the 
HMD, the loss of image quality is likely to be the most severe. We will illustrate this method with a 50° 
field-of-view full-overlap binocular HMD, using only four elements to minimize weight. To conserve 
expense, all elements are simple spheres. The display has an overall focal length of 24.6 mm and is 

Display pupil
12:00

Field of view

Eye pupil

3:00

6:00

9:00

FIGURE 4 Spatial and directional relationships between display 
exit pupil and eye pupil with respect to field of view.
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dimensioned to provide a 19-mm exit pupil with a horizontal field of view of 50° provided by a 23-mm 
image source format. Our electronic driver bandwidth can only adequately display 1000 video lines, 
resulting in a resolution of slightly better than 20/60 (10 cy/deg). This resolution is deemed minimal 
in order to support flying nap-of-the-earth (terrain following) or contour flight.41 The prescription 
is given in Table 1.

Table 2 lists the optical defocus values exhibited by this display example. A negative value indicates 
that the light exiting the display is convergent and corresponds to images focused beyond infinity. 
Objective measurement of the display system confirms the defocus table. The display focus is then set 
to 0.87 D (see subsection entitled “Comfort”). Table 3 lists the visual defocus values according to the 

TABLE 1 Prescription for a 50° Field-of-View Display Optics

Surface Radius (mm) Thickness (mm) Glass

Object ∞ 0.519 Air
 1 ∞ 2.54 BK7
 2 20.559 5.715 Air
 3 ∞ 8.89 SK16
 4 −26.75 33.02 Air
 5 119.907 2.54 SF58
 6 30.384 11.43 LAF2
 7 −48.552 7.62 Air
 8 105.5 5.08 SK16
 9 −105.5 95.325 Air
 10 ∞ −38.1 Mirror
 11 98.298 76.2 Mirror
Stop ∞ 0 
Image ∞  

TABLE 2 Optical Defocus versus Pupil Displacements

 Pupil Displaced

 0 mm 2 mm 4 mm 6 mm

 Field Direction Field Angle (deg) 12–6 3–9 12–6 3–9 12–6 3–9 12–6 3–9

 12:00 25 −0.4∗ +0.2† −0.5 +0.1 −1.0 −0.1 −1.7 −0.5
 12:00 20 −0.6 0 −0.6 −0.1 −1.2 −0.3 −2.0 −0.6
 12:00 15 −0.4 −0.1 −0.6 −0.1 −1.2 −0.3 −2.0 −0.7
 12:00 10 −0.2 0 −0.4 −0.1 −1.1 −0.4 −2.0 −0.7
 12:00 5 −0.1 0 −0.3 −0.1 −1.1 −0.4 −2.1 −0.8
  0 0 0 −0.3 −0.1 −1.3 −0.4 −2.3 −0.9
 6:00 5 −0.1 0 −0.5 −0.1 −1.5 −0.5 −2.6 −1.0
 6:00 10 −0.2 0 −0.7 −0.2 −1.8 −0.6 −2.9 −1.1
 6:00 15 −0.4 −0.1 −0.9 −0.2 −2.0 −0.6 −3.1 −1.1
 6:00 20 −0.6 0 −1.1 −0.2 −2.1 −0.5 −2.9 −0.9
 6:00 25 −0.4 +0.2 −0.7 +0.1 −1.5 −0.2 −1.7 −0.5
 3:00 25 +0.2 −0.4 −0.2 −0.5 −1.0 −0.7 −1.8 −1.1
 3:00 20 0 −0.6 −0.3 −0.7 −1.2 −1.0 −2.1 −1.4
 3:00 15 −0.1 −0.4 −0.4 −0.5 −1.3 −0.9 −2.2 −1.3
 3:00 10 0 −0.2 −0.4 −0.3 −1.3 −0.7 −2.3 −1.1
 3:00 5 0 −0.1 −0.3 −0.2 −1.3 −0.5 −2.3 −1.0
  0 0 0 −0.3 −0.1 −1.3 −0.4 −2.3 −0.9

∗Negative diopters indicate convergent rays or farther than optical infinity.
†Positive diopters indicate divergent rays or closer than optical infinity.
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eye’s ability to accommodate. Most observers cannot relax their accommodation beyond infinity (or 
> −0.87 D in our example) and thus suffer a loss in resolution corresponding to the full amount of 
defocus. The subjective evaluations agree with the predictions. Namely, while performance is satisfac-
tory for the center of the field when the eye is positioned in the center of the display exit pupil, the 
performance falls off radically as the eye is decentered in the pupil. In addition, there is a significant 
falloff of performance across the field of view. We suspect the image quality would not be acceptable 
if the display resolution were much higher than the 20/60 used.42

25.5 SUMMARY

We have described various visual issues dealing with a 50° binocular HMD breadboard. Both optical 
axes point downward by 5° and converge and intersect at a point about 1 m in front. Preliminary 
evaluation of the breadboard in the laboratory has not revealed any problems with respect to usabil-
ity and comfort. However, the optics are undercorrected for both spherical aberration and astigma-
tism as shown by the defocus calculations. The astigmatism causes the variation of focus across the 
field of view when viewed from the center of the eye motion box. The spherical aberration causes 
the variation of focus when the eye pupil is decentered in the eye motion box. We found that using 
the defocus to predict display resolution is both valuable and intuitive in assessing HMD image 
quality during design and initial evaluation.

25.6 APPENDIX

There has been a concern43 with respect to the transparent HMD and heads-up display that virtual 
images appear closer than the directly viewed image, inducing an undesired accommodation of the 
viewer. After investigating the issue, we did not find any support for misaccommodation. First, let us 
define the following terms:

TABLE 3 Visual Defocus versus Pupil Displacements

 Pupil Displaced

 0 mm 2 mm 4 mm 6 mm

 Field Direction Field Angle (deg) 12–6 3–9 12–6 3–9 12–6 3–9 12–6 3–9

 12:00 25 −0.3∗ +0.3† −0.3 +0.3 −0.9 0 −1.3 0
 12:00 20 −0.3 +0.3 −0.3 +0.3 −0.2 0 −1.3 0
 12:00 15 −0.3 +0.3 −0.2 +0.2 −0.2 0 −1.3 0
 12:00 10 −0.1 +0.1 −0.2 +0.2 −0.1 0 −1.3 0
 12:00 5 0 0 −0.1 +0.1 −0.1 0 −1.3 0
  0 0 0 −0.1 +0.1 −0.3 0 −2.3 −0.9
 6:00 5 0 0 −0.2 +0.2 −1.0 0 −2.6 −1.0
 6:00 10 −0.1 +0.1 −0.3 +0.3 −1.2 0 −2.9 −1.1
 6:00 15 −0.3 +0.3 −0.7 0 −1.5 0 −3.1 −1.1
 6:00 20 −0.3 +0.3 −0.9 0 −1.5 0 −2.9 −0.9
 6:00 25 −0.3 +0.3 −0.4 +0.4 −1.3 0 −1.2 0
 3:00 25 +0.3 −0.3 +0.2 −0.2 −0.2 0 −1.8 −1.1
 3:00 20 +0.3 −0.3 +0.2 −0.2 −1.2 −1.0 −2.1 −1.4
 3:00 15 +0.2 −0.2 +0.1 −0.1 −0.4 0 −2.2 −1.3
 3:00 10 +0.1 −0.1 0 0 −0.6 0 −2.3 −1.1
 3:00 5 0 0 −0.1 +0.1 −0.8 0 −2.3 −1.0
  0 0 0 −0.1 +0.1 −0.8 0 −2.3 −0.9

∗Negative diopters indicate convergent rays or farther than where eye accommodates.
†Positive diopters indicate divergent rays or closer than where eye accommodates.
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Refractive error is defined by the eye’s far point, which is the farthest distance to which the eye 
can focus. Eye focus is the dioptric distance at which the eye is focused, making objects at that 
distance optically conjugate with the eye’s retina. Therefore, eye focus equals the dioptric sum of 
refractive error plus accommodation.

Accommodation is the eye’s ability to focus closer than the far point by increasing its optical 
power through the action of the ciliary muscles. The hyperope’s far point is beyond optical infin-
ity, and therefore negative in value. Hyperopes must accommodate to focus to optical infinity. 
Myopia has a positive refractive error—that is, the eye is optically too strong to focus on distance 
objects. Do not confuse this with the clinical convention of associating myopia with the negative 
lens power of the correcting spectacles.

How is refractive error44 determined? Optometers and clinical refraction optometers (e.g., infra-
red,45–48 laser,49,50 and stigmatoscopy51) measure eye focus, not accommodation. Optometers cannot 
distinguish between nonaccommodating 1-D myopes, emmetropes accommodating 1 D, or 1-D 
hyperopes accommodating 2 D since all are focused 1 m away. Optometers approximate refractive 
error (i.e., far point) only when accommodation is minimized under cycloplegia. Cycloplegia is the 
pharmaceutically induced paralysis of accommodation.

Thus, clinical refraction does not determine refractive error in the strict sense. Clinical refraction 
determines the most-plus lens power resulting in best binocular visual acuity based on a subjective 
blur criterion (see Chap. 12, “Assessment of Refraction and Refractive Errors and Their Influence 
on Optical Design” and Chap. 13, “Binocular Vision Factors That Influence Optical Design,” in this 
volume for general issues). Therefore, its theoretical endpoint places the distal end of the eye’s depth-
of-field (see Chap. 1, “Optics of the Eye,” in this volume for reviews) at the eye chart, and does not 
place eye focus at optical infinity. Since eye charts are usually located about 6 m (+0.17 D) away and 
the eye’s depth-of-field is +0.43 D for detecting blur of small sharp-edged high-contrast targets,52 
the clinical emmetrope is about +0.6 D myopic. This concept is supported by Morgan’s53 report that 
subjective tests tend to overcorrect by +0.75 D, and Bannon et al.’s51 report that apparent emmetropes 
focused from +0.5 to +0.75 D closer than a fixated distant target. The presumed benefit of a myopic 
endpoint is that the eye’s entire depth of field is maximized in real space when distant objects are 
viewed.

There are two potential causes for misaccommodation with transparent HMD: near-awareness of 
the virtual image and accommodative trap by the transparent combiner. While proximal accommo-
dation would be the result of the former, the latter may be related to the Mandelbaum’s phenomenon. 
However, Jones54 found that unless the exit pupil is abnormally constrained (<3 mm), proximal 
accommodation does not affect the accommodative accuracy for targets in virtual image displays. 
Therefore, those deleterious proximal effects in virtual image displays may be avoided by utilization 
of an exit pupil in binocular HMD sufficiently large to encompass a natural pupil (e.g., display exit 
pupil matches eye motion box).

Contrary to accepted opinion, Gleason55 found that Mandelbaum’s phenomenon is not caused 
by accommodative capture. Almost fifty years ago, Mandelbaum56 reported that distant scenery 
appears blurred when viewed through a window screen. The blur subsided with side-to-side head 
motion and returned after a delay when head motion ceased. These collective observations are 
called Mandelbaum’s phenomenon. Mandelbaum hypothesized that the eye reflexively focused on 
the intervening screen instead of the desired distant scenery. Indeed, the assumed disruption of 
voluntary accommodation by intervening objects is now called the Mandelbaum effect.57 Gleason 
investigated Mandelbaum’s phenomenon using objective and continuous measurements of accom-
modation. In each trial, subjects looked directly at the distant Ε and were instructed to keep the 
Ε as clear as possible. After 7 s, a mesh screen was placed in the line of sight at the distance of
either causing the greatest Mandelbaum phenomenon or at 40 cm in front. The 40-cm distance was 
near the subjects’ dark focus. At 15  s, subjects were instructed to focus on the screen. At 23 s, subjects 
were instructed to refocus on the distant E. After the trial, the experimenter shook the screen side 
to side to verify that Mandelbaum’s phenomenon was seen. Subjects were then questioned about 
what they saw during the trial. After each maximum Mandelbaum’s phenomenon trial, subjects 
reported the distant letter blurred within 1 s of screen interjection; the letter remained blurred until 
the experimenter shook the screen at trial’s end. These observations indicate that Mandelbaum’s 
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phenomenon occurred during the trial. Mandelbaum’s phenomenon was weak or nonexistent in 
40-cm trials.

A narrow range of screen distances (0.7 to 0.9 D) produced maximum Mandelbaum’s phenomenon. 
These results nearly match Mandelbaum’s report of from 0.6 to 1.1 D. The screen distance of maximum 
Mandelbaum’s phenomenon was at 0.8 D. At this distance, the screen strands subtended 0.8 arc minute 
and the nominal screen gap width was 5.5 arc minutes. Dark focus averaged 1.7 D, matching Leibowitz 
and Owens’58,59 reports of 1.7 and 1.5 D for 124 and 220 college-age observers, respectively.

Gleason found that eye focus was essentially equal for all viewing tasks requiring fixation of the 
distant letter. If Mandelbaum’s phenomenon were caused by the screen’s capture of accommoda-
tion, then accommodation would shift eye focus toward the screen. But the eye focus is essentially 
unchanged before and after the introduction of the intervening screen, indicating that the screen 
did not influence accommodation. Eye focus shifted to the screen only after the instruction to focus 
on the screen. Moreover, eye focus returned to its initial level after the instruction to refocus on the 
distant letter. Clearly, the intervening screen did not disrupt volitional accommodation, either. Even 
more interesting is the fact that accommodative accuracy was not diminished by the perceptual blur 
as eye focus shifted from the screen back to the distant letter. In fact, it turns out that clinical emme-
tropia promotes Mandelbaum’s phenomenon. Since clinical emmetropes are actually myopic (+0.6 D 
nearsighted), when they look at the mesh screen (placed at +0.8 D), the distant scenery (0.0 D) is 
defocused by 0.6 D, but the screen is only defocused by 0.2 D. Thus, the more blurred distant scen-
ery may be suppressed for the benefit of the screen. This imbalance of retinal blur increases with 
uncorrected clinical myopia and, consequently, less time is needed to initiate Mandelbaum’s phenom-
enon. On the other hand, an uncorrected hyperope can actually focus to the distant scenery, making 
the nearby screen blurrier. Now, the screen is suppressed instead of the distant scenery, precluding 
Mandelbaum’s phenomenon. In summary, all five subjects in Gleason’s study saw Mandelbaum’s phe-
nomenon without a concomitant shift in accommodation, which eliminates the misaccommodation 
concern over transparent HMD.
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Achromatic mechanism (color vision), 
11.1, 11.37

Achromatic signals, multiplexing of chromatic 
signals and (color vision), 11.76–11.79, 
11.78f

Action spectra (ocular radiation), 7.2, 7.3, 7.4f
Adaptation:

in aging eyes, 14.15
in contrast detection, 2.25–2.27
multiplicative and subtractive, 2.26
phoria, 13.21–13.22
in wearing contact lenses, 12.12

Adaptive optics (AO) (in retinal microscopy 
and vision), 1.25, 15.1–15.24

AO-controlled light delivery to the retina, 
15.22–15.24

alignment, 15.23
in an AO SLO, 15.23
conventional AO vision systems, 15.23
to generate aberrations, 15.24
longitudinal chromatic aberration, 15.22
measuring activity of individual cones, 

15.24
transverse chromatic aberration, 

15.22–15.23
uses of, 15.23–15.24

for correcting monochromatic aberrations, 1.25
and correction for SCE-1, 9.5
defined, 15.1, 17.1
history of, 15.2–15.3
imaging of the retina, 15.16–15.22

contrast and resolution, 15.21–15.22
flood-illuminated AO ophthalmoscope, 

15.16–15.17, 15.16f, 15.17f
optical coherence tomography, 

15.19–15.21, 15.20f, 15.21f
scanning laser ophthalmoscope, 

15.17–15.19, 15.18f, 15.19f, 17.9
implementation of, 15.7–15.15, 15.7f

control system, 15.12–15.15
wavefront corrector, 15.9–15.12, 15.10f,

15.11f
wavefront sensor, 15.8–15.9, 15.8f

properties of ocular aberrations, 15.4–15.7, 
15.5f, 15.6f

wavefront corrector, 15.9–15.12, 15.10f,
15.11f

wavefront sensor, 15.8–15.9, 15.8f
Adaptive optics retina cameras, 15.3, 15.12

(See also Ophthalmoscopes)
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11.67
with equilibrium colors, 11.66
field, 11.51, 11.52f
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Stiles-Crawford effect, 9.10f–9.11f

Adjustment tasks:
judgment tasks vs., 3.2
psychophysical measurement of, 3.4–3.5

magnitude production, 3.5
matching, 3.4–3.5
nulling, 3.4
threshold, 3.4, 3.5f

Aesthetics and emotional characteristics 
(electronic imaging), 24.9–24.10

color, art, and emotion, 24.10
image quality, 24.9
virtual reality and presence, 24.9

After-effect (color vision):
and McCollough effect, 11.76
and orientation of contours, 11.75–11.76, 11.75f
and orientation-selectivity, 11.80

Afterimage, 23.1
Against-the-rule astigmatism, 1.6
Age-related changes in vision, 1.5, 1.7, 

1.35–1.36, 14.1–14.30
in accommodation, 1.35–1.36, 1.35f, 14.4, 21.3
in bovine lenses, 19.10
changes in the eye causing, 21.3–21.4
in color vision, 14.15, 14.17
and demographic changes in world, 

14.2–14.4, 14.2f
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economic/social implications of, 14.4
and fluorescence, 1.21
and health implications of living longer, 

14.3–14.4
index of diffusion for, 1.23
and level of aberration, 1.18
minimal, 14.22
ocular diseases, 14.22–14.27

age-related macular degeneration, 
14.24–14.25

cataract, 14.24
diabetic retinopathy, 14.25–14.26
glaucomas, 14.26–14.27
life-span environmental radiation damage, 

14.22–14.23
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Age-related changes in vision (Cont.):
in optics, 14.4–14.14

accommodation and presbyopia, 
14.8, 14.9f

anterior and posterior chambers, 
14.5, 14.6

cornea, 14.5, 14.6f
eye size, 14.11
lens, 14.7–14.8
pupil, 14.6–14.7, 14.7f
retina, 14.9–14.11
tears, 14.4–14.5
transparency/cataract, 14.8

presbyopic corrections for, 14.27–14.30
accommodation restoration, 14.29–14.30
contact lenses, 14.27–14.28
intraocular lenses, 14.28–14.29
noncataract related refractive surgeries, 

14.29
spectacles, 14.27

in pupil diameter, 1.8, 1.18
in retinal image quality, 14.11–14.14

chromatic aberration, 14.14
intraocular scatter, 14.12
monochromatic aberrations, 14.12–14.14, 

14.13f
in retinal reflectance, 1.11
and RMS wavefront error, 1.15–1.17, 1.16t
in scattering, 1.20
in sensitivity, 14.15, 14.16f
in spatial vision, 14.17–14.19, 14.18f
in temporal vision, 14.19–14.21, 14.20f
in transmittance, 1.9
in visual acuity, 4.13
in visual field, 14.21, 14.21f

Age-related macular degeneration (AMD), 
14.24–14.25

defined, 14.1
OFDI at 1050 nm in, 18.17, 18.17f
OFDI in diagnosis of, 18.8

Airy diffraction pattern, 1.12
Airy’s disk, 4.1, 4.4f, 4.5
Alignment:

of eye (see Eye alignment)
of photoreceptors, 8.5–8.8, 8.6f, 8.7f

A-line, 18.1
Allelotropia, 13.7
Amacrine cells, 2.10, 2.11
Amblyopia, 2.34, 2.35, 12.1, 12.16

American Conference of Governmental 
Industrial Hygienists (ACGIH), 7.9

American National Standard Institute (ANSI), 
7.9, 7.11

Ametropias, 1.6–1.7, 12.4, 16.4–16.5, 16.5f
astigmatism, 16.5–16.6
correcting, 12.16, 16.8f
defined, 12.1, 13.1
spherical, 16.5
uncorrected, 12.16

Amplification, in color CRTs, 22.6–22.9, 
22.7f

Angle a, 1.20
Angle of incidence, obliquity of, 8.20
Angular resolution, in diffraction-limited eye, 

1.12
Aniridia, 9.1
Aniseikonia, 1.41–1.42

binocular factors in, 12.16–12.17
defined, 9.1, 12.1, 13.1, 25.1
distortion from interocular aniso-

magnification, 13.17–13.18
Anisometropia, 1.7, 1.41, 1.42

binocular factors in, 12.16–12.17
defined, 12.1, 23.1
interocular blur suppression with, 

13.18–13.19
as problem with computer work, 

23.11
Anisophoria, optically induced, 13.26
Anterior chamber, 14.5, 14.6, 16.3
Aphakia, 12.14, 14.28

correction of, 12.14–12.15
defined, 9.1, 12.1, 14.1, 21.1

Apodization, 6.14, 21.17, 21.18
defined, 8.1
Stiles-Crawford effect, 8.8

Aqueous humor, 1.3f, 14.5, 14.6, 
14.26, 16.3

Aspheric intraocular lenses, 21.1, 21.10–21.12, 
21.11f, 21.12t

Aspheric lens design, 20.1, 20.20–20.23, 
20.21f–20.23f

Asthenopia (eyestrain), 23.2
Astigmatic dial, 12.7f
Astigmatism, 1.6, 1.7, 1.7f, 1.18f, 12.4, 

16.5–16.6
and binocular instrumentation, 

1.41–1.42
and contact lenses, 20.15
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Astigmatism (Cont.):
correction of, 16.9

cylindrical correction, 13.16, 13.17
with hydrogel contact lenses, 12.13
with spectacle lenses, 12.9, 15.2
with spherical contact lenses, 12.12

defined, 12.1, 23.1
determining axis of, 12.6
following cataract surgery, 21.13
irregular, 16.6
measuring, 12.7
off-axis, 1.18, 1.18f

Asymmetric color matching, 11.27, 11.29, 11.30f
and changes in overall intensity, 11.68
and chromatic adaptation, 11.69
and color constancy, 11.71

Atrophic (dry) age-related macular 
degeneration, 14.1

Attention, in human vision, 24.6, 24.7
Autocorrelation noise, 18.11–18.12
Autokeratometers, 12.6
Autorefractors, 12.6
Axial ametropia, 20.1
Axial aniseikonia, 13.17, 13.18
Axial edge lift, 20.1
Axial gradients, 19.5
Axial resolution, 18.1

Back central optical radius (BCOR), 20.3
Back vertex power (BVP), 12.1, 20.1

contact lenses, 20.7–20.8, 20.8t
spectacle lenses, 12.9

Base curve:
of contact lenses, 12.1, 12.12
of spectacle lenses, 12.1, 12.9

Base curve radius (BCR):
for contact lenses, 20.3, 20.4f, 20.5
defined, 20.1

Baseline, 13.1
Beam separators, 5.10
Beamsplitters, 5.9–5.10, 5.9f
Beer-Lambert law, 2.7
Bessel functions, 8.1, 8.13, 8.22
Best-correction, 1.6
Bezold-Brücke hue shift, 11.1, 11.67–11.68, 

11.67f
Bichromatic test mixtures, sensitivity to, 11.39, 

11.40
Bifocal jump, with monocular magnification, 

13.15–13.16, 13.15f

Bifocal lenses, 12.10f, 14.27
contact lenses, 12.13, 14.28
intraocular lenses, 14.28
for presbyopia, 12.8, 12.10
vertical prism introduced by, 13.28–13.29

Bimorph mirror, 15.1, 15.10, 15.10f, 15.11
Binocular cues, 13.3, 13.7
Binocular disparities, 2.40, 13.1, 13.4–13.5

induced by prisms or lenses, 13.28
and perceived direction, 13.7–13.8

Binocular field, 1.3
horizontal angular extent of, 1.38f
stereopsis in, 1.38–1.42

Binocular fusion, 13.1, 13.12–13.13
Binocular instrumentation:

and chromostereopsis, 1.20
differential focusing for, 1.7
tolerances in, 1.41–1.42

Binocular parallax, 13.1, 13.22
Binocular rivalry, 13.1, 13.19
Binocular rivalry suppression, 13.12, 13.33
Binocular stereoscopic discrimination, 

2.40–2.41, 2.41f
Binocular vision factors, 13.1–13.35

in computer work, 23.11
coordination of eyes, 13.20–13.25

binocular parallax, 13.22
cross-coupling and direction/distance of 

gaze, 13.23–13.24, 13.23f
defocus and efforts to clear vision, 

13.22–13.23
intrinsic stimuli to vergence, 13.21–13.22
perceived distance, 13.24
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
distortion by monocular magnification, 

13.13–13.16
bifocal jump, 13.15–13.16, 13.15f
from convergence responses to prism, 

13.19
discrepant views of objects/images, 13.16
motion parallax, 13.14–13.15
perspective distortion, 13.13, 13.14f
stereopsis, 13.13, 13.14

distortion from interocular aniso-
magnification, 13.16–13.19

aniseikonia, 13.17–13.18
interocular blur suppression with 

anisometropia, 13.18–13.19
lenses and prisms, 13.16–13.17, 13.17f
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Binocular vision factors (Cont.):
eye alignment, 13.20–13.25

magnification induced errors of, 13.25–13.27
prism induced errors of, 13.27–13.29

eye movements, 13.19–13.20
focus and responses to distance, 13.30
fusion and suppression, 13.12–13.13
gaze control, 13.29–13.30
and head mounted visual display systems, 

13.31–13.35
distance conflicts, 13.31–13.32
optical errors, 13.34–13.35
spatial location conflicts, 13.33, 13.34f
visual-vestibular conflicts, 13.32–13.33

lens effects on vergence and phoria, 
13.25–13.27

perceived direction, 13.7–13.10
corresponding retinal points, 13.8
horopter, 13.8–13.9, 13.9f, 13.10f
vertical horopter, 13.9

perceived space, 13.3–13.7
binocular cues, 13.7
extraretinal information for eye 

movements, 13.7
kinetic cues, 13.4–13.7, 13.5f, 13.6f
monocular cues, 13.3–13.7

prisms
distortion from interocular aniso-

magnification, 13.16–13.17
effects on vergence and phoria, 

13.25–13.27
errors of alignment with, 13.25–13.29

in refractive errors, 12.15–12.17
aniseikonia, 12.16–12.17
anisometropia, 12.16–12.17
convergence and accommodation, 

12.15–12.16
stereopsis, 13.11–13.12, 13.11f
visual field, 13.3

Binocularity, 23.1
Biological waveguides, 8.1–8.29

in cochlear hair cells and human hair, 
8.24–8.26

in fiber-optic plant tissues, 8.26–8.28, 8.27f
models of, 8.8–8.15, 8.13f, 8.14f

physical assumptions in, 8.22
and propagation of light, 8.21, 8.22
retinal layer of rods and cones, 8.8–8.9, 

8.9f, 8.10f, 8.12–8.15
three-segment model, 8.9, 8.11–8.15

Biological waveguides (Cont.):
and photoreceptors, 8.3–8.5

modal patterns in monkey/human 
receptors, 8.19–8.24, 8.22f

orientation and alignment, 8.5–8.8, 8.6f,
8.7f

photoreceptor optics, 8.3
quantitative observations of single receptors, 

8.15, 8.16f, 8.17, 8.18f, 8.19f
in sponges, 8.28–8.29
and Stiles-Crawford effect of the first kind, 

8.3
Bipolar cells (retina), 2.9, 2.10
Bipolar mechanisms (color vision), 11.1, 

11.80–11.81
Birefringence, 1.10, 18.1, 18.20, 18.22, 

18.25, 18.27
Bitoric lenses, 20.1, 20.17–20.20, 

20.18f–20.20f
Blindness:

from cataract, 14.24, 21.3
from diabetic retinopathy, 14.25
economic impact of, 14.4
from glaucoma, 14.26
and increasing life span, 14.3
from uncorrected ametropia, 12.4

Bloch’s law, 2.28
Blue to red (B/R) ratio, 8.28
Blue-light photochemical injury, 7.4, 7.10
Blur, 1.28

in correction for SCE-1, 9.4–9.6, 9.14
with monovision, 14.28
suppression of, 13.18–13.19, 14.28
(See also Astigmatism; Defocus)

Born approximation, 8.1, 8.15
Bovine lenses, 19.8–19.11, 19.11f
Bowman’s layer, 16.4
Bowman’s membrane (cornea), 14.5
Boynton illusion, 11.72, 11.73f, 11.78
Brightness:

in color CRTs, 22.7, 22.19
defined, 11.1, 11.8, 23.1
and luminous efficiency, 11.70, 11.70f
in monochrome CRTs, 22.8f
in visual acuity tests, 4.8

Brightness matching, 10.43–10.45
Bruch’s membrane, 8.1, 14.25, 18.1
Bumper function, 11.59, 11.60f
Bunsen-Roscoe law of photochemistry, 

7.1–7.3, 7.7
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C line, 25.1
Calibration:

of color CRTs, 22.20–22.21 (See also
Characterization, of CRTs)

errors in, and SCE-1 correction, 9.6–9.13
in Maxwellian viewing systems, 5.17–5.18, 

5.17f
Cameras:

adaptive optics retina cameras, 15.3, 15.12
(See also Ophthalmoscopes)

color, 10.38–10.40
Capillary, 18.1
Capsulorhexis, 21.1
Cardinal directions (color vision), 11.1, 11.56
Cardinal mechanisms (color vision), 11.1, 

11.54, 11.56
evidence for, 11.79
and sensitivity losses, 11.29

Cat lenses, 19.9
Cataract, 1.21, 14.8

in aging eyes, 14.24, 21.3–21.4
defined, 14.1, 19.1, 21.1, 23.1
infrared, 7.7, 7.10
postsurgical correction of, 12.14
from radiation, 7.4–7.6, 7.6f, 14.23
treatment of, 12.14

Cataract lenses, 12.15
Cataract surgery, 14.4, 14.24

intraocular lenses in, 21.4, 21.5 (See also
Intraocular lenses)

renormalization following, 14.17
Cathode ray tubes (CRTs), 23.1

color (see Color cathode ray tubes)
and Computer Vision Syndrome, 23.7, 23.8
monochrome, 22.3–22.4, 22.3f

controls for, 22.7, 22.8f
design and operation of, 22.3–22.4, 22.3f
standards for, 22.14

in optical systems, 5.16
screen reflections with, 23.5

Cauchy’s equation, 1.19, 1.20
Cavanagh, P., 11.80
Center of rotation (eye), 1.42, 13.1
Center thickness, for contact lenses, 20.6
Central visual processing, 2.12–2.14, 2.13f
Characterization:

of CRTs, 22.20–22.34
absolute vs. for interaction, 22.33
calibration vs., 22.20
choice of method for, 22.20–22.21

Characterization, of CRTs (Cont.):
exhaustive, 22.21–22.23
local, 22.24–22.27
model-dependent, 22.27–22.33

of head-mounted displays, 25.7–25.10, 25.8f,
25.9t–25.10t

Chief ray (retinal imaging), 4.3
Choroid, 18.1
Chromatic aberration, 1.19–1.20, 1.19f

and accommodation, 1.34
age-related, 14.14
correcting color coordinates for, 10.17
correction of, 1.25–1.26, 1.26f
longitudinal, 15.22
and macular pigment, 1.9
transverse, 15.22–15.23
with visual instruments, 1.28

Chromatic adaptation, 11.35f
achromatic detection and, 11.47–11.49, 

11.48f
color appearance and, 11.68
and luminous efficiency, 11.37
second-site, 11.17–11.18
and the Sloan notch, 11.49, 11.51

Chromatic contrast detection, 2.29–2.31, 2.30f
Chromatic CSFs, 2.29–2.31
Chromatic detection:

and color appearance, 11.69
on neutral fields, 11.34

Chromatic discrimination, 11.57–11.62
and chromatic adaptation, 11.69
and color appearance, 11.69
defined, 11.1
and gap effect, 11.72, 11.74
near detection threshold, 11.58–11.59
pedestal experiments, 11.59, 11.60f,

11.61–11.62
Chromatic mechanisms, 11.1, 11.80–11.81
Chromatic signals, multiplexing of achromatic 

signals and, 11.76–11.79, 11.78f
Chromatic spatial CSFs, 2.29
Chromatic temporal CSFs, 2.31
Chromatic valence data, 11.27, 11.28f
Chromaticity coordinates, 10.1, 10.4t,

10.20–10.21, 10.22f
Chromaticity diagrams, 10.20–10.21, 10.22f
Chromophores, 21.1, 21.20, 21.20f
Chromostereopsis, 1.20
CIE 1931 2° color-matching functions, 10.6, 

10.12
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CIE 1964 10° color-matching functions, 
10.12–10.13, 10.16

CIE luminous efficiency functions, 
10.44–10.45, 11.37, 11.38f

CIELAB, 10.42–10.43
Cilia, 8.1
Ciliary body, 1.3f
Ciliary muscle, 21.2
Ciliary photoreceptors, 8.3
Ciliary ring, 1.30–1.31
Circular polarization (OCT), 18.21
Clear lens extraction (CLE), 21.18
Closed HMDs, 25.3, 25.4
Cochlea, 8.1, 8.26
Cochlear hair cells, light guide effect in, 

8.24–8.26
Coherence length, 18.1
Coherent coupling, 1.27–1.28
Coherent illumination, pupil size and, 6.9–6.12, 

6.11t
Coleoptile, 8.1, 8.26
Collagen, 16.1, 16.4
Color:

in electronic imaging, 24.5–24.6, 24.8–24.9
and visual acuity, 4.10

Color appearance:
and chromatic adaptation, 11.68
and chromatic detection and discrimination, 

11.69
and color constancy, 11.71
and color opponency, 11.62–11.66

color-opponent response or valence 
functions, 11.63, 11.65f

hue scaling, 11.63, 11.64f
opponent-colors theory, 11.62–11.63
spectral properties of color-opponent 

mechanisms, 11.63
unique hues and equilibrium colors, 

11.63–11.66
defined, 11.2
and habituation, 11.69–11.70
phenomenological aspects of, 11.5
and postreceptoral mechanisms, 11.3, 11.4f,

11.5
and stabilized borders, 11.74–11.75
trichromacy vs., 11.5

Color assimilation, 11.2, 11.4f
Color balance and tracking, in color CRTs, 

22.19
Color cameras, 10.38–10.40

Color cathode ray tubes (color CRTs), 
22.1–22.34

colorimetric calibration/characterization, 
22.20–22.34

absolute vs. characterization for 
interaction, 22.33

choice of method for, 22.20–22.21
exhaustive methods, 22.21–22.23
local methods, 22.24–22.27
model-dependent methods, 22.27–22.33

design and operation of, 22.3–22.13
electronics and controls, 22.6–22.13, 

22.7f–22.13f
and monochrome CRTs, 22.3–22.4, 22.3f
shadowmask color CRTs, 22.4–22.6, 22.5f,

22.6f
operational characteristics of, 22.13–22.18

colorimetric standards, 22.14
spatial characteristics of emitted light, 

22.14–22.15
spatial uniformity, 22.17–22.18, 22.17f,

22.18f
stability of output, 22.16–22.17, 22.16f,

22.17f
temporal characteristics of emitted light, 

22.14–22.16
timing and synchronization standards, 

22.13–22.14
setup for image display, 22.18–22.19

brightness, 22.19
color balance and tracking, 22.19
contrast, 22.19
focus, 22.19

viewing environments, 22.19–22.20
Color constancy, 10.39–10.40, 11.2
Color constancy mechanisms, 

11.71–11.72
Color contrast, 11.2, 11.4f
Color convergence, 23.1
Color coordinate systems, 10.11–10.24

adjusting cone spectral sensitivities, 
10.17–10.18

colorimetric measurements, 10.23–10.24
color-matching functions, 10.11–10.13
cone fundamentals, 10.13–10.14
limits of color-matching data, 10.15–10.17
opponent and contrast spaces, 10.18–10.19
stimulus spaces, 10.11
visualizing color data, 10.19–10.23, 10.19f,

10.22f, 10.23f
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Color coordinates:
in color-deficient observers, 10.16
correcting for chromatic aberrations, 10.17
of different visual systems, 10.38–10.39
of surfaces, 10.36
transformation to CIELAB, 10.42–10.43

Color data representations, 11.31–11.33, 11.32f
Color direction, 11.12
Color discrimination, 10.40–10.43, 10.41f,

14.15, 14.17
Color LCDs, 22.37–22.40

colorimetry of color pixels, 22.38–22.39
controls and input standards, 22.39
geometry of color pixels, 22.37–22.38, 22.37f
spatial variations in output, 22.40
temporal variations in output, 22.39–22.40

Color matching, 10.6–10.10
in color-deficient observers, 10.16
consistency across observers, 10.9
critical properties of, 10.8–10.10
errors in, 10.43, 10.43f, 10.44
Grassmann’s laws, 10.8–10.9
maximum saturation method, 10.6–10.7, 

10.6f
Maxwell’s method, 10.8, 10.8f
persistence of, 10.9
trichromatic, 10.7–10.8
tristimulus values for arbitrary lights, 10.9
uniqueness in, 10.9

Color opponency:
and color appearance, 11.62–11.66
and “forbidden” colors, 11.74
implied by test measurements, 11.12–11.15, 

11.13f, 11.26–11.27, 11.28f
and multiplexing of color and luminance 

signals, 11.76–11.79
third-level, zero crossings of, 11.83, 11.84

Color space transformation matrix, 10.1, 10.31
Color spaces, 10.11, 10.18–10.19, 11.31–11.33

contrast, 10.19
defined, 11.2
different directions of, 11.39, 11.41–11.46, 

11.44f, 11.46f
detection contours in L, M plane, 11.40f,

11.41–11.42
detection in planes other than L,M, 

11.43–11.45, 11.44f
mechanism interactions, 11.42–11.43
spatial and temporal CSFs, 11.45–11.46, 

11.46f

Color spaces (Cont.):
DKL, 10.19, 11.32, 11.32f, 11.33
opponent, 10.19
specifying, 10.11
stimulus, 10.11
transformations between, 10.24t, 10.29–10.32
uniform, 10.40, 10.42

Color temperature, 23.2
Color valence, 11.2, 11.63, 11.65f, 11.66
Color vision, age-related changes in, 14.15, 

14.17
Color vision mechanisms, 11.1–11.85

basic model details and limits, 11.31
chromatic discrimination, 11.57–11.62

near detection threshold, 11.58–11.59
pedestal experiments, 11.59, 11.60f,

11.61–11.62
color and contours, 11.72–11.79, 

11.73f–11.75f
color appearance and stabilized borders, 

11.74–11.75
contours and after-effects, 11.75–11.76, 

11.75f
gap effect and luminance pedestals, 11.72, 

11.74
McCollough effect, 11.76, 11.77f
multiplexing chromatic and achromatic 

signals, 11.76–11.79, 11.78f
color appearance and color opponency, 

11.62–11.66
color-opponent response (valence func-

tions), 11.63, 11.65f
hue scaling, 11.63, 11.64f
opponent-colors theory, 11.62–11.63
spectral properties of color-opponent 

mechanisms, 11.63
unique hues and equilibrium colors, 

11.63–11.66
color constancy, 11.71–11.72
color data representations, 11.31–11.33, 

11.32f
color-appearance mechanisms, 11.26–11.31

color-discrimination mechanisms vs.,
11.5–11.8, 11.6f, 11.7f, 11.81–11.82

field measurements and first-site 
adaptation, 11.27, 11.29, 11.30f

field measurements and second-site 
adaptation, 11.29, 11.31

test measurements and opponency, 
11.26–11.27, 11.28f
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Color vision mechanisms (Cont.):
color-discrimination mechanisms, 

11.9–11.26
color-appearance mechanisms vs.,

11.5–11.8, 11.6f, 11.7f, 11.81–11.82
field method, 11.11–11.12
first-site adaptation, 11.15–11.17, 11.16f
opponency implied by test measurements, 

11.12–11.15, 11.13f
psychophysical test method, 11.9, 11.11, 

11.12
second-site adaptation, 11.17–11.22, 

11.18f, 11.19f
sites of limiting noise, 11.20, 11.23–11.26, 

11.23f, 11.25f
field sensitivities, 11.46–11.57

achromatic detection and chromatic 
adaptation, 11.47–11.49, 11.48f

chromatic adaptation and the Sloan 
notch, 11.49, 11.51

detection contours and field adaptation, 
11.53–11.54, 11.54f

field additivity, 11.51, 11.52f
first- and second-site adaptation, 11.51, 

11.52, 11.53f
habituation or contrast adaptation experi-

ments, 11.54–11.56, 11.55f
multiple cone inputs, 11.49, 11.50f
noise-masking experiments, 11.56–11.57
Stiles’ π-mechanisms, 11.46, 11.47, 

11.47f
guiding principles of, 11.8–11.9
linearity of color-opponent mechanisms, 

11.66–11.70
Bezold-Brücke effect and invariant hues, 

11.67–11.68, 11.67f
color appearance and chromatic 

adaptation, 11.68
color appearance and chromatic detection/ 

discrimination, 11.69
color appearance and habituation, 

11.69–11.70
luminance and brightness, 11.70, 11.70f
tests of linearity, 11.66–11.67

low-level and higher-order mechanisms, 
11.79–11.80

and mechanism concept, 11.9–11.11, 
11.10f

nomenclature for, 11.8
test sensitivities, 11.34–11.46

Color vision mechanisms, test sensitivities 
(Cont.):
to different directions of color space, 

11.39, 11.41–11.43, 11.44f,
11.45–11.46, 11.46f

luminance, 11.37–11.39, 11.38f, 11.40f
to spectral lights, 11.34, 11.35f, 11.36f, 11.37

three-stage zone models, 11.82–11.85, 11.85f
unipolar vs. bipolar chromatic mechanisms, 

11.80–11.81
Color-appearance mechanisms, 11.26–11.31

color-discrimination mechanisms vs.,
11.5–11.8, 11.6f, 11.7f, 11.81–11.82

defined, 11.2
field measurements

and first-site adaptation, 11.27, 11.29, 11.30f
and second-site adaptation, 11.29, 11.31

test measurements and opponency, 
11.26–11.27, 11.28f

Color-discrimination mechanisms, 11.9–11.26, 
11.10f

color-appearance mechanisms vs., 11.5–11.8, 
11.6f, 11.7f, 11.81–11.82

defined, 11.2
field method, 11.11–11.12
first-site adaptation, 11.15–11.17, 11.16f
low-level and higher-order, 11.79–11.80
opponency implied by test measurements, 

11.12–11.15, 11.13f
psychophysical test method, 11.9, 11.11, 11.12
second-site adaptation, 11.17–11.22, 11.18f,

11.19f
sites of limiting noise, 11.20, 11.23–11.26, 

11.23f, 11.25f
Colorimeters, 10.23
Colorimetry, 10.1–10.45

brightness matching and photometry, 
10.43–10.45

color cameras, 10.38–10.40
color coordinate systems, 10.11–10.24

adjusting cone spectral sensitivities, 
10.17–10.18

colorimetric measurements, 10.23–10.24
color-matching functions, 10.11–10.13
cone fundamentals, 10.13–10.14
limits of color-matching data, 10.15–10.17
opponent and contrast spaces, 10.18–10.19
stimulus spaces, 10.11
visualizing color data, 10.19–10.23, 10.19f,

10.22f, 10.23f
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Colorimetry (Cont.):
color discrimination, 10.40–10.43, 10.41f
color matching, 10.6–10.10
conventional terms/notation, 10.4, 10.4t,

10.5
errors in color-matching functions, 10.43, 

10.43f, 10.44
image processing chain, 10.2f
matrix representations/calculations, 

10.24–10.32
stimulus representation, 10.24–10.27, 

10.25f, 10.26f
transformations between color spaces, 

10.24t, 10.29–10.32
vector representation of data, 10.25f,

10.27–10.29, 10.27f
metamerism, 10.36–10.38, 10.37f
scope of, 10.3
standards for color CRTs, 22.14
surfaces and illuminants, 10.32–10.36, 

10.33f, 10.34f
trichromacy, 10.4–10.6
univariance, 10.4
visual systems, 10.38–10.40

Color-matching functions (CMFs), 
10.11–10.13

defined, 10.1, 10.4t
limits of data, 10.15–10.17
and luminosity function, 10.10
and maximum saturation method, 10.7
online tabulation of, 10.11
specificity of, 10.9
standards for, 10.12–10.13
tailored to individuals, 10.15
transformation of, 10.10, 10.10f

Color-opponent mechanisms:
linearity of, 11.66–11.70

Bezold-Brücke effect and invariant hues, 
11.67–11.68, 11.67f

color appearance and chromatic 
adaptation, 11.68

color appearance and chromatic 
detection/discrimination, 11.69

color appearance and habituation, 
11.69–11.70

luminance and brightness, 11.70, 11.70f
tests of linearity, 11.66–11.67

and opponent-colors theory, 11.3
spectral properties of, 11.63

Commission Internationale de l’Éclairage (CIE), 
7.9, 10.1, 10.3, 10.27

Complex cells (cortical neurons), 2.14
Computer Vision Syndrome (CVS), 

23.1–23.12
disorders and eye conditions, 23.9–23.12

accommodation, 23.10–23.11
anisometropia, 23.11
binocular vision, 23.11
dry eyes, 23.9
presbyopia, 23.11–23.12
refractive error, 23.10

and work environment, 23.4–23.9
lighting, 23.4–23.5, 23.5t
monitor characteristics, 23.6–23.8
screen reflections, 23.5–23.6
work habits, 23.8–23.9
workstation arrangement, 23.8

Computer-Automatic Virtual Environment 
(CAVE), 13.32

Concomitant eye motion, 13.1
Cone contrast spaces, 11.2, 11.32, 

11.41–11.42
Cone contrasts, 11.2, 11.32
Cone coordinates, 10.1, 10.11 (See also

Tristimulus values)
Cone fundamentals, 10.13–10.14

adjusting cone spectral sensitivities, 
10.17–10.18

defined, 10.1, 10.4t
online tabulation of, 10.11
primaries yielding, 10.10
Smith-Pokorny, 10.12
Stockman and Sharpe, 10.12, 10.16
tailored to individuals, 10.15

Cone magno pathway, 2.9, 2.10f
Cone mechanisms, 11.10f, 11.11

defined, 11.2
and stimulus direction, 11.33
and test measurements, 

11.12–11.14
Cone parvo pathway, 2.9, 2.10f
Cone pathways, 2.9, 2.10, 2.10f
Cone polymorphism, 10.15
Cone-excitation spaces, 11.31–11.32
Cone-opponent mechanisms, 11.8

and bichromatic test mixtures, 11.39
defined, 11.2
sensitization in, 11.69
unipolar vs. bipolar, 11.80–11.81
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Cones (cone photoreceptors):
adaptation at, 11.52
and age-related photopic vision changes, 

14.15
alignment of, 8.4
densities and distributions of, 2.7
in dichromatic observers, 10.14
directional sensitivity of, 8.5
ideal “average,” 8.21, 8.21f
inner segments, 2.6f
light-collection area of, 2.8
linear density of, 2.6f
and maximum saturation color matching, 

10.7
measuring activity of, 15.24
optical waveguide properties of, 14.11
outer segments of, 2.6f
pedicules of, 8.20
photocurrent responses of, 2.8f
in retinal layer of rods and cones model of 

biological waveguides, 8.8–8.9, 8.9f,
8.10f, 8.12–8.15

S-cone flicker sensitivity, 11.74–11.75
spatial distribution of, 2.6
spectral sensitivities of, 10.3, 10.13, 11.8

adjusting for individual differences, 
10.17–10.18

estimates of, 10.14, 10.14f
loss hypothesis for, 10.14
in normal and dichromatic observers, 

10.13
time constant of photopigment 

regeneration, 2.7
types and functions of, 2.4, 2.6

Confocal microscopes, 17.1–17.10
clinical, 17.3, 17.6–17.9
clinical applications using, 17.8–17.9
defined, 17.1
development of, 17.3, 17.5
laser scanning, 17.3, 17.7–17.8
Nipkow disk, 17.4f, 17.5, 17.5f
scanning slit, 17.3, 17.6–17.9, 

17.6f, 17.7f
spatial filtering with, 17.3
Svishchev, 17.6, 17.6f
theory of confocal microscopy, 

17.3, 17.4f
ConfoScan 4 microscope, 17.6, 17.7, 17.9
Conjugate (version) eye movements/position, 

1.42, 1.43, 13.1, 13.7, 13.20

Contact lenses, 20.1–20.34
accommodation with, 20.26–20.30, 

20.27f–20.29f, 20.29t
anisophoria and, 13.26
for aphakic patients, 12.15
base curve of, 12.1
convergence with, 20.25–20.26
correction with, 12.11–12.14

hydrogel lenses, 12.12–12.13
for presbyopia, 12.13–12.14, 14.27–14.28
rigid lenses, 12.11–12.12

design considerations, 20.20–20.25
aberrations, 20.24–20.25, 20.25f
aspheric lenses, 20.20–20.23, 

20.21f–20.23f
posterior peripheral curve, 20.23–20.24, 

20.24t
design parameters, 20.2–20.6, 20.4t–20.5t

base curve radius (BCR), 20.3, 20.4f, 20.5
center thickness, 20.6
edge thickness, 20.6
optical zone diameter (OZD), 20.5
overall diameter (OAD), 20.5
posterior peripheral curve systems, 20.5, 

20.6
magnification, 20.31–20.33

relative spectacle, 20.32–20.33, 20.33f
spectacle, 20.31–20.32

materials for, 20.3
power of, 20.6–20.20

back and front vertex power, 20.7–20.8, 
20.8t

and contact lens as thick lens, 20.6–20.7
effective power, 20.8–20.12, 20.9t, 20.10f,

20.11f
lacrimal lens consideration, 20.12–20.15, 

20.12f–20.14f
residual astigmatism, 20.15
of soft lenses, 20.15–20.16
of toric lenses, 20.16–20.20, 20.16f–20.20f,

20.18t
prismatic effects with, 20.30–20.31

prism-ballasted contacted lenses, 20.30
unintentional (induced) prism, 20.31

(See also specific types of lenses)
Contours (color vision), 11.72–11.79, 

11.73f–11.75f
and after-effects, 11.75–11.76, 11.75f
color appearance and stabilized borders, 

11.74–11.75
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Contours (color vision) (Cont.):
detection surface/contour, 11.12

defined, 11.2
and directions of color spaces, 11.40f
in equiluminant plane, 11.44f
and field adaptation, 11.53–11.54, 11.54f
in the L,M plane, 11.40f, 11.41–11.42

discrimination contours, 11.44f
gap effect and luminance pedestals, 11.72, 

11.74
McCollough effect, 11.76, 11.77f
multiplexing chromatic and achromatic 

signals, 11.76–11.79, 11.78f
threshold surface/contour, 11.12–11.15, 

11.13f
defined, 11.3
and loss of information, 11.20
and noise, 11.20, 11.23–11.26, 11.23f,

11.25f
and second-site adaptation to steady 

fields, 11.18f
Contrast:

in color CRTs, 22.19
defined, 23.2
in monochrome CRTs, 22.7, 22.8f
in retinal imaging, 15.21–15.22
in vision experiments, 3.4
and visual acuity, 4.12, 4.12f

Contrast coding:
first-site adaptation, 11.15–11.16
Weber’s law and, 11.15–11.16, 11.16f

Contrast (modulation) color spaces, 10.19
Contrast constancy, 2.33
Contrast detection, 2.19–2.31

adaptation and inhibition, 2.25–2.27, 2.25f
chromatic, 2.29–2.31, 2.30f
eye movements, 2.21
as function of spatial frequency, 2.20f
optical transfer function, 2.21–2.22, 2.22f
optical/retinal inhomogeneity, 2.24, 2.25f
receptors, 2.22–2.23
spatial channels, 2.23–2.24
temporal, 2.27–2.29, 2.27f, 2.29f

Contrast discrimination, 2.31–2.32, 2.31f
Contrast discrimination functions, 2.31–2.32, 

2.31f
Contrast estimation, 2.33
Contrast masking, 2.32–2.33, 2.32f
Contrast masking functions, 2.32, 2.32f
Contrast sensitivity, 15.1

Contrast sensitivity functions (CSFs), 
2.20–2.23, 2.20f, 2.22f, 24.3

and adaptation, 2.25–2.27, 2.25f
age-related changes in, 14.17, 14.19
chromatic, 2.29–2.31
in color vision, 11.45–11.46, 11.46f
at different retinal eccentricities, 2.24, 2.25f
of ideal observer, 2.24
for motion detection, 2.36, 2.37
spatial, 11.45–11.46, 11.46f
spatio-temporal, 2.28–2.29
for stereopsis, 2.40, 2.41
temporal, 2.27–2.29, 2.29f, 11.45

Contrast-transfer function, resolving capacity 
of the eye and, 4.5

Convergence, 13.21
in color CRTs, 22.12, 22.13
with contact lenses, 20.25–20.26
defined, 13.1, 23.2
and egocentric direction, 13.7
and refractive errors, 12.15–12.16

Convergence accommodation/convergence 
interaction (CA/C ratio), 13.24

Convergence micropsia, 13.19
Convergence responses to prism, 13.19
Copepod, 8.1
Copilia, 8.4
Cornea, 1.3f, 1.4–1.6, 16.3–16.4, 21.2

absorption of ultraviolet light at, 1.9
aging-related changes in, 14.5, 14.6f
asphericity in, 1.5f
and cataract (see Cataract)
confocal microscopy of (see Confocal 

microscopes)
as entrance pupil, 1.8
injury to, 7.4
keratometry of, 21.6
laser ablation, 16.11–16.19

ablation profiles, 16.14–16.15
ablation rate, 16.16–16.18, 16.18f
corneal photoablation, 16.16, 16.17f
Epi-LASIK, 16.12, 16.13, 16.13f
LASEK, 16.12, 16.13
LASIK, 16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

16.11–16.12, 16.11f, 16.12f
thermal, photochemical, and photoacous-

tic effects, 16.18–16.19
optical axis of, 9.5
optical power of, 16.2
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Cornea (Cont.):
and refraction in the eye, 12.3
refractive index of, 14.5
refractive surgery modalities

corneal incisions/implants, 16.9–16.11
laser corneal procedures, 16.11–16.15

and rigid contact lenses, 12.12
spatially modulated excimer laser ablation of, 

1.25
spectral sensitivities at, 10.18–10.19
stray light from, 1.20

Corneal endothelium, 16.4
Corneal epithelium, 16.4
Corneal hydration, 16.18
Corneal incisions/implants, 16.9–16.11, 16.10f
Corneal photoablation, 16.16–16.19, 16.17f

ablation rate, 16.16–16.18, 16.18f
thermal, photochemical, and photoacoustic 

effects, 16.18–16.19
Corneal relaxing incisions, 21.13
Corneal stroma, 16.4
Coroneo effect, 7.5, 7.6f, 7.7
Corresponding retinal points, 13.1, 13.8
Cortical cataract, 12.14, 14.8
Cortical neurons, 2.14
Cotyledons, 8.1, 8.26, 8.27f
Craik-O’Brien-Cornsweet illusion, 11.78
Critical fusion frequency (CFF), 14.19
Cross-coupling, direction/distance of gaze and, 

13.23–13.24, 13.23f
Crystallin proteins, 19.1
Crystalline lens, 1.3f, 16.3, 21.2

and accommodation, 1.30–1.31
aging-related changes in, 14.7–14.8, 14.17
cataract of, 12.14, 21.3 (See also Cataract; 

Intraocular lenses)
and cone spectral sensitivities, 10.17
contours of refractive index in, 1.5f
distribution of refractive index in, 1.5–1.6, 

1.5f
and fluctuations in accommodation, 1.32
fluorescence in, 1.21
gradient index structure of, 1.18, 21.2
growth of, 1.4
and refraction in the eye, 12.3
refractive index gradient of, 1.3, 19.12–19.13, 

19.13f, 19.14f
scattered light from, 1.20
UV absorption in, 1.9

Cyclopean eye, 13.1

Cyclopean locus, 13.7
Cyclophoria, 13.35
Cycloplegia, 1.25, 25.11
Cyclovergence, 13.1, 13.22, 13.27
Cytochrome oxidase “blobs,” 2.14

Da Vinci stereopsis, 13.4
Dark focus, 1.33, 1.34, 1.34f
De Valois De Valois zone model, 11.82
Decision tasks (in experiments), 3.2
Defocus:

and efforts to clear vision, 13.22–13.23
with head-mounted displays, 25.9–25.10, 

25.9t–25.10t
modulation transfer with, 1.29
with monovision, 14.28
off-axis, 1.18, 1.19
Rayleigh units of, 1.29
spectacles for, 15.2
and visual acuity, 4.9, 4.9f, 4.10f
with visual instruments, 1.28
(See also Blur)

Deformable mirrors, 15.1, 15.10, 15.10f
Degauss, in color CRTs, 22.9
Delta gun CRTs, 22.4, 22.13
Depth dependent sensitivity (OCT), 

18.13–18.14, 18.13f, 18.14f
Depth ordering, 13.4, 13.5, 13.10–13.12
Depth perception, 2.39–2.40

age-related changes in, 14.22
stereodepth, 13.11–13.12

Depth range:
with OFDI, 18.16
in SD-OCT, 18.6–18.7

Depth-of-focus (DOF):
in human eye, 1.28–1.29
and pupil diameter, 1.8, 1.29, 1.30f

Derrington Krauskopf Lennie (DKL) space, 
11.32, 11.32f, 11.33

defined, 11.2
equiluminant plane

hue scaling, 11.63
multiple mechanisms in, 11.57, 11.58

Descemet’s membrane, 14.5, 16.4
Detection surface or contour (color vision), 11.12

defined, 11.2
and directions of color spaces, 11.40f
in equiluminant plane, 11.44f
and field adaptation, 11.53–11.54, 11.54f
in the L,M plane, 11.40f, 11.41–11.42
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Detection tasks, 2.15, 3.2
Detection threshold:

color vision
chromatic discrimination near, 

11.58–11.59
two-stage model of, 11.23f

and discrimination thresholds, 4.6–4.7
Detectors, light, 5.21, 5.22t
Deuteranopes, 10.16
DeVries-Rose law, 2.26
Diabetic retinopathy, 14.1, 14.25–14.26
Diaphany, 1.20
Diattenuation, 18.1
Dichroism, 18.1
Dichromatic vision, 10.13, 10.14, 10.16
Diffraction:

in multifocal optics, 21.15–21.18
and retinal image quality, 1.12–1.14, 

1.21
Diffraction limit, 4.1
Diffraction limited imaging, 17.1
Diffraction theory, 6.1
Diffractive contact lenses, 14.28
Diffusers, 5.10–5.11, 5.10f
Digital imaging:

color representations in, 10.35
displays for vision research

color cathode ray tubes (color CRTs), 
22.1–22.34

liquid crystal displays (LCDs), 
22.34–22.40

Digital Libraries, 24.7–24.8, 24.10
Diopter (D), 12.1, 12.4, 13.21, 25.1
Dioptric errors of focus, 1.13, 1.14, 1.28
Diplopia (double vision), 23.2
Dipper function, 11.59, 11.60f
Direct ophthalmoscope, 12.5–12.6
Direction, perception of, 13.7–13.10

corresponding retinal points, 13.8
horopter, 13.8–13.9, 13.9f, 13.10f
vertical horopter, 13.9

Direction discrimination, 2.37
Direction selectivity, 2.14n
Disability glare, 14.4, 14.12, 23.2
Discomfort glare, 14.12, 23.2
Disconjugate eye movements, 13.1
Discrete actuator deformable mirrors, 15.1, 

15.10, 15.10f
Discrimination contours (color vision), 

11.44f

Discrimination experiments (see Pedestal 
experiments)

Discrimination tasks, 2.15, 3.2
Discrimination thresholds, 4.6–4.7
Diseases of the eye:

age-related, 14.3
age-related macular degeneration, 14.1, 

14.24–14.25
cataract, 14.24
diabetic retinopathy, 14.25–14.26
glaucomas, 14.26–14.27
life-span environmental radiation damage, 

14.22–14.23
visual impairment secondary to, 14.4
(See also specific diseases)

Disjunctive eye movements (see Vergence eye 
movements)

Displays for vision research:
color cathode ray tubes (color CRTs), 22.1–22.34

colorimetric calibration of, 22.20–22.34
design and operation of, 22.3–22.13
operational characteristics of, 22.13–22.18
setup for image display, 22.18–22.19
viewing environments, 22.19–22.20

liquid crystal displays (LCDs), 22.34–22.40
color LCDs, 22.37–22.40
monochrome, operational principles of, 

22.34–22.37
Disruptive movements (see Vergence eye 

movements)
Distal stimuli (human vision), 4.2
Distance, perception of, 13.24
Distance conflicts, in head mounted display 

systems, 13.31–13.32
Distortion, with head-mounted displays, 25.7
Divergence, 13.21

defined, 13.1
in first 6 weeks of life, 13.21

DKL color space, 10.19
Doppler OCT, 18.18–18.19, 18.18f–18.20f
Dot matrix, 23.2
Dot pitch, 23.2
Double-pass methods (retinal image quality), 

1.22–1.23
Drift, 1.44
Droplet keratopathies, 7.6, 7.7
Dry age-related macular degeneration, 14.1
Dry eyes:

with increasing age, 14.5
as problem with computer work, 23.9
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Dysphotopsia:
defined, 21.1
with intraocular lenses, 21.21

Eccentricity, 2.3, 2.7, 2.24, 2.25f
Eclipse burn of the retina, 7.3
Edge clearance, 20.1
Edge image, in diffraction-limited eye, 1.13
Edge thickness, for contact lenses, 20.6
Effective power:

defined, 20.1
for spectacle and contact lenses, 20.8–20.12, 

20.9t, 20.10f, 20.11f
“Effective” troland, 8.7
Egocenter, 13.2, 13.7
Ego-motion, 13.8, 13.9
Electromagnetic radiation, 23.2
Electronic imaging:

human vision and (see Human vision and 
electronic imaging)

in ophthalmoscopic methods, 1.23
Ellipse blindness, 7.7
Ellipsoid, 8.1
Emmetropia, 1.6, 1.32, 12.4, 16.4, 16.5f

age-related, 14.11
defined, 6.1, 12.1, 13.2
and focus of collimated light, 12.3f
and Maxwellian viewing, 5.4–5.5

Emmetropization, 1.7
Emotional characteristics in electronic 

imaging (see Aesthetic and emotional 
characteristics)

Empirical horopter, 13.8
Empty field myopia, 1.33
Endothelium:

corneal, 16.4
defined, 16.1

Entrance pupil:
and correction for SCE-1, 9.4
defined, 13.2
in Maxwellian viewing, 5.7
in reflectometry, 8.6–8.7
and retinal illuminance, 1.12
and retinal irradiance, 2.4
and stimulus specification, 

4.2–4.3, 4.3f
Epicotyl, 8.26, 8.27f
Epi-LASIK (epithelial laser in situ 

keratomileusis), 16.12, 16.13, 16.13f
Epithelial layer (cornea), 14.5

Epithelium:
corneal, 16.4
defined, 16.1

Equatorial plane, 19.1
Equilibrium colors:

additivity with, 11.66
and unique hues, 11.63–11.66
white as, 11.63

Equilibrium level (accommodation), 
1.33

Equiluminance, difficulty in producing, 
11.80

Equiluminant plane:
detection and discrimination contours in, 

11.44f
of DKL space

hue scaling, 11.57
multiple mechanisms in, 11.57, 11.58

Equivalent reflectance, retinal, 1.11
“Equivalent” troland, 9.2
Equivalent veiling luminance, 1.20
Equivalent-sphere correction, 1.6
Ergonomics, 23.2
Erythema, 7.1
Estimation tasks, 2.15–2.16
Etiolated plant tissues, 8.26–8.28
Excimer lasers, 16.15–16.16
Exhaustive characterization methods (ECM) 

(color CRTs), 22.21–22.23
interpolation, 22.22–22.23
inverses, 22.23
out-of-gamut colors, 22.23
sampling, 22.21–22.22

Exit pupil, 2.3
measurement of power at, 5.17
in reflectometry, 8.6–8.7, 8.7f
and retinal illuminance, 1.12
and Stiles-Crawford effects, 1.11

Experimental conditions, 3.2
Exposure limits (ELs) (radiation), 7.9–7.11

exceeding, 7.11
for infrared, 7.10–7.11
for laser light, 7.12
for ultraviolet, 7.9–7.10
for visible light, 7.10

External limiting membrane (ELM), 8.8, 8.9, 
8.10f, 8.12

Extracapsular cataract extraction (ECCE), 
12.14, 21.4

Extraocular muscles, 1.42, 12.8, 12.16
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Extraretinal cues:
defined, 13.2
for eye movements, 13.7
in space perception, 13.3

Exudative (wet) age-related macular 
degeneration, 14.1, 14.24–14.35

Eye alignment:
binocular parallax, 13.22
cross-coupling and direction/distance of 

gaze, 13.23–13.24, 13.23f
defocus and efforts to clear vision, 

13.22–13.23
intrinsic stimuli to vergence, 13.21–13.22
magnification induced errors of, 13.25–13.27
in Maxwellian viewing, 5.8
perceived distance, 13.24
prism induced errors of, 13.27–13.29
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
Eye movements, 1.42–1.45, 13.19–13.20

analysis of, 24.7
characteristics of, 1.43–1.44
in contrast detection, 2.21
coordination of

binocular parallax, 13.22
cross-coupling and direction/distance of 

gaze, 13.23–13.24, 13.23f
defocus and efforts to clear vision, 

13.22–13.23
intrinsic stimuli to vergence, 13.21–13.22
perceived distance, 13.24
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
defined, 13.2
extraretinal information for, 13.7
gaze control, 13.29–13.30
and optical flow, 2.39
stability of fixation, 1.44, 1.45f
types of, 13.19–13.20

Eye protectors, for laser hazards, 7.14
Eye relief, 1.7
Eyes:

bovine lenses, 19.8–19.11, 19.11f
cat lenses, 19.9
fish lenses, 19.6, 19.6f
gibbon lenses, 19.14
guinea pig lenses, 19.8
of invertebrate aquatic worms, 9.14
model, 21.13
octopus lenses, 19.7, 19.7f

Eyes (Cont.):
pig lenses, 19.11, 19.12f
porcine lenses, 19.11, 19.12f
primate eye lens, 19.13f, 19.14, 19.14f
rabbit lenses, 19.8
rat lenses, 19.7–19.8
(See also Human eye)

Eyesight, defined, 23.2
Eyestrain (asthenopia), 23.2

F line, 25.1
Far point, 12.1, 12.8, 16.5
Farsightedness, 23.2 (See also Hyperopia)
Fiber optic bundles, human receptors as, 

8.3–8.5
Fiber optic features:

of plant tissues, 8.26–8.28, 8.27f
of sponges, 8.28–8.29

Fibroblast, 16.1
Field additivity (color vision), 11.51, 11.52f
Field measurements (color vision):

and first-site adaptation, 11.27, 11.29, 11.30f
and second-site adaptation, 11.29, 11.31

Field method (color vision), 11.11–11.12
defined, 11.2
evidence for higher-order mechanisms from, 

11.79–11.80
Field of view, 8.4

for head-mounted displays, 25.2, 25.5, 
25.7–25.8, 25.9f

in Maxwellian viewing, 6.6–6.7, 6.6f
Field quality, in optical systems, 5.11
Field sensitivities (color vision), 11.46–11.57

achromatic detection and chromatic 
adaptation, 11.47–11.49, 11.48f

chromatic adaptation and the Sloan notch, 
11.49, 11.51

detection contours and field adaptation, 
11.53–11.54, 11.54f

field additivity, 11.51, 11.52f
first- and second-site adaptation, 11.51, 

11.52, 11.53f
habituation or contrast adaptation 

experiments, 11.54–11.56, 11.55f
multiple cone inputs, 11.49, 11.50f
noise-masking experiments, 11.56–11.57
Stiles’ π-mechanisms, 11.46, 11.47, 11.47f

“Field” sensitivity method (color vision), 
11.11–11.12

Fields, in color CRTs, 22.9–22.10, 22.9f, 22.10f
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Filters, intensity, 5.14, 5.14t
First-site adaptation (color vision), 11.11, 

11.15–11.17, 11.16f
defined, 11.2
field measurements and, 11.27, 11.29, 11.30f
and field sensitivities, 11.51, 11.52, 11.53f
incompleteness of, 11.17
signals reaching second site, 11.17
Weber’s law and contrast coding, 

11.15–11.16, 11.16f
Fish lenses, 19.6, 19.6f
Fish-eye lenses, 19.2–19.3
Fixation, 1.42

defined, 13.2
stability of, 1.44, 1.45f

Flexure, 20.16
Flicker photometrics, 10.34
Flood-illuminated AO ophthalmoscope, 15.3, 

15.16–15.17, 15.16f, 15.17f
Fluence, 8.26

corneal photoablation, 16.16, 16.17, 16.19f
defined, 8.1

Fluorescence:
lenticular, 1.21
stray light as result of, 1.21

Fluoro-silicone/acrylate (F-S/A), 20.1
Focal length, 23.2
Focimeter, 12.9
Focus:

in color CRTs, 22.19
in Maxwellian viewing, 5.4–5.5, 5.5f, 6.5–6.6
in monochrome CRTs, 22.7
and responses to distance, 13.30

Focus of expansion, 13.2
Font, 23.2
Foot-candle, 23.2
“Forbidden” colors, 11.74
Fourier approach to optics, 4.8
Fourier domain OCT (see Spectral domain 

OCT)
Fourier Theory of Optics:

defined, 6.1
in Maxwellian viewing, 6.10–6.12

Fourier transform, 2.23, 18.1
Fovea, 1.3, 1.3f, 1.9, 1.15, 2.5f, 14.9

and cone spectral sensitivities, 10.17
defined, 4.1, 18.1
disparities in, 2.40
function of, 13.3
receptor size in, 2.23

Foveal avascular zone, 14.9
Foveal pit, 14.11
Foves, 2.24
Frames, in color CRTs, 22.9–22.10, 22.9f, 22.10f
Fraunhofer diffraction pattern, 6.10, 6.12
Free (newtonian) viewing, 5.2–5.4, 5.3f

limitations of, 5.4
retinal illuminance, 5.2–5.3, 5.3f
the troland, 5.3–5.4

Fringe washout (OCT), 18.15
Front vertex power (FVP):

contact lenses, 20.7–20.8, 20.8t
defined, 20.1

Frontoparallel plane, 13.2

Gain control, in CRTs, 22.8
Ganglion cells, 2.10–2.11

contrast sensitivity functions of, 2.12f
density of, 2.11
and LGN, 2.12
linear density of, 2.6f
midget, 2.10–2.11, 2.10n
off-center, 2.10
on-center, 2.10
parasol, 2.10n
P-cells, 11.76, 11.79
physiology of, 2.11
transfer functions of, 2.11–2.12

Ganzfeld, 1.12
Gap effect (color vision), 11.72, 11.74
Gas permeable (GP) contact lenses, 12.12, 20.3

aberrations and, 20.24
aspheric, 20.22
base curve radius for, 20.3, 20.5
bitoric, power of, 20.17–20.20
center thickness of, 20.6
edge thickness of, 20.6
lacrimal or tear lens with, 20.12–20.15
OAD/OZD of, 20.5
posterior peripheral curve systems of, 

20.5, 20.6
and residual astigmatism, 20.15

Gaussian noise, 2.17, 2.18
Gaze control, 13.29–13.30
Gaze eccentricity, 13.8
Gaze holding, 1.42
Gaze shifting, 1.42
Generalized pupil function, 2.3
Geometric optics, 8.15
Gibbon lenses, 19.14, 19.14f
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Glare:
with computer work, 23.4–23.5, 23.5t
defined, 23.2
in human eye, 1.20

Glass lenses, for spectacles, 12.9
Glaucoma, 14.3, 18.25–18.27

ìn aging eyes, 14.26–14.27
cause of, 14.6
defined, 14.1

Gradient index (GRIN), 19.1, 19.2
Gradient index optics, 19.1–19.15

axial gradients, 19.5
bovine lenses, 19.8–19.11, 19.11f
cat lenses, 19.9
eye lens, 19.5–19.6
fish lenses, 19.6, 19.6f
functional considerations, 19.14–19.15
guinea pig lenses, 19.8
human/primate lenses, 19.12–19.14, 19.13f,

19.14f
nature of index gradient, 19.21–19.15
octopus lenses, 19.7, 19.7f
pig lenses, 19.11, 19.12f
rabbit lenses, 19.8
radial gradients, 19.3–19.5, 19.4f, 19.5f
rat lenses, 19.7–19.8
spherical gradients, 19.2–19.3

Grassmann’s laws, 10.8–10.9, 10.28
Grating acuity tasks, 2.34, 2.34f, 2.35f
“Gray world” assumption, 10.39
Guinea pig lenses, 19.8

Habituation (color vision), 11.54–11.56, 
11.55f

and color appearance, 11.29, 11.69–11.70
defined, 11.2
second-site, 11.19–11.20, 11.19f, 11.21f,

11.22f
Half-bleaching constant, 2.7
Halftoning, low-level vision models in, 24.4
Halos, 1.21

in aging eyes, 14.13
with glaucoma, 14.6

Hankel functions, 8.1
in modal analysis, 8.22
for waveguides, 8.13

Haplopia, 13.2
Haptic, 21.1
Heading judgments, magnification and, 

13.14–13.15

Head-mounted displays (HMDs), 25.1–25.12
accommodation with, 25.10–25.12
binocular vision factors in design of, 

13.31–13.35
distance conflicts, 13.31–13.32
optical errors, 13.34–13.35
spatial location conflicts, 13.33, 13.34f
visual-vestibular conflicts, 13.32–13.33

characterizing, 25.7–25.10, 25.8f,
25.9t–25.10t

common design considerations for, 25.2–25.7
comfort, 25.2–25.5, 25.3f
functionality, 25.5–25.6, 25.6f, 25.7f
safety, 25.2
usability, 25.2

Heat sinks, 5.15
Heidelberg Retinal Tomograph (HRT), 

17.7, 17.9
Helmholtz’s reciprocity theorem, 8.1, 8.25, 8.27
Henle fibers, 8.2, 8.20
Hering’s law, 13.20, 13.26
Hertz (HZ), 23.2
Heterochromatic flicker photometry (HFP), 

11.37, 11.49
Heterochromatic modulation photometry 

(HMP), 11.37
Heterophoria, 13.2, 13.26
Higher-order aberrations, 16.6, 16.7

correction of, 16.9
defined, 15.1, 20.2

Higher-order mechanisms (color vision), 11.80
Homogenous index, 19.1
Horizontal cells (retina), 2.9
Horizontal scanning, in color CRTs, 22.10–22.11, 

22.11f
Horizontal/vertical size and position, in color 

CRTs, 22.12
Horopter, 2.40, 13.2, 13.8–13.9, 13.9f, 13.10f
Hue cancellation, 11.26–11.27
Hue scaling, 11.63, 11.64f
Human eye, 1.1–1.45, 1.3f

aberrations in, 1.3 (See also Aberrations 
[human eye])

accommodation response, 1.29–1.36
accuracy of, 1.32–1.34
age-dependent changes in, 1.35–1.36
application to instrumentation, 1.34–1.35
dynamics of, 1.31–1.32
stability of, 1.32
vergence input, 1.34



INDEX I.19

Human eye (Cont.):
age-related changes in, 1.5, 1.7, 14.4–14.14

(See also Adaptive optics)
accommodation, 1.35–1.36, 1.35f
accommodation and presbyopia, 

14.8, 14.9f
anterior and posterior chambers, 

14.5, 14.6
cornea, 14.5, 14.6f
eye size, 14.11
fluorescence, 1.21
index of diffusion for, 1.23
lens, 14.7–14.8
and level of aberration, 1.18
pupil, 14.6–14.7, 14.7f
pupil diameter, 1.8, 1.18
retina, 14.9–14.11
retinal reflectance, 1.11
RMS wavefront error, 1.15–1.17, 1.16t
scattering, 1.20
tears, 14.4–14.5
transmittance, 1.9
transparency/cataract, 14.8

ametropia, 1.6–1.7
cornea, 16.3, 16.4, 16.4f
damage from light exposure, 5.18–5.19, 5.18f
depth-of-focus, 1.8, 1.28–1.29, 1.30f
models of, 1.36–1.38

paraxial, 1.36–1.37, 1.37f
wide-angle, 1.38

monochromatic ocular aberrations, 
1.4, 1.14–1.19

off-axis, 1.18–1.19, 1.18f
on the visual axis, 1.15–1.18

movements of, 1.42–1.45
characteristics of, 1.43–1.44
stability of fixation, 1.44, 1.45f

ocular parameters, 1.4–1.6, 1.4f, 1.5f
ocular radiometry, 1.11–1.12
optical components of, 2.2
optics of, 16.2–16.3, 16.3f
pupil diameter, 1.8–1.9
refractive elements in, 12.3
retinal illuminance, 1.11–1.12
retinal image quality, 1.12–1.28

in aberration-free eye, 1.12–1.14
calculation from aberration data, 

1.21–1.22
chromatic aberration, 1.19–1.20, 1.19f
comparison between methods, 1.23

Human eye, retinal image quality (Cont.):
effects of aberration correction, 1.25–1.26
intraocular scattered light, 1.20–1.21
lenticular fluorescence, 1.21
monochromatic ocular aberrations, 

1.14–1.19
observed optical performance, 1.23–1.25
ophthalmoscopic (double-pass) methods, 

1.22–1.23
psychophysical comparison method, 1.22
and pupil diameter, 1.8
on the visual axis, 1.21–1.28
with visual instruments, 1.27–1.28

retinal reflectance, 1.11
size of, 14.11
stereopsis, 1.38–1.42

aniseikonia, 1.41–1.42
stereoscopic and related instruments, 1.41
tolerances in binocular instrumentation, 

1.41–1.42
Stiles-Crawford effect, 1.10–1.11
structure of, 21.2–21.3
transmittance, 1.9–1.11
visual vs. optical axis orientation in, 1.3
(See also specific topics)

Human hair, light guide effect in, 8.24–8.26
Human vision and electronic imaging, 

24.1–24.11
analysis of image features, 24.6–24.9

attention and region of interest, 24.7
Digital Libraries applications, 24.7–24.8
user interface design, 24.8–24.9
visualization, 24.8

information sources for, 24.11
perception of imaging artifacts, 24.2–24.6

early color vision, 24.5
embedding digital watermarks, 24.5
image quality and compression, 24.3–24.4
limitations of early vision models, 

24.5–24.6
rendering and halftoning, 24.4
target detection in medical images, 24.5

representation of aesthetic and emotional 
characteristics, 24.9–24.10

color, art, and emotion, 24.10
image quality, 24.9
virtual reality and presence, 24.9

Hydrogel contact lenses (see Soft contact 
lenses)

Hydrophilic, defined, 16.1
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Hyperacuity, 2.34, 2.35, 4.13–4.16, 4.14f
across ages, 14.22
defined, 4.1
and superresolution, 4.15

Hypermetropia (hyperopia), 1.6, 16.5, 16.5f, 16.8
Hyperopia, 1.18, 12.4

defined, 13.2
and focus of collimated light, 12.3f

Hypocotyl, 8.2, 8.26, 8.27f

Ideal observer, in judgment experiments, 3.6
Ideal-observer models (color vision), 11.26
Ideal-observer theory, 2.16–2.19, 2.19f, 2.24
Identification tasks, 2.15, 2.16
Illuminance:

defined, 23.2
measurement of, 5.17, 5.18
retinal, 1.11–1.12
SI units of, 5.3

Illuminants:
metamerism for, 10.38
reflected from surfaces, 10.32–10.36

Image artifacts:
and perceived fidelity, 24.5
perception of (see Perception, of imaging 

artifacts)
Image compression, early techniques for, 24.4
Image features in vision, 24.6–24.9

attention and region of interest, 24.7
Digital Libraries applications, 24.7–24.8
user interface design, 24.8–24.9
visualization, 24.8

Image formation, 2.2–2.4
Image overlap, 13.4
Image quality:

for head-mounted displays, 25.2, 25.5–25.7, 
25.7f

in human eye (see Retinal image quality)
subjective approach to, 24.9

Image sampling, by photoreceptors, 2.4–2.9
Imaging science, 24.1
Impulse response function (IRF), 14.19–14.21, 

14.20f
Incoherent light sources, 6.1
Incoherent targets, pupil size and, 6.7–6.9, 

6.8f, 6.9t
Increment contrast, 2.31, 2.32
Increment thresholds (color vision), 11.16f
Incremental cone-excitation space, 11.2, 11.31, 

11.32

Infants:
corneal endothelium in, 14.5
lenses in, 14.8
size of eye globe in, 14.11

Influence function, 15.1
Information theory, visual resolution and, 

4.15–4.16
Information-processing model, 2.15–2.16, 2.15f
Infrared (IR):

damage from, 7.2
exposure limits for, 7.10–7.11

Infrared cataract, 7.7, 7.10
Inhibition, 2.25–2.27, 2.25f
Injuries, radiation, 7.3–7.7, 7.5f

cataract, 7.5–7.6, 7.6f
droplet keratopathies, 7.6, 7.7
infrared cataract, 7.7
mechanisms of, 7.2–7.3

action spectra, 7.2, 7.4f
exposure duration and reciprocity, 7.2–7.3

photokeratitis, 7.4
photoretinitis, 7.7
pterygium, 7.6, 7.7

In-line gun CRTs, 22.5
Input standards, for color LCDs, 22.39
Instrument myopia, 1.34–1.35
Integrating spheres, 5.10, 5.11
Intensity (color vision):

defined, 11.2
dependence of hue on, 11.67–11.68, 11.67f
of test stimulus, 11.12

Intensity of light, controlling, 5.13–5.15, 5.14t
Intensity scaling (light), 10.24, 10.25, 10.25f
Interferometers, 5.24
Interlaced monitors, 23.2
International Commission on Illumination (see

Commission Internationale de l’Éclairage)
International Commission on Non-Ionizing 

Radiation Protection (ICNIRP), 7.9, 7.12
International Electrotechnical Commission 

(IEC), 7.9, 7.12
International Standardization Organization 

(ISO), 7.9
Interocular aniso-magnification, distortion 

from, 13.16–13.19
aniseikonia, 13.17–13.18
interocular blur suppression with anisome-

tropia, 13.18–13.19
lenses and prisms, 13.16–13.17, 13.17f

Interphotoreceptor matrix (IPM), 8.8, 8.9
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Interpupillary distance (IPD), 1.39–1.41, 1.40f
Interstitial matrix, 8.2
Intracapsular cataract extraction (ICCE), 12.14
Intracorneal ring segments, 16.10–16.11, 16.10f
Intraocular lenses (IOLs), 12.15, 16.9, 

21.1–21.22
accommodating, 14.29–14.30, 21.18–21.19
and aging of the eye, 21.3–21.4
aspheric, 21.10–21.12, 21.11f, 21.12t
for cataract correction, 14.8
and cataract surgery, 21.4
defined, 14.1–14.2, 21.1
design of, 21.5–21.20

accommodating lenses, 21.18–21.19
aspheric lenses, 21.10–21.12, 21.11f,

21.12t
chromophores, 21.20, 21.20f
IOL aberrations, 21.9–21.10, 21.10f
IOL power, 21.5–21.9, 21.7t, 21.8f
multifocal lenses, 21.14–21.18, 21.15f,

21.16f, 21.16t, 21.18f
phakic lenses, 21.19
testing IOLs, 21.13–21.14
toric lenses, 21.13, 21.12f

effective lens position (ELP), 21.7–21.9
multifocal, 21.14–21.18, 21.15f, 21.16f,

21.16t, 21.18f
phakic, 21.19
for presbyopic correction, 14.28–14.29
side effects of, 21.20–21.22

dysphotopsia, 21.21
posterior capsule opacification, 

21.21–21.22
and structure of the eye, 21.2–21.3
toric, 21.13, 21.12f

Intraocular pressure (IOP), 14.2, 14.26, 
14.27, 16.3

Intraocular scatter, age-related, 14.12
Invariant hues:

and Bezold-Brücke effect, 11.67–11.68, 
11.67f

defined, 11.2
Invertebrate aquatic worm, eye structures in, 

9.14
Iris, 1.3f, 16.3, 21.2
Irregular astigmatism, 16.6
Isoaccommodation circle, 13.23, 13.23f
Isochromatic CFSs, 2.30, 2.30f
Isodiscrimination contours, 10.40
Isoindicial contours, 19.1

Isolating direction (color vision), 
11.2, 11.33

Isoluminant CFSs, 2.30, 2.30f
Isoluminant patterns, 2.30
Isoplanatic patch, 15.5–15.7, 15.6f
Isovergence circle, 13.23, 13.23f

Jackson cross-cylinder check test, 12.7
Javal’s rule, 12.5
Jones matrix formalism, 18.1, 18.20, 

18.22–18.24
Judd’s three-stage Müller zone theory, 11.6, 

11.7f, 11.8
Judd-Vos modified 2° color-matching 

functions, 10.12, 10.45
Judgment tasks:

adjustment tasks vs., 3.2
psychophysical measurement of, 3.6–3.8

ideal observer, 3.6
rating scale, 3.6–3.8, 3.7f
response time, 3.8
two-alternative forced choice (2afc), 3.8
yes-no, 3.6

Just noticeable distortion level (JND), 24.4

“K,” 20.2
Keratoconus, 9.2, 20.24
Keratocytes, 16.1, 16.4
Keratometer mire, 12.5
Keratometry, 12.5, 21.6
Kinetic cues, for perceived space, 13.4–13.7, 

13.5f, 13.6f
Knapp’s law, 13.17, 13.26
Kohler illumination, 5.6

La Jolla colorimeters, 5.10
Lacrimal lens:

and contact lens power, 20.12–20.15, 
20.12f–20.14f

defined, 20.2
Lag, 23.2
Lamellas, 16.1, 16.4
Lamp safety standards, 7.14–7.15
Landolt C test, 4.8
Landolt ring target, 2.34
Large field (color matching):

defined, 10.9
standards for, 10.11, 10.12–10.13

LASEK (laser subepithelial keratomileusis), 
16.12, 16.13



I.22  INDEX

Laser ablation, 16.11–16.19
ablation profiles, 16.14–16.15
ablation rate, 16.16–16.18, 16.18f
corneal photoablation, 16.16, 16.17f
Epi-LASIK, 16.12, 16.13, 16.13f
LASEK, 16.12, 16.13
LASIK, 16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

16.11–16.12, 16.11f, 16.12f
thermal, photochemical, and photoacoustic 

effects, 16.18–16.19
Laser photocoagulation, 14.26
Laser ray tracing, 16.7
Laser scanning confocal microscopes, 17.1, 

17.3, 17.7–17.8
Laser scanning ophthalmoscopes, 17.3
Lasers:

eye injury from, 7.3, 7.4
hazards related to, 7.11–7.14, 7.12f, 7.13f

accidents, 7.12–7.14
and eye protectors, 7.14
safety standards, 7.12

and speckle fields, 5.21
types of, 5.20t

LASIK (laser-assisted keratomileusis) surgery, 
1.6, 12.14, 16.13–16.14, 16.14f, 23.2

Lateral aniseikonia, 13.17
Lateral chromatic aberration (See Transverse 

chromatic aberration)
Lateral geniculate nucleus (LGN), 2.12–2.14

anatomy of, 2.12–2.13, 2.13f
physiology of, 2.13–2.14

Le Grand eye model, 2.3
LEDs, as light source, 5.15
Lens capsule, 21.1, 21.2, 21.21–21.22
Lens pigment density:

and color matches, 10.9
and variations in color matching, 10.15

Lenses:
bovine, 19.8–19.11, 19.11f
cat, 19.9
computer-assisted surfacing technologies 

for, 12.9
for correction of refractive error, 12.4
distortion from interocular aniso-

magnification, 13.16–13.17
effects on vergence and phoria, 13.25–13.27
fish, 19.6, 19.6f
fish-eye, 19.2–19.3
gibbon, 19.14, 19.14f

Lenses (Cont.):
guinea pig, 19.8
of human eye, 1.3f, 19.5–19.6 (See also

Cornea; Crystalline lens; Gradient index 
optics)

lacrimal, 20.2, 20.12–20.15, 20.12f–20.14f
for Maxwellian viewing systems, 5.4
octopus, 19.7, 19.7f
in optical systems, 5.11
porcine, 19.11, 19.12f
primate, 19.13f, 19.14, 19.14f
rabbit, 19.8
rat, 19.7–19.8
spherocylindrical, 12.4, 12.5
stimulus value of, 13.21
for vision correction (see Contact lenses; 

Intraocular lenses; Spectacles)
Wyszecki, 9.5

Lensometer, 12.9
Lenticular absorption, 1.9
Lenticular fluorescence, 1.21
Leray, P., 24.7
Letter acuity task, 2.34
Life-span environmental radiation damage, 

14.22–14.23
Light, defined, 4.1, 23.3
Light output:

in color CRTs
spatial characteristics of, 22.14–22.15
spatial uniformity of, 22.17–22.18, 22.17f,

22.18f
stability of, 22.16–22.17, 22.16f, 22.17f

in color LCDs
spatial variations in, 22.40
temporal variations in, 22.39–22.40

Light sources:
coherent, 5.19, 5.21
control of (see Optical generation of visual 

stimulus)
in Maxwellian viewing, 6.2
in vision laboratories, 5.19, 5.19t–5.20t

Lighting:
for aging individuals, 14.4
for computer work, 23.4–23.5, 23.5t

Limbal relaxing incisions, 21.13
Limbus, 21.1
Limiting noise, site of, 11.24
Linear colorimetry models, 10.26–10.27, 10.27f
Linear models (matrix algebra), 10.1, 

10.46–10.47



INDEX I.23

Linear optics, 17.1
Linear perspective, 13.3
Linear polarization (OCT), 18.21
Linear visual mechanisms, 11.3
Linearity of color-opponent mechanisms, 

11.66–11.70
Bezold-Brücke effect and invariant hues, 

11.67–11.68, 11.67f
color appearance

and chromatic adaptation, 11.68
and chromatic detection and 

discrimination, 11.69
and habituation, 11.69–11.70

luminance and brightness, 11.70, 11.70f
tests of linearity, 11.66–11.67

Linearization, in optical systems, 5.15
Line-spread function (LSF), 1.21

in diffraction-limited eye, 1.13
in ophthalmoscopic methods, 1.23

Liou Brennan schematic eye, 15.6f, 15.7
Liquid crystal displays (LCDs), 22.34–22.40

color, 22.37–22.40
colorimetry of color pixels, 22.38–22.39
controls and input standards, 22.39
geometry of color pixels, 22.37–22.38, 

22.37f
spatial variations in output, 22.40
temporal variations in output, 

22.39–22.40
and Computer Vision Syndrome, 23.7–23.8
defined, 23.2
monochrome, operational principles of, 

22.34–22.37, 22.35f, 22.36f
in optical systems, 5.16
reflections from, 23.6

Liquid spatial light modulators (LC-SLMs), 
15.11

Local characterization methods (LCM) (color 
CRTs), 22.24–22.27

individual colors, 22.24–22.26
inverses, 22.25
local regions of color, 22.24–22.26
one-dimensional color spaces, 22.25, 22.26
out-of-gamut colors, 22.25

Localization, 4.14, 4.15, 8.4
Longitudinal (axial) chromatic aberration 

(LCA), 1.19, 1.20, 1.28, 8.8, 15.22
Longitudinal horopter, 13.8
Long-range motion discrimination 

mechanism, 2.38

Loss hypothesis, 10.14
Low-level mechanisms (color vision), 11.80
Low-order aberrations, 15.1
Luminance, 11.37–11.39

cone numerosity, 11.38
defined, 2.29n, 11.3, 23.3
luminous efficiency, 11.37
luminous efficiency functions, 11.37, 11.38f
multiple cone inputs, 11.49, 11.50f
multiple luminance signals, 11.38–11.39, 

11.40f, 11.70, 11.70f
and visual acuity, 4.11, 4.11f, 4.12

Luminance mechanism, 11.11
Luminance pedestals, 11.72, 11.74
Luminance ratios, for computer work, 23.5
Luminosity function, 10.10, 10.16
Luminous efficiency, 11.37

and brightness, 11.70, 11.70f
and chromatic adaptation, 11.48f
variations in, 11.33

Luminous efficiency functions, 10.13, 
10.44–10.45, 11.33, 11.37, 11.38f

Luminous flux, 23.3
Luminous intensity:

defined, 23.3
in stimulus specification, 4.3–4.4

Luneberg lens, 19.3
Lux, 23.3

MacAdam ellipses, 10.40
Mach-Zender interferometers, 5.24
Macula lutea (yellow spot), 7.1, 7.11
Macular pigment (MP), 1.9, 1.11, 14.9–14.10
Macular pigment density:

adjustments for individual differences, 10.17
and color matches, 10.9
and variations in color matching, 10.15

Magnetic resonance imaging (MRI), 19.1
Magnification, with contact lenses, 20.31–20.33

relative spectacle, 20.32–20.33, 20.33f
spectacle, 20.31–20.32

Magnification and translation of images:
distortion by monocular magnification, 

13.13–13.16
bifocal jump, 13.15–13.16, 13.15f
from convergence responses to prism, 13.19
discrepant views of objects/images, 13.16
motion parallax, 13.14–13.15
perspective distortion, 13.13, 13.14f
stereopsis, 13.13, 13.14
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Magnification and translation of images (Cont.):
distortion from interocular aniso-

magnification, 13.16–13.19
aniseikonia, 13.17–13.18
interocular blur suppression with 

anisometropia, 13.18–13.19
lenses and prisms, 13.16–13.17, 13.17f

errors of eye alignment induced by, 
13.25–13.27

Magnitude (optical aberrations), 15.4
Magnitude estimation, in psychophysical 

measurement, 3.8
Magnitude production, in adjustment 

experiments, 3.5
Magnocellular laminae, 2.12, 2.13, 2.13f
Mandelbaum’s phenomenon, 25.11–25.12
Mandell-Moore bitoric lens guide, 20.17–20.19, 

20.18t, 20.19f
Maréchal criterion, 1.15
Masks (in experiments), 3.2
Matching:

in adjustment experiments, 3.4, 3.5
color (see Color matching)

Matrix algebra, 10.45–10.48
addition and multiplication, 10.45–10.46
colorimetry, 10.24–10.32

stimulus representation, 10.24–10.27, 
10.25f, 10.26f

transformations between color spaces, 
10.29–10.32

vector representation of data, 10.25f,
10.27–10.29, 10.27f

glossary of notation in, 10.5t
linear models, 10.46–10.47
matrix transposition, 10.46
simultaneous linear equations, 

10.47–10.48
singular value decomposition, 10.48
special matrices and vectors, 10.46
vectors and matrices, 10.45

Maximum saturation method (color 
matching), 10.6–10.7, 10.6f

Maxwellian view (viewing), 5.4–5.8, 5.5f,
6.1–6.14

advantages of, 5.7
control of focus, 5.4–5.5, 5.5f
defined, 7.1
field of view, 6.6–6.7, 6.6f
focus, 6.5–6.6
interferometers, 5.24

Maxwellian view (viewing) (Cont.):
partial coherence, 6.12–6.14
positioning of pupil in, 5.9
pupil size, 6.7–6.12

coherent illumination, 6.9–6.12, 6.11t
incoherent target, 6.7–6.9, 6.8f, 6.9t

retinal conjugate plane, 5.5f
retinal illuminance, 5.6–5.7, 6.3–6.5
size, 5.5–5.6
spatial frequency content of stimuli, 5.8
two-channel, 5.21, 5.23–5.24, 5.23f

Maxwell’s method, for color matching, 
10.8, 10.8f

McCollough effect, 11.76, 11.77f
Mean-sphere correction, 1.6
Measured horopter, 13.8
Mechanism direction (color vision), 11.3, 11.33
Mechanist approach (color vision) (see Color 

vision mechanisms)
Melanin, 14.9–14.10
Membrane mirrors (AO), 15.1, 15.10–15.12, 

15.10f
Mesocotyl, 8.2
Metamerism, 10.7, 10.36–10.38, 10.37f
Metamers, 10.1, 10.7
Method of constant stimuli, 3.9
MHz (MegaHertz), 23.3
Michaelis-Menton function, 2.14
Michelson contrast, in vision experiments, 3.4
Michelson formula, 4.8
Michelson interferometer, 18.1
Microelectromechanical systems (MEMS), 

15.11
Microkeratomes, 16.13, 16.14
Microlens Nipkow disk confocal microscope, 

17.1–17.2
Micromachined membrane MEMS mirrors, 15.11
Microsaccades, 1.44
Midget ganglion cells, 2.10–2.11, 2.10n
Midsagittal plane, 13.2
Miniature eye movements, 1.44
Minimally distinct border (MDB), 11.37
Minimum motion (MM), 11.37
Mode:

defined, 8.2
and energy density distribution, 8.15
in hair cells, 8.25–8.26
in human photoreceptors, 8.16f, 8.18f
in monkey/human retinal receptors, 

8.19–8.24, 8.22f
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Model eyes, 21.13
Model-dependent characterization methods 

(MDCM) (color CRTs), 22.27–22.33
conditions for use, 22.30
gun independence, 22.27–22.28
inverse transformations, 22.32
measurement of parameters, 22.31
normalization coefficients, 22.31–22.32
out-of-gamut colors, 22.32–22.33
partial models, 22.30
phosphor constancy, 22.28–22.29, 22.32
phosphor output models, 22.29–22.30

Modulation (contrast) color spaces, 10.19
Modulation thresholds, 1.22
Modulation transfer:

with defocus, 1.29
TCA effect on, 1.20

Modulation transfer function (MTF):
aberration-derived, 1.22
in aging eyes, 14.13
in diffraction-limited eye, 1.13, 1.13f
double-pass, 1.23
and observed optical performance, 1.24–1.25
and off-axis image quality, 1.26–1.27
in ophthalmoscopic methods, 1.23
and optical quality of IOLs, 21.14
and scattered light, 1.21
of visual instruments, 1.28
in young adult eyes, 1.24f

Modulators, intensity, 5.14
Monitors:

and Computer Vision Syndrome, 23.6–23.8
interlaced, 23.2
noninterlaced, 23.3
in optical systems, 5.16

Monkey photoreceptors, 8.19–8.24, 8.22f
Monochromatic ocular aberrations, 1.4, 

1.14–1.19
age-related, 14.12–14.14, 14.13f
correction of, 1.25, 1.26, 1.26f
off-axis, 1.18–1.19, 1.18f
on the visual axis, 1.15–1.18

Monochromatic vision, 10.16
Monochrome CRTs, 22.3–22.4, 22.3f

controls for, 22.7, 22.8f
design and operation of, 22.3–22.4, 22.3f
standards for, 22.14

Monochrome LCDs, operational principles of, 
22.34–22.37

Monocular cues, for perceived space, 13.3–13.7

Monocular field:
horizontal angular extent of, 1.38f
and stereopsis, 1.38–1.42

Monocular magnification, distortion by, 
13.13–13.16

bifocal jump, 13.15–13.16, 13.15f
from convergence responses to prism, 13.19
discrepant views of objects/images, 13.16
motion parallax, 13.14–13.15
perspective distortion, 13.13, 13.14f
stereopsis, 13.13, 13.14

Monovision:
with contact lenses, 14.28
defined, 12.13
with head mounted visual displays, 13.32

Motion artifacts (OCT), 18.15
Motion detection/discrimination, 2.36–2.40

optic flow fields, 2.39f
thresholds, 2.37f

Motion parallax, 13.4, 13.5
defined, 13.2
with monocular magnification, 13.14–13.15

Motion perception, 13.6–13.7
Moving entry and exit pupils method (photo-

receptor directionality), 8.6
Mueller matrix formalism, 18.1, 18.20, 18.22
Müller cells, 8.20–8.21, 14.11
Müller zone model, 11.65f, 11.84, 11.85f
Müller zone theories, 11.6, 11.7f
Multifocal lenses:

contact lenses, 14.28, 20.2
intraocular lenses, 21.1, 21.14–21.18, 21.15f,

21.16f, 21.16t, 21.18f
Multiplicative adaptation, 2.26
Multizone intraocular lenses, 14.28–14.29
Munnerlyn’s equations, 16.15
Musculoskeletal, 23.3
Myoid, 8.2
Myopia (nearsightedness), 1.6, 1.18, 12.4, 16.5

correction of, 13.17–13.18, 16.7–16.8
defined, 13.2, 19.1, 23.3
and early presbyopia, 12.8
empty field, 1.33
and focus of collimated light, 12.3f
instrument, 1.34–1.35
night (twilight), 1.34
refractive surgery for, 12.14

Naperian absorption coefficient, 8.9
Near triad, 1.30
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Nearpoint, 23.3
Nearsightedness (see Myopia)
Neuronal receptive fields, resolving capacity of 

the eye and, 4.6
Newtonian viewing (see Optical generation of 

visual stimulus, free (newtonian) viewing)
Night (twilight) myopia, 1.34
Nipkow disk tandem-scanning confocal micro-

scope, 17.2, 17.4f, 17.5, 17.5f
Noise (color vision), threshold contours for, 

11.20, 11.23–11.26, 11.23f, 11.25f
Noise masking (color vision):

defined, 11.3
experiments in, 11.56–11.57

Nomogram, 16.1
Nonconcomitant movement of eyes, 13.2
Nonexudative (dry) age-related macular 

degeneration, 14.1, 14.24–14.35
Noninterlaced monitors, 23.3
Nonlinear optics, 17.2, 17.3
Nonlinear visual mechanisms, 11.3
Nuclear cataract, 7.5, 12.14, 14.8
Nulling, in adjustment experiments, 3.4
Numerical aperture, 17.2
Nyquist limit, 2.6, 2.7, 2.11, 2.22–2.23

Obedience to Abney’s law, 10.44, 11.37 (See also
Additivity)

Objective amplitude of accommodation, 1.32
Objective tasks, 2.15n
Oblique effect (pattern discrimination), 2.35
Octopus lenses, 19.7, 19.7f
Ocular motility, 23.3
Ocular parameters, 1.4–1.6
Ocular radiation hazards, 7.1–7.15

examples of, 7.8–7.9
exposure limits, 7.9–7.11

exceeding, 7.11
guidelines for visible light, 7.10
IR, 7.10–7.11
UV, 7.9–7.10

injury mechanisms, 7.2–7.3
action spectra, 7.2, 7.4f
exposure duration and reciprocity, 7.2–7.3

lamp safety standards, 7.14–7.15
laser hazards, 7.11–7.14, 7.12f, 7.13f

accidents, 7.12–7.14
and eye protectors, 7.14
safety standards, 7.12

retinal irradiance calculations, 7.7–7.8, 7.8f

Ocular radiation hazards (Cont.):
types of injury, 7.3–7.7, 7.5f

cataract, 7.5–7.6, 7.6f
droplet keratopathies, 7.6, 7.7
infrared cataract, 7.7
photokeratitis, 7.4
photoretinitis, 7.7
pterygium, 7.6, 7.7

Ocular radiometry, 1.11–1.12
Ocular wavefronts, 16.6–16.7, 16.7t
Off-axis image quality, 1.18–1.19, 1.18f,

1.26–1.27, 1.27f
Olympus water immersion microscope, 17.10
One mode components analysis, 10.34
Ophthalmoheliosis, 7.1, 7.5
Ophthalmoscopes:

defined, 15.1
flood-illuminated AO, 15.3, 15.16–15.17
scanning laser, 15.2, 15.3, 15.17–15.19, 

15.18f, 15.19f
Ophthalmoscopic (double-pass) methods 

(retinal image quality), 1.22–1.23
Opponent color spaces, 10.18–10.19
Opponent-colors theory, 11.3, 11.5, 11.6f,

11.62–11.63
Optic disc, 1.3f
Optic fiber, defined, 19.1
Optic flow, 13.4

and bifocal jump, 13.15, 13.16
defined, 13.2

Optic flow fields, 2.38–2.39, 2.39f
Optic nerve head, 18.2
Optical aberrations:

categories of, 17.2
in human eyes (see Aberrations [human 

eye])
Optical axis, 1.3f
Optical circulator, 18.2
Optical coherence tomography (OCT), 15.3, 

15.19, 18.1–18.30
at 1050 nm, 18.15–18.17, 18.15f–18.17f
autocorrelation noise, 18.11–18.12
combined with adaptive optics, 15.19–15.21, 

15.20f, 15.21f
defined, 15.2, 18.2
depth dependent sensitivity, 18.13–18.14, 

18.13f, 18.14f
Doppler OCT, 18.18–18.19, 18.18f–18.20f
fringe washout, 18.15
motion artifacts, 18.15
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Optical coherence tomography (OCT) (Cont.):
optical frequency domain imaging, 

18.7–18.9, 18.7f, 18.8f
polarization sensitive OCT, 18.18, 18.20–18.27, 

18.21f, 18.23f, 18.25f–18.27f
shot-noise-limited detection, 18.12–18.13
signal to noise ratio, 18.11
spectral domain OCT, 18.5–18.7, 18.5f,

18.6f, 18.9
noise analysis of, 18.9–18.10, 18.12f
retinal imaging with, 18.27–18.29, 18.28f,

18.29f
sensitivity advantage of, 18.9

Stratus OCT 3, 15.20–15.21, 15.21f
time domain OCT, 18.3–18.5, 18.4f

Optical design:
binocular vision factors in, 13.1–13.35
and refractive errors, 12.1–12.17

assessment of, 12.5–12.8
binocular factors, 12.15–12.17
correction of, 12.8–12.15
types of, 12.4–12.5

Optical errors, in head mounted display 
systems, 13.34–13.35

Optical fiber perform, 19.1
Optical fibers, 5.10, 5.11, 19.4
Optical frequency domain imaging (OFDI), 

18.3, 18.7–18.9, 18.7f, 18.8f
at 1050 nm, 18.15–18.17
defined, 18.2
SD-OCT vs., 18.9

Optical generation of visual stimulus, 
5.1–5.25

building an optical system, 5.8–5.18
alternating of source and retinal planes, 

5.8–5.9
calibration, 5.17–5.19, 5.17f
combining lights, 5.9–5.11, 5.9f, 5.10f
controlling intensity, 5.13–5.15
controlling wavelength, 5.11–5.13, 5.12t
field quality, 5.11
generating complex patterns, 5.16, 5.16f
lenses, 5.11
turning field on/off, 5.13, 5.13t

coherent radiation, 5.19, 5.21
detectors, 5.21, 5.22t
free (newtonian) viewing, 5.2–5.4, 5.3f

limitations of, 5.4
retinal illuminance, 5.2–5.3, 5.3f
the troland, 5.3–5.4

Optical generation of visual stimulus (Cont.):
light exposure and optical safety, 5.18–5.19, 

5.18f
light sources, 5.19, 5.19t–5.20t
Maxwellian viewing, 5.4–5.8, 5.5f

advantages of, 5.7
control of focus, 5.4–5.5, 5.5f
interferometers, 5.24
positioning of pupil in, 5.9
retinal conjugate plane, 5.5f
retinal illuminance, 5.6–5.7
size, 5.5–5.6
spatial frequency content of stimuli, 5.8
two-channel, 5.21, 5.23–5.24, 5.23f

size of stimulus, 5.2
Optical power (of cornea), 16.2
Optical safety, 5.18–5.19, 5.18f
Optical Stiles-Crawford effect, 9.2
Optical transfer function (OTF), 2.21–2.22, 

2.22f
defined, 4.1
for human eye, 1.21–1.22
in ophthalmoscopic methods, 1.23
and optical quality of IOLs, 21.14
with visual instruments, 1.27

Optical zone diameter (OZD):
for contact lenses, 20.5
defined, 20.2

Opticaldiagnostics.com, 12.17
Optics:

of aging eyes, 14.4–14.14
accommodation and presbyopia, 

14.8, 14.9f
anterior and posterior chambers, 14.5, 14.6
cornea, 14.5, 14.6f
eye size, 14.11
lens, 14.7–14.8
pupil, 14.6–14.7, 14.7f
retina, 14.9–14.11
tears, 14.4–14.5
transparency/cataract, 14.8

of photoreceptors, 8.3, 8.10f
(See also Adaptive optics)

Optokinetic nystagmus, 1.44
Optokinetic reflex, 13.20
Organ of Corti, 8.2, 8.24–8.26
Orthokeratology, 12.12
Overall diameter (OAD):

for contact lenses, 20.5
defined, 20.2
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Overscan, in color CRTs, 22.12
Oxygen permeability (Dk), 20.2

Panum’s fusional area (PFA), 12.15, 13.12, 25.5
Parabolic louver, 23.3
Parasol ganglion cells, 2.10n
Paraxial models (of human eye), 1.36–1.37, 

1.37f
Partial coherence, in Maxwellian viewing, 

6.12–6.14
Partial coherence interferometry, 21.7
Parvocellular laminae, 2.12, 2.13, 2.13f
Pattern discrimination, 2.35–2.36
Pedestal contrast, 2.31
Pedestal control, in CRTs, 22.8
Pedestal effects (color vision), 11.60f

and chromatic discrimination, 11.69
in crossed conditions, 11.59
defined, 11.3
and gap effect, 11.72, 11.74
in uncrossed conditions, 11.59, 11.61

Pedestal experiments, 3.2, 11.59–11.62, 11.60f
Pedicules (cones), 8.2, 8.20
Percept rivalry suppression, 13.14
Perception:

of color, 14.17
defined, 13.2, 23.3
of direction, 13.7–13.10

corresponding retinal points, 13.8
horopter, 13.8–13.9, 13.9f, 13.10f
vertical horopter, 13.9

of distance, 13.24
Gestalt principles in, 24.8
of imaging artifacts in vision, 24.2–24.6

early color vision, 24.5
embedding digital watermarks, 24.5
image quality and compression, 

24.3–24.4
limitations of early vision models, 

24.5–24.6
rendering and halftoning, 24.4
target detection in medical images, 24.5

measuring (see Psychophysical 
measurement)

of size, 13.19
of space, 13.3–13.7

binocular cues, 13.7
distortion of, 13.16–13.19
extraretinal information for eye 

movements, 13.7

Perception, of space (Cont.):
kinetic cues, 13.4–13.7, 13.5f, 13.6f
monocular cues, 13.3–13.7

and visual effects created by artists, 24.10
Percepts:

3-D, 13.3
defined, 13.2

Perceptual Subband Image Coder (PIC), 24.4
Perceptually based image compression, 24.4
Performance, measuring (see Psychophysical 

measurement)
Perimetry, 14.21
Peripheral field, 1.3

and retinal illuminance, 1.12
TCA in, 1.20

Peripheral retina, 13.3, 14.10
Perspective:

defined, 13.2
distorted, with monocular magnification, 

13.13, 13.14f
Phacoemulsification, 12.14, 21.2, 21.4, 21.5
Phakia, 14.2
Phakic lenses:

defined, 21.2
intraocular, 16.9, 21.19

Phase discrimination, 2.36
Phase retardation, 18.2
Phase stability, Doppler OCT and, 18.18–18.19, 

18.18f–18.20f
Phase transfer function (PTF):

in diffraction-limited eye, 1.13
and off-axis image quality, 1.26, 1.27
in ophthalmoscopic methods, 1.23

Phoria, 13.21–13.22
defined, 13.2
effect of lenses and prisms on, 13.25–13.27

Phoropter, 12.6
Phosphor, 23.3
Photocoagulation, 7.4
Photographic recording, in ophthalmoscopic 

methods, 1.23
Photokeratitis, 1.9, 7.4f

defined, 7.1
from radiation, 7.4
UV, 7.3

Photometric efficiency (PE) factor, 9.3
Photometry, 9.1–9.15, 10.10, 10.43–10.45, 

11.37 (See also Chapter 37 in Volume II)
Photon noise, 2.4
Photon-flux irradiance (retina), 2.4, 2.7
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Photophobia, 23.3
Photopic luminosity function, 10.1, 10.4t
Photopic luminous efficiency function, 10.44
Photopic retinal illuminance, 2.4
Photopic troland, 9.2
Photopic vision:

accommodation response, 1.32–1.34, 
1.33f, 1.34f

age-related changes in, 14.15, 14.16f
color, 10.3
Stiles-Crawford effect, 1.10, 1.10f

Photopigment opsin genes, 10.14
in color-deficient observers, 10.16
and variations in color matching, 10.15

Photopigment optical density:
and adjustment of cone spectral sensitivities, 

10.17
adjustments for individual differences, 10.18
and color matches, 10.9

Photopigments:
absorption spectra of, 2.7
adjustments for individual differences, 10.18
and color matches, 10.9
in color-deficient observers, 10.16
time constant of regeneration, 2.7
variability in, 10.15

Photoreceptors, 10.3, 10.4
biological waveguide models of, 8.8–8.9, 

8.9f, 8.10f, 8.12–8.15
and color appearance, 11.62
and contrast detection, 2.22–2.23
defined, 15.2
directional sensitivity of, 8.5
dynamic range of, 2.9
image sampling by, 2.4–2.9
inhomogeneous, 10.16
length of outer segments, 2.7–2.8
modal patterns in, 8.16f, 8.18f, 8.19–8.24, 

8.22f
for neighboring waveguides, 8.22
radial distribution of transmitted energy, 

8.22–8.23, 8.23f
Snyder and Pask cone model, 8.21f
transfer function, 8.24f

optical waveguide properties of, 14.11
optics of, 8.3, 8.10f
orientation and alignment of, 8.5–8.8, 

8.6f, 8.7f
quantitative observations of, 8.15, 8.16f,

8.17, 8.18f, 8.19f

Photoreceptors (Cont.):
and resolving capacity of the eye, 4.5, 4.6f
schematic diagram of, 8.9f
temporal response properties of, 2.8–2.9
types and functions of, 2.4, 2.6
waveguiding in, 8.3–8.5
(See also Cones; Rods)

Photorefractive keratectomy (PRK), 12.14, 
16.11–16.12, 16.11f, 16.12f

Photoretinitis, 7.1, 7.7
Phototropism, 8.2
Physiological optics, 2.2
Pig lenses, 19.11, 19.12f
Pigments:

macular, 1.9, 1.11, 14.9–14.10
of the retina, 14.9–14.11

Pixel, 23.3
Plant tissues, fiber-optic, 8.26–8.28
Plastic lenses, for spectacles, 12.9
Poincaré sphere, 18.2
Point-spread function (PSF), in human eye, 

1.21
defined, 4.1, 15.2
in diffraction-limited eye, 1.12–1.14
direct measurements of, 2.3–2.4
and image formation, 2.3
and resolving capacity of the eye, 4.4, 4.5

Polarity, 23.3
Polarization, of light entering eye, 1.10
Polarization sensitive OCT (PS-OCT), 18.18, 

18.20–18.27, 18.21f, 18.23f, 18.25f–18.27f
Polycarbonate lenses, for spectacles, 12.9
Polymethylmethacrylate (PMMA) contact 

lenses, 12.11–12.12, 20.3
Porcine lenses, 19.11, 19.12f
Posterior capsule opacification (PCO):

defined, 21.2
with intraocular lenses, 21.21–21.22

Posterior chamber, 14.5, 14.6, 16.3
Posterior limiting lamina (see Descemet’s 

membrane)
Posterior peripheral curve (contact lenses), 

20.5, 20.6, 20.23–20.24, 20.24t
Posterior subcapsular cataract, 14.8
Prentice’s rule, 12.16, 13.15, 13.18, 13.28, 20.31
Presbyopia (old eye/old sight), 1.7, 12.3, 16.5

accommodation restoration for, 14.29–14.30
as age-related, 14.8, 14.9f
assessment of, 12.7–12.8
clinical onset of, 12.3, 12.7–12.8
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Presbyopia (old eye/old sight) (Cont.):
correction of, 14.27–14.30

accommodation restoration, 14.29–14.30
bifocals for, 12.8
contact lenses for, 12.13–12.14, 

14.27–14.28
hyperchromatic lens design for, 14.14
intraocular lenses for, 14.28–14.29
noncataract related refractive surgeries for, 

14.29
spectacles for, 12.10–12.11, 14.27

defined, 12.1, 14.2, 21.2, 23.3
as problem with computer work, 23.11–23.12
and UV radiation exposure, 14.23

Primary lights (primaries), 10.4
additive mixing of, 10.4, 10.5f
CMFs for, 10.10, 10.11
in color matching, 10.6, 10.7
defined, 10.1, 10.4t
for DKL color space, 10.19
imaginary, 10.10
in Maxwell’s matching method, 10.8, 10.8f
perceptual vs. physical matches of, 10.7
for stimulus spaces, 10.11
in trichromatic color matching, 10.7, 10.8
and vector representations, 10.27–10.29

Primary position, 1.42, 13.2
Primary visual cortex, 2.12, 2.14
Primate eye lens, 19.13f, 19.14, 19.14f
Prism(s):

in contact lenses, 20.2
distortion from interocular aniso-magnifica-

tion, 13.16–13.17, 13.17f
effects on vergence and phoria, 13.25–13.27
errors of alignment with, 13.27–13.29
nonuniform magnification of, 13.10f
stimulus value of, 13.21

Prism diopter, 12.2, 25.1
Prismatic effects, 12.8

and bifocal jump, 13.15
with contact lenses, 20.30–20.31

prism-ballasted contacted lenses, 20.30
unintentional (induced) prism, 20.31

with corrected ametropia, 12.16
defined, 12.2

Prism-ballasted contacted lenses, 20.30
Progressive addition lenses (PALs), 12.10–

12.11, 12.11f
Proportionality (color matching), 10.8
Protanopes, 10.16

Proximal (psychic) convergence, 1.35
Proximal stimuli (human vision), 4.2
Pseudoaccommodation, 14.27, 14.29, 14.30
Pseudophakia, 12.15, 14.28

correction of, 12.14–12.15
defined, 14.2, 21.2

Psychic convergence, 1.35
Psychophysical comparison method (retinal 

image quality), 1.22
Psychophysical measurement, 3.1–3.10

of adjustment tasks, 3.4–3.5
magnitude production, 3.5
matching, 3.4–3.5
nulling, 3.4
threshold, 3.4, 3.5f

definitions related to, 3.2–3.3
of judgment tasks, 3.6–3.8

ideal observer, 3.6
rating scale, 3.6–3.8, 3.7f
response time for, 3.8
two-alternative forced choice (2afc), 3.8
yes-no, 3.6

magnitude estimation in, 3.8
professional tips for, 3.10
stimulus sequencing in, 3.9

method of constant stimuli, 3.9
sequential estimation methods, 3.9

of visual acuity, 4.6–4.7
visual stimuli, 3.3–3.4

Psychophysical test method (color vision), 11.9, 
11.11, 11.12

Psychophysics, 4.1, 15.2
Pterygium, 7.1, 7.6, 7.7
Punctum remotum, 12.8
Pupil:

center of, 1.20
defined, 6.1
diameter of (see Pupil diameter/size)
interpupillary distance, 1.39–1.41, 1.40f
in Maxwellian viewing, 5.9
in ophthalmoscopic methods, 1.23
and retinal illuminance, 1.12
true area of, 1.10
and visual acuity, 4.9
and visual instruments, 1.27–1.28
(See also Entrance pupil; Exit pupil)

Pupil conjugate plane:
in Maxwellian viewing, 5.8–5.9
rotating a mirror in, 5.16, 5.16f
shutters at, 5.13, 5.13t
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Pupil diameter/size, 1.8–1.9, 1.8f
age-related changes in, 1.18, 14.6–14.7, 14.7f,

14.14
change in, 16.3
and correction for refractive error, 1.23, 1.24
and correction for SCE-1, 9.4, 9.13
and depth-of-focus, 1.29, 1.30f
in Maxwellian viewing, 6.3–6.5, 6.7–6.12

coherent illumination, 6.9–6.12, 6.11t
incoherent target, 6.7–6.9, 6.8f, 6.9t

optimal, 15.22
and RMS wavefront error, 1.15–1.16
and Stiles-Crawford effect, 1.10
variation in parameters as function of, 1.13

Pupil function, OTF and, 1.21
Purity, in color CRTs, 22.9
Pursuit movements, 1.43

QUEST, 3.9

Rabbit lenses, 19.8
Radial edge lift, 20.2
Radial gradients, 19.3–19.5, 19.4f,

19.5f
Radial keratotomy, 12.14, 16.9–16.10, 

16.10f
Radiation damage, life-span, 14.22–14.23
Radiation hazards (see Ocular radiation 

hazards)
Radiometry (See also Chapter 37 in Volume II):

for color matching, 10.12
correction for SCE-1 in, 9.1–9.15
ocular, 1.11–1.12

Raman microspectroscopy, 19.1
Random-dot stereograms, 2.40
Raster CRTs, 22.9–22.13, 22.13f
Raster scanning, to despeckle light sources, 

5.21
Rat lenses, 19.7–19.8
Rating scale judgments, 3.6–3.8, 3.7f
Ray optics, 8.15
Ray tracing, 19.1
Rayleigh units, 1.13, 1.29
Receiver operating characteristic (ROC) curves, 

3.7–3.8, 3.7f
Reciprocity theorem of optics (Helmholtz), 

8.25, 8.27
Red to far-red (R/FR) ratio, 8.28
Reduced eye model, 1.36, 1.37, 2.3, 2.4
Reflectance, retinal, 1.11

Reflection:
from computer screens, 23.5–23.6
in fiber-optic plant tissues, 8.26, 8.28
upon interfaces separating different media, 

8.14–8.15, 8.14f
Reflection model, 10.32
Reflective apertures, 5.10
Reflectometric sensors, 19.1
Refraction:

in human eye, 12.3, 16.1
and retinal image quality, 1.21
subjective, 12.6–12.7
upon interfaces separating different media, 

8.14–8.15, 8.14f
Refractive, defined, 23.3
Refractive ametropia, 20.2
Refractive error correction, 12.8–12.15, 

16.7–16.19
ametropias, 16.8f
aphakia and pseudophakia, 12.14–12.15
with contact lenses, 12.11–12.14

hydrogel, 12.12–12.13
for presbyopia, 12.13–12.14
rigid, 12.11–12.12

with laser ablation, 16.11–16.19
ablation rate, 16.16–16.18, 16.18f
corneal photoablation, 16.16, 16.17f
refractive surgery modalities, 16.11–16.15, 

16.11f–16.14f
thermal, photochemical, and photoacoustic 

effects, 16.18–16.19
prescribing, 12.8
with refractive surgery, 12.14, 16.9–16.15

corneal incisions/implants, 16.9–16.11, 16.10f
intraocular lenses, 16.9
laser ablation modalities, 16.11f–16.14f
modalities for, 16.11–16.15

with spectacles, 12.9–12.11, 12.10f, 12.11f
Refractive errors, 12.1–12.17, 12.3f, 12.4f,

16.4–16.19, 16.5f
assessment of, 12.5–12.8

objective tests, 12.5–12.6
presbyopia, 12.7–12.8
subjective techniques, 12.6–12.7

astigmatism, 16.5–16.6
binocular factors, 12.15–12.17

aniseikonia, 12.16–12.17
anisometropia, 12.16–12.17
convergence and accommodation, 

12.15–12.16
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Refractive errors (Cont.):
consequences for optical design, 12.18
correction of (see Refractive error correction)
ocular wavefronts, 16.6–16.7, 16.7t
as problem with computer work, 23.10
spherical ametropias, 16.5
types of, 12.4–12.5

Refractive index, 8.12
of cornea, 14.5
defined, 19.1
in lens of human eye, 1.5–1.6, 1.5f
(See also Gradient index optics)

Refractive lens exchange (RLE), 21.18
Refractive power, defined, 19.1
Refractive surgery, 1.15, 1.25, 12.14, 16.9–16.15

change in cornea with, 16.3
corneal incisions/implants, 16.9–16.11, 

16.10f
intraocular lenses, 16.9
laser corneal procedures, 16.11–16.15

ablation profiles, 16.14–16.15
Epi-LASIK, 16.12, 16.13, 16.13f
LASEK, 16.12, 16.13
LASIK, 16.13–16.14, 16.14f
photorefractive keratectomy (PRK), 

16.11–16.12, 16.11f, 16.12f
for presbyopic correction, 14.29

Refresh rate, 23.3
Region of interest, in human vision, 24.7
Regular astigmatism, 1.6
Relative directional sensitivity, 9.6
Relative intensity noise (RIN):

defined, 18.2
with SD-OCT, 18.10

Relative spectacle magnification (RSM), 20.2, 
20.32–20.33

Rendering, low-level vision models in, 24.4
Residual astigmatism:

and contact lens power, 20.15
defined, 20.2

Resolution (visual acuity):
defined, 23.3
and information theory, 4.15–4.16
optics of resolving capacity, 4.4–4.5, 4.4f

contrast-transfer function, 4.5
point-spread function, 4.4, 4.5
spatial-frequency coordinates, 4.5

in retinal imaging, 15.21
and superresolution, 4.15
thresholds of, 4.6–4.7, 4.15

Response time, as measure of performance, 3.8
Response to direction (gaze control), 13.29–13.30
Resting point of accommodation (RPA), 23.3
Resting positions (eyes), 13.21
Resting state (accommodation), 1.33
Retina, 1.3f, 21.2

aging-related changes in, 14.9–14.11
anatomy of, 2.9–2.11
AO-controlled light delivery to, 15.22–15.24

alignment, 15.23
in an AO SLO, 15.23
conventional AO vision systems, 15.23
to generate aberrations, 15.24
longitudinal chromatic aberration, 15.22
measuring activity of individual cones, 

15.24
transverse chromatic aberration, 15.22–15.23
uses of, 15.23–15.24

control of alignment in, 8.7
direction-corresponding points, 13.8
fovea, 2.24
injury to, 7.4
neural pathways in, 2.9, 2.10f
nonfoveal areas of, 2.24
OCT image of, 18.4f
optic flow fields, 2.38–2.39, 2.39f
physiology of, 2.11–2.12
pigments of, 14.9–14.11
and refraction in the eye, 12.3
and resolving capacity of the eye, 4.5–4.6, 

4.6f
schematic diagram of, 8.9f, 8.10f
UV light damage to, 14.23

Retina cameras, AO, 15.3, 15.12 (See also
Ophthalmoscopes)

Retina pigment epithelium (RPE), 8.12
Retinal burn, 7.7
Retinal conjugate plane, in Maxwellian 

viewing, 5.5f, 5.8–5.9
Retinal disorders, photoreceptor orientation/

realignment after, 8.7
Retinal disparity, 13.2
Retinal eccentricity, visual acuity and, 

4.10–4.11, 4.11f
Retinal illuminance, 1.11–1.12

in free (newtonian) viewing, 5.2–5.4, 5.3f
maximum permissible, 5.18f
in Maxwellian viewing, 5.6–5.7, 6.3–6.5
in normal viewing, 6.3
and pupil diameter, 1.8, 1.9
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Retinal image:
AO ophthalmic applications, 15.16–15.22

contrast and resolution, 15.21–15.22
flood-illuminated AO ophthalmoscope, 

15.16–15.17, 15.16f, 15.17f
optical coherence tomography, 

15.19–15.21, 15.20f, 15.21f
scanning laser ophthalmoscope, 

15.17–15.19, 15.18f, 15.19f
light spread in, 4.4–4.5
relating actual object and, 4.2

Retinal image disparity, 13.22
Retinal image quality, 1.12–1.28

in aberration-free eye, 1.12–1.14, 1.13f, 1.14f
aging-related changes in, 14.11–14.14

chromatic aberration, 14.14
intraocular scatter, 14.12
monochromatic aberrations, 14.12–14.14, 

14.13f
chromatic aberration, 1.19–1.20
computing, 2.3
intraocular scattered light, 1.20–1.21
lenticular fluorescence, 1.21
monochromatic ocular aberrations, 

1.14–1.19
off-axis, 1.18–1.19, 1.18f, 1.26–1.27, 1.27f
on the visual axis, 1.15–1.18

in peripheral field, 1.3
and pupil diameter, 1.8
variation with field location, 15.5
on the visual axis, 1.21–1.28

calculation from aberration data, 
1.21–1.22

comparison between methods, 1.23
effects of aberration correction, 

1.25–1.26
observed optical performance, 

1.23–1.25
ophthalmoscopic (double-pass) methods, 

1.22–1.23
psychophysical comparison method, 1.22

Retinal imaging, with spectral domain OCT, 
18.27–18.29, 18.28f, 18.29f

Retinal irradiance, 2.4, 7.7–7.8, 7.8f
Retinal layer of rods and cones model of 

biological waveguides, 8.8–8.9, 8.9f, 8.10f,
8.12–8.15

assumptions and approximations for, 8.9, 
8.12–8.13

electromagnetic validity of, 8.13

Retinal microscopy:
adaptive optics in, 15.1–15.24

AO-controlled light delivery to the retina, 
15.22–15.24

control system, 15.12–15.15
history of, 15.2–15.3
imaging of the retina, 15.16–15.22
implementation of, 15.7–15.15
in ophthalmic applications, 15.15–15.24
properties of ocular aberrations, 

15.4–15.7, 15.5f, 15.6f
wavefront corrector, 15.9–15.12, 15.10f,

15.11f
wavefront sensor, 15.8–15.9, 15.8f

defined, 15.2
Retinal nerve fiber layer (RNFL), 18.25–18.27
Retinal neurons, 2.5f

ganglion cells, 2.10–2.11
information transmission by, 2.11

Retinal pigmented epithelium (RPE), 
14.25, 18.2

Retinal processing, 2.9–2.12
Retinal reflectance, 1.11

layers of occurrence for, 1.23
and ophthalmoscopic methods, 1.23
and stray light, 1.20

Retinex theory (Land), 11.71, 11.72
Retinopathy:

diabetic, 14.1, 14.25–14.26
solar, 7.1, 7.3

Retinoscopy, 12.5–12.6
Rhabdomeric photoreceptors, 8.3
Rigid contact lenses:

correction of refractive errors with, 
12.11–12.12

early types of, 20.2, 20.3
(See also Gas permeable contact lenses)

Rimless mounting, 12.2, 12.9
RMS (root mean square) contrast, 3.4
Rod amacrine cells, 2.5f
Rod bipolar cells, 2.5f
Rod pathway, 2.9, 2.10, 2.10f
Rods, 2.5f, 10.3

and age-related scotopic vision changes, 
14.15

alignment of, 8.4
amacrine cells, 2.10
and color matching, 10.17
in color-deficient observers, 10.16
diameter of, 2.6f
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Rods (Cont.):
directional sensitivity of, 8.5
function of, 2.4
linear density of, 2.6f
and maximum saturation color matching, 

10.7
optical standing waves in, 8.17, 

8.19f
optical waveguide properties of, 

14.11
photocurrent responses of, 2.8f
in retinal layer of rods and cones model of 

biological waveguides, 8.8–8.9, 8.9f,
8.10f, 8.12–8.15

spatial distribution of, 2.6
spectral sensitivities of, 10.18
time constant of photopigment 

regeneration, 2.7
Root-mean-square (RMS) wavefront error, 

1.15–1.17, 1.16f
Rostock Cornea Module (RCM) microscope, 

17.7, 17.9
Runs (trial sequences), 3.9

Saccades, 1.42, 1.43, 1.43f, 13.20
Saccadic suppression, 1.43
Safety, of head-mounted displays, 25.2
Safety standards, for laser hazards, 7.12
Sagittal plane, 19.1
Scanning laser ophthalmoscope (SLO), 15.3, 

15.17, 17.9
applying adaptive optics to, 15.17–15.19, 

15.18f, 15.19f, 15.23
AO-controlled stimulus delivery, 

15.17–15.19
visual acuity with, 15.23–15.24

defined, 15.2
Scanning slit confocal microscopes, 17.2, 17.3, 

17.6–17.9, 17.6f, 17.7f
Scattered light:

with cataracts, 14.24
intraocular, 1.20–1.21
and OTF calculation, 1.21
and psychophysical comparison method, 

1.22
Schematic eye model, 1.36, 1.37
Schlemm’s canal, 14.5
Sclera, 16.3, 21.2
Scotoma, 7.7
Scotopic troland, 9.2

Scotopic vision, 10.3
age-related changes in, 14.15, 14.16f
in color-deficient observers, 10.16
Stiles-Crawford effect, 1.10, 1.10f

Screen reflections, with computer work, 
23.5–23.6

Second-harmonic generation (SHG), 17.2, 
17.9–17.10

Second-site adaptation (color vision), 
11.17–11.22, 11.18f, 11.19f

desensitization by steady fields, 11.17, 11.18, 
11.18f

field measurements and, 11.29, 11.31
and field sensitivities, 11.51, 11.52, 11.53f
habituation, 11.19–11.20, 11.19f, 11.21f,

11.22f
Second-site desensitization (color vision):

defined, 11.3
by steady fields, 11.17, 11.18, 11.18f, 11.54f

Segmented corrector, 15.2
Segmented piston and piston/tip/tilt wavefront 

correctors, 15.10, 15.10f
Seidel aberrations, 12.9
Self-motion, 13.8, 13.9
Semiconductor optical amplifiers, 18.2
Senescent changes in vision (see Age-related 

changes in vision)
Sequential stimulus sequencing, 3.9
Shack-Hartmann wavefront sensing (SHWS), 

15.3, 15.8–15.9, 15.8f
Shack-Hartmann wavefront sensors, 

15.2, 16.7
Shadowmask color CRTs, 22.4–22.6

common problems in, 22.5, 22.6
geometry of, 22.4–22.5, 22.5f, 22.6f

Shear, 13.2
Short-range motion discrimination 

mechanism, 2.38
Shot noise, 18.9

defined, 18.2
with SD-OCT, 18.10

Shot-noise-limited detection, 18.12–18.13
Signal detection theory, 2.17, 11.20, 11.23f,

11.24
Signal to noise ratio (SNR), 18.11

defined, 18.2
for in-vivo high speed human retinal 

imaging, 18.15
and preferred frequency, 2.24
with SD-OCT, 18.7, 18.10
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Silicone hydrogel contact lenses, 20.2, 20.3
Simple cells (cortical neurons), 2.14
Simplified schematic eye model, 1.36, 1.37
Simultaneous vision contact lenses, 

12.13–12.14, 14.28, 20.22
Site of limiting noise, 11.24
Size, perceived, 13.19
Skew movement, 13.2
Slit-lamp microscopes, 17.2
Slit-scanning arrangements, in 

ophthalmoscopic methods, 1.23
Sloan notch, 11.34, 11.35f, 11.37

and chromatic adaptation, 11.49, 11.51
and chromatic discrimination, 11.57, 11.58

Small field (color matching):
defined, 10.9
standards for, 10.11, 10.12

Snakes, effect of laser exposures in, 9.13
Snellen letters, 4.1, 4.8
Snell’s law, biological waveguides and, 

8.14, 8.15
Snow blindness, 1.9, 7.3, 7.4
Soft (hydrogel) contact lenses:

aberrations and, 20.24
base curve radius for, 20.3, 20.5
center thickness of, 20.6
correction of refractive errors with, 

12.12–12.13
edge thickness of, 20.6
OAD/OZD of, 20.5
posterior peripheral curve systems of, 20.6
power of, 20.15–20.16
toric lenses

defined, 20.2
power of, 20.16–20.17

Solar keratitis, 14.23
Solar retinitis, 7.7
Solar retinopathy, 7.1, 7.3
Space, perception of, 13.3–13.7

binocular cues, 13.7
distortion of, 13.16–13.19
extraretinal information for eye movements, 

13.7
kinetic cues, 13.4–13.7, 13.5f, 13.6f
monocular cues, 13.3–13.7

Spatial channels, in contrast detection, 
2.23–2.24

Spatial equichromatic CSFs, 11.45–11.46, 
11.46f

Spatial equiluminant CSFs, 11.45–11.46, 11.46f

Spatial fidelity (optical aberrations), 15.4
Spatial filtering:

with confocal microscopes, 17.3
to despeckle light sources, 5.21

Spatial frequency, 4.1
Spatial frequency channels (in vision), 3.2
Spatial impulse response, of photoreceptors, 8.23
Spatial location conflicts, in head mounted 

display systems, 13.33, 13.34f
Spatial sinusoids, 2.20
Spatial vision, age-related changes in, 14.7, 

14.17–14.19, 14.18f
Spatial-frequency coordinates, resolving 

capacity of the eye and, 4.5
Spatially-modulated excimer laser ablation of 

cornea, 1.25
Spatio-temporal CSFs, 2.29
Speckle fields, 5.19, 5.21
Spectacle blur, 12.12
Spectacle lenses:

anisophoria and, 13.26
base curve of, 12.1, 12.9
effective power of, 20.8, 20.9t
and gaze control, 13.29–13.30
materials for, 12.9–12.10
optical power of, 12.4
power of, 20.6

Spectacle magnification (SM), 20.2, 20.31–20.32
Spectacles, 15.2

correction by (See also Spectacle lenses)
for anisometropia, 12.16, 13.17–13.18
aphakia, 12.15
for presbyopia, 14.27
for refractive errors, 12.9–12.11, 12.10f, 12.11f

defined, 15.2
and response to distance, 13.30

Spectral color sensitivities:
test method for, 11.34, 11.35f, 11.36f, 11.37
in three-stage Müller zone model, 11.7f
two-color measurements, 11.34

Spectral (Fourier) domain OCT, 18.5–18.7, 
18.5f, 18.6f, 18.9

defined, 18.2
noise analysis of, 18.9–18.10, 18.12f
OFDI vs., 18.9
retinal imaging with, 18.27–18.29, 18.28f,

18.29f
sensitivity advantage of, 18.9

Spectral power density, vector representation of, 
10.24, 10.25f
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Spectral power distribution, 10.3
in colorimetric measurements, 10.23
and tristimulus values, 10.11, 10.36–10.37

Specular microscopes, 17.2
Specular reflection, 23.3
Speed discrimination, 2.37
Spherical ametropias, 1.6–1.7, 16.5

hypermetropia, 16.5
myopia, 16.5

Spherical gradients, 19.2–19.3
Spherocylindrical lenses, 12.4, 12.5
Spherule, 8.2
Sponges, 8.28–8.29
Square root law, 2.26
Stability of fixation, 1.44, 1.45f
Standard Notation (lenses), 12.5
Standard observer:

CIE 1931, 10.12
CIE 1964, 10.13
defined, 10.1, 10.4t
limitations of, 10.15
standardized CMFs as, 10.9

“Star” patterns (human vision), 1.21
Steradian, 6.3
Stereoacuity, 2.41
Stereopsis, 1.38–1.42, 2.40

acuity, 1.39–1.40
age-related changes in, 14.22
aniseikonia, 1.41–1.42
Da Vinci, 13.4
defined, 13.2
factors affecting, 2.40, 2.41
with head mounted visual displays, 13.31, 

13.32
with monocular magnification, 13.13, 13.14
with monovision, 14.28
in perception of depth, 13.11–13.12, 13.11f
stereoscopic and related instruments, 1.41
tolerances in binocular instrumentation, 

1.41–1.42
Stereoscopic instruments, 1.41
Stiles and Burch (1955) 2° color-matching 

functions, 10.12
Stiles and Burch (1959) 10° color-matching 

functions, 10.12, 10.13
Stiles’ π-mechanisms, 11.16, 11.16f, 11.46, 

11.47, 11.47f
and contrast coding, 11.16, 11.16f
and field additivity, 11.51
limitation of, 11.34

Stiles-Crawford effect, 1.29, 2.8
of the first kind, 1.21, 8.5 (See also Stiles-

Crawford effect of the first kind)
correction for, 9.1–9.15

just prior to phototransduction, 6.14
and Maxwellian viewing, 6.2
optical, 9.2
and pupil size, 6.7
of the second kind, 8.3, 8.5, 9.2

and human eye, 1.11
and waveguide models, 8.21

Stiles-Crawford Effect of the first kind 
(SCE I/SCE-1), 1.21, 8.5

and biological waveguides, 8.3, 8.6f
correction for, 9.1–9.15

adaptive optics techniques for, 9.5
application of approach, 9.13–9.14
confounds in, 9.4–9.5
history of, 9.5
with nonmonochromatic stimulus to 

vision, 9.5
Photometric efficiency factor, 9.3
sample point-by-point SCE-1 estimates, 

9.6–9.13, 9.7f, 9.9f–9.13f
teleological and developmental factors in, 

9.14
and trolands, 9.2, 9.3
without adaptive optics, 9.5–9.6

defined, 9.2
and human eye, 1.10, 1.10f, 1.11
and photoreceptor directionality, 8.6–8.8
and waveguide analysis, 8.21

Stimulus color spaces (colorimetry), 10.11
Stimulus sequencing, in psychophysical 

measurement, 3.9
Stimulus specification (visual acuity), 4.2–4.4, 

4.3f
Stokes parameters, 18.20
Stokes vector, 18.2
Strabismus, 13.2
Strehl ratio, 1.23–1.24, 1.24f, 1.28, 15.2
Stroma (cornea), 14.5
Subadditivity, 11.51, 11.52f
Subjective amplitude of accommodation, 1.32
Subjective refraction, 12.6–12.7
Subjective tasks, 2.15n
Subtractive adaptation, 2.26
Superadditivity, 11.51, 11.52f
Superposition (colorimetry), 10.25, 10.26f
Superresolution (visual acuity), 4.1, 4.15
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Suppression (binocular vision), 13.12–13.13
of blur, 13.18–13.19
defined, 23.3
with head mounted visual displays, 13.33

Suprathreshold models (color vision), 11.41
Surface micromachined MEMS devices, 15.11
Surfaces:

illuminants reflected from, 10.32–10.36
metamerism for, 10.38

Surround, visual acuity and, 4.12, 4.13f
SVGA (super video graphics array), 23.3
Svishchev confocal microscope, 17.6, 17.6f
Swept Source OCT (SS-OCT), 18.2 (See also

Optical frequency domain imaging)
Symmetry (color matching), 10.8
Synchronization standards, for color CRTs, 

22.13–22.14

TABO, 12.5, 12.7
Taflove, A., 8.17
“Target” sensitivity method (color vision) 

(see Test sensitivity method (color vision))
Tear lens, 12.12
Tears, aging-related changes in, 14.4–14.5
Telecentric principle, 6.6–6.7
Temporal coherence, 18.2
Temporal contrast detection, 2.27–2.29, 2.27f,

2.29f
Temporal despeckling, 5.21
Temporal vision, age-related changes in, 

14.19–14.21, 14.20f
Test (“target”) sensitivity method (color 

vision), 11.11, 11.12, 11.34–11.46
defined, 11.3
and different directions of color space, 11.39, 

11.41–11.43, 11.44f, 11.45–11.46, 11.46f
luminance, 11.37–11.39, 11.38f, 11.40f
and spectral lights, 11.34, 11.35f, 11.36f, 11.37

Tests of visual acuity, 4.7–4.8, 4.7f
for infants, 4.8
traditional visual acuity chart, 4.6

Theoretical horopter, 13.8, 13.9f
Third-harmonic generation (THG), 17.2, 

17.9–17.10
Three-dimensional color data, 10.19–10.20, 10.20f
Three-segment model of biological waveguides, 

8.9, 8.11–8.15, 8.11f
assumptions and approximations for, 8.9, 

8.12–8.13
electromagnetic validity of, 8.13

Three-stage zone models (color vision), 11.6, 
11.82–11.85, 11.85f

De Valois and De Valois model, 11.82
Müller model, 11.6, 11.7f, 11.65f, 11.84, 

11.85f
Threshold experiments, 11.17
Threshold surface or contour (color vision), 

11.12–11.15, 11.13f
defined, 11.3
and loss of information, 11.20
and noise, 11.20, 11.23–11.26, 11.23f, 11.25f
and second-site adaptation to steady fields, 

11.18f
Threshold-limit values (TLVs), 7.9
Thresholds, 3.3f

in adjustment experiments, 3.4
defined, 3, 3.2
detection (color vision)

chromatic discrimination near, 
11.58–11.59

two-stage model of, 11.23f
discrimination, 4.6–4.7
estimation of, 3.9
increment (color vision), 11.16f
modulation, 1.22
for motion detection/discrimination, 2.37f
in psychophysics, 3.2–3.3
suprathreshold models (color vision), 11.41
of visual resolution, 4.6–4.7, 4.15

Tilt, 13.2
Time, visual acuity and, 4.12, 4.13f
Time domain OCT, 18.2–18.5, 18.4f
Timing standards, for color CRTs, 22.13–22.14
Tonic level of accommodation, 1.33–1.34
Toric lenses:

for astigmatism, 12.13
bitoric, 20.17–20.20, 20.18f–20.20f, 20.18t
intraocular, 21.13, 21.12f
power of, 20.16–20.20, 20.16f, 20.17f
prism with, 20.30

Torsion, 13.2, 13.8, 13.22
Torsional vergence, 13.22, 13.27
Transfer function (human vision), 2.3

defined, 6.1
of photoreceptors, 8.23–8.24, 8.24f
temporal and spatial components of, 2.11, 

2.12f
Transitivity (color matching), 10.8
Transmittance, in the human eye, 1.9–1.11, 1.9f
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Transparency, aging-related changes in, 14.8
(See also Cataract)

Transparent HMDs, 25.4–25.5
Transverse (lateral) chromatic aberration 

(TCA), 1.19, 1.20, 15.22–15.23
measurement of, 8.8
with visual instruments, 1.28

Tremor, 1.44
Trials, experimental, 3.2
Trichromacy (trichromatic vision), 10.4–10.6

color appearance vs., 11.5
in color matching, 10.7–10.9
in color-deficient observers, 10.16

Trifocal lenses, 12.10, 14.27
Trinitron CRTs, 22.5
Tristimulus values (cone coordinates), 10.4

for arbitrary lights, 10.9
in colorimetric measurements, 10.23
and consistency across observers, 10.9
defined, 10.1, 10.4t
in maximum stimulus method, 10.7
negative, 10.7
and spectral power distribution, 10.11
spectral power distributions from, 

10.36–10.37
tailored to individuals, 10.15
uniqueness of, 10.9
in vector representations, 10.27–10.29

Tritanopes, 10.16
Trivex lenses, 12.9
The troland, 5.3–5.4, 6.3

defined, 2.7n
“effective,” 8.7
“equivalent,” 9.2
limitations of, 9.3
as unit of retinal illuminance, 9.2

Twilight myopia, 1.34
Two-alternative forced choice (2afc), 3.8
Two-channel Maxwellian viewing, 5.21, 

5.23–5.24, 5.23f
Two-color threshold experiments, 11.34, 11.37

Ultraviolet (UV) radiation, 14.23
cataract from, 7.5–7.6
damage from, 7.2
exposure limits for, 7.9–7.10
pterygium and droplet keratopathies from, 

7.6, 7.7
Unaccommodated eye, 16.5
Underscan, in color CRTs, 22.12, 22.13f

Uniform color spaces, 10.40, 10.42
Unintentional (induced) prism, with contact 

lenses, 20.31
Unipolar chromatic mechanisms, 

11.80–11.81
Unipolar mechanism (color vision), 11.3
Unique hues, 11.27

in color discrimination vs. color appearance 
tests, 11.81–11.82

defined, 11.3
and equilibrium colors, 11.63–11.66
zero crossings, 11.62–11.63

Unitary matrix, 18.2
Univariance, 10.4
Univariant mechanism (color vision):

defined, 11.3
flicker, 11.45
suprathreshold, 11.58

User interfaces, human image features and, 
24.8–24.9

Van Cittert-Zernike theorem, 6.12
Vanishing point, 13.4, 13.4f
Vantage point, 13.2
Vergence (disjunctive) eye movements, 1.42, 

1.44, 13.20, 13.21
Vergence system, 1.29, 1.30, 1.32, 1.34, 

1.43–1.44
binocular parallax, 13.22
defocus and effort to clear vision, 

13.22–13.23
effect of lenses and prisms on, 13.25–13.27
with head mounted visual displays, 

13.31–13.32
intrinsic stimuli to, 13.21–13.22
and variations of cross-coupling, 

13.23–13.24
zone of clear and single binocular vision, 

13.24–13.25, 13.25f
Vernier acuity, 4.1
Vernier acuity task, 2.34, 2.35f
Version eye movements (see Conjugate eye 

movements/position)
Vertex distance, 12.9, 16.8
Vertical horopter, 13.9
Vertical scanning, in color CRTs, 22.11–22.12, 

22.12f
Vestibulo-ocular reflex (VOR), 13.20
Vestibulo-ocular responses, 1.42
Video display terminal (VDT), 23.3
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Video head sets (see Head-mounted displays)
Video monitors, in optical systems, 5.16
Video Quality Experts Group (VQEG), 24.4
Vieth-Müller circle, 13.8, 13.9, 13.9f
Vieth-Müller horopter, 2.40
Viewing environments:

for color CRTs, 22.19–22.20
for computer work, 23.4–23.9

lighting, 23.4–23.5, 23.5t
monitor characteristics, 23.6–23.8
screen reflections, 23.5–23.6
work habits, 23.8–23.9
workstation arrangement, 23.8

Virtual reality:
head-mounted displays for, 25.1–25.12

characterizing, 25.7–25.10, 25.8f,
25.9t–25.10t

design considerations, 25.2–25.7
research in development of, 24.9

Visible light, hazards from, 7.10
Vision, defined, 23.4
Vision experiments/research:

displays for, 22.1–22.40
color cathode ray tubes (color CRTs), 

22.1–22.34
liquid crystal displays (LCDs), 

22.34–22.40
using Maxwellian view in (see Maxwellian 

view)
(See also Psychophysical measurement)

Vision laboratories, control of light sources in 
(see Optical generation of visual stimulus)

Vision therapy, 23.4
Visual acuity, 2.33–2.35, 2.34f, 2.35f, 4.1–4.13, 

12.6, 12.7
age-related changes in, 14.17, 14.19
and color, 4.10
and contrast, 4.12, 4.12f
defined, 4.1, 12.2, 15.2, 23.1
and defocus, 4.9, 4.9f, 4.10f
factors affecting, 4.9–4.13
hyperacuity, 4.13–4.16, 4.14f

defined, 4.1
and superresolution, 4.15

and luminance, 4.11, 4.11f, 4.12
practice effect on, 4.12
and pupil, 4.9
resolution

and information, 4.15–4.16
and superresolution, 4.15

Visual acuity (Cont.):
resolving capacity of the eye, 

4.4–4.5, 4.4f
contrast-transfer function, 4.5
point-spread function, 4.4, 4.5
spatial-frequency coordinates, 4.5

and retinal eccentricity, 4.10–4.11, 
4.11f

retinal limitations, 4.5–4.6, 4.6f
and stage of development/aging, 4.13
stimulus specification, 4.2–4.4, 4.3f
and surround, 4.12, 4.13f
tests of visual acuity, 4.7–4.8, 4.7f
and time, 4.12, 4.13f
visual resolution threshold determination, 

4.6–4.7
Visual angles:

angular extent, 5.2
defined, 2.3, 4.1, 10.1, 10.4t
degrees of, 10.9
and image formation, 2.3
steradian of, 6.3

Visual axis, 2.3
Visual differences predictor, 24.3
Visual displays, measuring performance of 

(see Psychophysical measurement)
Visual fields:

age-related changes in, 14.21, 14.21f
binocular overlap of, 13.7
defined, 13.2
perception of, 13.3

Visual instruments:
and accommodation response in eye, 

1.34–1.35
and chromostereopsis, 1.20
exit pupil of, 1.27–1.28
retinal image quality with, 1.27–1.28
stereoscopic, 1.41

Visual performance, 2.1–2.41
aging-related changes in, 14.14–14.22

color vision, 14.15, 14.17
depth and stereovision, 14.22
minimal, 14.22
sensitivity under scotopic and photopic 

conditions, 14.15, 14.16f
spatial vision, 14.17–14.19, 14.18f
temporal vision, 14.19–14.21, 14.20f
visual field, 14.21, 14.21f

binocular stereoscopic discrimination, 
2.40–2.41, 2.41f
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Visual performance (Cont.): 
central visual processing, 2.12–2.14

anatomy of LGN, 2.12–2.13, 2.13f
physiology of LGN, 2.13–2.14

contrast detection, 2.19–2.31
adaptation and inhibition, 2.25–2.27
chromatic, 2.29–2.31, 2.30f
eye movements, 2.21
as function of spatial frequency, 2.20f
optical transfer function, 2.21–2.22, 

2.22f
optical/retinal inhomogeneity, 

2.24, 2.25f
receptors, 2.22–2.23
spatial channels, 2.23–2.24
temporal, 2.27–2.29, 2.27f, 2.29f

contrast discrimination, 2.31–2.32, 2.31f
contrast estimation, 2.33
contrast masking, 2.32–2.33, 2.32f
ideal-observer theory, 2.16–2.19, 

2.19f
image formation, 2.2–2.4
image sampling by photoreceptors, 

2.4–2.9
information-processing model for, 

2.15–2.16, 2.15f
motion detection/discrimination, 

2.36–2.40
optic flow fields, 2.39f
thresholds, 2.37f

pattern discrimination, 2.35–2.36
retinal processing, 2.9–2.12

anatomy of retina, 2.9–2.11
physiology of retina, 2.11–2.12

visual acuity, 2.33–2.35, 2.34f, 2.35f
Visual plane, 13.2
Visual resolution threshold, determination of, 

4.6–4.7
Visual stimuli:

in decision tasks, 3.2
optical generation of (see Optical generation 

of visual stimulus)
in psychophysical experiments, 3.3–3.4
spatial frequency content of, 5.8

Visual stress, 23.4
Visual systems (colorimetry), 10.38–10.40
Visual tasks, 2.15
Visualization, in electronic imaging, 24.8
Visual-vestibular conflicts, in head mounted 

display systems, 13.32–13.33

Vitreous humor/gel, 1.3f, 14.9, 16.3, 18.2
Von Bezold spreading, 11.3, 11.4f
Von Kries adaptation, 11.3, 11.49, 

11.51, 11.68

Watercolor illusion/effect, 11.72, 11.73f
Wave aberration, 15.2
Wavefront aberration, 1.15–1.19, 1.16f, 1.16t,

1.17f
and defocus of visual instruments, 1.28
and final retinal image quality, 

1.21–1.22
Wavefront correctors (AO systems for the eye), 

15.3, 15.7f, 15.9–15.12, 15.10f, 15.11f
Wavefront sensor (AO systems for the eye), 

15.3, 15.7f, 15.8–15.9, 15.8f
Waveguide parameter (V-parameter), 8.2, 8.17, 

8.20–8.21
Waveguides, biological (see Biological 

waveguides)
Wavelength:

color data as functions of, 10.21, 10.23, 10.23f
in optical systems, 5.11–5.13, 5.12t

Weber contrast, in vision experiments, 3.4
Weber’s law, 11.16f

and cone contrast spaces, 11.32
and contrast coding, 11.15–11.16, 11.16f
defined, 11.3
first-site adaptation, 11.15, 11.16f
second-site adaptation, 11.18

Webvision, 11.5
Welder’s flash, 1.9, 7.4
Wet age-related macular degeneration, 14.1, 

14.24
White balance, in color CRTs, 22.9
White noise, 18.2
Wide-angle models (of human eye), 1.38
With-the-rule astigmatism, 1.6
Wood lens, 19.3–19.4, 19.4f
Working distance (retinoscopy), 

12.2, 12.6
Workstation arrangement, for computer work, 

23.8
World Health Organization (WHO), 7.9
Wyszecki lens, 9.5

Yes-no judgments, 3.6
Yoked eye movements, 13.2, 13.20
Young-Helmholtz trichromatic theory, 11.5
Young’s fringes, 1.22
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Z-dependent oscillary term, 8.22, 8.23
Zernike coefficient, for RMS wavefront error, 

1.15–1.19, 1.16t, 1.17f
Zernike polynomials:

defined, 15.2
for representing ocular aberrations, 15.4, 

15.5f, 16.6–16.7, 16.7t

ZEST, 3.9
Zonal refractive lenses (IOLs), 21.15
Zone models (color vision), 11.5

three-stage, 11.6, 11.7f, 11.8, 11.82–11.85, 
11.85f

two-stage, 11.5, 11.6f
Zonules, 1.3f, 21.2
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