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COVER ILLUSTRATIONS

Left: Photograph of a femtosecond optical parametric oscillator pumped in the blue by the second 
harmonic of a Ti:sapphire laser and operating in the orange. The oscillator can deliver femtosecond 
pulses across the entire visible range from the blue-green to yellow-red by simple rotation of the non-
linear crystal. (Courtesy of Radiantis, S. L., Barcelona, Spain.) See Chapter 19.

Middle: Photograph of a thin-fi lm-based sculpture showing the beautiful colors of thin fi lms seen 
in refl ection and transmission. The variety of properties one may achieve with optical thin fi lms is 
demonstrated in this photo by the different colors of refl ected and transmitted light seen as a result 
of different coating design and angle of incidence. See Chapter 7.

Right: This is an optical micrograph of the end face of a hollow core photonic crystal fi ber with 
super continuum white light launched at the far end. It shows the separation of colors accord-
ing to the lifetimes of Mie resonances in the hollow channels. This illustrates nonlinear optical 
phenomena as discussed in several chapters of this volume, but also uses fi bers as discussed in 
Chapter 11 of Vol. V. 
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EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics possible. 
Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a new section 
devoted to radiometry and photometry. Volume III concerns vision optics only and is printed entirely 
in color. In Volume IV there are chapters on the optical properties of materials, nonlinear, quantum and 
molecular optics. Volume V has extensive sections on fiber optics and x ray and neutron optics, along 
with shorter sections on measurements, modulators, and atmospheric optical properties and turbulence. 
Several pages of color inserts are provided where appropriate to aid the reader. A purchaser of the print 
version of any volume of the Handbook will be able to download a digital version containing all of the 
material in that volume in PDF format to one computer (see download instructions on bound-in card). 
The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New 
chapters were included on topics that had reached this stage since the second edition, and existing 
chapters from the second edition were updated where necessary to provide this compendium. In 
selecting subjects to include, we also had to select which subjects to leave out. The criteria we applied 
were: (1) was it a specific application of optics rather than a core science or technology and (2) was it 
a subject in which the role of optics was peripheral to the central issue addressed. Thus, such topics as 
medical optics, laser surgery, and laser materials processing were not included. While applications of 
optics are mentioned in the chapters there is no space in the Handbook to include separate chapters 
devoted to all of the myriad uses of optics in today’s world. If we had, the third edition would be 
much longer than it is and much of it would soon be outdated. We designed the third edition of the 
Handbook of Optics so that it concentrates on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors: 

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland

www.HandbookofOpticsOnline.com
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PREFACE TO VOLUME IV

Volume IV is a compendium of articles on properties (Chapters 1 to 9), nonlinear optics 
(Chapters 10 to 19), and quantum and molecular optics (Chapters 20 to 23). As with the rest of the 
Handbook, articles were chosen for their archival nature. Clearly, optical properties of materials fit 
into the archival category well. This volume devotes a large number of pages to explain and describe 
the optical properties of water, crystals and glasses, metals, semiconductors, solids in general, thin 
films and coatings including optical blacks, and photonic bandgap materials. These articles have been 
updated to include new materials and understanding developed since the previous edition including, 
among other things, advances in thin-film materials. Nonlinear optics is a mature field, but with 
many relatively new applications, much of them driven by advances in optical materials. Areas cov-
ered here are frequency conversion via second-order nonlinearities including optical parametric 
oscillators, third-order nonlinearities of two-photon absorption and nonlinear refraction, as well as 
stimulated Raman and Brillouin scattering, photorefractive materials and devices, coherent optical 
transients, electromagnetically induced transparency, optical limiting, and laser-induced damage. 
Nonlinear optical processes for ultrashort pulses is included here and has been a major part of the 
revolution in sources for obtaining laser pulses now down to attoseconds; however, other chapters 
on these ultrashort pulses are included in Volume II. Clearly, advances in fiber optic telecommuni-
cations have been greatly impacted by nonlinear optics, thus much work in this field is included in 
the fiber optics chapters in Volume V. The new chapter on laser-induced damage is a much needed 
addition to the Handbook covering a problem from the earliest days of the laser. Chapters on 
quantum optics in general cover some more modern aspects of optics that have become archival: 
laser cooling and trapping, where multiple Nobel prizes have recently been awarded; high-field 
physics that result from the availability of the extreme irradiance produced by lasers; slow light, topics 
related to being able to slow and even stop light propagation in materials; and correlated states or 
quantum entanglement, the unusual behavior of quantum systems where optics has played a pivotal 
role in its understanding as well as some interesting applications in secure communication/cryptography. 
The chapter on the quantum theory of lasers is, however, included in Volume II. We thank all of the 
many authors who gave their input to this volume of the Handbook of Optics.

Guifang Li and Eric Van Stryland
Associate Editors
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xxv

GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.



Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, ω for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2], 
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity 
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2] 
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number)density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� dielectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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Applied Electromagnetics and Optics Laboratory
SRI International
Menlo Park, California

1.1 INTRODUCTION

This article discusses the optical properties of three substances: pure water, pure sea water, and natu-
ral water. Pure water (i.e., water molecules only) without any dissolved substances, ions, bubbles, or 
other impurities, is exceptionally difficult to produce in the laboratory. For this and other reasons, 
definitive direct measurements of its optical properties at visible wavelengths have not yet been 
made. Pure sea water—pure water plus various dissolved salts—has optical properties close to those 
of pure water. Neither pure water nor pure sea water ever occur in nature. Natural waters, both fresh 
and saline, are a witch’s brew of dissolved and particulate matter. These solutes and particulates are 
both optically significant and highly variable in kind and concentration. Consequently, the optical 
properties of natural waters show large temporal and spatial variations and seldom resemble those 
of pure water.

The great variability of the optical properties of natural water is the bane of those who desire 
precise and easily tabulated data. However, it is the connections between the optical properties and 
the biological, chemical, and geological constituents of natural water and the physical environment 
that define the critical role of optics in aquatic research. For just as optics utilizes results from the 
biological, chemical, geological, and physical subdisciplines of limnology and oceanography, so do 
those subdisciplines incorporate optics. This synergism is seen in such areas as bio-optical ocean-
ography, marine photochemistry, mixed-layer dynamics, laser bathymetry, and remote sensing of 
biological productivity, sediment load, or pollutants.

1.2 TERMINOLOGY, NOTATION, AND DEFINITIONS

Hydrologic optics is the quantitative study of the interactions of radiant energy with the earth’s 
oceans, estuaries, lakes, rivers, and other water bodies. Most past and current research within hydro-
logic optics has been within the subfield of oceanic optics, in particular the optics of deep ocean 
waters, as opposed to coastal or estuarine areas. This emphasis is reflected in our uneven under-
standing of the optical properties of various water types.

1.3

1
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Although the optical properties of different water bodies can vary greatly, there is an overall simi-
larity that is quite distinct from, say, the optical properties of the atmosphere. Therefore, hydrologic 
and atmospheric optics have developed considerably different theoretical formulations, experimen-
tal methodologies, and instrumentation as suited to each field’s specific scientific issues. Chapter 3, 
“Atmospheric Optics,” by Dennis K. Killinger, James H. Churnside, and Laurence S. Rothman in Vol. V 
discusses atmospheric optics. The text by Mobley1 gives a comprehensive treatment of hydrologic optics.

Radiative transfer theory is the framework that connects the optical properties of water with 
the ambient light field. A rigorous mathematical formulation of radiative transfer theory as 
applicable to hydrologic optics has been developed by Preisendorfer2 and others. Preisendorfer 
found it convenient to divide the optical properties of water into two classes: inherent and 
apparent. Inherent optical properties (IOPs) are those properties that depend only upon the 
medium and therefore are independent of the ambient light field within the medium. The two 
fundamental IOPs are the absorption coefficient and the volume scattering function(VSF). 
Other IOPs include the attenuation coefficient and the single-scattering albedo. Apparent optical 
properties (AOPs) are those properties that depend both on the medium (the IOPs) and on the 
geometric (directional) structure of the ambient light field and that display enough regular fea-
tures and stability to be useful descriptors of the water body. Commonly used AOPs are the irra-
diance reflectance, the average cosines, and the various attenuation functions (K functions). (All 
of these quantities are defined below.) The radiative transfer equation provides the connection 
between the IOPs and the AOPs. The physical environment of a water body—waves on its surface, 
the character of its bottom, the incident radiance from the sky—enters the theory via the boundary 
conditions necessary for solution of the radiative transfer equation.

The IOPs are easily defined but they can be exceptionally difficult to measure, especially in 
situ. The AOPs are generally much easier to measure, but they are difficult to interpret because 
of the confounding environmental effects. (A change in the sea surface wave state or in the 
sun’s position changes the radiance distribution, and hence the AOPs, even though the IOPs are 
unchanged.)

Hydrologic optics employs standard radiometric concepts and terminology, although the notation 
adopted by the International Association for Physical Sciences of the Ocean (IAPSO3) differs some-
what from that used in other fields. Table 1 summarizes the terms, units, and symbols for those quan-
tities that have proven most useful in hydrologic optics. These quantities are defined and discussed in 
Secs. 1.3 to 1.5. Figure 1 summarizes the relationships among the various inherent and apparent opti-
cal properties. In this figure, note the central unifying role of radiative transfer theory. Note also that 
the spectral absorption coefficient and the spectral volume scattering function are the fundamental 
inherent optical properties in the sense that all inherent optical properties are derivable from those 
two. Likewise, spectral radiance is the parent of all radiometric quantities and apparent optical prop-
erties. The source term S in the radiative transfer equation accounts both for true internal sources 
such as bioluminescence and for radiance appearing at the wavelength of interest owing to inelastic 
scattering from other wavelengths.

Most radiative transfer theory assumes the radiant energy to be monochromatic. In this 
case the associated optical properties and radiometric quantities are termed spectral and carry a 
wavelength (l) argument or subscript [e.g., the spectral absorption coefficient a(l) or al, or the 
spectral downward irradiance Ed(l)]. Spectral radiometric quantities have the SI unit nm−1 added 
to the units shown in Table 1 [e.g., Ed(l) has units W m−2 nm−1]. Many radiometric on the other 
hand, respond to a fairly wide bandwidth, which complicates the comparison of data and theory.

1.3  RADIOMETRIC QUANTITIES USEFUL 
IN HYDROLOGIC OPTICS

Consider an amount ΔQ of radiant energy incident in a time interval Δt centered on time t, onto 
a surface of area ΔA located at (x, y, z). The energy arrives through a set of directions contained in 
a solid angle ΔΩ about the direction ( , )θ φ  normal to the area ΔA and is produced by photons in 
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TABLE 1 Terms, Units, and Symbols for Quantities Commonly Used in Hydrologic Optics

  IAPSO  Historic
  Recommended Symbol†

Quantity SI Units Symbol∗ (if different)

Fundamental quantities

Most of the fundamental quantities are not defined by IAPSO, in which case common usage is given.

geometric depth below water surface m z 
polar angle of photon travel radian or degree q 
wavelength of light (in vacuo) nm l 
 cosine of polar angle dimensionless m ≡ cos q 
optical depth below water surface dimensionless t 
azimuthal angle of photon travel radian or degree φ  
scattering angle radian or degree y, g or Θ q
solid angle sr Ω or w Ω

Radiometric quantities

The quantities as shown represent broadband measurements. For narrowband (monochromatic) measurements add the adjective 
“spectral” to the term, add nm−1 to the units, and add a wavelength index l to the symbol [e.g., spectral radiance, Ll or L(l)] with units 
W m−2 sr−1 nm−1. PAR is always broadband.

(plane) irradiance W m−2 E H
 downward irradiance W m−2 Ed H(−)
 upward irradiance W m−2 Ev H(+)
 net (vertical) irradiance W m−2 

E  H
scalar irradiance W m−2 E0 h
 downward scalar irradiance W m−2 E0d h(−)
 upward scalar irradiance W m−2 E0u h(+)
radiant intensity W sr−1 I J
radiance W m−2 sr−1 L N
radiant excitance W m−2 M W
photosynthetically available radiation photons s−1 m−2 PAR or EPAR 
quantity of radiant energy J Q U
radiant power W Φ P

Inherent optical properties

absorptance dimensionless A 
absorption coefficient m−1 a 
scatterance dimensionless B 
scattering coefficient m−1 b s
 backward scattering coefficient m−1 bb b
 forward scattering coefficient m−1 bf f
attenuance dimensionless C 
attenuation coefficient m−1 c a
(real) index of refraction dimensionless n 
transmittance dimensionless T 
volume scattering function m−1 sr−1 b s
scattering phase function sr−1 �β  P
single-scattering albedo dimensionless w0 or �ω  

Apparent optical properties

(vertical) attenuation coefficients

 of downward irradiance Ed(z) m−1 Kd K(−)
 of total scalar irradiance E0(z) m−1 K0 k

(Continued)
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a wavelength interval Δl centered on wavelength l. Then an operational definition of the spectral 
radiance is

 L x y z t
Q

t A
( , , , , , , )θ φ λ

λ
≡ − − − −Δ

Δ Δ ΔΩΔ
Js m sr nm1 2 1 1

 

In practice, one takes Δt, ΔΑ, ΔΩ, and Δl small enough to get a useful resolution of radiance over 
the four parameter domains but not so small as to encounter diffraction effects or fluctuations 
from photon shot noise at very low light levels. Typical values are Δt ~ 10−3 to 103 s (depending on 
whether or not one wishes to average out sea surface wave effects), ΔA ~ 10−3 m2, ΔΩ ~ 10−2 sr, and 
Δl ~ 10 nm. In the conceptual limit of infinitesimal parameter intervals, the spectral radiance is 
defined as

 L x y z t
Q

t A
( , , , , , , )θ φ λ

λ
≡ ∂

∂ ∂ ∂ ∂
− − − −

4
1 2 1 1

Ω
Js m sr nm  

Spectral radiance is the fundamental radiometric quantity of interest in hydrologic optics: it 
specifies the positional (x, y, z), temporal (t), directional ( , )θ φ  and spectral (l) structure of the 
light field. For typical oceanic environments, horizontal variations (on a scale of tens to thousands 
of meters) of inherent and apparent optical properties are much less than variations with depth, and 
it is usually assumed that these properties vary only with depth z. Moreover, since the time scales for 
changes in IOPs or in the environment (seconds to seasons) are much greater than the time required 
for the radiance field to reach steady state (microseconds) after a change in IOPs or boundary con-
ditions, time-independent radiative transfer theory is adequate for most hydrologic optics studies. 
The spectral radiance therefore usually is written L z( , , , ).θ φ λ  The exceptions are applications such 
as time-of-flight lidar.

There are few conventions on the choice of coordinate systems. Oceanographers usually measure 
the depth z positive downward from z = 0 at the mean water surface. In radiative transfer theory 
it is convenient to let ( , )θ φ  denote the direction of photon travel (especially when doing Monte 
Carlo simulations). When displaying data it is convenient to let ( , )θ φ  represent the direction in 
which the instrument was pointed (the viewing direction) in order to detect photons traveling in 

TABLE 1 Terms, Units, and Symbols for Quantities Commonly Used in Hydrologic Optics (Continued)

  IAPSO  Historic
  Recommended Symbol†

Quantity SI Units Symbol∗ (if different)

Apparent optical properties

 of downward scalar irradiance E0d(z) m−1 K0d k(−)
 of upward scalar irradiance E0u(z) m−1 K0u k(+)
 of PAR m−1 KPAR 
 of upward irradiance Eu(z) m−1 Ku K(+)
 of radiance L(z, q, φ) m−1 K( , )θ φ  

irradiance reflectance (ratio) dimensionless R R(−)

average cosine of light field dimensionless μ  

 of downwelling light dimensionless μd  D d( ) /− =1 μ
 of upwelling light dimensionless μu  D u( ) /+ =1 μ
distribution function dimensionless  D =1/ μ

∗References 1 and 3.
†Reference 2.
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Absorption coefficient
a(l)

Volume scattering function
b (y, l)

Scattering coefficient

b(l) = ∫y b dΩ

Beam attenuation
coefficient

c(l) = a(l) + b(l)

Single-scattering
albedo

wo = b/c

Phase function

b∼= b/b

Inherent optical properties

Radiometric quantities

Radiance distribution
L(z, q, f, l)

Enviornmental conditions

Incident radiance

Sea state

Bottom condition

Boundary
condition

Internal
sources S

Apparent optical properties

Radiative transfer equation

cosq dL
cdz

= –L + wo ∫Ξ, b∼L dΩ′ + S

Downwelling
scalar irrad.

= ∫ΞdLdΩE0d

Downwelling
average cosine

= Ed/E0dmd

Upwelling
average cosine

= Eu/E0umu

Irradiance
reflectance

= Eu/EdR

Upwelling
scalar irrad.

= ∫Ξ
M

LdΩE0u

Photosynthetic
avail. radiation

= ∫Λ∫Ξ LdΩdlEPAR

Downwelling
plane irrad.

= ∫ΞdL |m| dΩEd

Upwelling
plane irrad.

= ∫Ξ
M

L |m| dΩEu

Down. scalar
irrad. atten.

1
E0d

dE0d
dz

= –K0d 

Radiance
attenuation

1
L(q, f)

dL(q, f)
dz

= –K(q, f)

PAR
attenuation

1
EPAR

dEPAR
dz

= –KPAR

Down. plane
irrad. atten.

1
Ed

dEd
dz

= –Kd

Up. plane
irrad. atten.

1
Eu

dEu
dz

= –Ku

Up. scalar
irrad. atten.

1
E0u

dE0u*
dz

= –K0u

FIGURE 1 Relationships between the various quantities commonly used in hydrologic optics.
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the opposite direction. Some authors measure the polar angle q from the zenith (upward) direction, 
even when z is taken as positive downward; others measure q from the + z axis (nadir, or down-
ward, direction). In the following discussion Ξu denotes the hemisphere of upward directions (i.e., 
the set of directions ( , )θ φ such that 0 ≤ q ≤ p/2 and 0 2≤ ≤φ π if q is measured from the zenith 
direction) and Ξd denotes the hemisphere of downward directions. The element of solid angle is 
d d dΩ = sinθ θ φ  with units of steradian. The solid angle measure of the set of directions Ξu or Ξd is 
Ω Ξ Ω Ξ( ) ( )u d= = 2π sr.

Although the spectral radiance completely specifies the light field, it is seldom measured both 
because of instrumental difficulties and because such complete information often is not needed 
for specific applications. The most commonly measured radiometric quantities are various 
irradiances.

Consider a light detector constructed so as to be equally sensitive to photons of a given wave-
length l traveling in any direction ( , )θ φ within a hemisphere of directions.4 If the detector is located 
at depth z and is oriented facing upward, so as to collect photons traveling downward, then the 
detector output is a measure of the spectral downward scalar irradiance at depth z, E0d(z, l). Such an 
instrument is summing radiance over all the directions (elements of solid angle) in the downward 
hemisphere Ξd. Thus E0d(z, l) is related to L z( , , , )θ φ λ by

 
E z L z dd

d
0

2 1( , ) ( , , , )λ θ φ λ= ∫ − −
Ξ

Ω W m nm
 

The symbolic integral over Ξd can be evaluated as a double integral over q and φ after a specific 
coordinate system is chosen.

If the same instrument is oriented facing downward, so as to detect photons traveling upward, 
then the quantity measured is the spectral upward scalar irradiance E0u(z, l):

 E z L z du
u

0
2 1( , ) ( , , , )λ θ φ λ= ∫ − −

Ξ
Ω W m nm  

The spectral scalar irradiance E0(z, l) is just the sum of the downward and upward components:

 
E z E z E z L z dd u0 0 0

2( , ) ( , ) ( , ) ( , , , )λ λ λ θ φ λ≡ + = ∫ − −
Ξ

Ω W m nm 11

 

Here Ξ Ξ Ξ= ∪d u  is the set of all directions; Ω(Ξ) = 4p sr. E0(z, l) is useful2 because it is proportional 
to the spectral radiant energy density (J m−3 nm−1) at depth z.

Now consider a detector designed4 so that its sensitivity is proportional to |cos q |, where q is the 
angle between the photon direction and the normal to the surface of the detector. This is the ideal 
response of a “flat plate” collector of area ΔA, which when viewed at an angle q to its normal appears 
to have an area of ΔA |cos q|. If such a detector is located at depth z and is oriented facing upward, 
so as to detect photons traveling downward, then its output is proportional to the spectral downward 
plane irradiance Ed(z, l) (usually called spectral downwelling irradiance). This instrument is sum-
ming the downwelling radiance weighted by the cosine of the photon direction:

 
E z L z dd

d

( , ) ( , , , ) | cos |λ θ φ λ θ= ∫ − −Ω
Ξ

W m nm2 1

 

Turning this instrument upside down gives the spectral upward plane irradiance (spectral upwelling 
irradiance) Eu(z, l):

 E z L zu
u

( , ) ( , , , ) | cos |λ θ φ λ θ= ∫ − −d W m nmΩ
Ξ

2 1
 

Ed and Eu are useful because they give the energy flux (power per unit area) across the horizontal 
surface at depth z owing to downwelling and upwelling photons, respectively.
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The spectral net irradiance at depth z, E z( , )λ is the difference in the downwelling and upwelling 
plane irradiances:

 E z E z E zd u( , ) ( , ) ( , )λ λ λ= −  

Photosynthesis is a quantum phenomenon (i.e., it is the number of available photons rather than 
the amount of radiant energy that is relevant to the chemical transformations). This is because if a 
photon of, say, l = 350 nm, is absorbed by chlorophyll it induces the same chemical change as does a 
photon of l = 700 nm, even though the 350-nm photon has twice the energy of the 700-nm photon. 
Only a part of the photon energy goes into photosynthesis; the excess is converted to heat or reradi-
ated. Moreover, chlorophyll is equally able to absorb and utilize a photon regardless of the photon’s 
direction of travel. Therefore, in studies of phytoplankton biology the relevant measure of the light 
field is the photosynthetically available radiation, PAR or EPAR, defined by

 PAR photons s m
nm

nm
( ) ( , )z

hc
E z d≡ ∫ − −λ λ λ

350

700

0
1 2  

where h = 6.6255 × 10−34 J s is Planck’s constant and c = 3.0 × 1017 nm s−1 is the speed of light. The 
factor l/hc converts the energy units of E0 (watts) to quantum units (photons per second). Bio-optical 
literature often states PAR values in units of mol photons s−1 m−2 or einst s−1 m−2. Morel and Smith5 
found that over a wide variety of water types from very clear to turbid, with corresponding variations 
in the spectral nature of the irradiance, the conversion factor for energy to quanta varied by only 
±10 percent about the value 2.5 × 1018 photons s−1 W−1 (4.2 μeinst s−1 W−1).

For practical reasons related to instrument design, PAR is sometimes estimated using the spectral 
downwelling plane irradiance and the visible wavelengths only:

 PAR photons s m
nm

nm
( ) ( , )z

hc
E z dd≈ ∫ − −λ λ λ

400

700 1 2  

However, it is now recognized6,7 that the use of Ed rather than E0 can lead to errors of 20 to 100 percent 
in computations of PAR. Omission of the 350–400-nm band is less troublesome since those wave-
lengths are rapidly absorbed near the water surface, except in very clear waters.

1.4 INHERENT OPTICAL PROPERTIES

Consider a small volume ΔV of water of thickness Δr as seen by a narrow collimated beam of mono-
chromatic light of spectral radiant power Φi(l) W nm−1 as schematically illustrated in Fig. 2. Some 
part Φa(l) of the incident power Φi(l) is absorbed within the volume of water. Some part Φs(y, l) 
is scattered out of the beam at an angle y, and the remaining power Φt(l) is transmitted through 
the volume with no change in direction. Let Φs(l) be the total power that is scattered into all direc-
tions. Furthermore, assume that no inelastic scattering occurs (i.e., assume that no photons undergo 
a change in wavelength during the scattering process). Then by conservation of energy,

 Φ Φ Φ Φi a s t( ) ( ) ( ) ( )λ λ λ λ= + +  

The spectral absorptance A(l) is the fraction of incident power that is absorbed within the volume:

 A a

i

( )
( )

( )
λ

λ
λ

≡
Φ
Φ
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Likewise the spectral scatterance B(l) is the fractional part of the incident power that is scattered out 
of the beam,

 B s

i

( )
( )

( )
λ

λ
λ

≡
Φ
Φ

 

and the spectral transmittance T(l) is

 
T t

i

( )
( )

( )
λ

λ
λ

≡
Φ
Φ  

Clearly, A(l) + B(l) + T(l) = 1. A quantity easily confused with the absorptance A(l) is the absor-
bance D(l) (also called optical density) defined as8

 
D Ai

s t

( ) log
( )

( ) ( )
log [ ( )]λ

λ
λ λ

λ≡
+

= − −10 10 1
Φ

Φ Φ  

D(l) is the quantity actually measured in a spectrophotometer.
The inherent optical properties usually employed in hydrologic optics are the spectral absorption 

and scattering coefficients which are, respectively, the spectral absorptance and scatterance per unit 
distance in the medium. In the geometry of Fig. 2, the spectral absorption coefficient a(l) is defined as

 a
A

rr
( ) lim

( )λ λ≡
→

−
Δ Δ0

1m  

and the spectral scattering coefficient b(l) is

 b
B

rr
( ) lim

( )λ λ≡
→

−
Δ Δ0

1m  

The spectral beam attenuation coefficient c(l) is defined as

 c a b( ) ( ) ( )λ λ λ≡ +  

Hydrologic optics uses the term attenuation rather than extinction.
Now take into account the angular distribution of the scattered power, with B(y, l) being 

the fraction of incident power scattered out of the beam through an angle y into a solid angle 

Φa (l) Φt (l)Φi (l)

Φs (y, l)

ΔV

Δr

y

ΔΩ

FIGURE 2 Geometry used to define inherent optical 
properties.
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ΔΩ centered on y as shown in Fig. 2. Then the angular scatterance per unit distance and unit 
solid angle, b(y, l), is

 β ψ λ ψ λ
( , ) lim lim

( , )
lim lim≡ =

→ → → →Δ ΔΩ Δ ΔΩΔ ΔΩ
Φ

r r

B
r0 0 0 0

ss

i r
( , )

( )
ψ λ

λΦ Δ ΔΩ m sr− −1 1  

The spectral power scattered into the given solid angle ΔΩ is just the spectral radiant intensity scat-
tered into direction y times the solid angle: Φs(y, l) = Is(y, l) ΔΩ. Moreover, if the incident power 
Φi(l) falls on an area ΔA, then the corresponding incident irradiance E Ai i( ) ( ) /λ λ= Φ Δ . Noting 
that ΔV = Δr ΔA is the volume of water that is illuminated by the incident beam gives

 β ψ λ ψ λ
λ( , ) lim

( , )
( )

=
→Δ ΔV

s

i

I
E V0

 

This form of b(y, l) suggests the name spectral volume scattering function and the physical interpre-
tation of scattered intensity per unit incident irradiance per unit volume of water; b(y, l) also can 
be interpreted as the differential scattering cross section per unit volume. Integrating b(y, l) over all 
directions (solid angles) gives the total scattered power per unit incident irradiance and unit volume 
of water or, in other words, the spectral scattering coefficient:

 b d d( ) ( , ) ( , )sinλ β ψ λ π β ψ λ ψ ψ
π

= =∫ ∫Ω
Ξ

2
0

 

The last equation follows because scattering in natural waters is azimuthally symmetric about the 
incident direction (for unpolarized sources and for randomly oriented scatterers). This integration 
is often divided into forward scattering, 0 ≤ y ≤ p/2, and backward scattering, p/2 ≤ y ≤ p, parts. 
The corresponding spectral forward and backward scattering coefficients are, respectively,

 

b d

b

f

b

( ) ( , )sin

( ) ( , )sin

/
λ π β ψ λ ψ ψ

λ π β ψ λ ψ

π
≡

≡

∫2

2

0

2

ddψ
π

π

/2∫  

The preceding discussion has assumed that no inelastic (transpectral) scattering processes 
are present. However, transpectral scattering does occur in natural waters attributable to fluo-
rescence by dissolved matter or chlorophyll and to Raman or Brillouin scattering by the water 
molecules themselves (see Sec. 1.23). Power lost from wavelength l by scattering into wavelength 
l′ ≠ l appears in the above formalism as an increase in the spectral absorption.9 In this case, a(l) 
accounts for “true” absorption (e.g., conversion of radiant energy into heat) as well as for the loss 
of power at wavelength l by inelastic scattering to another wavelength. The gain in power at l′ 
appears as a source term in the radiative transfer formalism.

Two more inherent optical properties are commonly used in hydrologic optics. The spectral 
single-scattering albedo w0(l) is

 ω λ λ
λ0 ( )

( )
( )

≡ b
c

 

The single-scattering albedo is the probability that a photon will be scattered (rather than absorbed) 
in any given interaction; hence, w0(l) is also known as the probability of photon survival. The spectral
volume scattering phase function, �β ψ λ( , ) is defined by

 �β ψ λ β ψ λ
λ( , )

( , )
( )

≡ −
b

sr 1  
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Writing the volume scattering function b(y, l) as the product of the scattering coefficient b(l) and 
the phase function �β ψ λ( , ) partitions b(y, l) into a factor giving the strength of the scattering, b(l) 
with units of m−1, and a factor giving the angular distribution of the scattered photons, �β ψ λ( , )  
with units of sr−1.

1.5 APPARENT OPTICAL PROPERTIES

The quantity

 μ λ
θ φ λ θ

θ φ λd z
L z d

L z d
d

u

( , )
( , , , ) | cos |

( , , , )
≡

∫ Ω

Ω
Ξ

Ξ∫∫
≡

E z
E z

d

d

( , )
( , )

λ
λ0

 

is called the spectral downwelling average cosine. The definition shows that μ λd z( , ) is the average 
value of the cosine of the polar angle of all the photons contributing to the downwelling radiance at 
the given depth and wavelength. The spectral upwelling average cosine is defined analogously:

 μ λ
λ
λu

u

u

z
E z
E z

( , )
( , )
( , )

≡
0

 

The average cosines are useful one-parameter measures of the directional structures of the downwelling 
and upwelling light fields. For example, if the downwelling light field (radiance distribution) is col-
limated in direction ( , )θ φ0 0 so L L( , ) ( ) ( ),θ φ δ θ θ δ φ φ= − −0 0 0  where d is the Dirac d function, then 
μ θd = |cos |.0  If the downwelling radiance is completely diffuse (isotropic), L L( , )θ φ = 0  and μd = 1

2 . 
Typical values of the average cosines for waters illuminated by the sun and sky are μd ≈ 3

4  and μu ≈ 3
8 . 

Older literature generally refers to distribution functions, Dd and Du, rather than to average cosines. The 
distribution functions are just reciprocals of the average cosines:

 D z
z

z
zd

d
u

u

( , )
( , )

( , )
( , )

λ μ λ λ μ λ= =1 1
and D  

The spectral irradiance reflectance (or irradiance ratio) R(z, l) is the ratio of spectral upwelling to 
downwelling plane irradiances:
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R(z, l) just beneath the sea surface is of great importance in remote sensing (see Sec. 1.22).
Under typical oceanic conditions for which the incident lighting is provided by the sun and sky, 

the various radiances and irradiances all decrease approximately exponentially with depth, at least 
when far enough below the surface (and far enough above the bottom, in shallow water) to be free 
of boundary effects. For example, it is convenient to write the depth dependence of Ed(z, l) as
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where Kd(z, l) is the spectral diffuse attenuation coefficient for spectral downwelling plane irradiance 
and Kd ( )λ  is the average value of Kd(z, l) over the depth interval 0 to z. Solving for Kd(z, l) gives
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The distinction between beam and diffuse attenuation coefficients is important. The beam atten-
uation coefficient c(l) is defined in terms of the radiant power lost from a single, narrow, collimated 
beam of photons. The downwelling diffuse attenuation coefficient Kd(z, l) is defined in terms of 
the decrease with depth of the ambient downwelling irradiance Ed(z, l), which comprises photons 
heading in all downward directions (a diffuse or uncollimated light field). Kd(z, l) clearly depends 
on the directional structure of the ambient light field and so is classified as an apparent optical 
property. Other diffuse attenuation coefficients, e.g., Ku, K0d, K0u, KPAR, and K( , )θ φ are defined in an 
analogous manner, using the corresponding radiometric quantities.

In homogeneous waters, these “K functions” depend only weakly on depth and therefore can serve 
as convenient, if imperfect, descriptors of the water body. Smith and Baker10 have pointed out other 
reasons why K functions are useful:

1. The K’s are defined as ratios and therefore do not require absolute radiometric measurements.

2. The K’s are strongly correlated with chlorophyll concentration (i.e., they provide a connection 
between biology and optics).

3. About 90 percent of the diffusely reflected light from a water body comes from a layer of water of 
depth l/Kd(0, l) (i.e., Kd has implications for remote sensing).

4. Radiative transfer theory provides several useful relations between the K’s and other quantities 
of interest, such as absorption and beam attenuation coefficients, the irradiance reflectance, and 
the average cosines.

5. Instruments are available for routine measurement of the K’s.

It must be remembered, however, that in spite of their utility K functions are apparent optical 
properties—a change in the environment (e.g., solar angle or sea state) changes their value, some-
times by a negligible amount but sometimes greatly. However, numerical simulations by Gordon11 
show how with a few additional but easily made measurements measured values of Kd(z, l) and 
Kd ( )λ  can be “normalized” to remove the effects of solar angle and sea state. The normalized Kd and Kd  
are equal to the values that would be obtained if the sun were at the zenith and the sea surface were 
calm. If this normalization is performed, the resulting Kd(z, l) and Kd ( )λ  can be regarded as inher-
ent optical properties for all practical purposes. It is strongly recommended that Gordon’s procedure 
be routinely followed by experimentalists.

1.6  THE OPTICALLY SIGNIFICANT CONSTITUENTS 
OF NATURAL WATERS

Dissolved Substances

Pure sea water consists of pure water plus various dissolved salts, which average about 35 parts per 
thousand (%) by weight. These salts increase scattering above that of pure water by 30 percent 
(see Table 10 in Sec. 1.17). It is not well established what, if any, effect these salts have on absorption, 
but it is likely that they increase absorption somewhat at ultraviolet wavelengths.

Both fresh and saline waters contain varying concentrations of dissolved organic compounds. 
These compounds are produced during the decay of plant matter and consist mostly of various 
humic and fulvic acids.8 These compounds are generally brown in color and in sufficient concentra-
tions can color the water yellowish brown. For this reason the compounds are generically referred 
to as yellow matter, Gelbstoff, or gilvin. Yellow matter absorbs very little in the red, but absorption 
increases rapidly with decreasing wavelength. Since the main source of yellow matter is decayed ter-
restrial vegetation, concentrations are generally greatest in lakes, rivers, and coastal waters influenced 
by river runoff. In such waters yellow matter can be the dominant absorber at the blue end of the 
spectrum. In mid-ocean waters absorption by yellow matter is usually small compared to absorption 
by other constituents, but some yellow matter is likely to be present as the result of decaying phyto-
plankton, especially at the end of a bloom.
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Particulate Matter

Particulate matter in the oceans has two distinct origins: biological and physical. The organic particles of 
optical importance are created as bacteria, phytoplankton, and zooplankton grow and reproduce by 
photosynthesis or by eating their neighbors. Particles of a given size are destroyed by breaking apart after 
death, by fiocculation into larger aggregate particles, or by settling out of the water column. Inorganic par-
ticles are created primarily by weathering of terrestrial rocks and soils. These particles can enter the water 
as wind-blown dust settles on the sea surface, as rivers carry eroded soil to the sea, or as currents resuspend 
bottom sediments. Inorganic particles are removed from the water by settling, aggregating, or dissolving. 
This particulate matter usually is the major determiner of both the absorption and scattering properties of 
natural waters and is responsible for most of the temporal and spatial variability in these optical properties.

Organic Particles These occur in many forms.

Viruses Natural marine waters contain virus particles12 in concentrations of 1012 to 1015 parti-
cles m−3. These particles are generally much smaller (2–200 nm) than the wavelength of visible light, 
and it is not known what, if any, direct effect viruses have on the optical properties of sea water.

Colloids Nonliving collodial particles in the size range 0.4–1.0 μm are found13 in typical num-
ber concentrations of 1013 m−3 and colloids of size ≤ 0.1 μm are found14 in abundances of 1015 m−3. 
Some of the absorption traditionally attributed to dissolved matter may be due to colloids, some of 
which strongly resemble fulvic acids in electron micrographs.14

Bacteria Living bacteria in the size range 0.2–1.0 μm occur in typical number concentrations of 
1011–1013 m−3. It only recently has been recognized15–17 that bacteria can be significant scatterers and 
absorbers of light, expecially at blue wavelengths and in clean oceanic waters where the larger phyto-
plankton are relatively scarce.

Phytoplankton These ubiquitous microscopic plants occur with incredible diversity of species, size, 
shape, and concentration. They range in cell size from less than 1 μm to more than 200 μm, and some 
species form even larger chains of individual cells. It has long been recognized that phytoplankton are 
the particles primarily responsible for determining the optical properties of most oceanic waters. Their 
chlorophyll and related pigments strongly absorb light in the blue and red and thus when concentrations 
are high determine the spectral absorption of sea water. These particles are generally much larger than 
the wavelength of visible light and are efficient scatterers, especially via diffraction, thus influencing the 
scattering properties of sea water.

Organic detritus Nonliving organic particles of various sizes are produced, for example, when 
phytoplankton die and their cells break apart. They may also be formed when zooplankton graze on 
phytoplankton and leave behind cell fragments and fecal pellets. Even if these detrital particles contain 
pigments at the time of their production, they can be rapidly photo-oxidized and lose the characteristic 
absorption spectrum of living phytoplankton, leaving significant absorption only at blue wavelengths.

Large particles Particles larger than 100 μm include zooplankton (living animals with sizes from 
tens of micrometers to two centimeters) and fragile amorphous aggregates18 of smaller particles 
(“marine snow,” with sizes from 0.5 mm to tens of centimeters). Such particles occur in highly vari-
able numbers from almost none to thousands per cubic meter. Even at relatively large concentra-
tions these large particles tend to be missed by optical instruments that randomly sample only a 
few cubic centimeters of water or that mechanically break apart the aggregates. However, these large 
particles can be efficient diffuse scatterers of light and therefore may significantly affect the optical 
properties (especially backscatter) of large volumes of water, e.g., as seen by remote sensing instru-
ments. Although such optical effects are recognized, they have not been quantified.

Inorganic Particles These generally consist of finely ground quartz sand, clay minerals, or metal 
oxides in the size range from much less than 1 μm to several tens of micrometers. Insufficient atten-
tion has been paid to the optical effects of such particles in sea water, although it is recognized that 
inorganic particles are sometimes optically more important than organic particles. Such situations 
can occur both in turbid coastal waters carrying a heavy sediment load and in very clear oceanic 
waters which are receiving wind-blown dust.19



OPTICAL PROPERTIES OF WATER  1.15

At certain stages of its life, the phytoplankton coccolithophore species Emiliania huxleyi is a most 
remarkable source of crystalline particles. During blooms E. huxleyi produces and sheds enormous 
numbers of small (2–4 μm) calcite plates; concentrations of 3 × 1011 plates m−3 have been observed.20 
Although they have a negligible effect on light absorption, these calcite plates are extremely efficient 
light scatterers: irradiance reflectances of R = 0.39 have been observed20 at blue wavelengths during 
blooms (compared with R = 0.02 to 0.05 in the blue for typical ocean waters, discussed in Sec. 1.22). 
Such coccolithophore blooms give the ocean a milky white or turquoise appearance.

1.7 PARTICLE SIZE DISTRIBUTIONS

In spite of the diverse mechanisms for particle production and removal, observation shows that a 
single family of particle size distributions often suffices to describe oceanic particulate matter in the 
optically important size range from 0.1 to 100 μm. Let N(x) be the number of particles per unit vol-
ume with size greater than x in a sample of particles; x usually represents equivalent spherical diameter 
computed from particle volume, but also can represent particle volume or surface area. The Junge 
(also called hyperbolic) cumulative size distribution21 is then

 N x k
x
x

m

( ) =
⎛
⎝⎜

⎞
⎠⎟

−

0

 

where k sets the scale, x0 is a reference size, and −m is the slope of the distribution when log N is 
plotted versus log x; k, x0, and m are positive constants.

Oceanic particle size distributions usually have m values between 2 and 5, with m = 3 to 4 being 
typical; such spectra can be seen in McCave,22 Fig. 7. It often occurs that oceanic particle size spectra 
are best described by a segmented distribution in which a smaller value of m is used for x less than 
a certain value and a larger value of m is used for x greater than that value. Such segmented spectra 
can be seen in Bader,21 and in McCave,22 Fig. 8.

The quantity most relevant to optics, e.g., in Mie scattering computations for polydisperse sys-
tems, is not the cumulative size distribution N(x), but rather the number size distribution n(x). The 
number distribution is defined such that n(x) dx is the number of particles in the size interval from 
x to x + dx. The number distribution is related to the cumulative distribution by n(x) = |dN(x)/dx|, 
so that for the Junge distribution

 n x kmx x Kxm m s( ) = ≡− − − −
0

1  

where K kmx m≡ −
0  and s m≡ +1; s is commonly referred to as the slope of the distribution. Figure 3 

shows the number distribution of biological particles typical of open ocean waters; note that a value 
of s = 4 gives a reasonable fit to the plotted points.

It should be noted, however, that the Junge distribution sometimes fails to represent oceanic 
conditions. For example, during the growth phase of a phytoplankton bloom the rapid increase in 
population of a particular species may give abnormally large numbers of particles in a particular size 
range. Such bloom conditions therefore give a “bump” in n(x) that is not well modeled by the simple 
Junge distribution. Moreover, Lambert et al.23 found that a log-normal distribution sometimes bet-
ter described the distributions of inorganic particles found in water samples taken from near the 
bottom at deep ocean locations. These particles were principally aluminosilicates in the 0.2- to 10.0-μm 
size range but included quartz grains, metal oxides, and phytoplankton skeletal parts such as coc-
colithophore plates. Based on the sampling location it was assumed that the inorganic particles 
were resuspended sediments. Lambert et al. found that the size distributions of the individual par-
ticle types (e.g., aluminosilicates or metal oxides) obeyed log-normal distributions which “flattened 
out” below 1 μm. For particles larger than ~1 μm, log-normal and Junge distributions gave nearly 



1.16  PROPERTIES

equivalent descriptions of the data. Biological particles were not as well described by the log-normal 
distribution, especially for sizes greater than 5 μm.

1.8 ELECTROMAGNETIC PROPERTIES OF WATER

In studies of electromagnetic wave propagation at the level of Maxwell’s equations it is convenient 
to specify the bulk electromagnetic properties of the medium via the electrical permittivity e, 
the magnetic permeability m, and the elecrical conductivity s. Since water displays no significant 
magnetic properties, the permeability can be taken equal to the free-space (in vacuo) value at all 
frequencies: m = m0 = 4p × 10−7 N A−2. Both e and s depend on the frequency w of the propagating 
electromagnetic wave as well as on the water temperature, pressure, and salinity. Low-frequency 
(w → 0) values for the permittivity are of order e ≈ 80e0, where e0 = 8.85 × 10−12 A2 s2 N−1 m−2 is the 
free-space value. This value decreases to e ≈ 1.8e0 at optical frequencies. Extensive tabulations of e/e0 
as a function of temperature and pressure are given for pure water in Archer and Wang.24 The low-
frequency conductivity ranges from s ≈ 4 × 10−6 siemen m−1 for pure water to s ≈ 4.4 siemen m−1 
for sea water.

The effects of e, m, and s on electromagnetic wave propagation are compactly summarized 
in terms of the complex index of refraction, m = n − ik, where n is the real index of refraction, 
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k is the dimensionless electrodynamic absorption coefficient, and i = −( );1  n and k are collec-
tively called the optical constants of water (a time dependence convention of exp(+iwt) is used 
in deriving wave equations from Maxwell’s equations). The explicit dependence of m on e, m, and 
s is given by25
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where c = (e0 m0)
−1/2 is the speed of light in vacuo. These equations can be used to relate n and k to 

the bulk electromagnetic properties. The optical constants are convenient because they are directly 
related to the scattering and absorbing properties of water. The real index of refraction n(l) governs 
scattering both at interfaces (via the laws of reflection and refraction) and within the medium (via 
thermal or other fluctuations of n(l) at molecular and larger scales). The spectral absorption coef-
ficient a(l) is related to k(l) by25

 a
k

( )
( )λ π λ

λ
= 4

 

Here l refers to the in vacuo wavelength of light corresponding to a given frequency w of electro-
magnetic wave.

Figure 4 shows the wavelength dependence of the optical constants n and k for pure water. 
The extraordinary feature seen in this figure is the narrow “window” in k(l), where k(l) 
decreases by over nine orders of magnitude between the near ultraviolet and the visible and then 
quickly rises again in the near infrared. This behavior in k(l) gives a corresponding window in 
the spectral absorption coefficient a(l) as seen in Table 2. Because of the opaqueness of water 
outside the near-UV to near-IR wavelengths, hydrologic optics is concerned only with this small 
part of the electromagnetic spectrum. These wavelengths overlap nicely with the wavelengths of 
the sun’s maximum energy output and with a corresponding window in atmospheric absorption, 
much to the benefit of life on earth.
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1.9 INDEX OF REFRACTION

Seawater

Austin and Halikas27 exhaustively reviewed the literature on measurements of the real index of 
refraction of sea water. Their report contains extensive tables and interpolation algorithms for the 
index of refraction (relative to air), n(l, S, T, p), as a function of wavelength (l = 400 to 700 nm), 
salinity (S = 0 to 43‰), temperature (T = 0 to 30°C), and pressure (p = 105 to 108  Pa, or 1 to 
1080 atm). Figure 5 illustrates the general dependence of n on these four parameters: n decreases 
with increasing wavelength or temperature and increases with increasing salinity or pressure. Table 
3 gives the values of n for the extreme values of each parameter. The extreme values of n, 1.329128 
and 1.366885, show that n varies by less than 3 percent over the entire parameter range relevant to 
hydrologic optics. Table 4 gives selected values of n(l, T) for fresh water (S = 0) and for typical sea 
water (S = 35‰) at atmospheric pressure (p = 105 Pa). The values in Table 4 can be multiplied by 
1.000293 (the index of refraction of dry air at STP and l = 538 nm) if values relative to vacuum are 

TABLE 2 Absorption Coefficient a of Pure Water As a Function 
of Wavelength l∗

  l a (m−1) l a (m−1)

 0.01 nm 1.3 × 101 700 nm 0.650
 0.1 6.5 × 102 800 2.07
 1 9.4 × 104 900 nm 7.0
  10 3.5 × 106 1 μm 3.3 × 101

100 5.0 × 107 10 7.0 × 104

200 3.07 100 μm 6.5 × 104

300 0.141 0.001 m 1.3 × 104

400 0.0171 0.01 3.6 × 103

500 0.0257 0.1 5.0 × 101

600 nm 0.244 1 m 2.5

∗Data for 200 nm ≤ l ≤ 800 nm taken from Table 6. Data for other wave-
lengths computed from Fig. 4.
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TABLE 3 Index of Refraction of Water n for the Extreme Values of Pressure p, 
Temperature T, Salinity S, and Wavelength l Encountered in Hydrologic Optics∗

  p (Pa) T (ºC) S (‰) l (nm) n

1.01 × 105 0 0 400 1.344186
1.01 0 0 700 1.331084
1.01 0 35 400 1.351415
1.01 0 35 700 1.337906
1.01 30 0 400 1.342081
1.01 30 0 700 1.329128
1.01 30 35 400 1.348752
1.01 30 35 700 1.335316
1.08 × 108 0 0 400 1.360076
1.08 0 0 700 1.346604
1.08 0 35 400 1.366885
1.08 0 35 700 1.352956
1.08 30 0 400 1.356281
1.08 30 0 700 1.342958
1.08 30 35 400 1.362842
1.08 30 35 700 1.348986

∗Reproduced from Austin and Halikas.27

TABLE 4 Index of Refraction of Fresh Water and of Sea Water at Atmospheric Pressure for Selected Temperatures and 
Wavelengths∗

 Fresh water (S = 0)
 wavelength (nm)

Temp (ºC) 400 420 440 460 480 500 520 540

  0 1.34419 1.34243 1.34092 1.33960 1.33844 1.33741 1.33649 1.33567
  10 1.34390 1.34215 1.34064 1.33933 1.33817 1.33714 1.33623 1.33541
  20 1.34317 1.34142 1.33992 1.33860 1.33745 1.33643 1.33551 1.33469
  30 1.34208 1.34034 1.33884 1.33753 1.33638 1.33537 1.33445 1.33363

 Wavelength (nm)

Temp (ºC) 560 580 600 620 640 660 680 700

  0 1.33494 1.33424 1.33362 1.33305 1.33251 1.33200 1.33153 1.33108
  10 1.33466 1.33399 1.33336 1.33279 1.33225 1.33174 1.33127 1.33084
  20 1.33397 1.33328 1.33267 1.33210 1.33156 1.33105 1.33059 1.33016
  30 1.33292 1.33223 1.33162 1.33106 1.33052 1.33001 1.32955 1.32913

 Sea water (S = 35‰)
 wavelength (nm)

Temp (ºC) 400 420 440 460 480 500 520 540

  0 1.35141 1.34961 1.34804 1.34667 1.34548 1.34442 1.34347 1.34263
  10 1.35084 1.34903 1.34747 1.34612 1.34492 1.34385 1.34291 1.34207
  20 1.34994 1.34814 1.34657 1.34519 1.34401 1.34295 1.34200 1.34116
  30 1.34875 1.34694 1.34539 1.34404 1.34284 1.34179 1.34085 1.34000

 Wavelength (nm)

Temp (ºC) 560 580 600 620 640 660 680 700

  0 1.34186 1.34115 1.34050 1.33992 1.33937 1.33885 1.33836 1.33791
  10 1.34129 1.34061 1.33997 1.33938 1.33882 1.33830 1.33782 1.33738
  20 1.34039 1.33969 1.33904 1.33845 1.33791 1.33739 1.33690 1.33644
  30 1.33925 1.33855 1.33790 1.33731 1.33676 1.33624 1.33576 1.33532

∗Data extracted from Austin and Halikas.
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desired. Millard and Seaver28 have developed a 27-term formula that gives the index of refraction to 
part-per-million accuracy over most of the oceanographic parameter range.

Particles

Suspended particulate matter in sea water often has a bimodal index of refraction distribution. 
Living phytoplankton typically have “low” indices of refraction in the range 1.01 to 1.09 relative to 
the index of refraction of seawater. Detritus and inorganic particles generally have “high” indices in 
the range of 1.15 to 1.20 relative to seawater.29 Typical values are 1.05 for phytoplankton and 1.16 for 
inorganic particles.

Table 5 gives the relative index of refraction of terrigenous minerals commonly found in river 
runoff and wind-blown dust. Only recently has it become possible to measure the refractive indices 
of individual phytoplankton cells.30 Consequently, little is yet known about the dependence of refrac-
tive index on phytoplankton species, or on the physiological state of the plankton within a given spe-
cies, although it appears that the dependence can be significant.31

1.10 MEASUREMENT OF ABSORPTION

Determination of the spectral absorption coefficient a(l) for natural waters is a difficult task for 
several reasons. First, water absorbs only weakly at near-UV to blue wavelengths so that very sensi-
tive instruments are required. More importantly, scattering is never negligible so that careful consid-
eration must be made of the possible aliasing of the absorption measurements by scattering effects. 
In pure water at wavelengths of l = 370 to 450 nm, molecular scattering provides 20 to 25 percent 
(Table 10) of the total beam attenuation, c(l) = a(l) + b(l). Scattering effects can dominate absorp-
tion at all visible wavelengths in waters with high particulate loads. Additional complications arise 
in determining the absorption of pure water because of the difficulty of preparing uncontaminated 
samples.

Many techniques have been employed in attempts to determine the spectral absorption coeffi-
cient for pure water, aw(l); these are reviewed in Smith and Baker.32 The most commonly employed 
technique for routine determination of a(l) for oceanic waters consists of filtering a sample of 
water to retain the particulate matter on a filter pad. The spectral absorption of the particulate 
matter, ap(l), is then determined in a spectrophotometer. The absorption of pure water, aw(l), 
must be added to ap(l) to obtain the total absorption of the oceanic water sample. Even though 
this technique for determining absorption has been in use for many years, the methodology is still 
evolving33–35 because of the many types of errors inherent in the ap(l) measurements (e.g., inability 
of filters to  retain all particulates, scattering effects within the sample cell, absorption by dissolved 
matter retained on the filter pad, and decomposition of pigments during the filtration process). 

TABLE 5 Index of Refraction Relative to 
Water, n, of Inorganic Particles Found in Sea Water

 Substance n

Quartz 1.16
Kaolinite 1.17
Montmorillonite 1.14
Hydrated mica 1.19
Calcite 1.11/1.24
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Moreover, this methodology for determining total absorption assumes that absorption by dissolved 
organic matter (yellow substances) is negligible, which is not always the case. If the absorption by 
yellow matter, ay(l), is desired, then the absorption of the filtrate is measured, and ay(l) is taken to 
be afiltrate(l) − aw(l). Several novel instruments under development36–38 show promise for circum-
venting the problems inherent in the filter-pad technique as well as for making in situ measurements 
of total absorption which at present is difficult.39

1.11 ABSORPTION BY PURE SEA WATER

Table 2 showed the absorption for pure water over the wavelength range from 0.01 nm (x-rays) 
to 1 m (radio waves). As is seen in the table, only the near-UV to near-IR wavelengths are of 
interest in hydrologic optics. Smith and Baker32 made a careful but indirect determination of 
the upper bound of the spectral absorption coefficient of pure sea water, aw(l), in the wavelength 
range of oceanographic interest, 200 nm ≤ l ≤ 800 nm. Their work assumed that for the clearest 
natural waters (1) absorption by salt or other dissolved substances was negligible, (2) the only 
scattering was by water molecules and salt ions, and (3) there was no inelastic scattering (i.e., no 
fluorescence or Raman scattering). With these assumptions the inequality (derived from radia-
tive transfer theory)

 a K bw d m( ) ( ) ( )λ λ λ≤ − 1
2

sw  

holds. Here bm
sw ( )λ is the spectral scattering coefficient for pure sea water; bm

sw ( )λ  was taken as 
known (Table 10). Smith and Baker then used measured values of the diffuse attenuation function 
Kd(l) from very clear waters (e.g., Crater Lake, Oregon, U.S.A., and the Sargasso Sea) to estimate 
aw(l). Table 6 gives their self-consistent values of aw(l), Kd(l), bm

sw ( )λ .
The Smith and Baker absorption values are widely used. However, it must be remembered that 

the values of aw(l) in Table 6 are upper bounds; the true absorption of pure water is likely to be 
somewhat lower, at least at violet and blue wavelengths.40 Smith and Baker pointed out that there 
are uncertainties because Kd, an apparent optical property, is influenced by environmental condi-
tions. They also commented that at wavelengths below 300 nm, their values are “merely an educated 
guess.” They estimated the accuracy of aw(l) to be within +25 and −5 percent between 300 and 
480 nm and +10 to −15 percent between 480 and 800 nm. Numerical simulations by Gordon11 indi-
cate that a more restrictive inequality,

 a
K

D
bw

d
m( )

( )

( )
. ( )λ

λ
λ

λ≤ −
0

0 62 sw  

could be used. Here D0(l) is a measurable distribution function [D0(l) > 1] that corrects for the 
effects of sun angle and sea state on Kd(l) (discussed earlier). Use of the Gordon inequality could 
reduce the Smith and Baker absorption values by up to 20 percent at blue wavelengths. And finally, 
the Smith and Baker measurements were not made in optically pure water but rather in the “clearest 
natural waters.” Even these waters contain a small amount of dissolved and particulate matter which 
will contribute something to both absorption and scattering.

There is evidence41 that absorption is weakly dependent on temperature, at least in the red and 
near infrared ( ∂ ∂ − −a T/ m C~ . º0 0015 1 1  at l = 600 nm and ∂ ∂ − −a T/ m C~ . º0 01 1 1  at l = 750 nm) 
and perhaps also slightly dependent on salinity; these matters are under investigation.
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1.12  ABSORPTION BY DISSOLVED
ORGANIC MATTER

Absorption by yellow matter is reasonably well described by the model42

 a ay y( ) ( )exp[ . ( )]λ λ λ λ= − −0 00 014  

over the range 350 nm ≤ l ≤ 700 nm. Here l0 is a reference wavelength usually chosen to be 
l0 = 440 nm and ay(l0) is the absorption due to yellow matter at the reference wavelength. The value 
of ay(l) of course depends on the concentration of yellow matter in the water. The exponential 
decay constant depends on the relative proportion of specific types of yellow matter; other studies 
have found exponents of −0.014 to −0.019 (Roesler et al.,43 table 1). Both total concentration and 
proportions are highly variable. Table 7 gives measured values of ay(440) for selected waters. Because 
of the variability in yellow matter concentrations, the values found in Table 7 have little general 

TABLE 6 Spectral Absorption Coefficient of Pure Sea Water, aw, As Determined by Smith and Baker 
(Values of the molecular scattering coefficient of pure sea water, bm

sw , and of the diffuse attenuation 
coefficient Kd used in their computation of aw are also shown.∗)

l (nm) aw (m−1) bm
sw m( )−1  Kd (m−1) l (nm) aw (m−1) bm

sw m( )−1  Kd (m−1)

 200 3.07 0.151 3.14 500 0.0257 0.0029 0.0271
 210 1.99 0.119 2.05 510 0.0357 0.0026 0.0370
 220 1.31 0.0995 1.36 520 0.0477 0.0024 0.0489
 230 0.927 0.0820 0.968 530 0.0507 0.0022 0.0519
 240 0.720 0.0685 0.754 540 0.0558 0.0021 0.0568
 250 0.559 0.0575 0.588 550 0.0638 0.0019 0.0648
 260 0.457 0.0485 0.481 560 0.0708 0.0018 0.0717
 270 0.373 0.0415 0.394 570 0.0799 0.0017 0.0807
 280 0.288 0.0353 0.306 580 0.108 0.0016 0.109
 290 0.215 0.0305 0.230 590 0.157 0.0015 0.158
 300 0.141 0.0262 0.154 600 0.244 0.0014 0.245
 310 0.105 0.0229 0.116 610 0.289 0.0013 0.290
 320 0.0844 0.0200 0.0944 620 0.309 0.0012 0.310
 330 0.0678 0.0175 0.0765 630 0.319 0.0011 0.320
 340 0.0561 0.0153 0.0637 640 0.329 0.0010 0.330
 350 0.0463 0.0134 0.0530 650 0.349 0.0010 0.350
 360 0.0379 0.0120 0.0439 660 0.400 0.0008 0.400
 370 0.0300 0.0106 0.0353 670 0.430 0.0008 0.430
 380 0.0220 0.0094 0.0267 680 0.450 0.0007 0.450
 390 0.0191 0.0084 0.0233 690 0.500 0.0007 0.500
 400 0.0171 0.0076 0.0209 700 0.650 0.0007 0.650
 410 0.0162 0.0068 0.0196 710 0.839 0.0007 0.834
 420 0.0153 0.0061 0.0184 720 1.169 0.0006 1.170
 430 0.0144 0.0055 0.0172 730 1.799 0.0006 1.800
 440 0.0145 0.0049 0.0170 740 2.38 0.0006 2.380
 450 0.0145 0.0045 0.0168 750 2.47 0.0005 2.47
 460 0.0156 0.0041 0.0176 760 2.55 0.0005 2.55
 470 0.0156 0.0037 0.0175 770 2.51 0.0005 2.51
 480 0.0176 0.0034 0.0194 780 2.36 0.0004 2.36
 490 0.0196 0.0031 0.0212 790 2.16 0.0004 2.16
    800 2.07 0.0004 2.07

∗Reproduced from Smith and Baker,32 with permission.
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validity even for the particular water bodies sampled, but they do serve to show representative values 
and the range of influence of yellow matter in determining the total absorption. Although the above 
model allows the determination of spectral absorption by yellow matter if the absorption is known 
at one wavelength, no model yet exists that allows for the direct determination of ay(l) from given 
concentrations of yellow matter constituents.

1.13 ABSORPTION BY PHYTOPLANKTON

Phytoplankton cells are strong absorbers of visible light and therefore play a major role in determin-
ing the absorption properties of natural waters. Absorption by phytoplankton occurs in various 
photosynthetic pigments of which the chlorophylls are best known to nonspecialists. Absorption 
by chlorophyll itself is characterized by strong absorption bands in the blue and in the red (peak-
ing at l ≈ 430 and 665 nm, respectively, for chlorophyll a), with very little absorption in the green. 
Chlorophyll occurs in all plants, and its concentration in milligrams of chlorophyll per cubic meter 
of water is commonly used as the relevant optical measure of phytoplankton abundance. (The term 
“chlorophyll concentration” usually refers to the sum of chlorophyll a, the main pigment in phy-
toplankton cells, and the related pigment pheophytin a.) Chlorophyll concentrations for various 
waters range from 0.01 mg m−3 in the clearest open ocean waters to 10 mg m−3 in productive coastal 
upwelling regions to 100 mg m−3 in eutrophic estuaries or lakes. The globally averaged, near-surface, 
open-ocean value is in the neighborhood of 0.5 mg m−3.

The absorbing pigments are not evenly distributed within phytoplankton cells but are local-
ized into small “packages” (chloroplasts) which are distributed nonrandomly throughout the cell. 
This localized distribution of pigments means8 that the spectral absorption by a phytoplankton 
cell or by a collection of cells in water is “flatter” (has less-pronounced peaks and reduced overall 
absorption) than if the pigments were uniformly distributed throughout the cell or throughout 
the water. This so-called “pigment packaging effect” is a major source of both inter- and intraspe-
cies variability in spectral absorption by phytoplankton. This is because the details of the pigment 

TABLE 7 Measured Absorption Coefficient at l = 440 nm Due 
to Yellow Matter, ay(440 nm), for Selected Waters∗

  Water Body ay (440 nm) (m−1)

Oceanic waters 
 Sargasso Sea ≈ 0
 off Bermuda 0.01
 Gulf of Guinea 0.024–0.113
 oligotrophic Indian Ocean 0.02
 mesotrophic Indian Ocean 0.03
 eutrophic Indian Ocean 0.09
Coastal and estuarine waters 
 North Sea 0.07
 Baltic Sea 0.24
 Rhone River mouth, France 0.086–0.572
 Clyde River estuary, Australia 0.64
Lakes and rivers 
 Crystal Lake, Wisconsin, U.S.A. 0.16
 Lake George, Australia 0.69–3.04
 Lake George, Uganda 3.7
 Carrao River, Venezuela 12.44
 Lough Napeast, Ireland 19.1

∗Condensed from Kirk,8 with permission.
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packaging within cells depend not only on species but also on a cell’s size and physiological state 
(which in turn depends on environmental factors such as ambient lighting and nutrient avail-
ability). Another source of variability in addition to chlorophyll a concentration and packaging is 
changes in pigment composition (the relative proportions of accessory pigments, namely, chloro-
phylls b and c, pheopigments, biliproteins, and carotenoids) since each pigment displays a charac-
teristic absorption curve.

A qualitative feel for the nature of phytoplankton absorption can be obtained from Fig. 6 which 
is based on absorption measurements from eight different single-species laboratory phytoplankton 
cultures.44 Measured spectral absorption coefficients for the eight cultures, ai(l), i = 1 to 8, were first 
reduced by subtracting ai(737) to remove the effects of absorption by detritus and cell constituents 
other than pigments: the assumption is that pigments do not absorb at l = 737 nm and that the 
residual absorption is wavelength independent (which is a crude approximation). The resulting 
curves were then normalized by the chlorophyll concentrations of the respective cultures to generate 
the chlorophyll-specific spectral absorption curves for phytoplankton, ai

* ( )λ .

 a
a a

Ci
i i

i

*( )
( ) ( )λ λ

=
−

=
−

−
−737 1

3
2 1m

mg m
m mg  

which are plotted in Fig. 6.
Several general features of phytoplankton absorption are seen in Fig. 6:

1. There are distinct absorption peaks at l ≈ 440 and 675 nm.

2. The blue peak is one to three times as high as the red one (for a given species) due to the contri-
bution of accessory pigments to absorption in the blue.

3. There is relatively little absorption between 550 and 650 nm, with the absorption minimum near 
600 nm being 10 to 30 percent of the value at 440 nm.

Similar analysis by Morel45 yielded the average specific absorption curve shown in Fig. 7. Morel’s 
curve is an average of spectra from 14 cultured phytoplankton species. The Morel curve is qualitatively 
the same as the curves of Fig. 6 and is as good a candidate as any for being called a “typical” phyto-
plankton specific absorption curve. The a∗(l) values of Fig. 7 are tabulated in Table 8 for reference.
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FIGURE 6 Chlorophyll-specific spectral absorption 
coefficients for eight species of phytoplankton. (Redrawn 
from Sathyendranath et al.,44 with permission.)



OPTICAL PROPERTIES OF WATER  1.25

1.14 ABSORPTION BY ORGANIC DETRITUS

Only recently has it become possible to determine the relative contributions of living phytoplankton 
and nonliving detritus to the total absorption by particulates. Iturriaga and Siegel46 used micro-
spectrophotometric techniques capable of measuring the spectral absorption of individual particles 
as small as 3 μm diameter to examine the absorption properties of particulates from Sargasso sea 
waters. Roesler et al.43 employed a standard filter-pad technique with measurements made before 
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FIGURE 7 Average chlorophyll-specific spectral absorption 
coefficient for 14 species of phytoplankton. (Redrawn from Morel,45 
with permission.)

TABLE 8 Average Chlorophyll-Specific Spectral Absorption Coefficient a∗ for 14 
Species of Phytoplankton As Plotted in Fig. 7 (The standard deviation is ~30% of the 
mean except in the vicinity of 400 nm, where it is ~50%.∗)

l (nm) a∗ (m2 mg−1) l (nm) a∗ (m2 mg−1) l (nm) a∗ (m2 mg−1)

 400 0.0394 500 0.0274 600 0.0053
 405 0.0395 505 0.0246 605 0.0053
 410 0.0403 510 0.0216 610 0.0054
 415 0.0417 515 0.0190 615 0.0057
 420 0.0429 520 0.0168 620 0.0059
 425 0.0439 525 0.0151 625 0.0061
 430 0.0448 530 0.0137 630 0.0063
 435 0.0452 535 0.0125 635 0.0064
 440 0.0448 540 0.0115 640 0.0064
 445 0.0436 545 0.0106 645 0.0066
 450 0.0419 550 0.0098 650 0.0071
 455 0.0405 555 0.0090 655 0.0084
 460 0.0392 560 0.0084 660 0.0106
 465 0.0379 565 0.0078 665 0.0136
 470 0.0363 570 0.0073 670 0.0161
 475 0.0347 575 0.0068 675 0.0170
 480 0.0333 580 0.0064 680 0.0154
 485 0.0322 585 0.0061 685 0.0118
 490 0.0312 590 0.0058 690 0.0077
 495 0.0297 595 0.0055 695 0.0046
    700 0.0027

∗Data courtesy of A. Morel.45
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and after pigments were chemically extracted to distinguish between absorption by pigmented and 
nonpigmented particles from fjord waters in the San Juan Islands, Washington, U.S.A. Each of these 
dissimilar techniques applied to particles from greatly different waters found very similar absorption 
spectra for nonpigmented organic particles derived from phytoplankton.

Figure 8 shows the microspectrophotometrically determined contributions of absorption by 
phytoplankton, aph(l), and of absorption by detritus, adet(l), to the independently measured (by the 
filter-pad technique) total particulate absorption, ap(l), for two depths at the same Atlantic loca-
tion. The small residual, Δap(l) = ap(l) − aph(l) − adet(l) shown in the figure is attributed either to 
errors in the determination of the phytoplankton and detrital parts (particles smaller than ~3 μm 
were not analyzed) or to contamination by dissolved organic matter of the filter-pad measurements 
of total particulate absorption. Note that at the shallow depth the phytoplankton are relatively more 
important at blue wavelengths whereas the detritus is slightly more important at the deeper depth. 
There is no generality in this result (other locations showed the reverse)—it merely illustrates the 
variability possible in water samples taken only 60 vertical meters apart.

The important feature to note in Fig. 8 is the general shape of the spectral absorption curve for detri-
tus. Roesler et al. found essentially identical curves in their determination of adet(l). These curves are 
reminiscent of the absorption curves for yellow matter and, indeed, Roesler et al. found that the model

 a adet det( ) ( )exp[ . ( )]λ λ= − −400 0 011 400  
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FIGURE 8 Examples of the relative contributions of absorp-
tion by phytoplankton aph(l), and by organic detritus adet(l), to 
the total particulate absorption ap(l), from Sargasso Sea waters. 
(Redrawn from Iturriaga and Siegel,46 with permission.)
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provides a satisfactory fit to detrital absorption curves. Other studies have found coefficients of 
−0.006 to −0.014 (Roesler et al.,43 table 1) instead of −0.011.

1.15 BIO-OPTICAL MODELS FOR ABSORPTION

Depending on the concentrations of dissolved substances, phytoplankton, and detritus, the total 
spectral absorption coefficient of a given water sample can range from almost identical to that of 
pure water to one which shows orders-of-magnitude greater absorption than pure water, especially 
at blue wavelengths. Figure 9 shows some a(l) profiles from various natural waters. Figure 9a shows 
absorption profiles measured in phytoplankton-dominated waters where chlorophyll concentra-
tions ranged from C = 0.2 to 18.4 mg m−3. In essence, the absorption is high in the blue because 
of absorption by phytoplankton pigments and high in the red because of absorption by the water. 
Figure 9b shows the absorption at three locations where C ≈ 2 mg m−3 but where the scattering 
coefficient b varied from 1.55 to 3.6 m−1 indicating that nonpigmented particles were playing an 
important role in determining the shape of a(l). Figure 9c shows curves from waters rich in yellow 
matter, which is causing the high absorption in the blue. One of the goals of bio-optics is to develop 
predictive models for absorption curves such as those seen in Fig. 9.

Case 1 waters are waters in which the concentration of phytoplankton is high compared to non-
biogenic particles.47 Absorption by chlorophyll and related pigments therefore plays a major role in 
determining the total absorption coefficient in such waters, although detritus and dissolved organic 
matter derived from the phytoplankton also contribute to absorption in case 1 waters. Case 1 water 
can range from very clear (oligotrophic) water to very turbid (eutrophic) water, depending on the 
phytoplankton concentration. Case 2 waters are “everything else,” namely, waters where inorganic 
particles or dissolved organic matter from land drainage dominate so that absorption by pigments 
is relatively less important in determining the total absorption. (The cases 1 and 2 classifications 
must not be confused with the Jerlov water types 1 and 2, discussed later.) Roughly 98 percent of the 
world’s open ocean and coastal waters fall into the case 1 category, and therefore almost all bio-optical 
research has been directed toward these phytoplankton-dominated waters. However, near-shore and 
estuarine case 2 waters are disproportionately important to human interests such as recreation, fish-
eries, and military operations.

Prieur and Sathyendranath48 developed a pioneering bio-optical model for the spectral absorp-
tion coefficient of case 1 waters. Their model was statistically derived from 90 sets of spectral 
absorption data taken in various case 1 waters and included absorption by phytoplankton pigments, 
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FIGURE 9 Examples of spectral absorption coefficients a(l) for various waters. 
Panel (a) shows a(l) for waters dominated by phytoplankton, panel (b) is for waters 
with a high concentration of nonpigmented particles, and panel (c) is for waters rich 
in yellow matter. (Based on Prieur and Sathyendranath,48 with permission.)
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by nonpigmented organic particles derived from deceased phytoplankton, and by yellow matter 
derived from decayed phytoplankton. The contribution of phytoplankton to the total absorption 
was parametrized in terms of the chlorophyll concentration C (i.e., chlorophyll a plus pheophytin a). 
The contributions of nonpigmented particles and of yellow matter were parametrized in terms of 
both the chlorophyll concentration and the total scattering coefficient at l = 550 nm, b(550). The 
essence of the Prieur-Sathyendranath model is contained in a more recent and simpler variant given 
by Morel:6

 a a a Cw c( ) [ ( ) . ( ) ][ . exp( .* .λ λ λ= + ′ + −0 06 1 0 2 0 00 65 114 440( ))]λ −  (1)

Here aw(l) is the absorption coefficient of pure water and ac
* ( )′ λ is a nondimensional, statisti-

cally derived chlorophyll-specific absorption coefficient; aw(l) and ac
* ( )′ λ values are given in Table 9 

[these aw(l) values are slightly different than those of Table 6]. When C is expressed in mg m−3 and l 
is in nm, the resulting a(l) is in m−1.

Another simple bio-optical model for absorption has been developed independently by 
Kopelevich.49 It has the form50

 a a C aw c( ) ( ) [ ( ) . exp[ . ( )]λ λ λ λ= + + − −0 0 1 0 015 400  

where ac
0 ( )λ is the chlorophyll-specific absorption coefficient for phytoplankton (m2 mg−1), and 

aw(l) and C are defined as for Eq. (1). The Kopelevich model as presently used49 takes aw(l) from 
Smith and Baker32 (Table 6) and takes ac

0 ( )λ from Yentsch.51

Although these and similar bio-optical models for absorption are frequently used, caution is 
advised in their application. Both models assume that the absorption by yellow matter covaries with 
that due to phytoplankton; i.e., each implies that a fixed percentage of the total absorption at a given 
wavelength always comes from yellow matter. The general validity of this assumption is doubtful 
even for open ocean waters: Bricaud et al.42 show data (Fig. 5) for which a(375), used as an index 
for yellow matter concentration, is uncorrelated with chlorophyll concentration even in oceanic 
regions uninfluenced by freshwater runoff. Gordon52 has developed a model that avoids assum-
ing any relation between yellow matter and phytoplankton. However, his model becomes singular 
as C → 0.01 mg m−3 and cannot be expected to work well for C much less than 0.1 mg m−3. The 
Kopelevich model has the chlorophyll contribution proportional to C, whereas the Morel model 
has C0.65. The exponent of 0.65 is probably closer to reality, since it reflects a change in the relative 
contributions to absorption by phytoplankton and by detritus as the chlorophyll concentration 
changes (absorption by detritus is relatively more important at low chlorophyll concentra-
tions52). Moreover, the chlorophyll-specific absorption curve of Yentsch51 used in the Kopelevich 

TABLE 9 Absorption by Pure Sea Water, aw, and the Nondimensional Chlorophyll-Specific Absorption 
Coefficient ac

*′  Used in the Prieur-Sathyendranath-Morel Model for the Spectral Absorption Coefficient a(l)∗

l (nm) aw (m−1) ac
*′  l (nm) aw (m−1) ac

*′  l (nm) aw (m−1) ac
*′

 400 0.018 0.687 500 0.026 0.668 600 0.245 0.236
 410 0.017 0.828 510 0.036 0.618 610 0.290 0.252
 420 0.016 0.913 520 0.048 0.528 620 0.310 0.276
 430 0.015 0.973 530 0.051 0.474 630 0.320 0.317
 440 0.015 1.000 540 0.056 0.416 640 0.330 0.334
 450 0.015 0.944 550 0.064 0.357 650 0.350 0.356
 460 0.016 0.917 560 0.071 0.294 660 0.410 0.441
 470 0.016 0.870 570 0.080 0.276 670 0.430 0.595
 480 0.018 0.798 580 0.108 0.291 680 0.450 0.502
 490 0.020 0.750 590 0.157 0.282 690 0.500 0.329
      700 0.650 0.215

∗Condensed with permission from Prieur and Sathyendranath,48 who give values every 5 mm.
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model is based on laboratory cultures of phytoplankton, whereas the later work by Prieur and 
Sathyendranath used in situ observations to derive the ac

* ( )′ λ values of Table 9—an additional 
point in favor of Eq. (1). Either of these bio-optical models is useful but clearly imperfect. They 
may (or may not) give correct average values, but they give no information about the variability of 
a(l). It can be anticipated that the simple models now available will be replaced, perhaps by models 
designed for specific regions and seasons, as better understanding of the variability inherent in spec-
tral absorption is achieved.

1.16 MEASUREMENT OF SCATTERING

Scattering in natural waters is caused both by small scale (<<l) density fluctuations attributable 
to random molecular motions and by the ubiquitous large (>l) organic and inorganic particles. 
Scattering by water molecules (and salt ions, in seawater) determines the minimum values for the 
scattering properties. However, as is the case for absorption, the scattering properties of natural 
waters are greatly modified by the particulate matter that is always present.

Scattering measurements are even more difficult than absorption measurements. The conceptual 
design of an instrument for measuring the volume scattering function b(y, l) is no more com-
plicated than Fig. 2 and the defining equation b(y, l) = Is(y, l)/[Ei(l) ΔV]: a collimated beam of 
known irradiance Ei illuminates a given volume of water ΔV and the scattered intensity Is is mea-
sured as a function of scattering angle and wavelength. However, the engineering of instruments 
capable of the in situ determination of b(y, l) is quite difficult. The magnitude of the scattered 
intensity typically increases by five or six orders of magnitude in going from y = 90° to y = 0.1° for 
a given natural water sample, and scattering at a given angle y can vary by two orders of magnitude 
among water samples. The required dynamic range of an instrument is therefore great. Corrections 
must be made for absorption within the sample volume and also along the incident and scattered 
beam paths for in situ instruments. The rapid change in b(y, l) at small scattering angles requires 
very precise alignment of the optical elements, but rolling ships seem designed to knock things out 
of alignment. Because of these design difficulties only a few one-of-a-kind instruments have been 
built for in situ measurement of the volume scattering function, and measurements of b(y, l) are 
not routinely made. Petzold53 gives the details of two such instruments, one for small scattering 
angles (y = 0.085, 0.17, and 0.34°) and one for larger angles (10° ≤ y ≤ 170°); these are the instru-
ments used to obtain the data presented in Sec. 1.18. Other instruments are referenced in Kirk8 and 
in Jerlov.29

Commercial instruments are available for laboratory measurement of b(y, l) at fixed scatter-
ing angles (e.g., y every 5° from ~20° to ~160°). These instruments are subject to their own prob-
lems, such as degradation of samples between the times of collection and measurement. Moreover, 
measurements of b(y, l) over a limited range of y are not sufficient for determination of b(l) by 
integration. In practice, the scattering coefficient b(l) is usually determined by the conservation of 
energy relation b(l) = c(l) − a(l) after measurements of beam attenuation and absorption have 
been made.

Both in situ and laboratory instruments sample (~cm3) volumes of water and therefore may fail 
to detect the presence of optically significant large aggregates (marine snow) if such particles are too 
few in number to be reliably captured in the sample volume. However, such particles can affect the 
scattering properties of large volumes of water (e.g., as seen in remote sensing or underwater vis-
ibility studies).

Measurements at near forward (y < 1°) and near backward (y > 179°) angles are exception-
ally difficult to make, yet the behavior of b(y, l) at these extreme angles is of considerable interest. 
Accurate determination of b at small angles is crucial to the determination of b by integration since 
typically one-half of all scattering takes place at angles of less than a few degrees. Scattering at small 
angles is important in underwater imaging and it is of theoretical interest for its connections to scat-
tering theory, particle optical properties, and particle size distributions. The behavior of b very near 
y = 180° is important in laser remote-sensing applications.
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Spinrad et al.54 and Padmabandu and Fry55 have reported measurements at very small angles 
on suspensions of polystyrene spheres but no such measurements have been published for natural 
water samples. The Padmabandu and Fry technique is notable in that it allows the measurement 
of b at y = 0° exactly by use of the coupling of two coherent beams in a photorefractive crystal to 
measure the phase shift that corresponds to 0° scattering. Measurement of b(0, l) is of theoretical 
interest because of its relation to attenuation via the optical theorem. Enhanced backscatter has been 
reported56 in suspensions of latex spheres; a factor-of-two increase in scattered intensity between 
y = 179.5 and 180.0° is typical. Whether or not such backscattering enhancement ever occurs in 
natural waters is a subject of heated debate.

1.17  SCATTERING BY PURE WATER AND BY PURE 
SEA WATER

Morel57 has reviewed in detail the theory and observations pertaining to scattering by pure water 
and by pure sea water. In pure water random molecular motions give rise to rapid fluctuations in 
the number of molecules in a given volume ΔV, where ΔV is small compared to the wavelength 
of light but large compared to atomic scales (so that the liquid within the volume is adequately 
described by statistical thermodynamics). The Einstein-Smoluchowski theory of scattering relates 
these fluctuations in molecular number density to associated fluctuations in the index of refraction, 
which give rise to scattering. In sea water the basic theory is the same but random fluctuations in the 
concentrations of the various ions (Cl−, Na+, etc.) give somewhat greater index of refraction fluctua-
tions, and hence greater scattering. The net result of these considerations is that the volume scatter-
ing function for either pure water or for pure sea water has the form

 β ψ λ β λ
λ
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which is reminiscent of the form for Rayleigh scattering. The wavelength dependence of l−432 rather 
than l−4 (for Rayleigh scattering) results from the wavelength dependence of the index of refraction. The 
0.835 factor is attributable to the anisotropy of the water molecules. The corresponding phase function is

 �β ψ ψw( ) . ( . cos )= + −0 06225 1 0 835 2 1sr  

and the total scattering coefficient bw(l) is given by

 bw w( ) . ( º , )
.

λ
λ
λ β λ= ⎛

⎝⎜
⎞
⎠⎟

−16 06 900
4 32

0
1m  (3)

Table 10 gives values of bw(90°, l) and bw(l) for selected wavelengths for both pure water and 
pure sea water (S = 35 to 39‰). Note that the pure sea water values are about 30 percent greater 
than the pure water values at all wavelengths. Table 11 shows the dependence of bw(546) on pres-
sure, temperature, and salinity. Note that molecular scattering decreases as decreasing temperature 
or increasing pressure reduce the smallscale fluctuations.

1.18 SCATTERING BY PARTICLES

Heroic efforts are required to obtain water of sufficient purity that a Rayleigh-like volume scattering 
function is observed. As soon as there is a slight amount of particulate matter in the water—always 
the case for even the clearest natural water—the volume scattering function becomes highly peaked 
in the forward direction, and the scattering coefficient increases by at least a factor of 10.
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Even for the most numerous oceanic particles (e.g., colloids at a concentration of 1015 m−3) the 
average distance between particles is greater than ten wavelengths of visible light. For the optically 
most significant phytoplankton the average separation is thousands of wavelengths. Moreover, these 
particles usually are randomly distributed and oriented. Ocean water therefore can be treated as a 
very dilute suspension of random scatterers and consequently the intensity of light scattered by an 
ensemble of particles is given by the sum of the intensities due to the individual particles. Coherent 
scattering effects are negligible except perhaps at extremely small scattering angles.58 An overview of 
scattering by particles is given in Chap. 7 “Scattering by Particles” by Craig F. Bohren in Vol. I.

The contribution of the particulate matter to the total volume scattering function b(y, l) is 
obtained from

 β ψ λ β ψ λ β ψ λp w( , ) ( , ) ( , )≡ −  

Here the subscript p refers to particles, and w refers to pure water (if b is measured in fresh water) 
or pure sea water (for oceanic measurements). Figure 10 shows several particle volume scattering 
functions determined from in situ measurements of b(y, l) in a variety of waters ranging from 
very clear to very turbid. The particles cause at least a four-order-of-magnitude increase in scatter-
ing between y ≈ 90° and y ≈ 1°. The contribution of molecular scattering to the total is therefore 
completely negligible except at backscattered directions (y ≥ 90°) in the clearest natural waters. The 
top curve in Fig. 10 is shown for small scattering angles in Fig. 11. The scattering function shows 

TABLE 10 The Volume Scattering Function at y = 90°, bw(90°, l), and the Scattering Coefficient bw(l) for 
Pure Water and for Pure Sea Water (S = 35–39%)∗

 Pure water Pure sea water

l (nm) bw(90°) (10−4 m−1 sr−1) bw
† (10−4 m−1) b(90°) (10−4 m−1 sr−1) bw

† (10−4 m−1)

  350 6.47 103.5 8.41 134.5
  375 4.80 76.8 6.24 99.8
  400 3.63 58.1 4.72 75.5
  425 2.80 44.7 3.63 58.1
  450 2.18 34.9 2.84 45.4
  475 1.73 27.6 2.25 35.9
  500 1.38 22.2 1.80 28.8
  525 1.12 17.9 1.46 23.3
  550 0.93 14.9 1.21 19.3
  575 0.78 12.5 1.01 16.2
  600 0.68 10.9 0.88 14.1

∗Reproduced from Morel,57 with permission. 
†Computed from b(l) = 16.0b (90°, l).

TABLE 11 Computed Scattering Coefficient b of Pure Water (S = 0) and of Pure Sea Water (S = 35‰) at 
l = 546 nm as a Function of Temperature T and Pressure p (Numbers in the body of the table have units of m−1.∗)

 p = 105 Pa (1 atm) p = 107 Pa (100 atm) p = 108 Pa (1000 atm)

T (°C) S = 0 S = 35‰ S = 0 S = 35‰ S = 0 S = 35‰

 0 0.00145 0.00195 0.00140 0.00192 0.00110 0.00167
 10 0.00148 0.00203 0.00143 0.00200 0.00119 0.00176
 20 0.00149 0.00207 0.00147 0.00204 0.00125 0.00183
 40 0.00150 0.00213 0.00149 0.00212 0.00136 0.00197

∗Data extracted from the more extensive table of Shifrin,58 with permission.
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no indication of “flattening out” even at angles as small as 0.5°. Note that the scattering function 
increases by a factor of 100 over only a one-degree range of scattering angle.

Highly peaked forward scattering such as that seen in Figs. 10 and 11 is characteristic of diffraction-
dominated scattering in a polydisperse system. Scattering by refraction and reflection from particle 
surfaces becomes important at large scattering angles (y >∼ 15°). Mie scattering calculations are well 
able to reproduce observed volume scattering functions given the proper optical properties and size 
distributions. Early efforts along these lines are seen in Kullenberg59 and in Brown and Gordon.60 
Brown and Gordon were unable to reproduce observed backscattering values using measured par-
ticle size distributions. However, their instruments were unable to detect submicrometer particles. 
They found that the Mie theory properly predicted backscattering if they assumed the presence of 
numerous, submicrometer, low-index-of-refraction particles. It is reasonable to speculate that bac-
teria and the recently discovered colloidal particles are the particles whose existence was inferred by 
Brown and Gordon. Recent Mie scattering calculations61 have used three-layered spheres to model 
the structure of phytoplankton (cell wall, chloroplasts, and cytoplasm core) and have used polydis-
perse mixtures of both organic and inorganic particles.
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The most carefully made and widely cited scattering measurements are found in Petzold.53 Figure 
12 shows three of his b(y, l) curves displayed on a log-log plot to emphasize the forward scattering 
angles. The instruments had a spectral response centered at l = 514 nm with an FWHM of 75 nm. The 
top curve was obtained in the very turbid water of San Diego Harbor, California; the center curve comes 
from near-shore coastal water in San Pedro Channel, California; and the bottom curve is from very 
clear water in the Tongue of the Ocean, Bahama Islands. The striking feature of these volume scattering 
functions (and those of Fig. 10) from very different waters is the similarity of their shapes. Although 
the scattering coefficients b of the curves in Fig. 12 vary by a factor of 50 (Table 13), the uniform shapes 
suggest that it is reasonable to define a “typical” particle phase �β ψ λp ( , ). This has been done62 with 
three sets of Petzold’s data from waters with a high particulate load (one set being the top curve of 
Fig. 12), as follows: (1) subtract bw(y, l) from each curve to get three particle volume scattering func-
tions β ψ λp

i ( , ), i = 1, 2, 3; (2) compute three particle phase functions via �β ψ λ β ψ λ λp
i

p
i ib( , ) ( , ) / ( );=

(3) average the three particle phase functions to define the typical particle phase function �β ψ λp ( , ). 
Table 12 displays the three Petzold volume scattering functions plotted in Fig. 12, the volume scatter-
ing function for pure sea water, and the average particle phase function computed as just described. 
This particle phase function satisfies the normalization 2 10π β ψ λ ψ ψπ∫ =�

p d( , )sin  if a behavior of 
�β ψp

m~ −  is assumed for y < 0.1° (m is a positive constant between zero and two, determined from �βp  at 
the smallest measured angles), and a trapezoidal rule integration is used for y ≥ 0.1°, with linear inter-
polation used between the tabulated values. This average particle phase function is adequate for many 
radiative transfer calculations. However, the user must remember that significant deviations from the 
average can be expected in nature (e.g., in waters with abnormally high numbers of either large or small 
particles), although the details of such deviations have not been quantified.

Table 13 compares several inherent optical properties for pure sea water and for the three Petzold 
water samples of Fig. 12 and Table 12. These data show how greatly different even clear ocean water 
is from pure sea water. Note that natural water ranges from absorption-dominated (w0 = 0.247) to 
scattering-dominated (w0 = 0.833) at l = 514 nm. The ratio of backscattering to total scattering is 
typically a few percent in natural water. However, there is no clear relation between bb/b and the water 
type, at least for the Petzold data of Table 13. This lack of an obvious relation is likely the result of 
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TABLE 12 Volume Scattering Functions b(y, l) for Three Oceanic Waters and for Pure Sea Water and a Typical Particle 
Phase �β ψp( , ),λ  All at l = 514 nm

Scattering
 Volume scattering functions (m−1 sr−1) 

Angle (deg) Clear Ocean∗ Coastal Ocean∗ Turbid Harbor∗ Pure Sea Water† Particle Phase Function‡ (sr−1)

 0.100 5.318 × 101 6.533 × 102 3.262 × 103 2.936 × 10−4 1.767 × 103

 0.126 4.042 4.577 2.397 2.936 1.296
 0.158 3.073 3.206 1.757 2.936 9.502 × 102

 0.200 2.374 2.252 1.275 2.936 6.991
 0.251 1.814 1.579 9.260 × 102 2.936 5.140
 0.316 1.360 1.104 6.764 2.936 3.764
 0.398 9.954 × 10 7.731 × 101 5.027 2.936 2.763
 0.501 7.179 5.371 3.705 2.936 2.012
 0.631 5.110 3.675 2.676 2.936 1.444
 0.794 3.591 2.481 1.897 2.936 1.022
 1.000 2.498 1.662 1.329 2.936 7.161 × 101

 1.259 1.719 1.106 9.191 × 101 2.935 4.958
 1.585 1.171 7.306 × 100 6.280 2.935 3.395
 1.995 7.758 × 10−1 4.751 4.171 2.934 2.281
 2.512 5.087 3.067 2.737 2.933 1.516
 3.162 3.340 1.977 1.793 2.932 1.002
 3.981 2.196 1.273 1.172 2.930 6.580 × 100

 5.012 1.446 8.183 × 10−1 7.655 × 100 2.926 4.295
 6.310 9.522 × 10−2 5.285 5.039 2.920 2.807
 7.943 6.282 3.402 3.302 2.911 1.819
 10.0 4.162 2.155 2.111 2.896 1.153
 15.0 2.038 9.283 × 10−2 9.041 × 10−1 2.847 4.893 × 10−1

 20.0 1.099 4.427 4.452 2.780 2.444
 25.0 6.166 × 10−3 2.390 2.734 2.697 1.472
 30.0 3.888 1.445 1.613 2.602 8.609 × 10−2

 35.0 2.680 9.063 × 10−3 1.109 2.497 5.931
 40.0 1.899 6.014 7.913 × 10−2 2.384 4.210
 45.0 1.372 4.144 5.858 2.268 3.067
 50.0 1.020 2.993 4.388 2.152 2.275
 55.0 7.683 × 10−4 2.253 3.288 2.040 1.699
 60.0 6.028 1.737 2.548 1.934 1.313
 65.0 4.883 1.369 2.041 1.839 1.046
 70.0 4.069 1.094 1.655 1.756 8.488 × 10−3

 75.0 3.457 8.782 × 10−4 1.345 1.690 6.976
 80.0 3.019 7.238 1.124 1.640 5.842
 85.0 2.681 6.036 9.637 × 10−3 1.610 4.953
 90.0 2.459 5.241 8.411 1.600 4.292
 95.0 2.315 4.703 7.396 1.610 3.782
100.0 2.239 4.363 6.694 1.640 3.404
105.0 2.225 4.189 6.220 1.690 3.116
110.0 2.239 4.073 5.891 1.756 2.912
115.0 2.265 3.994 5.729 1.839 2.797
120.0 2.339 3.972 5.549 1.934 2.686
125.0 2.505 3.984 5.343 2.040 2.571
130.0 2.629 4.071 5.154 2.152 2.476
135.0 2.662 4.219 4.967 2.268 2.377
140.0 2.749 4.458 4.822 2.384 2.329
145.0 2.896 4.775 4.635 2.497 2.313

(Continued)
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differing particle types in the three waters. Since refraction and reflection are important processes at 
large scattering angles, the particle indices of refraction are important in determining bb. Total scat-
tering is dominated by diffraction and so particle composition has little effect on b values. The last 
row of Table 13 gives the angle y such that one-half of the total scattering occurs at angles between 0 
and y. This angle is rarely greater than 10° in natural waters.

1.19  WAVELENGTH DEPENDENCE OF SCATTERING: 
BIO-OPTICAL MODELS

The strong l−4.32 wavelength dependence of pure-water scattering is not seen in natural waters. This 
is because scattering is dominated by diffraction from polydisperse particles that are usually much 
larger than the wavelength of visible light. Although diffraction depends on the particle size-to-
wavelength ratio, the presence of particles of many sizes diminishes the wavelength effects that are 
seen in diffraction by a single particle. Moreover, diffraction does not depend on particle composi-
tion. However, some wavelength dependence is to be expected, especially at backward scattering 
angles where refraction, and hence particle composition, is important. Molecular scattering also 
contributes something to the total scattering and can even dominate the particle contribution at 
backscatter angles in clear water.63

Morel64 presents several useful observations on the wavelength dependence of scattering. Figure 13 
shows two sets of volume scattering functions, one from the very clear waters of the Tyrrhenian Sea 
and one from the turbid English Channel. Each set displays b(y, l)/b(90°, l) for l = 366, 436, and 

TABLE 12 Volume Scattering Functions b(y, l) for Three Oceanic Waters and for Pure Sea Water and a Typical Particle 
Phase �β ψp( , ),λ All at l = 514 nm (Continued)

Scattering
 Volume scattering functions (m−1 sr−1) 

Angle (deg) Clear Ocean∗ Coastal Ocean∗ Turbid Harbor∗ Pure Sea Water† Particle Phase Function‡ (sr−1)

 150.0 3.088 5.232 4.634 2.602 2.365
 155.0 3.304 5.824 4.900 2.697 2.506
 160.0 3.627 6.665 5.142 2.780 2.662
 165.0 4.073 7.823 5.359 2.847 2.835
 170.0 4.671 9.393 5.550 2.896 3.031
 175.0 4.845 9.847 5.618 2.926 3.092
 180.0 5.109 1.030 × 10−3 5.686 2.936 3.154

∗Data reproduced from Petzold.53

†Computed from Eq. (2) and Table 10.
‡Courtesy of H. R. Gordon; see also Ref. 62.

TABLE 13 Selected Inherent Optical Properties for the Waters Presented in Fig. 12 and in Table 12 (All 
values are for l = 514 nm except as noted.)

 Water a (m−1) b (m−1) c  (m−1) w0 bb/b ψ for 1
2

b(deg)

Pure sea water 0.0405∗ 0.0025† 0.043 0.058 0.500 90.00
Clear ocean 0.114‡ 0.037 0.151§ 0.247 0.044 6.25
Coastal ocean 0.179‡ 0.219 0.398§ 0.551 0.013 2.53
Turbid harbor 0.366‡ 1.824 2.190§ 0.833 0.020 4.68

∗Value obtained by interpolation in Table 6.
†Value obtained by interpolation in Table 10.
‡Estimated by Petzold53 from c(530 nm) – b(514 nm).
§Measured by Petzold at l = 530 nm.
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546 nm. The clear water shows a definite dependence of the shape of b(y, l) on l whereas the particle-
rich turbid water shows much less wavelength dependence. In each case the volume scattering function of 
shortest wavelength is most nearly symmetric about y = 90°, presumably because symmetric molecular 
scattering is contributing relatively more to the total scattering at short wavelengths.

Figure 14 shows a systematic wavelength dependence of particle volume scattering functions. 
Figure 14a shows average values of bp(y, 366 nm)/bp(y, 546 nm) for N samples as labeled in 
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the figure. The vertical bars are one standard deviation of the observations. Figure 14b shows the 
ratio for l = 436 to 546 nm. These ratios clearly depend both on wavelength and scattering angle. 
Assuming that bp(y, l) has a wavelength dependence of

 β ψ λ β ψ λp p

n

( , ) ( , )= ⎛
⎝⎜

⎞
⎠⎟

546
546 nm

 

the data of Fig. 14 imply values for n as seen in Table 14. As anticipated, the wavelength dependence 
is strongest for backscatter (y = 150°) and weakest for forward scatter (y = 30°).

Kopelevich49,65 has statistically derived a two-parameter model for spectral volume scattering func-
tions (VSFs). This model separates the contributions by “small” and “large” particles to the particulate 
scattering. Small particles are taken to be mineral particles less than 1 μm in size and having an index 
of refraction of n = 1.15; large particles are biologic particles larger than 1 μm in size and having an 
index refraction of n = 1.03. The model is defined by

 β ψ λ β ψ λ β ψ λ β( , ) ( , ) ( )*

.

= + ⎛
⎝⎜

⎞
⎠⎟

+w s sv v
550

1 7
nm

� �
**

.

( )ψ λ
550

0 3
nm⎛

⎝⎜
⎞
⎠⎟

 (4)

with the following definitions:

bw(y, l) the VSF of pure sea water, given by Eq. (2) with l0 = 550 nm and an exponent of 4.30

vs  the volume concentration of small particles, with units of cm3 of particles per m3 of 
water, i.e., parts per million (ppm)

v�  the analogous volume concentration of large particles

β ψs
* ( )   the small-particle VSF per unit volume concentration of small particles, with units of 

m−1 sr−1 ppm−1

β ψ�
* ( )  the analogous large-particle concentration-specific VSF

The concentration-specific VSFs for small and large particles are given in Table 15. Equation (4) can 
be evaluated as if the two parameters vs and v� are known; the ranges of values for oceanic waters are 
0.01 ≤ vs ≤ 0.20 ppm 0 01 0 40. .≤ ≤v� ppm.  However, these two parameters are themselves param-
etrized in terms of the total volume scattering function measured at l = 550 nm for y = 1 and 45°:

 
vs = − × ° + ° −−1 45 10 1 550 0 0024. ( , .β βnm) 10.2 (45, 550 nm)

vv� = × ° − °−2 2 10 1 550 1 2 45 5502. ( , ) . ( , )β βnm nm
 (5)

Thus b(y, l) can also be determined from two measurements of the total VSF.
The mathematical form of the Kopelevich model reveals its underlying physics. Large particles 

give diffractive scattering at very small angles; thus β ψ�
* ( )  is highly peaked for small y and the 

wavelength dependence of the large particle term is weak (l−0.3). Small particles contribute more to 

TABLE 14 Exponents n Required to Fit the Data of 
Fig. 14 Assuming That bp(y, l) = bp(y, 546)(546/l)n

 Scattering angle y

Wavelength l (nm) 30° 90° 150°

   366 0.84 1.13 1.73
   436 0.99 1.33 1.89



1.38  PROPERTIES

scattering at large angles and thus have a more symmetric VSF and a stronger wavelength depen-
dence (l−1.7). This model gives a reasonably good description of VSFs observed in a variety of waters 
(Shifrin,58 fig. 5.20).

Several simple models are available for the scattering coefficient b(l). A commonly employed 
bio-optical model for b(l) is that of Gordon and Morel66 (see also Ref. 6):

 b b Cw( ) ( ) . .λ λ λ= + ⎛
⎝⎜

⎞
⎠⎟

−550
0 30 0 62 1nm

m  (6)

Here bw(l) is given by Eq. (3) and Table 10. l is in nm and C is the chlorophyll concentration in 
mg m−3. A related bio-optical model for the backscatter coefficient bb(l) is found in Morel.45

 b b Cb w( ) ( ) . . ( logλ λ λ= + + − ⎛
⎝⎜

1
2

1
2

1
40 002 0 02

500 nm⎞⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥
0 30 0 62. .C  

The 1
2

1
4−( )logC  factor gives bb(l) a l−1 wavelength dependence in very clear (C = 0.01 mg m−1) 

water and no wavelength dependence in very turbid (C = 100 mg m−3) water. These empirically 
derived models are intended for use only in case 1 waters.

A feeling for the accuracy of the b(l) model of Eq. (6) can be obtained from Fig. 15, which 
plots measured b (550 nm) values versus chlorophyll concentration C in both case 1 and case 2 
waters. Note that even when the model is applied to the case 1 waters from which it was derived, the 
predicated b(550 nm) value easily can be wrong by a factor of 2. If the model is misapplied to case 2 
waters, the error can be an order of magnitude. Note that for a given C value, b(550 nm) is higher in 
case 2 waters than in case 1 waters, presumably because of the presence of additional particles that 
do not contain chlorophyll.

Integration over y of the Kopelevich b(y, l) model of Eq. (4) yields another model for b(l):

 b vs( ) . .
.

λ λ λ= ⎛
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⎞0 0017
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where vs and v�  are given by Eq. (5). Kopelevich claims that the accuracy of this model is ~30 percent.

TABLE 15 The Concentration-Specific Volume Scattering Functions for Small ( )βs
∗  and Large ( )β�

∗  
Particles As a Function of the Scattering Angle y for Use in the Kopelevich Model for Spectral Volume Scattering 
Functions, Eq. (4)∗

y (deg) βs
∗ m sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 β�
∗ n sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 y (deg) βs
∗ m sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 β�
∗ m sr

ppm

− −⎛
⎝⎜

⎞
⎠⎟

1 1

 0 5.3 140 45 9.8 × 10−2 6.2 × 10−4

 0.5 5.3 98 60 4.1 3.8
 1 5.2 46 75 2.0 2.0
 1.5 5.2 26 90 1.2 6.3 × 10−5

 2 5.1 15 105 8.6 × 10−3 4.4
 4 4.6 3.6 120 7.4 2.9
 6 3.9 1.1 135 7.4 2.0
 10 2.5 0.20 150 7.5 2.0
 15 1.3 5.0 × 10−2 180 8.1 7.0
 30 0.29 2.8 × 10−3 b∗ = 1.34 m−1/ppm 0.312 m−1/ppm

∗Reproduced from Kopelevich.49
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A bio-optical model related to the Kopelevich model is found in Haltrin and Kattawar50 (their 
notation):

 b b b P b Pw s p( ) ( ) ( ) ( )λ λ λ λ= + +ps
0 0

� �  

Here bw(l) is given by

 bw ( ) .
.

λ
λ

= ×
⎛
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⎞
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−5 826 10
4003

4 322

 

which is essentially the same as Eq. (3) and the data in Table 10. The terms bps
0 ( )λ and bp�

0 ( )λ are 
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Ps and P�  are the concentrations in g m−3 of small and large particles, respectively. These quantities 
are parametrized in terms of the chlorophyll concentration C, as shown in Table 16. This work also 
presents a model for backscattering:

 b b B b P B b Pb w s s p( ) ( ) ( ) ( )λ λ λ λ= + +1
2
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FIGURE 15 Measured scattering coefficients at l = 550 nm, 
b(550), as a function of chlorophyll concentration C. Case 1 waters 
lie between the dashed lines. Case 2 waters lie above the upper 
dashed line, which is defined by b(550) = 0.45C 0.62. The solid line 
is the model of Eq. (6). (Redrawn from Gordon and Morel,66 with 
permission.)
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Here Bs = 0.039 is the backscattering probability for small particles and B� = 0 00064. is the back-
scattering probability for large particles.

The bio-optical models for scattering just discussed are useful but very approximate.
The reason for the frequent large discrepancies between model predictions and measured reality 

likely lies in the fact that scattering depends not just on particle concentration (as parameterized in 
terms of chlorophyll concentration), but also on the particle index of refraction and on the details of 
the particle size distribution which are not well parameterized in terms of the chlorophyll concen-
tration alone. Whether or not the Kopelevich model or its derivative Haltrin-Kattawar form which 
partition the scattering into large and small particle components is in some sense better than the 
Gordon-Morel model is not known at present. Another consequence of the complexity of scattering 
is seen in the next section.

1.20 BEAM ATTENUATION

The spectral beam attenuation coefficient c(l) is just the sum of the spectral absorption and scat-
tering coefficients: c(l) = a(l) + b(l). Since both a(l) and b(l) are highly variable functions of the 
nature and concentration of the constituents of natural waters so is c(l). Beam attenuation near 
l = 660 nm is the only inherent optical property of water that is easily, accurately, and routinely 
measured. This wavelength is used both for engineering reasons (the availability of a stable LED 
light source) and because absorption by yellow matter is negligible in the red. Thus the quantity

 c c a b cp w w( ) ( ) ( ) ( ) (660 660 660 660 66nm nm nm nm≡ − − ≡ 00 660nm nm) ( )− cw
 

is determined by the nature of the suspended particulate matter. The particulate beam attenuation 
cp (660 nm) is highly correlated with total particle volume concentration (usually expressed in parts 
per million), but it is much less well correlated with chlorophyll concentration.67 The particulate 
beam attenuation can be used to estimate the total particulate load (often expressed as g m−3).68 
However, the dependence of the particulate beam attenuation on particle properties is not simple. 
Spinrad69 used Mie theory to calculate the dependence of the volume-specific particulate beam 
attenuation (particulate beam attenuation coefficient cp in m−1 per unit suspended particulate vol-
ume in parts per million) on the relative refractive index and on the slope s of an assumed Junge size 
distribution for particles in the size range from 1 to 80 μm; the result is shown in Fig. 16. Although 
the details of the figure are sensitive to the choice of upper and lower size limits in the Mie calcula-
tions, the qualitative behavior of the curves is generally valid and supports the statements made in 
the closing paragraph of Sec. 1.19.

TABLE 16 Parameterization of Small (Ps) and 
Large ( )P�  Particle Concentrations in Terms of the 
Chlorophyll Concentration C for Use in the Kopelevich-
Haltrin-Kattawar Models for b(l) and bb(l)∗

C (mg m−3) Ps (g m−3) P� (g m−3)

 0.00 0.000 0.000
 0.03 0.001 0.035
 0.05 0.002 0.051
 0.12 0.004 0.098
 0.30 0.009 0.194
 0.60 0.016 0.325
 1.00 0.024 0.476
 3.00 0.062 1.078

∗Reproduced from Haltrin and Kattawar,50 with permission
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Because of the complicated dependence of scattering and hence of beam attenuation on particle 
properties, the construction of bio-optical models for c(l) is not easy. The reason is that chlorophyll 
concentration alone is not sufficient to parametrize scattering.70 Figure 17 illustrates this insuf-
ficiency. The figure plots vertical profiles of c(665 nm), water density (proportional to the oceano-
graphic variable st), and chlorophyll concentration (proportional to fluorescence by chlorophyll and 
related pigments). Note that the maximum in beam attenuation at 46 m depth coincides with the 
interface (pycnocline) between less dense water above and more dense water below. Peaks in beam 
attenuation are commonly observed at density interfaces because particle concentrations are often 
greatest there. The maximum in chlorophyll concentration occurs at a depth of 87 m. The chloro-
phyll concentration depends not just on the number or volume of chlorophyll-bearing particles but 
also on their photoadaptive state, which depends on nutrient availability and ambient lighting. Thus 
chlorophyll concentration cannot be expected to correlate well with total scattering or with particu-
late beam attenuation cp(l).

Voss71 has developed an empirical model for c(l) given a measurement of c at l = 490 nm:

 c c c cw w( ) ( ) [ ( ) ( )][ . .λ λ= + − −490 490 1 563 1 149nm nm ×× −10 3 λ]  

where l is in nm and c is in m−1. The attenuation coefficient for pure sea water, cw = aw + bw, is given 
by the Smith-Baker data of Table 6. This model was statistically derived from data of global extent. 
Testing of the model with independent data usually gave errors of less than 5 percent, although 
occasional errors of ~20 percent were found.

Voss also determined a least-squares fit of c(490 nm) to the chlorophyll concentration. The result

 c C( ) . .490 0 39 0 57nm =  (7)

is similar in form to the chlorophyll dependence of the a(l) and b(l) models seen in Eqs. (1) and 
(6), respectively. Figure 18 shows the spread of the data points used to determine Eq. (7). Note that 
for a given value of C there is an order-of-magnitude spread in values of c(490 nm). The user of Eq. (7) 
or of the models for b(l) must always keep in mind that large deviations from the predicted values 
will be found in natural waters.
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1.21  DIFFUSE ATTENUATION AND JERLOV
WATER TYPES

As seen in Fig. 1 and in Table 1 there is a so-called diffuse attenuation coefficient for any radiometric 
variable. The most commonly used diffuse attenuation coefficients are those for downwelling plane 
irradiance, Kd(z, l), and for PAR, KPAR(z). Although the various diffuse attenuation coefficients 
are conceptually distinct, in practice they are often numerically similar and they all asymptotically 
approach a common value at great depths in homogeneous water.2 The monograph by Tyler and 
Smith72 gives tabulations and plots of Ed(z, l), Eu(z, l) and the associated Kd(z, l), Ku(z, l), and R(z, l) 
measured in a variety of waters.

Observation shows that Kd(z, l) varies systematically with wavelength over a wide range of 
waters from very clear to very turbid. Moreover, Kd(z, l) is often rather insensitive to environmental 
effects73 except for extreme conditions74 (such as the sun within 10° of the horizon) and in most 
cases correction can be made11 for the environmental effects that are present in Kd. Kd therefore is 
regarded as a quasi-inherent optical property whose variability is governed primarily by changes in the 
inherent optical properties of the water body and not by changes in the external environment.

Jerlov29 exploited this benign behavior of Kd to develop a frequently used classification scheme 
for oceanic waters based on the spectral shape of Kd. The Jerlov water types are in essence a classifi-
cation based on water clarity as quantified by Kd(zs, l), where zs is a depth just below the sea surface. 
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FIGURE 18 Particulate beam attenuation at 490 nm (open 
circles) as a function of chlorophyll concentration C as used to 
determine Eq. (7) which is given by the solid line. Solid triangles 
give values as predicted by the sum of Eqs. (1) and (6). (Redrawn 
from Voss,71 with permission.)
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This classification scheme can be contrasted with the case 1 and case 2 classification described earlier, 
which is based on the nature of the suspended matter within the water. The Jerlov water types are 
numbered I, IA, IB, II, and III for open ocean waters, and 1 through 9 for coastal waters. Type I is the 
clearest and type III is the most turbid open ocean water. Likewise, for coastal waters type 1 is clear-
est and type 9 is most turbid. The Jerlov types I to III generally correspond to case 1 water since 
phytoplankton predominate in the open ocean. Types 1 to 9 correspond to case 2 waters where yel-
low matter and terrigenous particulates dominate the optical properties. A rough correspondence 
between chlorophyll concentration and Jerlov oceanic water type is given by45

  

Austin and Petzold75 reevaluated the Jerlov classification using an expanded database and slightly 
revised the Kd(l) values used by Jerlov in his original definition of the water types. Table 17 gives the 
revised values for Kd(l) for the water types commonly encountered in oceanography. These values 
are recommended over those found in Jerlov.29 Figure 19 shows the percent transmittance of Ed(l) 
per meter of water for selected Jerlov water types. Note how the wavelength of maximum transmit-
tance shifts from blue in the clearest open ocean water (type I) to green (types III and 1) to yellow in 
the most turbid, yellow-matter-rich coastal water (type 9).

Austin and Petzold also presented a simple model that allows the determination of Kd(l) at all 
wavelengths from a value of Kd measured at any single wavelength. This model is defined by

 K
M
M

K K Kd d( )
( )
( )

[ ( ) ( )] ( )λ λ
λ λ λ λ= − +

0
0 0dw dw

 

Here l0 is the wavelength at which Kd is measured and Kdw, refers to values for pure sea water. 
Kdw(l) and the statistically derived coefficients M(l) are given in Table 18. (These Kdw values differ 
slightly from those seen in Table 6.) This model is valid in waters where Kd(490) ≤ 0.16 m−1 which 
corresponds to a chlorophyll concentration of C ≤ 3 mg m−3.

TABLE 17 Downwelling Irradiance Diffuse Attenuation Coefficients Kd(l) Used to 
Define the Jerlov Water Types As Determined by Austin and Petzold∗ (All quantities in 
the body of the table have units of m−1.)

 Jerlov water type 

l (nm) I IA IB II III 1

 350 0.0510 0.0632 0.0782 0.1325 0.2335 0.3345
 375 0.0302 0.0412 0.0546 0.1031 0.1935 0.2839
 400 0.0217 0.0316 0.0438 0.0878 0.1697 0.2516
 425 0.0185 0.0280 0.0395 0.0814 0.1594 0.2374
 450 0.0176 0.0257 0.0355 0.0714 0.1381 0.2048
 475 0.0184 0.0250 0.0330 0.0620 0.1160 0.1700
 500 0.0280 0.0332 0.0396 0.0627 0.1056 0.1486
 525 0.0504 0.0545 0.0596 0.0779 0.1120 0.1461
 550 0.0640 0.0674 0.0715 0.0863 0.1139 0.1415
 575 0.0931 0.0960 0.0995 0.1122 0.1359 0.1596
 600 0.2408 0.2437 0.2471 0.2595 0.2826 0.3057
 625 0.3174 0.3206 0.3245 0.3389 0.3655 0.3922
 650 0.3559 0.3601 0.3652 0.3837 0.4181 0.4525
 675 0.4372 0.4410 0.4457 0.4626 0.4942 0.5257
 700 0.6513 0.6530 0.6550 0.6623 0.6760 0.6896

∗Reproduced from Austin and Petzold,75 with permission.
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Unlike the beam attenuation coefficient c(l), the diffuse attenuation Kd(z, l) is highly correlated 
with chlorophyll concentration. The reason is seen in the approximate formula11

 K
a b

d
b( )

( ) ( )

cos
λ

λ λ
θ

≈
+

sw

 

where qsw is the solar angle measured within the water. Since a(l) >> bb(l) for most waters, Kd(l) is 
largely determined by the absorption properties of the water, which are fairly well parametrized by 
the chlorophyll concentration. Beam attenuation on the other hand is proportional to the total scat-
tering which is not well parametrized by chlorophyll concentration. Observations show76 that the 
beam attenuation at 660 nm is not in general correlated with diffuse attenuation.

A bio-optical model for Kd(l) is given by Morel:45

 K K Cd
e( ) ( ) ( ) ( )λ λ χ λ λ= +dw  

Here Kdw(l) is the diffuse attenuation for pure sea water, and c(l) and e(l) are statistically derived 
functions that convert the chlorophyll concentration C in mg m−3 into Kd values in m−1. Table 19 

TABLE 18 Values of the Coefficient M(l) and of the Downwelling Diffuse Attenuation Coefficient for 
Pure Sea Water, Kdw(l), for Use in the Austin and Petzold Model for Kd(l)∗

l (nm) M (m−1) Kdw (m−1) l (nm) M (m−1) Kdw (m−1) l (nm) M (m−1) Kdw (m−1)

 350 2.1442 0.0510 470 1.1982 0.0179 590 0.4840 0.1578
 360 2.0504 0.0405 480 1.0955 0.0193 600 0.4903 0.2409
 370 1.9610 0.0331 490 1.0000 0.0224 610 0.5090 0.2892
 380 1.8772 0.0278 500 0.9118 0.0280 620 0.5380 0.3124
 390 1.8009 0.0242 510 0.8310 0.0369 630 0.6231 0.3296
 400 1.7383 0.0217 520 0.7578 0.0498 640 0.7001 0.3290
 410 1.7591 0.0200 530 0.6924 0.0526 540 0.7300 0.3559
 420 1.6974 0.0189 540 0.6350 0.0577 660 0.7301 0.4105
 430 1.6108 0.0182 550 0.5860 0.0640 670 0.7008 0.4278
 440 1.5169 0.0178 560 0.5457 0.0723 680 0.6245 0.4521
 450 1.4158 0.0176 570 0.5146 0.0842 690 0.4901 0.5116
 460 1.3077 0.0176 580 0.4935 1.1065 700 0.2891 0.6514

∗Condensed with permission from Austin and Petzold,75 who give values every 5 nm.
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gives the Kdw, c , and e values used in the Morel model. This model is applicable to case 1 waters 
with C ≤ 30 mg m−3, although the c and e values are somewhat uncertain for l > 650 nm because 
of sparse data available for their determination. Some feeling for the accuracy of the Morel Kd(l) 
model can be obtained from Fig. 20 which shows predicted (the line) and observed Kd(450) values 
as a function of C. Errors can be as large as a factor of 2 in case 1 waters (dots) and can be much 
larger if the model is misapplied to case 2 waters (open circles). The Morel model allows the determina-
tion of Kd(l) if C is measured; the Austin and Petzold model determines Kd(l) from a measurement 
at one wavelength.

TABLE 19 Values of the Coefficients c(l) and e(l) and of the Downwelling Diffuse Attenuation 
Coefficient for Pure Sea Water, Kdw(l), for Use in the Morel Model for Kd(l)∗

l (nm) c(l) e(l) Kdw(l) (m−1) l (nm) c(l) e(l) Kdw(l) (m−1)

 400 0.1100 0.668 0.0209 550 0.0410 0.650 0.0640
 410 0.1125 0.680 0.0196 560 0.0390 0.640 0.0717
 420 0.1126 0.693 0.0183 570 0.0360 0.623 0.0807
 430 0.1078 0.707 0.0171 580 0.0330 0.610 0.1070
 440 0.1041 0.707 0.0168 590 0.0325 0.618 0.1570
 450 0.0971 0.701 0.0168 600 0.0340 0.626 0.2530
 460 0.0896 0.700 0.0173 610 0.0360 0.634 0.2960
 470 0.0823 0.703 0.0175 620 0.0385 0.642 0.3100
 480 0.0746 0.703 0.0194 630 0.0420 0.653 0.3200
 490 0.0690 0.702 0.0217 640 0.0440 0.663 0.3300
 500 0.0636 0.700 0.0271 650 0.0450 0.672 0.3500
 510 0.0578 0.690 0.0384 660 0.0475 0.682 0.4050
 520 0.0498 0.680 0.0490 670 0.0515 0.695 0.4300
 530 0.0467 0.670 0.0518 680 0.0505 0.693 0.4500
 540 0.0440 0.660 0.0568 690 0.0390 0.640 0.5000
    700 0.0300 0.600 0.6500

∗Condensed with permission from Morel,45 who gives values every 5 nm.
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Morel45 also presents a very simple bio-optical model for K zPAR eu( , )0  the value of KPAR(z) aver-
aged over the euphotic zone 0 ≤ z ≤ zeu:

 K z CPAR eu( , ) . .0 0 121 0 428=  

where C is the mean chlorophyll concentration in the euphotic zone in mg m−3 and KPAR  is in m−1. 
The euphotic zone is the region where there is sufficient light for photosynthesis to take place; it 
extends roughly to the depth where EPAR(z) is 1 percent of its surface value [i.e., EPAR(zeu) = 0.01 EPAR(0)]. 
Table 20 gives zeu as a function of C as determined by the Morel model.

1.22  IRRADIANCE REFLECTANCE AND
REMOTE SENSING

The spectral irradiance reflectant R E Eu d( ) ( ) ( )λ λ λ≡ /  is an important apparent optical property. 
Measurements of R(z, l) within the water have been used77 to estimate water quality parameters 
such as the chlorophyll concentration, the particle backscattering coefficient, and the absorption 
coefficient of yellow matter. More importantly, R(l) just below the water surface can be related to 
the radiance leaving the water;78 this radiance is available for detection by aircraft- or satellite-borne 
instruments. Understanding the dependence of R(l) upon the constituents of natural waters is 
therefore one of the central problems in remote sensing of water bodies.

Figure 21 illustrates the variability of R(l) in natural waters. Figure 21a shows R(l) in percent 
for various case 1 waters. For low-chlorophyll concentrations R(l) is highest at blue wavelengths, 
hence the blue color of clean ocean water. As the chlorophyll concentration increases, the maximum 
in R(l) shifts to green wavelengths. The enhanced reflectance near l = 685 nm is due to chlorophyll 
fluorescence. Also note the exceptionally high values measured20 within a coccolithophore bloom; 
R(l) is high there because of the strong scattering by the numerous calcite particles (see Sec. 1.6). 
Figure 21b shows R(l) from waters dominated by suspended sediments (i.e., by nonpigmented 
particles). For high-sediment concentrations R(l) is nearly flat from blue to yellow wavelengths, 
and therefore the water appears brown. Figure 21c is from waters with high concentrations of yellow 
substances; the peak in R(l) lies in the yellow. With good reason the term “ocean color” is often used 
as a synonym for R(l).

One of the main goals of oceanic remote sensing is the determination of chlorophyll concentra-
tions in near-surface waters because of the fundamental role played by phytoplankton in the global 
ecosystem. Gordon et al.78 define the normalized water-leaving radiance [Lw(l)]N as the radiance 
that would leave the sea surface if the sun were at the zenith and the atmosphere were absent; this 

TABLE 20 Approximate Depth of the Euphotic Zone, zeu, 
in Homogeneous Case 1 Water As a Function of Chlorophyll 
Concentration C.∗

C (mg m−3) zeu (m) C (mg m−3) zeu (m)

  0.0 183 1 39
  0.01 153 2 29
  0.03 129 3 24
  0.05 115 5 19
  0.1 95 10 14
  0.2 75 20 10
  0.3 64 30 8
  0.5 52

∗Data extracted from Morel,45 with permission.
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quantity is fundamental to remote sensing. They then show that [Lw]N is directly proportional to R 
and that R is proportional to bb/(a + bb) (i.e., to bb/Kd). Although a or Kd are reasonably well mod-
eled in terms of chlorophyll concentration C in case 1 waters, bb is not well described in terms of C. 
Thus poor agreement is to be expected between observed values of [Lw(l)]N and values predicted by 
a model parametrized in terms of C. This is indeed the case as is seen in Fig. 22a and b which shows 
observed and predicted [Lw(443 nm)]N and [Lw(550 nm)]N values as a function of chlorophyll con-
centration. Based on these figures there seems to be little hope of being able to reliably retrieve C 
from a remotely sensed [Lw(l)]N value. However, in spite of the noise seen in Fig. 22a and b, the ratios 
of normalized water-leaving radiances for different wavelengths can be remarkably well-behaved 
functions of C. Figure 22c shows predicted (the line) and observed (dots) values of [Lw(443 nm)]N/
[Lw(550 nm)]N; the agreement between prediction and observation is now rather good. Thus, mea-
surement of [Lw(l)]N at two (carefully chosen) wavelengths along with application of a bio-optical 
model for their ratio can yield a useful estimate of chlorophyll concentration. Such models are the 
basis of much remote sensing.

1.23 INELASTIC SCATTERING AND POLARIZATION

Although the basic physics of inelastic scattering and polarization is well understood, only recently 
has it become computationally practicable to incorporate these effects into predictive numerical 
models of underwater radiance distributions. For this reason as well as because of the difficulty of 
making needed measurements, quantitative knowledge about the significance of inelastic scattering 
and polarization in the underwater environment is incomplete.

Inelastic scattering processes are often negligible in comparison to sunlight or artificial lights as 
sources of underwater light of a given wavelength. However, in certain circumstances transpectral 
scatter is the dominant source of underwater light at some wavelengths. Figure 23 illustrates just such 
a circumstance.

Figure 23 shows a measured depth profile from the Sargasso Sea of irradiance reflectance at 
l = 589 nm (yellow-orange light); note that R(589 nm) increases with depth. Because of the fairly 
high absorption of water at this wavelength [aw(589 nm) = 0.152 m−1] most of the yellow-orange 
component of the incident solar radiation is absorbed near the surface and monochromatic radia-
tive transfer theory shows that the reflectance should approach a value of R(589 nm) ≈ 0.04 for the 
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water body of Fig. 22. Calculations by Marshall and Smith80 explain the paradox. Light of blue-green 
wavelengths (l ~ 500 nm) can penetrate to great depth in the clear Sargasso Sea water [aw(500 nm) ≈ 
0.026 m−1]. Some of this light is then Raman scattered from blue-green to yellow-orange wavelengths 
providing a source of yellow-orange light at depth. Moreover, since the phase function for Raman scattering 
is symmetric in the forward and backward hemispheres Raman scattered photons are equally likely to be 
heading upward [and thus contribute to Eu(589 nm)] or downward [and thus contribute to Ed(589 nm)] 
even though most of the blue-green light at depth is heading downward [e.g., Ed(500 nm) >> Eu(500 nm)]. 
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Thus as depth increases and Raman scattering becomes increasingly important relative to transmit-
ted sunlight as a source of ambient yellow-orange light, Eu(589 nm) and Ed(589 nm) become more 
nearly equal and the irradiance reflectance R(589 nm) increases. Such an increase is not seen at 
blue-green wavelengths since Ed transmitted from the surface remains much greater than Eu at 
great depths. Since Raman scattering is by the water molecules themselves this process is present 
(and indeed relatively more important) even in the clearest waters. Another oceanographic effect of 
Raman scattering occurs in the filling of Fraunhofer lines in the solar spectrum as seen underwater; 
this matter is just now coming under detailed investigation.81

Fluorescence by chlorophyll or other substances can be significant if the fiuorescing material is 
present in sufficient quantity. Chlorophyll fiuoresces strongly near l = 685 nm; this source of red 
light is responsible82 for the enhanced reflectance near 685 nm noted in Fig. 21a. The spectral signa-
ture of fluorescence is a useful tool for analyzing many of the constituents of natural waters.83

Relatively little attention has been paid to the state of polarization of underwater light fields.84 
Some use of polarized light has been made in enhancing underwater visibility85 and it is well 
established that many oceanic organisms sense polarized light when navigating.86 Voss and Fry87 
measured the Mueller matrix for ocean water and Quinby-Hunt et al.88 have studied the propen-
sity of certain phytoplankton to induce circular polarization in unpolarized or linearly polarized 
light. Kattawar and Adams89 have shown that errors of up to 15 percent can occur in calculations 
of underwater radiance if scalar (unpolarized) radiative transfer theory is used instead of vector 
(polarized) theory.
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2.1 GLOSSARY

 A, B, C, D, E, G dispersion equation constants
 a, b partial dispersion equation constants
 a, b, c crystal axes
 B inverse dielectric constant (=1/e = 1/n2)
 B bulk modulus
 C heat capacity
 c speed of light
 c elastic stiffness tensor
 D electric displacement
 D dispersion
 d piezoelectric coefficient
 dij

( )2  nonlinear optical coefficient
 E Young’s modulus
 E energy
 E electric field
 e strain
 G shear modulus
 G thermal optical constant
 g degeneracy
 Hi Hilbert transform
 h heat flow
 k Index of absorption
 kB Boltzmann constant
 �  phonon mean free path
 L length
 MW molecular weight
 m Integer, mass
 N( ) occupation number density
 n refractive index

2.1

2
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 �n  complex refractive index = n + ik
 P electric polarization
 P relative air pressure = air pressure/one atmosphere (dimensionless)
 P pyroelectric constant
 Px,y relative partial dispersion
 p elasto-optic tensor
 q piezo-optic tensor
 r electro-optic coefficient
 r amplitude reflection coefficient
 rij electro-optic coefficient
 S( ) oscillator strength
 s elastic compliance tensor
 T temperature
 t amplitude transmission coefficient
 U enthalpy
 u atomic mass unit
 V Volume
 v velocity of sound
 x displacement
 x variable of integration
 Z formulas per unit cell
 a linear thermal expansion coefficient
 a intensity (power) absorptance
 am macroscopic polarizability
 a, b, g crystal angles
 b power absorption coefficient
 g ( ) line width
 g Gruneisen parameter
 e relative dielectric constant, permittivity
 e emittance
 qD Debye temperature
 k thermal conductivity
 l wavelength
 Λ( ) complex function
 m permeability
 n wave number (w/2pc)
 nd Abbe number (constringence)
 r density
 r intensity reflectance
 s stress
 t intensity (power) transmittance
 c susceptibility
 c(2) second-order susceptibility
 Ω solid angle
 w frequency

Subscripts

 ABS absorptance
 abs absolute
 bb blackbody
 C 656.3 nm
 d 587.6 nm
 EXT extinctance
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 F 486.1 nm
 i integers
 P constant pressure
 r relative
 SCA scatterance
 V constant volume
 0 vacuum or constant terms (or T = 0)
 1, 2, 3 principal axes

2.2 INTRODUCTION

Nearly every nonmetallic crystalline and glassy material has potential use in transparent optics. If 
a nonmetal is sufficiently dense and homogeneous, it will have good optical properties. Generally, a 
combination of desirable optical properties, good thermal and mechanical properties, and cost and 
ease of manufacture dictate the number of readily available materials. In practice, glasses dominate 
the available optical materials for several important reasons. Glasses are easily made of inexpensive 
materials, and glass manufacturing technology is mature and well-established. The resultant glass 
products can have very high optical quality and meet most design requirements.

Common glasses, however, are composed of low-atomic-weight oxides and therefore will not 
transmit beyond about 2.5 μm or below 0.3 μm. Some crystalline materials transmit at wavelengths 
longer (e.g., heavy-metal halides and chalcogenides) or shorter (e.g., fluorides) than common, 
oxide-based glasses. Crystalline materials are also used for situations that require the material to have 
very low scatter, high thermal conductivity, or exceptionally high hardness and strength, especially at 
high temperature. Other applications of crystalline optical materials make use of their directional 
properties, particularly those of noncubic (uni- or biaxial) crystals. Phase matching (e.g., in wave 
mixing) and polarization (e.g., in wave plates) are example applications. For these reasons, crystalline 
solids are used for a wide variety of specialized applications.

Polycrystalline materials form an intermediate class. Typically engineered from powders, poly-
crystalline materials approach the properties of crystals with reduced cost, particularly when made 
into complex shapes. Most polycrystalline materials are made with large grains (>>l) to reduce 
scatter, and the properties of crystalline materials in this chapter are obtained from samples with 
large grains or single crystals. Recent work has produced materials with sub-micrometer grains 
(<<l) for applications such as laser gain media and highly durable windows.

This chapter gives the physical, mechanical, thermal, and optical properties of selected crystal-
line, polycrystalline, and glassy materials. Crystals are chosen based on availability of property data 
and usefulness of the material. Unfortunately, for many materials, property data are imprecise, 
incomplete, or not wholly applicable to optical-quality material. Glasses are more accurately and 
uniformly characterized, but their optical property data are usually limited to wavelengths below 
1.06 μm. Owing to the preponderance of glasses, only a small, representative fraction of available 
glasses are included below. SI-derived units, as commonly applied in material characterization, are 
used.

Property data are accompanied with brief explanations and useful functional relationships. We 
have updated the previous version of this chapter1 by extracting property data from standard com-
pilations2–12 as well as recent literature. Unfortunately, property data are often sparse. For example, 
refractive index data may be available for only a portion of the transparent region or the tempera-
ture dependence of the index may not be known. Strength of many materials is poorly characterized. 
Thermal conductivity is frequently unavailable and other thermal properties are usually sketchy.

For brevity, we have reduced the number of materials in this chapter. Many seldom-used or 
no-longer-produced materials have been eliminated. New materials, principally used for laser gain 
media or wave mixing were added. Glasses have been updated to their new arsenic- and lead-free 
analogs.
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2.3 OPTICAL MATERIALS

Crystalline and amorphous (including glass) materials are differentiated by their structural (crys-
tallographic) order. The distinguishing structural characteristic of amorphous substances is the 
absence of long-range order; the distinguishing characteristic of crystals is the presence of long-
range order. This order, in the form of a periodic structure, can cause directional-dependent (aniso-
tropic) properties that require a more complex description than needed for isotropic, amorphous 
materials. The periodic structure of crystals are used to classify them into six crystal systems,∗ and 
further arrange them into 14 (Bravais) space lattices, 32 point groups, and 230 space groups based 
on the characteristic symmetries found in a crystal.

Glass is by far the most widely used optical material, accounting for more than 90 percent of 
all optical elements manufactured. Traditionally, glass has been the material of choice for optical 
systems designers, owing to its high transmittance in the visible-wavelength region, high degree of 
homogeneity, ease of molding, shaping, and machining, relatively low cost, and the wide variety of 
index and dispersion characteristics available.

Under proper conditions, glass can be formed from many different inorganic mixtures. Primary 
glass-forming compounds include oxides, halides, and chalcogenides with the most common mix-
tures being the oxides of silicon, boron, and phosphorous used for glasses transmitting in the visible 
spectrum. By varying the chemical composition of glasses (glasses are not fixed stoichiometrically), 
the properties of the glass can be modified. For optical applications, glass compositions are altered 
to vary the refractive index, dispersion, and thermo-optic coefficient, allowing glasses to be used in 
combination to make optics with excellent performance over wide spectral and temperature ranges.

Historically, emphasis was placed on optimizing optics for the visible spectrum. The approach 
was to produce a wide variety of glass and selecting the best combination of glasses to optimize a 
design. Early glass technologists found that adding BaO offered a high-refractive-index glass with 
lower than normal dispersion, B2O3 offered low index and very low dispersion, and by replacing 
oxides with fluorides, glasses could be obtained with very low index and very low dispersion. Later, 
others developed very high index glasses with relatively low dispersions by introducing rare-earth 
elements, especially lanthanum, to glass compositions. Other compounds are added to silica-based 
glass mixtures to help with chemical stabilization, typically the alkaline earth oxides and in particu-
lar Al2O3 to improve the resistance to attack by water.

Advances in detector and source technology pushed the design spectrum into both the UV 
and IR. To extend the transmission range of glasses into the ultraviolet, a number of fluoride and 
fluorophosphate glasses were developed. Nonoxide glasses are used for infrared applications requir-
ing transmission beyond the transmission limit of typical optical glasses (cf., 2.4 to 2.7 μm for an 
absorption coefficient of <1 cm−1). These materials include chalcogenides such as As2S3 glass and 
heavy-metal fluorides such as ZrF4-based glasses.

With today’s computing power, optical designs are becoming far more elegant and simple, and 
require fewer optical glass types. Advances in polishing and use of aspheres have introduced a new 
design variable, reducing the dependence on a continuous range material properties. An increased 
awareness of the environment has led to the elimination of many hazardous materials from optical 
glasses. These factors lead to a major reduction of the glass library available from manufacturers.

Crystalline materials include naturally occurring minerals and manufactured crystals. Both 
single crystals and polycrystalline forms are available for many materials. Polycrystalline optical 
materials are typically composed of many small (cf., 50 to 200 μm) individual crystals (“grains”) 
with random orientations and grain boundaries between them. These grain boundaries are a form of 
material defect arising from the lattice mismatch between individual grains. Polycrystalline materi-
als are made by diverse means such as pressing powders (usually with heat applied), sintering, or 
chemical vapor deposition. Single crystals are typically grown from dissolved or molten material 
using a variety of techniques. Usually, polycrystalline materials offer greater hardness and strength at 
the expense of increased scatter and reduced thermal conductivity.

∗Cubic (or isometric), hexagonal (including rhombohedral), tetragonal, orthorhombic, monoclinic, and triclinic are the 
crystallographic systems.
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Uniformity of the refractive index throughout an optical element is a prime consideration in 
selecting materials for high-performance lenses, elements for coherent optics, laser harmonic genera-
tion, and acousto-optical devices. In general, highly pure, single crystals achieve the best uniformity, 
followed by glasses (especially those specially manufactured for homogeneity), and lastly polycrys-
talline materials. Similarly, high-quality single crystals have very low scatter, typically one-tenth that 
of the best glasses.

Applications requiring optical elements with direction-dependent properties, such as polarizers 
and phase-matching materials for harmonic generation, frequently use single crystals.

Purity of starting materials is a prime factor in determining the quality of the final product. High 
material quality and uniformity of processing is required to avoid impurity absorption, index non-
uniformity, voids, cracks, and bubbles, and excess scatter. Practical manufacturing techniques limit 
the size of optics produced from a given material (glasses are typically limited by the moduli, i.e., 
deformation caused by the weight of the piece). Some manufacturing methods, such as hot pressing, 
also produce significantly lower quality material when size becomes large (especially when the thin-
nest dimension is significantly increased). Cost of finished optical elements is a function of size, raw 
material cost, and the difficulty of machining, polishing, and coating the material. Any one of these 
factors can dominate cost.

Information on general optical glass properties and classification can be found on select manu-
facturer’s websites13-15 and in the literature.16,17 General information on the manufacturing methods 
for glasses and crystalline materials is available in several sources.10,12,18,19 Information on cutting 
and polishing of optical elements can be found in the literature.3,20,21 Further information on appli-
cations of optical material are found in this section of this Handbook and a variety of sources.2,18,22,23

2.4 PROPERTIES OF MATERIALS

Symmetry Properties

The description of the properties of solids depends on structural symmetry. The structural sym-
metry of crystalline materials dictates the number of appropriate directional-dependent terms that 
describe a property.24 Neumann’s principle states that physical properties of a crystal must possess 
at least the symmetry of the point group of the crystal. Amorphous (glassy) materials, having no 
long-range symmetry, are generally considered isotropic,∗ and require the least number of property 
terms. Macroscopic material properties are best described in tensor notation; the rank of the prop-
erty tensors can range from zero (scalar property) up to large rank. Table 1 summarizes common 
material properties and the rank of the tensor that describes them.

The rank of the property tensor and the symmetry of the material (as determined by the point 
group for crystals) determine the number of terms needed to describe a property. Table 2 summa-
rizes both the number of terms needed to describe a property and the number of unique terms as 
a function of property tensor rank and point group. Another important term in the definition of 
tensor characteristics is the principal values of a second-rank tensor property. The principal values 
of a property are those values referenced to (measured along) the crystal axes as defined in Table 2. 
For example, a second-rank tensor of a triclinic crystal has nine nonzero coefficients, and because of 
symmetry, six independent coefficients. These six coefficients can be separated into (1) three prin-
cipal values of the quantity (e.g., thermal expansion coefficient, dielectric constant, refractive index, 
and stress), and (2) the three angles describing the orientation of the crystal axes (a, b, g).

Properties of materials depend on several fundamental constants that are listed in Table 3.25 
These constants are defined as follows.

∗Glass properties are dependent on cooling rate. Nonuniform cooling will result in density variation and residual stress 
which cause anisotropy in all properties. Such nonisotropic behavior is different from that of crystals in that it arises from ther-
mal gradients rather than periodic structure order. Hence, the nature of anisotropy in glasses varies from sample to sample.
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Optical Properties: Introduction

Refractive Index Important optical properties, definitions, formulas, and basic concepts are 
derived from a classical description of propagation based on the macroscopic Maxwell’s equations.22 
The standard wave equation for the electric field E is obtained from Faraday, Gauss, and Ampere 
laws in Maxwell’s form:∗

 ∇ = − −2E E( )iωμσ ω με2  (1)

where s, e, and µ are the frequency-dependent conductivity, permittivity, and permeability, respec-
tively. These quantities are scalars in an isotropic medium. To simplify notation, a generalized per-
mittivity is sometimes defined as:

 ε ω ε ω σ ω
ωε ωc r( ) ( )

( )
( )

= +
⎡

⎣
⎢

⎤

⎦
⎥1 i  (2)

where ec(w) is a generalized relative permittivity of dielectric constant (i.e., with e0 removed from
e = e0ec) that includes contributions from free charges [via the conductivity s(w)] and bound 
charges [via the relative permittivity, er(w)]. Assuming a nonmagnetic material (µr = 1), and using 
the preceding generalized dielectric constant, the plane-wave solution to the wave equation is

 E E( ) ( ) ( ) ( )z, i z c cω ω ε ω= ⎡
⎣

⎤
⎦0 exp /  (3)

TABLE 1 Tensor Characteristics and Definitions of Properties

Tensor rank Property Symbol Units Relationship

  0 Enthalpy (energy) U J/mole —
 Temperature T K —
 Heat capacity C J/(mole · K) C = ∂U/∂T
   1 Displacement x m —
 Heat flow h W/m2 —
 Electric field E V/m —
 Electric polarization P C/m2 P = e0 c E
 Electric displacement D C/m2 D = e0 E + P
 Pyroelectric constant p C/(m2 · K) DP = p Δ T
   2 Stress s Pa —
 Strain e — —
 Thermal expansion a K–1 e = a T
 Thermal conductivity k W/(m · K) h = −k (∂ T/∂x)
 Dielectric constant (relative permittivity) e — D = e0eyE
 Inverse dielectric tensor B — B r= −ε 1

 Susceptibility c — ε χr = +1
   3 Piezoelectric coefficient (modulus) d m/V ≡ C/N P = d · s
 (converse piezoelectric effect) d m/V ≡ C/N e = d · E
 Electro-optic coefficient (linear) r m/V ΔB = r · E
 Second-order susceptibility c(2) m/V P = C– 0c(2) E1 E2
   4 Elastic stiffness c Pa s = c · e; c = 1/s
 Elastic compliance s Pa−1 e = s · s; s = 1/c
 Elasto-optic tensor p — ΔB = p · e; p = q · c
 Piezo-optic tensor q Pa−1 ΔB = q · s; q = p · s

∗The definition of the dielectric constant and refractive index in this section is based on a harmonic field of the form
exp (–iwt). Other definitions lead to different sign conventions (e.g., n = n − ik) and care must be taken to ensure consistency.
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TABLE 2 Crystal Classes and Symmetries

 Space lattice Point group Tensor coefficients*
      Space
Crystal System Crystal Axes Types Symmetry Schönflies Internat’l Group Nos. Rank 1 Rank 2 Rank 3 Rank 4

Triclinic a ≠ b ≠ c P 1  C1 1 1 3 (3) 9 (6) 18(18)   36 (21)
(—) a ≠ b ≠ g   Ci 1  2 0 9 (6)  0   36 (21)
Monoclinic
(2-fold axis) a ≠ b ≠ c P, I (or C) 2/m C2 2 3–5 1 (1) 5 (4)  8 (8)   20 (13)
 a = b = 90°   Cs m 6–9 2 (2) 5 (4) 10 (10)   20 (13)
  g ≠ 90°   C2h 2/m 10–15 0 5 (4)  0   20 (13)
Orthorhombic
(3 2-fold axes) a ≠ b ≠ c P, I, C, F mmm D2 222 16–24 0 3 (3)  3 (3) 12 (9)
 a = b = g = 90°   C2v 2mm 25–46 1 (1) 3 (3)  5 (5) 12 (9)
      D2h mmm 47–74 0 3 (3)  0 12 (9)
Tetragonal  a = b ≠ c P, I 4/m C4 4 75–80 1 (1) 3 (2)  7 (4) 16 (7)
(4-fold axis) a = b = g = 90°   S4 4  81–82 0 3 (2)  7 (4) 16 (7)
      C4h 4/m 83–88 0 3 (2)  0 16 (7)
     4/mmm D4 422 89–98 0 3 (2)  2 (1) 12 (6)
      C4v 4mm   99–110 1 (1) 3 (2)  5 (3) 12 (6)
      D2d 4  111–122 0 3 (2)  3 (2) 12 (6)
      D4h 4/mmm 123–142 0 3 (2)  0 12 (6)
Hexagonal
(3-fold axis) a = b ≠ c P, R 3  C3 3 143–146 1 (1) 3 (2) 13 (6) 24 (7)
 a = b = 90°   C3i 3  147–148 0 3 (2)  0 24 (7)
  g = 120°  3m D3 32 149–155 0 3 (2)  5 (2) 18 (6)
      D3v 3m 156–161 1 (1) 3 (2)  8 (4) 18 (6)
      D3h 3  162–167 0 3 (2)  0 18 (6)
(6-fold axis)   P 6/m C6 6 168–173 1 (1) 3 (2)  7 (4) 12 (5)
      C3h 6  174 0 3 (2)  6 (2) 12 (5)
      C6h 6/m 175–176 0 3 (2)  0 12 (5)
     6/mmm D6 622 177–182 0 3 (2)  2 (1) 12 (5)
      C6v 6mm 183–186 1 (1) 3 (2)  5 (3) 12 (5)
      D3h 62M 187–190 0 3 (2)  3 (1) 12 (5)
      D6h 6/mmm 191–194 0 3 (2)  0 12 (5)
Cubic a = b = c P, I, F m3 T 23 195–199 0 3 (1)  3 (1) 12 (3)
(isometric) a = b = g = 90°   Th m3 200–206 0 3 (1)  0 12 (3)
(Four 3-fold axes)    m3m O 432 207–224 0 3 (1)  0 12 (3)
      Td 43m 215–220 0 3 (1)  3 (1) 12 (3)
      Oh m3m 221–230 0 3 (1)  0 12 (3)
Isotropic Amorphous — ∞∞m — — — 0 3 (1)  0 12 (2)

*Values are the number of nonzero coefficients in (equilibrium) property tensors and the values in parentheses are the numbers of independent coefficients in the tensor. Note that the 
elasto-optic and piezo-optic tensors have lower symmetry than the rank-4 tensors defined in this table and therefore have more independent coefficients than shown. Second-, third-, and fourth-
rank tensors are given in the usual reduced index format (see text).
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In optics, it is frequently convenient to define a complex refractive index, n , the square root of the com-
plex dielectric constant (henceforth, the symbol e will be used for the relative complex dielectric constant):
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where n is the (real) index of refraction and k is the index of absorption (or imaginary part of the 
complex refractive index). (The index of absorption is also called the absorption constant, index of 
extinction, or some other combination of these terms.) Using this definition of the complex index of 
refraction and the solution of the wave equation [Eq. (3)], the optical power density (proportional 
to 1/2| |E 2 from Poynting’s vector) is

 Power density (0)| exp0 0
2

0 0
2= =1

2
1
2

n nμ ε μ ε/ /| ( )| |E Ez (( )−2ωkz c/  (5)

where the exponential function represents the attenuation of the wave. The meanings of n and k are 
clear: n contributes to phase effects (time delay or variable velocity) and k contributes to attenuation 
by absorption. In practice, attenuation is conveniently described by a power absorption coefficient, 
bABS, which describes the internal transmittance over a distance z, i.e.,

 τ ω β=
=

= =− −| |

| |
/E

E
( )

( 0)

2

2

z

z
e e2 kz c zABS  (6a)

and bABS (with units of reciprocal length, usually cm−1) is

 β ω πABS /= =2 4k c vk  (6b)

where v is the wave number in reciprocal length, usually cm–1.

Kramers–Krönig and Sum Rule Relationships The principal of causality—that a material cannot 
respond until acted upon—when applied to optics, produces important symmetry properties and 
relationships that are very useful in modeling and analyzing optical properties. As a consequence of 
these symmetry properties, the real and imaginary parts of the dielectric constant (and of the com-
plex index of refraction) are Hilbert transforms of each other. The Hilbert transform, Hi[Λ(w)], of 
the complex function Λ(w) is defined as (the symbol P denotes the principal value of the integral)

 Hi[ ( )]
( )Λ Λω

π
ω

ω ω
ω=

− ′
′

−∞

∞

∫i
dP  (7)

TABLE 3 Fundamental Physical Constants (2006 CODATA Values25)

          Constant Symbol Value Unit

Atomic mass unit (amu) u 1.660 538 782(83) × 10−27 kg
Avogadro constant NA 6.022 141 79(30) × 1023 mole–1

Boltzmann constant kB 1.380 6504(24) × 10–23 J/K
Elementary charge e 1.602 176 487(40) × 10–19 C
Permeability of vacuum m0 4p · 10−7 = 12.566 370 614 × 10−7 N/A2 or H/m
Permittivity of vacuum e0 8.854 187 187 × 10−12 F/m
Planck constant h 6.626 068 96(33) × 10−34 J · s
Speed of light c 299 792 458 m/s
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and the relationships between the components of the dielectric constant or index of refraction are

 

′ − = ′′

′′ = ′ −
− =

=

−

−

ε ε
ε ε

1 Hi

Hi 1

1 Hi

Hi

[ ]

[ ]

[ ]

[

1

1

n k

k n−−1]

 (8)

These are the Kramers–Krönig relationships (abbreviated KK). Usually the Hilbert transforms for 
the refractive index are written in single-sided form:
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with the inverse transform given by
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These are fundamental relationships of any causal system.
A number of useful integral relationships, or sum rules result from Fourier transforms and the 

Kramers–Krönig relationship.26 For example, the real part of the refractive index satisfies

 [ ( ) ]n dω ω− =
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0
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The dielectric constant and the refractive index also have the following symmetry properties:
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Practical models of the dielectric constant or refractive index must satisfy these fundamental sym-
metry properties and integral relationships.

Optical Properties: Origin and Models

Intrinsic optical properties of a material are determined by three basic physical processes: electronic tran-
sitions, lattice vibrations, and free-carrier effects.5-7,27,28 However, the dominant physical process depends 
on the material and spectral region of interest. All materials have contributions to the complex index of 
refraction from electronic transitions. Insulators and semiconductors also require the characterization 
of the lattice vibrations (or phonons) to fully understand the optical properties. Transparency of semi-
conductors, particularly those with small bandgaps, is additionally influenced by free-carrier effects. The 
strength of the free-carrier influence on transmission and absorption depends on the free-carrier concen-
tration; thus free-carrier effects dominate the optical properties of metals in the visible and infrared.

In the range of transparency of a bulk material, more subtle effects such as multiphonon pro-
cesses (see later discussion; also refer to Chap. 16, “Third-Order Nonlinearities,” by Mansoor Sheik-Bahae 
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and Michael P. Hasselbeck), impurity and defect absorption, and scattering become the important 
loss mechanisms. Intrinsic atomic (Rayleigh) scattering is a very weak effect, but is important in 
long-path optical fibers and ultraviolet materials (refer to Chap. 9, “Volume Scattering in Random 
Media,” by Aristide Dogariu and Jeremy Ellis in Vol. I). Extrinsic scattering, caused by density (local com-
position) variations, defects, or grains in polycrystalline solids, is typically much larger than intrinsic scattering 
in the visible and infrared spectral regions. Impurity and defect (electronic or vibrational) absorption features 
can be of great concern depending on the spectral region, incident radiation intensity, or material tem-
perature required by the application.

Figure 1 illustrates the frequency dependence of n and k for an insulating polar crystal.29 The value 
of n (w, T) is essentially the sum of the contributions of all electronic and lattice vibration resonances, 
and is dominated by those with fundamental oscillation frequencies above w. Figure 1a indicates 
regions of validity for the popular Sellmeier model (see discussion under “Electronic Transitions”). The 
frequency dependence of the imaginary part of the index of refraction k (w, T) requires consideration of 
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FIGURE 1 The wave number (frequency) dependence of the 
complex refractive index of Yttria29 (a) shows the real part of the 
refractive index, n(w). The real part is high at low frequency and 
monotonically increases, becomes oscillatory in the lattice vibration 
(phonon) absorption bands, increases monotonically (normal disper-
sion) in the optical transparent region, and again becomes oscillatory 
in the electronic absorption region; (b) shows the imaginary part of 
the refractive index, in terms of the absorption coefficient, b(v) = 
4pvk(v). The absorption coefficient is small in the transparent regions 
and very high in the electronic and vibrational (phonon) absorption 
bands. The optical transparent region is bounded by the “Urbach tail” 
absorption at high frequency and by multiphonon absorption at low 
frequency (wave number). In between, loss is primarily due to impuri-
ties and scatter. (Reprinted by permission of McGraw-Hill, Inc.)
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not only the dominant physical processes but also higher-order processes, impurities, and defects as 
illustrated in Fig. 1b. The spectral regions of the fundamental resonances are opaque. The infrared 
edge of transparency is controlled by multiphonon transitions. Transparent regions for insulators are 
divided in two regions: microwave and visible/infrared.

Lattice Vibrations Atomic motion, or lattice vibrations, accounts for many material properties, 
including heat capacity, thermal conductivity, elastic constants, and optical and dielectric properties. 
Lattice vibrations are quantized; the quantum of lattice vibration is called a phonon. In crystals, the 
number of lattice vibrations is equal to three times the number of atoms in the primitive unit cell (see 
further discussion); three of these are acoustic vibrations (translational modes in the form of sound 
waves), the remainder are optical vibrations (or modes or phonons) for materials with more than one 
type atom per unit cell. For most practical temperatures, only the acoustic phonons are thermally 
excited because optical phonons are typically of much higher frequency, hence acoustic modes play a 
dominant role in thermal and elastic properties. There are three types of optical modes: infrared-ac-
tive, Raman-active, and optically inactive. Infrared-active modes, typically occurring in the spectral 
region from 100 to 1000 cm−1, are those that (elastically) absorb light (photon converted to phonon) 
through an interaction between the electric field and the light and the dipole moment of the crystal. 
Raman modes∗ (caused by phonons that modulate the polarizability of the crystal to induce a dipole 
moment) weakly absorb light through an inelastic mechanism (photon converted to phonon and 
scattered photon) and are best observed with intense (e.g., laser) light. Optically inactive modes have 
no permanent or induced dipole moment and therefore do not interact with light. Optically active 
modes can be simultaneously infrared- and Raman-active and are experimentally observed by either 
infrared or Raman spectroscopy, as well as by x-ray or neutron scattering.

Crystal symmetries reduce the number of unique lattice vibrations (i.e., introduce vibrational 
degeneracies). Group theory analysis determines the number of optical modes of each type for an 
ideal material. Defects and impurities will increase the number of observed infrared-active and 
Raman-active modes in a real material. As structural disorder increases (nonstoichiometry, defects, 
variable composition), the optical modes broaden and additional modes appear. Optical modes in 
noncrystalline (amorphous) materials such as glasses are very broad compared to those of crystals.

Lattice vibration contributions to the static dielectric constant, e(0), are determined from the 
longitudinal-mode (LO) and transverse-mode (TO) frequencies of the optical modes using the 
Lyddane-Sachs-Teller (LST) relationship30 as extended by Cochran and Cowley31 for materials with 
multiple optical modes:
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where w is frequency (also expressible in wave numbers) and e(∞) is the high-frequency (electronic 
transition) contribution to the dielectric constant (not the dielectric constant at infinite frequency). 
This relationship holds individually for each principal axis. The index j denotes infrared-active lat-
tice vibrations with minimum value usually found from group theory (discussed later). This LST 
relationship has been extended to include the frequency dependence of the real dielectric constant 
(in transparent, i.e., nonabsorbing, spectral regions):
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A modified form of this fundamental equation, including absorption, is used by Gervais and 
Piriou32 and others to model the complete dielectric constant in the infrared:
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∗Brillouin scattering is a term applied to inelastic scattering of photons by acoustic phonons.
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where g is the line width of the longitudinal and transverse modes as denoted by the symbol in 
parentheses. This form of the dielectric constant is known as the semiquantum four-parameter 
model.

Frequently, the infrared dielectric constant is modeled in a three-parameter classical oscillator 
form (or Maxwell–Helmholtz–Drude33 dispersion formula), namely
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ω ω ωγ
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where Sj (=Δej) is the oscillator strength and gj is the full width of the jth mode. This model assumes 
no coupling between modes and provides a good representation of the dielectric constant, espe-
cially if the modes are weak [small separation between w(TO) and w(LO)] and uncoupled. The 
static dielectric constant e(0) is merely the sum of the high-frequency dielectric constant e(∞) and 
strengths Sj of the individual, IR-active modes. This formulation has been widely used to model 
infrared dispersion. This model can also be used to represent the high-frequency dielectric constant 
using additional modes [i.e., e(∞) is replaced by 1, the dielectric constant of free space, plus the con-
tribution of electronic modes; see later discussion in this chapter]. Strengths and line widths for the 
classical dispersion model can be derived from the values of the four-parameter model.34

Both the classical and four-parameter dispersion models satisfy the Kramers–Krönig relationship 
[Eqs. (7) and (8)] and are therefore physically realizable. The frequencies w (TO) and w (LO) arise 
from the interaction of light with the material, correspond to solutions of the Maxwell wave equation, 
∇∇⋅⋅D = 0 (no free charges), and are obtained from measurements. A transverse field corresponds to an 
electromagnetic wave with E perpendicular to the wave vector. At higher frequencies [w > w (TO)], 
the external electric field counters the internal polarization field of the material until the real part of 
the dielectric constant is zero, hence D = 0 at w (LO). The longitudinal frequency w (LO) is always 
greater than the transverse frequency w (TO). The separation of w (LO) and w (TO) is a measure of 
the strength (Sj or Δej) of the optical mode. Raman modes are, by their nature, very weak and therefore 
w (LO) ≈ w (TO), hence Raman modes do not contribute appreciably to dielectric properties.

In Eq. (12a), the w (TO) frequencies correspond to the poles and the w (LO) frequencies corre-
spond to the zeros of the dielectric constant. The real part of the dielectric constant continuously rises 
with frequency [except for a discontinuity at w (TO)] and the dielectric constant is real and negative [i.e., 
highly absorbing, Eq. (3)] between the transverse and longitudinal frequencies. When damping is added 
to the dielectric constant model to represent the response of real materials [e.g., Eq. (12b) or (13)], the 
transverse and longitudinal frequencies become the maxima and minima of the dielectric constant. With 
damping, a negative dielectric constant is not a necessary condition for absorption, and the material will 
also absorb outside the region bounded by w (TO) and w (LO). Furthermore, damping allows the real 
part of the dielectric constant (and also the refractive index) to decrease with frequency near w (TO). This 
dispersive condition is called anomalous dispersion and can only occur in absorptive regions.

As an example of lattice vibrations, consider the simple case of crystalline sodium chloride 
(NaCl) which has four molecules (eight atoms) per unit cell. Since the sodium chloride structure is 
face-centered cubic, a primitive cell has one molecule or two atoms. The number of unique vibra-
tions is further reduced by symmetry: for sodium chloride, the lattice vibrations consist of one 
(triply degenerate) acoustic mode and one (triply degenerate) optical mode. Many metals have one 
atom per primitive unit cell and therefore have no optical modes. Group IV cubic materials (dia-
mond, silicon, germanium) have two atoms per unit cell with one (triply degenerate) optical mode 
that is Raman-active only. Therefore, to first order, these nonpolar materials are transparent from 
their bandgap to very low frequencies. In practice, multiphonon vibrations, defects, impurities, and 
free carriers introduce significant absorption.

Figure 2 shows a typical crystal infrared spectrum and the corresponding classical oscillator35 and 
four parameter model36 fits to the data. Parameters for both the extended LST [Eq. (12)] and classical 
oscillator [Eq. (13)] vibration models are given at the end of this chapter for many materials.

Electronic Transitions Electronic transitions in a solid begin at the material’s bandgap. This point 
generally marks the end (upper frequency) of a material’s useful transparency. Above the bandgap, the 



PROPERTIES OF CRYSTALS AND GLASSES  2.13

material is highly reflective. The large number of possible electronic transitions produces broad-
featured spectra. However, electronic structure is fundamental to understanding the nature of the 
bonds forming the solid and thus many of the material properties. In three dimensions, the band struc-
ture becomes more complicated, because it varies with direction just as lattice vibrations do. This point 
is illustrated in Fig. 3 for the case of the electronic k-space diagram for sapphire.37 Also included in this 
figure is the corresponding electronic density of states that determines the strength of the absorption.
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FIGURE 2 The infrared spectrum of sapphire (Al2O3) 
showing the fit to data of the three-parameter classic oscil-
lator model of Barker (dashed line35) and the four-param-
eter model of Gervais (solid line36). The four-parameter 
model better fits experimental data (triangles) in the 650 to 
900-cm−1 region.

FIGURE 3 Electronic energy band diagram for sap-
phire at room temperature37 (a) shows the complex k-
space energy levels of the electrons of sapphire. The arrow 
denotes the direct bandgap transition and (b) shows the 
density of electronic states as a function of energy level. The 
many direct and indirect electronic transitions give rise to a 
broad electronic absorption with few features. (Reprinted by 
permission of the American Ceramic Society.)
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In polar insulators, no intraband electronic transitions are allowed, and the lowest frequency 
electronic absorption is often caused by creation of an exciton, a bound electron-hole pair. The pho-
ton energy required to create this bound pair is lower than the bandgap energy. Excitons have many 
properties similar to that of a hydrogen atom. The absorption spectrum of an exciton is similar to 
that of hydrogen and occurs near the bandgap of the host material. The bond length between the 
electron-hole pair, hence the energy required to create the exciton, depends on the host medium. 
Long bond lengths are found in semiconductors (low-energy exciton) and short bond lengths are 
found in insulating materials.

Other lower-frequency transitions are caused by interband transitions between the anion valence 
band and the cation conduction band. For sapphire (see Fig. 3), the lowest energy transitions are 
from the upper valence band of oxygen (2p6) to the conduction band of aluminum (3s + 3p). There 
are typically many of these transitions which appear as a strong, broad absorption feature. Higher 
energy absorption is caused by surface and bulk plasmons (quanta of collective electronic waves), 
and still higher energy absorption is attributable to promotion of inner electrons to the conduction 
band and ultimately liberation of electrons from the material (photoemission).

Classical electronic polarization theory produces a model of the real part of the dielectric constant 
similar to the model used for the real dielectric constant of lattice vibrations [Eq. (13)]. General prop-
erties of the real dielectric constant (and real refractive index) can be deduced from this model. Bound 
electrons oscillate at a frequency proportional to the square root of the binding energy divided by the 
electronic mass. Oscillator strength is proportional to the inverse of binding energy. This means that 
insulators with light atoms and strong bonding have large bandgaps, hence good UV transmission 
(cf., LiF). Furthermore, high bonding energy (hence high-energy bandgap) means low refractive index 
(e.g., fluorides).

When both electronic and lattice vibrational contributions to the dielectric constant are modeled 
as oscillations, the dielectric constant in the transparent region between electronic and vibrational 
absorption is (mostly) real and the real part takes the form
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which is the widely used Sellmeier dispersion formula.38 The sum includes both electronic (UV) 
and vibrational (IR or polar or ionic) contributions. Most other dispersion formulas (such as the 
Schott glass power series) are recast, series expanded, or simplified forms of the Sellmeier model. 
The refractive index of most materials with good homogeneity can be modeled to a few parts in 105 
over their entire transparent region with a Sellmeier fit of a few terms. The frequency (wj) term(s) in 
a Sellmeier fit are not necessarily TO modes, but are correlated to the strong TOs nearest the trans-
parent region, with adjustments to the constants made to account for weaker modes, multiphonon 
effects, and impurities. The Sellmeier model works well because it is (1) based on a reasonable phys-
ical model and (2) adjusts constants to match data. The relationship between the Sellmeier equation 
and other dispersion formulas is discussed later.

The Urbach tail model is successfully applied to model the frequency and temperature depen-
dence of the ultraviolet absorption edge in a number of materials, particularly those with a direct 
bandgap, over several orders of magnitude in absorption. Urbach39 observed an exponential absorp-
tion edge in silver halide materials (which have an indirect bandgap). Further development added 
temperature dependence in the form
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where E0 is the bandgap energy (typically the energy of an exciton) at T = 0 K, T temperature in 
kelvins, and Ep a characteristic phonon energy. The interpretation of the Urbach tail is a broad-
ening of the electronic bandgap by phonon interactions, and several detailed theories have been 
proposed.28,40

Below the Urbach tail, absorption continues to decrease exponentially, albeit much slower 
than predicted by the Urbach formula. This region of slowly decreasing absorption is sometimes 
called the “weak tail,” and has been observed in both semiconductor41 and crystalline materials.42,43 
Typically, the weak tail begins at the point when the absorption coefficient falls to 0.1 cm−1.

Unfortunately, the optical properties of the electronic transitions, which drive optoelectronic 
device performance, can not be modeled in a straightforward manner like the vibrational transi-
tion models because most electronic transitions are coupled together to form broad homogeneous 
absorption bands. Thus, the shape of the density-of-states function that determines the spectral 
response is seldom in the simple functional form of a classical oscillator model.

Adachi44 has developed models that successfully represent the complex permittivity of electronic 
transitions as a function of both frequency and temperature by considering the effect of various 
electronic interband transitions from valence to conduction band. These transitions peak at various 
critical point locations (e.g., Γ and L) and include energy level shifts caused by spin-orbit coupling. 
Various density-of-state models are used, including the classical oscillator to represent several closely 
spaced transitions.

The Adachi model accounts for first-order electronic transitions, and represents the complex 
refractive index over a wide frequency and temperature range. Model predictions agree well with 
experimental complex index of refraction data in transparent spectral regions ending at the band-
gap. Model parameters are available for CdTe, GaAs, GaP, GaSb, InAs, InP, InSb, ZnTe, AlGaAs, 
InGaAsP, and others.44-51

The electronic transitions have a very different functional form than the vibrational modes, yet 
a Sellmeier model, an approximate form to the classical oscillator model, is commonly used to rep-
resent the real part of the relative permittivity in transparent spectral regions ending at the bandgap. 
However, a polynomial expansion of the electronic susceptibility functions shows similar structure to 
an expansion of the Sellmeier equation. It is expected that when high precision is needed (e.g., <10–5) 
in the refractive index, the more physically correct (Adachi) model should be used. This is certainly 
the case for absorption near the bandgap.

Free Carriers Free carriers, such as electrons in metals, or electrons and holes in semiconductors, 
also affect the optical properties of materials. For insulators or wide-bandgap semiconductors 
(i.e., bandgap greater than 0. 5 eV) with a low number of free carriers at room temperature (low con-
ductivity), the effect of free carriers on optical absorption is small [see Eq. (2)]. For nonmetals, the free-
carrier concentration grows with temperature so that even an “insulator” has measurable conductivity 
(and free-carrier absorption) at very high temperature. Commonly used optical materials such as silicon 
and germanium have a significant increase in free-carrier absorption at moderately high temperature as 
illustrated in Fig. 4.52

Free-carrier effects can be modeled as an additional contribution to the dielectric constant 
model. For example, the classical model [Eq. (13)] takes the form
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where wp is the plasma frequency, proportional to the square root of the free-carrier density, and gc 
is the damping frequency (i.e., determines the effective width of the free-carrier influence). Such a 
model is well known to accurately predict the far-infrared (≥10 μm) refractive index of metals53 and 
also has been used to model the free-carrier contribution to the optical properties of semiconductors.

Multiphonon Absorption and Refraction Absorption at the infrared edge of insulators is principally 
caused by anharmonic terms in the lattice potential leading to higher harmonics of the lattice reso-
nances. This phenomenon is called multiphonon absorption because the frequencies are harmonics 
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of the characteristic lattice phonons (vibrations). For absorption in the infrared, each successively 
higher multiple of the fundamental frequency is weaker (and broader) leading to decreasing absorp-
tion beyond the highest fundamental absorption frequency (maximum transverse optical frequency). 
At about three times w(TO) the absorption coefficient becomes small and a material with thickness of 
1 to 10 μm is reasonably transparent. The infrared absorption coefficient of materials (especially highly 
ionic insulators) can be characterized by an exponential absorption coefficient,54 bABS, of the form

 β β γ ω
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where b0 is a constant (dimensions same as the absorption coefficient, typically cm−1), g is a dimen-
sionless constant (typically found to be near 4), w0 is frequency or wave number of the maximum 
transverse optical frequency (units are cm−1 for wave numbers; values are given in the property data 
tables), and w is the frequency or wave number of interest. This formula works reasonably well for 
ionic materials at room temperature for the range of absorption coefficients from 0.001 to 10 cm−1.

In the classical (continuum) limit, the temperature dependence of multiphonon absorption 
has a T n−1 dependence, where n is the order of the multiphonon process,55 that is n ≈ w/w0. At low 
temperature, there is no temperature dependence since only transitions from the ground state occur. 
Once the temperature is sufficiently high (e.g., approaching the Debye temperature), transitions 
that originate from excited states become important and the classical temperature dependence is 
observed. Bendow et al.56 has developed a simple model of the temperature dependence of multi-
phonon absorption based on a Bose–Einstein distribution of states:
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where N(w, T) is the phonon occupation density from Bose–Einstein statistics.
Thomas et al.57 have successfully developed a semiempirical, quantum mechanical model of 

(sum band) multiphonon absorption based on the Morse interatomic potential and a gaussian 
function for the phonon density of states. Use of the Morse potential leads to an exact solution to 
the Schrödinger equation and includes anharmonic effects to all orders. The model contains param-
eters derived from room-temperature measurements of absorption, is computationally efficient, and 
has been applied to many ionic substances. Figure 5 shows a typical result compared to experimental 
data. Model parameters are available for oxides,57 diamond,58 glasses,59 and semiconductors.60
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FIGURE 4 Decreased transmission of germanium and 
silicon with temperature is attributable to an increase in 
free-carrier concentration resulting in increased absorption.52 
The absorption is greater at longer wave lengths; see Eq. (16). 
(Reprinted by permission of the Optical Society of America.)
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Multiphonon absorption modeling also contributes to the real refractive index. Although multipho-
non contributions to the real index are small compared to one-phonon contributions, they are important 
for two cases in the infrared: (1) when the refractive index must be known beyond two decimal places, 
or (2) at high temperature. In the first case, multiphonon contributions to the index are significant over 
a large spectral region. In the second case, the contribution of multiphonon modes to the real refractive 
index grows rapidly at high temperature because of the T n−1 dependence of the nth mode strength.

Absorption in the Transparent Region In the transparent region, away from the electronic and 
vibrational resonances, absorption is governed by impurities and defects. The level of absorption is 
highly dependent on the purity of the starting materials, conditions of manufacture, and subsequent 
machining and polishing. For example, OH impurities are common in oxides,∗ occurring at fre-
quencies below the fundamental (nonbonded) OH vibration at 3735 cm−1. OH can be removed by 
appropriate heat treatment.

Low-level absorption coefficient measurements are typically made by laser calorimetry or photo-
acoustic techniques. Data are available for a number of materials in the visible,42,61 at 1.3 μm,62 and 
at 2.7 and 3.8 μm.63

Optical Properties: Applications

Dielectric Tensor and Optical Indicatrix Many important materials are nonisotropic (e.g., the 
crystals Al2O3, SiO2, and MgF2), and their optical properties are described by tensor relationships 
(see earlier section, “Symmetry Properties”). The dielectric constant, e, a second-rank tensor, relates 
the electric field E to the electric displacement D:
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FIGURE 5 Temperature-dependent change of absorption 
in insulators is principally confined to the absorption edges, 
especially the infrared multiphonon absorption edge. This figure 
shows measured and predicted absorption coefficients at the 
infrared edge of transparency for the ordinary ray of crystalline 
sapphire. Increasing temperature activates higher multiphonon 
processes, resulting in a rapid increase in absorption. The mul-
tiphonon model of Thomas et al.57-59 accurately predicts the fre-
quency- and temperature-dependence of infrared absorption in 
highly ionic materials such as oxides and halides.

∗The OH vibrational impurity absorption in oxides is known for Al2O3, ALON, MgAl2O4, MgO, SiO2, Y2O3, and Yb2O3.
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From the symmetry of properties, this is a symmetric tensor with eab = eba. Usually, the dielectric 
constant components are given as principal values, that is, those values along the unit cell of the 
appropriate crystal class. In this case, the principal dielectric constants are
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where the primes on the subscripts denote principal values (i.e., along the crystallographic axes, pos-
sible in a nonorthogonal coordinate system) and the subscripts 1, 2, and 3 denote reduced notation 
for these values (see “Elastic Properties”). The relationship between dielectric constant and refractive 
index, Eq. (4), means there are similarly three principal values for the (complex) refractive index. 
Also, the components of the dielectric tensor are individually related to the corresponding compo-
nents of the refractive index. (Subscripts a, b, and c or x, y, and z as well as others may be used for 
the principal values of the dielectric constant or refractive index.)

Three important cases arise:

1. Isotropic and cubic materials have only one dielectric constant, e, (hence one refractive n). 
Therefore e1 = e2 = e3 = e n 2 .

2. Hexagonal (including trigonal) and tetragonal crystals have two principal dielectric constants,
e1 and e3 (hence two refractive indices, n  and n3

). Therefore e1 = e2 ≠ e3. Such materials are 
called uniaxial; the unique crystallographic axis is the c axis, which is also called the optical axis. 
One method of denoting the two unique principal axes is to state the orientation of the electric 
field relative to the optical axis. The dielectric constant for the E ⊥ c situation is e1 or e . This 
circumstance is also called the ordinary ray, and the corresponding symbol for the refractive index 
is n n no1 , ,⊥  (for ordinary ray), and nω  or w (primarily in the older literature). The dielectric 
constant for E || c situation is e3 or e||. This condition is called the extraordinary ray, and the cor-
responding symbol for the refractive index is n n ne3, ,

||
 (for extraordinary ray), and nε  or e (again, 

primarily in the older literature). Crystals are called positive uniaxial when ne − no > 0, and nega-
tive uniaxial otherwise. Since the dispersions of the ordinary and extraordinary wave are differ-
ent, a crystal can be positive uniaxial in one wavelength region and negative uniaxial in another 
(AgGaS2 is an example).

3. Orthorhombic, monoclinic, and triclinic crystals have three principal dielectric constants, e1, e2, 
and e3 (hence, three refractive indices, n n n1 2 3, , and ). Therefore e1 ≠ e2 ≠ e3 ≠ e1. These crystals 
are called biaxial. Confusion sometimes arises from the correlation of the principal dielectric 
constants with the crystallographic orientation owing to several conventions in selecting the 
crystal axes. [The optical indicatrix (see following discussion) of a biaxial material has two circu-
lar sections that define optical axes. The orientation of these axes are then used to assign a posi-
tive- or negative-biaxial designation.]

The existence of more than one dielectric constant or refractive index means that, for radiation 
with arbitrary orientation with respect to the crystal axes, two plane-polarized waves, of different 
speed, propagate in the crystal. Hence, for light propagating at a random orientation to the principal 
axes, a uniaxial or biaxial crystal exhibits two effective refractive indices different from the individual 
principal values. The refractive index of the two waves is determined from the optical indicatrix or 
index ellipsoid, a triaxial ellipsoidal surface defined by
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where the x1, x2, and x3 are the principal axes of the dielectric constant. The indicatrix is illustrated 
in Fig. 6: for a wave normal in an arbitrary direction (OP), the two waves have refraction indices 
equal to the axes of the ellipse perpendicular to the wave normal (OA and OB). The directions 
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represented by OA and OB are the vibrational planes of the electric displacement vector D of the 
two waves. When the wave normal is parallel to an optic axis, the two waves propagate with principal 
refractive indices. For uniaxial materials and the wave normal parallel to the x3 (or z or c crystallo-
graphic or optical) axis, the vibrational ellipsoid is circular and the two waves have the same refractive 
index (no), and there is no double refraction. Equation (19a) can also be written

 B x B x B x1 1
2

2 2
2

3 3
2 1+ + =  (19b)

where B ni i= =1 11
2/ /ε is called the inverse dielectric tensor. The inverse dielectric tensor is used in 

defining electro-optic, piezo-optic, and elasto-optic relationships (see Table 1).
Fresnel formulas, found elsewhere in this Handbook, use the complex refractive index to calculate 

reflection and transmission at a material boundary as a function of incident angle, polarization, and 
(crystal) orientation (for uni- and biaxial crystals).

Total Power Law Incident light on a material is reflected, transmitted, or absorbed. Scattering is a 
term used to describe diffuse reflectance (surface scatter) and diffuse transmittance (bulk scatter). 
Conservation of energy dictates that the fractional amount reflected r, absorbed aABS, transmitted t, 
and scattered aSCA total to unity, hence

 1= + + +ρ ω α ω α ω τ ω( , ) ( , ) ( , ) ( , )Ω Ω Ω Ωi i i iSCA ABS  (20)

where these time-averaged quantities, illustrated in Fig. 7, are
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FIGURE 6 The optical indicatrix or index ellipsoid used to deter-
mine the effective refractive index for an arbitrary wave normal in a 
crystal. The axes of the ellipsoid correspond to the principal axes of 
the crystal, and the radii of the ellipsoid along the axes are the princi-
pal values of the refractive indices. For propagation along an arbitrary 
wave normal (OP), the effective refractive indices are the axes of the 
ellipse whose normal is parallel to the wave normal. In the illustrated 
case, the directions OA and OB define the effective refractive indices.24 
(Reprinted by permission of Oxford University Press.)
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and

 τ ω
ω

ω
( , )
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t i

i

= = total integrated transmiittance  (21d)

Notice that these quantities are functions of the angle of incidence and frequency only.
The sum of total integrated scatterance and total integrated absorptance can be defined as the 

total integrated extinctance aEXT,

 α ω α ω α ωEXT ABS SCA( , ) ( , ) ( , )Ω Ω Ωi i i= +  (22)

and the total power law becomes

 1= + +ρ ω α ω τ ω( , ) ( , ) ( , )Ω Ω Ωi i iEXT  (23)

Another useful quantity is emittance, which is defined as
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bb

total integrated emittaance  (24a)

where Φbb is the blackbody function representing the spectral emission of a medium which totally 
absorbs all light at all frequencies. When Φi(w) = Φbb(w), then the total integrated emittance equals 
the total integrated absorptance:

 ε ω α ω( , ) ( , )Ω Ωi i= ABS  (24b)

FIGURE 7 Geometry of incident, transmitted, and reflected 
beams for a plane transparent slab of thickness d. The power equals 
the reflected, refracted, and absorbed components, assuming no 
scatter.
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Dispersion Formulas for Refractive Index The dielectric constant and refractive index are func-
tions of frequency, hence wavelength. The frequency or wavelength variation of refractive index is 
called dispersion. Dispersion is an important property for optical design (i.e., correction of chro-
matic aberration) and in the transmission of information (i.e., pulse spreading). Other optical 
properties are derived from the change in refractive index with other properties such as temperature 
(thermo-optic coefficient), stress or strain (piezo-optic or elasto-optic coefficients), or applied field 
(electro-optic or piezo-electric coefficients). Since the dielectric constant is a second-order tensor with 
three principal values, the coefficients defined here are also tensor properties (see Table 1).

Precise refractive index measurements give values as functions of wavelength. Frequently, it is 
desirable to have a functional form for the dispersion of the refractive index (i.e., for calculations 
and value interpolation). There are many formulas used for representing the refractive index. One 
of the most widely used is the Sellmeier (or Drude or Maxwell-Helmholtz-Drude) dispersion model 
[Eq. (14)], which arises from treating the absorption like simple mechanical or electrical resonances. 
Sellmeier38 proposed the following dispersion formula in 1871–1872 (although Maxwell had also 
considered the same derivation in 1869). The usual form of this equation for optical applications 
gives refractive index as a function of wavelength rather than wave number, frequency, or energy. In 
this form, the Sellmeier equation is

 n
Ai

ii

2
2

2
1( )λ

λ
λ λ
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The Sellmeier formula has the appropriate physical basis to accurately represent the refractive index 
throughout the transparent region in the simplest manner. The Sellmeier constants have physical 
meaning, particularly for simple substances. Most other dispersion formulas are closely related to 
(or are a disguised form of) the Sellmeier equation. Many of these other dispersion formulas are 
unable to cover as wide a spectral region, and unlike the Sellmeier form, do not lend themselves to 
extrapolation outside the interval of available measurements. For these reasons, we strongly urge 
that the Sellmeier model be universally used as the standard representation of the refractive index.

Modifications of the Sellmeier terms that include composition variation64,65 and tempera-
ture dependence66 have been applied to successfully model refractive index. The variation of the 
Sellmeier Ai and li constants is usually modeled as linearly dependent on the mole fraction of the 
components and temperature.

An often-used, slight modification of this formula puts the wavelength of the shortest wavelength 
resonance at zero (l1 = 0), that is, the first term is a constant. This constant term represents contri-
butions to refractive index from electronic transitions at energies far above the bandgap. Sellmeier 
terms with small li (representing electronic transitions) can be expanded as a power series,
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and the terms with large li (representing vibrational transitions) are expanded as:
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The first term of this expansion is occasionally used to represent the long-wavelength (infrared) 
contribution to the index of refraction (instead of the Sellmeier term).

A generalized form of the short-wavelength approximation to the Sellmeier equation is the 
Cauchy formula, developed in 1836. This was the first successful attempt to represent dispersion by 
an equation:
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Power series approximations to the Sellmeier equation are expressed in many forms. One common 
form is the Schott glass formula used for glasses:

 n A A A A A A2
0 1

2
2

2
3

4
4
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5

8= + + + + + +− − − −λ λ λ λ λ …  (27)

For typical high-quality glasses, this equation is accurate to ±3 · 10−6 in the visible (400–765 nm) 
and within ±5 · 10−6 from 365 to 1014 nm. A comparison of the Schott power series formula with 
a three-term Sellmeier formula showed equivalent accuracy of the range of the Schott fit, but that 
the Sellmeier model was accurate over a much wider wavelength range.67 A number of other power 
series dispersion formulas (e.g., Ketteler–Neumann68) are occasionally used.

Frequently, Sellmeier terms are written in altered fashion such as this form used by Li69 and others:
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which is the equivalent of the combination of two Sellmeier terms, one located at zero wavelength and 
the other at li. The Zernike formula70 also uses a term in this form. Another way to modify Sellmeier 
terms is to convert the wavelength of the resonances to wave number or energy [see Eq. (14)].

Another common formula for the index of refraction is the Hartmann43 or Cornu equation:

 n A
B= +
−λ λ0

 (28b)

This equation is more distantly related to the Sellmeier formulation. Note that a two-term Sellmeier 
formula (with l1 = 0) can be written as

 ( ) ( ) ( ) ( ) ( ) (n n n n n n2
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0 0 0− ⋅ − = − ⋅ − ⋅ + ⋅ +λ λ λ λ λ λ00) = constant  (28c)

and the Hartmann formula can be written as a hyperbola

 ( ) ( )n n− ⋅ − =0 0λ λ constant  (28d)

Note that in a limited spectral region, the difference terms of the Sellmeier formula of Eq. (28c) 
vary much more rapidly than do the sum terms, hence the Hartmann and Sellmeier forms will have 
nearly the same shape in a limited spectral range.

Other equations that combine Sellmeier and power series terms (cf., Wemple formula) are 
often used. One such formulation is the Herzberger equation, first developed for glasses71 and later 
applied to infrared crystalline materials:72
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where the choice of the constant λ0
2 0 028= .  is arbitrary in that it is applied to all materials.

The Pikhtin-Yas’kov formula73 is nearly the same as the Sellmeier form with the addition of 
another term representing a broadband electronic contribution (which is equal to the real part of 
one of the terms in Adachi’s model44):
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This formulation has been applied to some semiconductor materials. The unique term arises from 
assuming that the imaginary part of the dielectric constant is a constant between energies E0 and E1, 
and that infinitely narrow resonances occur at Ei. The formula is then derived by applying the 
Kramers–Krönig relationship to this model.
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Dispersion Formulas Used for Glasses Dispersion in glasses (and most other materials) is accurately 
represented by a Sellmeier model [Eq. (25a)] with three terms, two representing electronic (short 
wavelength) absorption and one representing lattice vibration (long wavelength) absorption contribu-
tion to the refractive index. Typically for glasses, the Abbe number, or constringence vd, is also given. The 
Abbe number is a measure of dispersion in the visible and is defined as vd = (nd − 1)/(nF − nC), where
nd, nF, and nC are refractive indices at 587.6, 486.1, and 656.3 nm, respectively. The quantity (nF − nC) is 
known as the principle dispersion. A relative partial dispersion Px,y can be calculated at any wavelengths x 
and y from

 P
n n

n nx y

x y

F C
,

( )

( )
=

−
−

 (29a)

For so-called “normal” glasses, the partial dispersions obey a linear relationship, namely

 P a b vx y x y x y d, , ,= +  (29b)

where ax,y and bx,y are empirical constant characteristics of normal glasses. However, for correction 
of secondary spectrum in an optical system (i.e., achromatization for more than two wavelengths), 
it is necessary to employ a glass that does not follow the glass line. Glass manufacturers usually list 
ΔPx,y for a number of wavelength pairs as defined by:

 P a b v Px y x y x y d x y, , , ,= + + Δ  (29c)

The deviation term ΔPx,y is a measure of the dispersion characteristics differing from the normal 
glasses. Schott glasses F2 and K7 define the normal glass line.

In the transparent region, refractive index decreases with increasing wavelength, and the mag-
nitude of dn/dl is a minimum between the electronic and vibrational absorptions. The wavelength 
(l0) of minimum dn/dl, called the “zero”-dispersion point, is given by
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which is the desired operating point for high-bandwidth, information-carrying optical fibers, as well 
as the optimum wavelength for single-element refractive optical systems. For glassy silica fibers, the 
zero dispersion point is 1.272 μm.

The equation for the dispersion in a standard single-mode fiber is
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34
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 (31)

where the operating wavelength is l, the zero-dispersion wavelength is l0, and S0 is the slope of the 
dispersion curve. The dispersion units are picoseconds per wavelength bandwidth (nm) per unit 
length of fiber (km). 

One approach to reducing both dispersion and loss is to use a material with a wide transpar-
ent region, that is, widely separated electronic and vibrational absorptions, hence the interest in 
materials such as heavy-metal fluoride glasses for fiber applications. Recent work in photonic 
bandgap (PBG) fibers and micro-structured optical fibers demonstrates that light can be guided 
in hollow cores. Index-guided fibers can operate below 800 nm but the effective mode area is 
small. PBG fibers have been theorized to work below 800 nm with an order of magnitude larger 
effective mode area.74 Hence, dispersionless transmission of short pulses in the near visible range 
is achieved.75–77
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Thermo-Optic and Photoelastic Coefficients Temperature is one of the main factors influencing 
the refractive index of solids. The thermo-optical coefficients ∂n/∂T (or ∂e/∂T) can be estimated 
from a derivation of the Clausius–Mossotti relationship:78
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where am is the macroscopic polarizability. The first two terms are the principal contributors in 
ionic materials: a positive thermal expansion coefficient results in a negative thermo-optic coef-
ficient and a positive change in polarizability with volume results in a positive thermo-optic coef-
ficient. In ionic materials with a low melting point, thermal expansion is high and the thermo-optic 
coefficient is negative (typical of alkali halides); when thermal expansion is small (indicated by high 
melting point, hardness, and high elastic moduli), the thermo-optic coefficient is positive, domi-
nated by the volume change in polarizability (typical of the high-temperature oxides).

Thermal expansion has no frequency dependence but polarizability does. At frequencies (wave-
lengths) near the edge of transparency, the polarizability (and ∂am/∂V) rises, and ∂n/∂T becomes 
more positive (or less negative). Figure 8 shows the variation of refractive index for sodium chloride 
as a function of frequency and temperature.

An approach similar to that for the thermo-optic coefficient, above, can be used to estimate the 
photoelastic constants of a material. The simplest photoelastic constant is that produced by uniform 
pressure, that is, dn/dP. More complex photoelastic constants are tensors whose components define 
the effect of individual strain (elasto-optic coefficients) or stress (piezo-optic coefficients) tensor 
terms. Bendow et al.79 calculate dn/dP and the elasto-optic coefficients for a number of cubic crys-
tals and compare the results to experiment.

Thermo-Optic Coefficients for Glasses The effect of temperature on the refractive index is depen-
dent upon several factors, including the material and wavelength. The refractive index also changes 
as a function of air pressure. A distinction is therefore made between absolute refractive index, 
which is measured in vacuum, and refractive index relative to normal air, which is defined as the 
refractive index at normal air pressure (1 atmosphere = 101.325 kPa). The standard temperature 
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FIGURE 8 The thermo-optic coefficient (dn/dT) of sodium 
chloride (NaCl): (a) shows the wavelength dependence of room-
temperature thermo-optic coefficient. The thermo-optic coefficient 
is nearly constant in the transparent region, but increases sig-
nificantly at the edges of the transparent region and (b) illustrates 
the temperature dependence of the thermo-optic coefficient. The 
thermo-optic coefficient decreases (becomes more negative) with 
increasing temperature, primarily as the density decreases.



PROPERTIES OF CRYSTALS AND GLASSES  2.25

for refractive index measurements is 22°C, and manufacturer’s quoted index of refraction values are 
always relative to normal air pressure.

The change in the absolute refractive index as a function of temperature is modeled as a first-or-
der or linear change with temperature,

 n T n T
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Tabs abs

abs( , ) ( , )
( , )

λ λ
λ

= +0 Δ  (33)

In the visible, the absolute refractive index as a function of wavelength can be well-approximated by 
a single-term Sellmeier model, Eq. (25a), and the temperature derivative of refractive index is then
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a function of the temperature dependence of the mode strength (A) and its location (lK). The mode 
strength is the product of the strength (polarizability) of the individual absorption oscillators and 
the density of those oscillators (i.e., is a function of the volume expansion).

The change in n with respect to T is then modeled by using constants D0, D1, and D2 to represent 
the temperature dependence of mode strength, and constants E0 and E1 to represent the temperature 
dependence of mode location, namely,
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T0 is the reference temperature, generally 20°C. T is the temperature of interest, and ΔT is the difference, 
T − T0. The wavelength of interest is l. The terms D0, D1, D2, E0, E1, and lK are all constants dependent 
upon the glass type and are found by fitting to measurements. The relative index values found in cata-
logs can be used in Eq. (35) without loss of accuracy. This is why the abs subscript was dropped from 
the n terms on the right-hand side of the equation. Using Eq. (35) in Eq. (33) allows for the calculation 
of the change in the refractive index, as well as the new refractive index as a function of temperature.

The refractive index relative to air as a function of temperature, and the change itself as a func-
tion of temperature can be computed from the relationships13
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The approximation that nrel(l, T0) can be substituted for nrel(l, T) maintains sufficient accuracy, and 
simplifies the calculation.

The widely accepted equations for nair and dnair/dT of dry air are
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where P is the atmospheric pressure divided by the reference pressure (P0 = 1 atmosphere).
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The index of refraction in air at 15°C and 1 atmosphere of pressure is given by
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The wavelength l is in units of micrometers, and temperature is in units of degrees Celsius. P is the 
relative air pressure and is dimensionless. This completes the equations necessary to compute the 
absolute and relative index of refraction at any temperature and pressure, provided the proportion-
ality constants in Eq. (33) and the parameters of Eq. (35) are available for the glass of interest. These 
equations are typically valid for temperature ranges of −100°C to 140°C, and a wavelength range of 
0.3650 to 1.014 μm.

Athermal Glasses The environmental temperature affects glass in terms of thermal expansion 
coefficient [a, see Eq. (46a)] and the variation of the index of refraction, dnrel/dT. Both effects dete-
riorate the wavefront due to the changed optical path and the change in the index of refraction. To 
mitigate the effect of temperature variations, the glass should ideally compensate for any thermal 
expansion effects by the refractive index change. Since all glasses exhibit a positive thermal expan-
sion coefficient (increase in size with increased temperature), the ideal glass would have a negative 
temperature coefficient. This can be expressed in terms of the thermo-optical constant, G:

 G n T
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= − +α λ

λ
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( , )
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rel1  (38)

Any glass with G near zero (e.g., | |G < ⋅ − −1 10 6 K 1) is referred to as athermal. Not all glasses with 
negative relative index temperature coefficients are athermal. Schott glasses N-PK51, N-FK51A, and 
N-PK52A show athermal behavior.

Nonlinear Optical Coefficients One of the most important higher-order optical coefficients is 
the nonlinear (or second-order) susceptibility. With the high electric fields generated by lasers, the 
nonlinear susceptibility gives rise to important processes such as second-harmonic generation, opti-
cal rectification, parametric mixing, and the linear electro-optic (Pockels) effect. The second-order 
susceptibility, c(2), is related to the polarization vector P by

 P E E Ei j j kg( ) [ ( ) ( )]( )ω ε χ χ ω ω= +0
2

1 2ij ijk  (39)

where g is a degeneracy factor arising from the nature of the electric fields applied. If the two fre-
quencies are equal, the condition of optical rectification and second-harmonic generation (SHG) 
arises, and g = 1/2. When the frequencies of Ej and Ek are different, parametric mixing occurs and g = 1. 
If Ek is a dc field, the situation is the same as the linear electro-optic (or Pockels) effect, and g = 2. 
The value of nonlinear susceptibility is a function of the frequencies of both the input fields and the 
output polarization (w = w1 ± w2).

The nonlinear susceptibility is a third-order (3 by 3 by 3) tensor. A nonlinear optical coefficient 
d (2), frequently used to describe these nonlinear properties, is equal to one-half of the second-order 
nonlinear susceptibility, that is, d (2) = 1/2c(2). Nonlinear optical coefficients are universally written 
in reduced (matrix) notation, dij

( )2 , where the index i = 1, 2, or 3 and the index j runs from 1 to 6.80 
(Both the piezo-electric coefficient and the nonlinear optical coefficient are given the symbol d, and 
the resulting confusion is enhanced because both coefficients have the same units.) The relationship 
between the electro-optic coefficient r and the nonlinear optical coefficient d (2) is

 r
gd

ij

ij=
2 2

2

( )

ε
 (40)

Units of the second-order nonlinear optical coefficient are m/V (or pm/V, where pm = 10−12) in mks 
units.
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Typical values of the nonlinear optical coefficients are listed in Table 4.81 Additional nonlinear optical 
coefficients are given in reviews (also refer to Chap. 10, “Nonlinear Optics” by Chung L. Tang).80-83 

Scatter Scatter is both an intrinsic and extrinsic property. Rayleigh, Brillouin, Raman, and stoi-
chiometric (index variation) contributions to scatter have been derived in simple form and used to 
estimate scatter loss in several fiber-optic materials.84 Rayleigh scattering refers to elastic scatter from 
features small compared to the wavelength of light. In highly pure and defect-free optical crystals, 
Rayleigh scatter is caused by atomic scale inhomogeneities (much smaller than the wavelength) in 
analogy to Rayleigh scatter from molecules in the atmosphere. In most materials, including glasses, 
Rayleigh scatter is augmented by extrinsic contributions arising from localized density variations 
(which also limit the uniformity of the refractive index). Attenuation in high-quality optical materi-
als is frequently limited by Rayleigh scatter rather than absorption.

Brillouin and Raman scatter are forms of inelastic scattering from acoustic and optical phonons 
(vibrations). The frequency of the scattered light is shifted by the phonon frequency. Creation of 
phonons results in longer-wavelength (low-frequency) scattered light (Stokes case) and annihilation 
of phonons results in higher-frequency scattered light (anti-Stokes case). Rayleigh, Brillouin, and 
Raman scatter all have l−4 wavelength dependence. Polycrystalline and translucent materials have 
features such as grain boundaries and voids whose size is larger than the wavelength of light. This 
type of scatter is often called Mie scatter because the scattering features are larger than the wave-
length of the light. Mie scatter typically has a measured l−m dependence where the parameter m 
typically lies between 1 and 2.85,86 Rayleigh and Mie scatter may arise from either surface roughness 
or bulk nonuniformities.

Other Properties of Materials

Naming of Crystals and Glasses All materials are characterized by name(s) for identification, a 
chemical formula (crystalline materials) or approximate composition (glasses, amorphous sub-
stances), and a density (r, in kg/m3). Crystalline materials are further identified by crystal class, 
space group, unit-cell lattice parameters, molecular weight (of a formula unit in atomic mass units, 
amu), and number of formula units per unit cell (Z). (See standard compilations of crystallographic 
data.87,88)

Material Designation and Composition Crystals are completely identified by both the chemi-
cal formulation and the space group. Chemical formulation alone is insufficient for identification 
because many substances have several structures (called polymorphs) with different properties. 
Properties in the data tables pertain only to the specific structure listed. Materials in the data tables 
having several stable polymorphs at room temperature include SiO2 (eight polymorphs), C (dia-
mond, graphite, and amorphous forms), and SiC and ZnS (both have cubic and hexagonal forms).

The space group also identifies the appropriate number of independent terms (see Tables 1 and 2) 
that describe a physical quantity. Noncubic crystals require two or more values to fully describe thermal 
expansion, thermal conductivity, refractive index, and other properties. Often, scalar quantities are 

TABLE 4 Typical Nonlinear Optical Coefficients

   Crystal Nonlinear Optical Coefficient (pm/V)

b-BaB2O4 d11 = 1.60
KH2PO4 d36 = 0.39
LiB3O5 d32 = 1.21
LiNbO3 d31 = 5.07
LiIO3 d31 = 3.90
KTiOPO4 d31 = 5.85
Urea d14 = 1.17
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given in the literature when a tensor characterization is needed. Such a characterization may be ade-
quate for polycrystalline materials, but is unsatisfactory for single crystals that require knowledge of 
directional properties.

Historically, optical glasses have been identified by traditional names derived from their com-
position and their dispersion relative to their index of refraction. This dates back to the 1880s when 
low dispersion crown glasses (typically with Abbe number vd >50) and higher dispersion flint glasses 
(typically, vd <50) dominated the glass map.89 It took Ernst Abbe, Carl Zeiss, and the work of Otto 
Schott to expand the glass by developing two new glass formers, fluorine and boron.90,91 In addition, 
Schott’s work with BaO network modifiers pioneered new variations in index of refraction within 
the same groups. This gave rise to classifications of “heavy” and “light” (index of refraction designa-
tion), in addition to crown and flint (Abbe number classification).

The next major advancement in glass technology came in the 1930s when rare earth elements 
and network-former phosphorous became readily available.92,93

 These new glass types were named 
by adding the compounds chemical symbol to the traditional nomenclature of crown or flint, heavy 
or light. This led to various groups evolving on the Abbe diagram, groups whose position gave 
strong indication of the chemical composition of the glass. This distinction and borders in the Abbe 
diagram remains till the present day. However the traditional nomenclature is rapidly ending as 
manufacturers, primarily in Japan, are adopting new naming conventions for their glasses. 

The primary reason for this nomenclature change is advances in manufacturing techniques, raw 
material supply and purity, and the evolution of new materials have all led to new compositional 
families of glasses that cross traditional borders. So a given glass family name such as PSK may have 
glasses without any phosphorous. Furthermore, different manufacturers producing a glass with 
identical index of refraction and Abbe numbers may in fact have entirely different physical and 
chemical properties (e.g., Schott N-LaSF31A, Hikari’s E-LaSF08, and Hoya’s TaFD30.) A single name 
would be disingenuous.

The main classical groups are listed in Table 8, and a representative glass from each is shown. 
Figure 9 shows the classic Abbe diagram with traditional nomenclature and the newer style show-
ing glass systems based more on constituent materials. A thorough discussion of the various glass 
systems is found in the literature.17

Regardless of the categorizing and naming of glasses and glass systems or groups, a specific glass 
identifier scheme, as defined in military standard MIL-G-174, remains in use today. This convention 
uses a six-digit number representing the first three digits of (nd −1) and the first three digits of vd. 
Each manufacturer also has its own designator, usually based on traditional or new names, that 
uniquely identifies each glass. For example, the glass with code 517624 has the following manufacturer’s 
designations:

Manufacturer Designation for Glass 517642

     Schott N-BK7
   Corning B-16-64
  Pilkington BSC-517642B
      Hoya BSC-7
     Ohara S-BSL 7 (closest value 516641)

Properties of glass are primarily determined from the compositions, but also depend on the 
manufacturing process, specifically the thermal history. In fact, refractive index specifications in a 
glass catalog should be interpreted as those obtained with a particular annealing schedule. Annealing 
removes stress (and minimizes stress-induced birefringence) and minimizes the effect of thermal 
history, producing high refractive-index uniformity. Special (precision) annealing designed to maxi-
mize refractive index homogeneity may, however, increase refractive index slightly above a nominal 
(catalog) value. A complete discussion of the annealing process can be found in literature.16,94

In general, both glass composition and thermal processing are proprietary (so the compositions 
given are only illustrative). However, manufacturers’ data sheets on individual glasses can provide 
detailed and specific information on optical and mechanical properties. Also, the data sheets supply 
useful details on index homogeneity, climate resistance, stain resistance, and chemical (acid and 
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alkaline) resistance for a particular glass type. For very detailed work or demanding applications, a 
glass manufacturer can supply a melt data sheet providing accurate optical properties for a specific 
glass lot.

A driving force in the recent breaking of traditional glass manufacture practices has been a grow-
ing movement for environmentally responsible glass. The primary elements of contention were 
arsenic and lead, and other toxic elements. For example, thorium oxide use has been discontinued, 
and cadmium oxide is restricted to colored glass manufacture. The principal concerns lie not in 
the end user, despite the negative connotation lead and lead-based products have incurred the past 
few decades. In fact, lead-containing glass is still available and labeled as such. The concern rests in 
the manufacture and disposal of hazardous waste. No guarantee could be made that the workplace 
would be safe, and the waste disposed of properly.
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FIGURE 9 The Abbe diagram (refractive index, nd, versus Abbe number, nd) showing the 
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included in this chapter. (Reprinted by permission of Springer-Verlag.)
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The replacements for PbO are typically TiO2, Nb2O5, ZrO2, and WO3. The replacement for As2O3 
as a refining agent has been Sb2O3. For approximately 50 percent of the glasses containing As2O3 and no 
PbO, the use of Sb2O3 has not changed the properties of the glass. Using substitute materials for Glasses 
formerly containing PbO and As2O3 has modified the properties of the glass, sometimes significantly. 
One by-product of lead removal has been lighter weight. Manufacturers have begun to denote the refor-
mulated glasses by specific designations. Schott uses “N-” to prefix the new glass materials, Hikari uses 
“E-”, and Ohara uses “S-”. References to environmental concerns are included in the reference section.10,95

Unit Cell Parameters, Molecular Weight, and Density The structure and composition of crystals 
can be used to calculate density. This calculated (theoretical or x-ray) density should closely match 
that of optical-quality materials. Density, r, is mass divided by volume:

 ρ
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⋅ ⋅ + + − − ⋅

Z u

a b c

( )

sin sin sin ( cos c
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2 2 2 2 1 oos cos )β γ⋅
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where Z is the number of formula units in a crystal unit cell, MW is the molecular weight of a for-
mula unit in amu, u is weight of an amu (Table 3), a, b, and c are unit cell axes lengths, and a, b, and 
g are unit cell axes angles.

Typically, pure amorphous materials have lower density than the corresponding crystalline mate-
rials. Density of glasses and other amorphous materials is derived from measurements.

Elastic Properties Elastic properties of materials can be described with a hierarchy of terms. On 
the atomic scale, interatomic force constants or potential energies can be used to predict the vibra-
tional modes, thermal expansion, and elastic properties of a material. On the macroscopic scale, 
elastic properties are described using elastic moduli (or constants) related to the directional proper-
ties of a material. The tensor relationships between stress (s, a second-order tensor) and strain (e, a 
second-order tensor) are
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where the fourth-rank tensors cijkl and sijkl are named elastic stiffness c and elastic compliance s, 
respectively. This is the tensor form of Hooke’s law. Each index (i, j, k, and l) has three values (i.e., x, y, 
and z), hence the c and s tensors have 81 terms.

The stiffness and compliance tensors are usually written in a matrix notation made possible by 
the symmetry relationship of the stress and strain tensors. Symmetry reduces the number of inde-
pendent terms in the stiffness and compliance tensors from 81 to 36. The usual notation for the 
reduced (matrix) notation form of the stiffness and compliance tensors is
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where the indices, an abbreviation of the ij or kl components, run from 1 to 6. Table 5 shows the 
conversion from tensor to matrix notation. Thus, the stiffness and compliance tensors are written as 
6 by 6 matrices which can again be shown to be symmetric, given 21 independent terms. Virtually 
all data will be found in matrix notation. These tensors (matrices) that relate stress and strain are 
sometimes called second-order stiffness and compliance. Higher-order tensors are used to describe 
nonlinear elastic behavior (i.e., third-order stiffness determines the stress tensor from the square of 
the strain tensor).

Stiffness and compliance tensors are needed to completely describe the linear elastic properties 
of a crystal. Even a completely amorphous material has two independent constants that describe 
the relationship between stress and strain. Usually, the elastic properties of materials are expressed 
in terms of engineering (or technical) moduli: Young’s modulus (E), shear modulus (or modulus 
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of rigidity G), bulk modulus (B, compressibility−1), and Poisson’s ratio (v). For example, Young’s 
modulus is defined as the ratio of the longitudinal tension to the longitudinal strain for tension, a 
quantity which is anisotropic (i.e., directionally dependent) for all crystal classes (but is isotropic for 
amorphous materials). Therefore the engineering moduli only accurately describe the elastic behav-
ior of isotropic materials. The engineering moduli also approximately describe the elastic behavior 
of polycrystalline materials (assuming small, randomly distributed grains). Various methods are 
available to estimate the engineering moduli of crystals.

Values of the engineering moduli for crystalline materials given in the data tables are estimated 
from elastic moduli using the Voigt and Reuss methods (noncubic materials) or the Haskin and 
Shtrikman method96 (cubic materials) to give shear (G) and bulk (B) moduli. Young’s modulus (E) 
and Poisson’s ratio (n) are then calculated assuming isotropy using the following relationships:

 E
G B

G B

B G

B G
= ⋅ ⋅

+ ⋅
= ⋅ − ⋅

⋅ + ⋅
9

3

3 2

6 2
v  (43)

Hardness and Strength Hardness is an empirical and relative measure of a material’s resistance to 
wear (mechanical abrasion). Despite the qualitative nature of the result, hardness testing is quan-
titative, repeatable, and easy to measure. The first measure of hardness was the Mohs scale which 
compares the hardness of materials to one of 10 minerals. Usually, the Knoop indent test is used to 
measure hardness of optical materials. The test determines the resistance of a surface to penetration 
by a diamond indenter with a fixed load (usually 50 to 200 g). The Knoop hardness number (usually 
measured in kg/mm2 = 9.8 MPa) is the indenter mass (proportional to load) divided by the area of 
the indent. Figure 10 compares the Mohs and Knoop scales.9

Materials with Knoop values less than 100 kg/mm2 are very soft, difficult to polish, and suscepti-
ble to handling damage. Knoop hardness values greater than 750 are quite hard. Typical glasses have 
hardness values of 350 to 600 kg/mm2. Hardness qualitatively correlates to Young’s modulus and to 
strength. Hardness of crystals is dependent on the orientation of the crystal axes with respect to the 
tested surface. Coatings can significantly alter hardness.

Strength is a measure of a material’s resistance to fracture (or onset of plastic deformation). 
Strength is highly dependent on material flaws and therefore on the method of manufacture, as 
well as the method of measurement. For optical materials, strength is most conveniently mea-
sured in flexure; tensile strengths are typically 50 to 90 percent of those measured in flexure. 
Because of high variability in strength values, quoted strength values should only be used as a 
guide for comparison of materials. Strength of crystals also is dependent on the orientation of 
the crystal axes with respect to the applied stress. Applications requiring high strength to avoid 
failure should use large safety margins (typically a factor of four) over average strength whenever 
possible.

TABLE 5 Matrix Notation for Stress, Strian, Stiffness, and Compliance Tensors

 Tensor-to-matrix index conversion Tensor-to-matrix element conversion

Tensor Indices ij or kl Matrix Indices m or n Notation Condition

    11 1 sm = sij m = 1, 2, 3
  em = sij 
     22 2 sm = sij m = 4, 5, 6
  em = 2eij 
    33 3 cmn = cijkl all m, n
   23 or 32 4 smn = sijkl m, n = 1, 2, 3
   13 or 31 5 smn = 2sijkl m = 1, 2, 3 and n = 4, 5, 6
   m = 4, 5, 6 and n = 1, 2, 3
   12 or 21 6 smn = 4sijkl m, n = 4, 5, 6
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Fracture toughness is another measure of strength, specifically, a material’s ability to resist crack 
propagation. Fracture toughness measures the applied stress required to enlarge a flaw (crack) of 
given size and has units of MPa · m1/2. Values for representative materials are given in Table 6.

Characteristic Temperatures Characteristic temperatures of crystalline materials are those of melt-
ing (or vaporization or decomposition) and phase transitions. Of particular importance are the 
phase-transition temperatures. These temperatures mark the boundaries of a particular structure. 
A phase transition can mean a marked change in properties. One important phase-transition point is 
the Curie temperature of ferroelectric materials. Below the Curie temperature, the material is ferroelectric; 
above this temperature it is paraelectric. The Curie temperature phase transition is particularly significant 
because the change in structure is accompanied by drastic changes in some properties such as the static 
dielectric constant which approaches infinity as temperature nears the Curie temperature. This transition 
is associated with the lowest transverse optical frequency (the soft mode) approaching zero [hence the 
static dielectric constant approaches infinity from the Lyddane-Sachs-Teller relationship, Eq. (11)].
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FIGURE 10 A comparison of Mohs and Knoop hardness 
scales.12 The Mohs scale is qualitative, comparing the hardness of a 
material to one of 10 minerals: talc (Moh ≡ 1), gypsum (≡ 2), cal-
cite (≡ 3), fluorite (≡ 4), apatite (≡ 5), orthoclase (≡ 6), quartz (≡ 7), 
topaz (≡ 8), sapphire (≡ 9), and diamond (Moh ≡ 10). The Knoop 
scale is determined by area of a mark caused by an indenter; the 
Knoop value is the indenter mass divided by the indented area. The 
mass of the indenter (load) is usually specified; 200 or 500 g are 
typical. (Reprinted by permission of Ashlee Publishing Company.)

TABLE 6 Fracture Toughness of Some Materials

  Fracture toughness Fracture toughness

Material MPa ⋅ m1/2 Material  MPa ⋅ m1/2

Al2O3 3 MgAl2O4 1.5
ALON 1.4 MgF2 1.0
AlN 3 PbTiO3 1.1
N-BK7 glass 1.1 SF58 glass 0.38
C, diamond 2.0 Si  0.95
CaF2 0.5 fused SiO2 0.8
CaLa2S4 0.68 Y2O3 0.7
F2 glass 0.55 ZnS 0.5 (crystal)
   0.8 (CVD)
GaP 0.9 ZnSe 0.33
Ge 0.66 ZrO2:Y2O3 2.0
LaK10 glass 0.95 Zerodur 0.9
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The term glass applies to a material that retains an amorphous state upon solidification. More 
accurately, glass is an undercooled, inorganic liquid with a very high viscosity at room temperature 
and is characterized by a gradual softening with temperature and a hysteresis between glass and 
crystalline properties. The gradual change in viscosity with temperature is characterized by several 
temperatures, especially the glass transition temperature and the softening-point temperature. The 
glass transition temperature defines a second-order phase transition analogous to melting. At this 
temperature, the temperature dependence of various properties changes (in particular, the linear 
thermal expansion coefficient) as the material transitions from a liquid to glassy state. Glasses 
can crystallize if held above the transition temperature for sufficient time. The annealing point is 
defined as the temperature resulting in a glass viscosity of 1013 poise and at which typical glasses can 
be annealed within an hour or so. In many glasses, the annealing point and the glass transition tem-
perature are close. In an optical system, glass elements need to be kept 150 to 200°C below the glass 
transition temperature to avoid significant surface distortion. At the softening temperature, viscos-
ity is 107.6 poise and glass will rapidly deform under its own weight; glasses are typically molded at 
this temperature. Glasses do not have a true melting point; they become progressively softer (more 
viscous) with increased temperature. Other amorphous materials may not have a well-defined glass 
transition; instead they may have a conventional melting point. Glasses that crystallize at elevated 
temperature also have a well-defined melting point.

Glass-ceramics have been developed which are materials with both glasslike and crystalline 
phases. In particular, low-thermal-expansion ceramics comprise a crystalline phase with a nega-
tive thermal expansion and a vitreous phase with a positive thermal expansion. Combined, the two 
phases result in very high dimensional stability. Typically, the ceramics are made like other glasses, 
but after stresses are removed from a blank, a special heat-treatment step forms the nuclei for the 
growth of the crystalline component of the ceramic. Although not strictly ceramics, similar attri-
butes can be found in some two-phase glasses.

Heat Capacity and Debye Temperature Heat capacity, or specific heat, a scalar quantity, is the 
change in thermal energy with a change in temperature. Units are typically J/(gm · K). Debye devel-
oped a theory of heat capacity assuming that the energy was stored in acoustical phonons. This theory, 
which assumes a particular density of states, results in a Debye molar heat capacity [units J/(mole · K)] 
of the form
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where CV is the molar heat capacity in J/(mole · K) per unit volume, qD is the Debye temperature, m 
the number of atoms per formula unit, NA is Avogadro’s number, and kB is Boltzmann’s constant. At 
low temperatures (T → 0 K), heat capacity closely follows the T 3 law of Debye theory
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and the high-temperature (classical) limit is

 C T mN k m TV A B D( ) . ) ( )= = ⋅ ⋅ >3 24 943 J/(mole K θ  (44c)

If heat capacity data are fit piecewise to the Debye equation, a temperature-dependent qD can be 
found. Frequently, a Debye temperature is determined from room-temperature elastic constants, 
and is therefore different from the low-temperature value. The Debye temperature given in the 
tables is, when possible, derived from low-temperature heat capacity data.

The Debye equations can be used to estimate heat capacity CV over the entire temperature range, 
typically to within 5 percent of the true value using a single Debye temperature value. Usually, how-
ever, CP, the constant pressure heat capacity, rather than CV, is desired. At low temperatures, thermal 
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expansion is small, and CP ≈ CV. At elevated temperature, the relationship between CV and CP is 
given by the thermodynamic relationship

 C T C T TVBp v( ) ( )= +9 2α  (45)

where T is temperature (K), V is the molar volume (m3/mole), a is the thermal expansion coeffi-
cient, and B is the bulk modulus (Pa = Nt/m2).

Molar heat capacity can be converted to usual units by dividing by the molecular weight (see the 
physical property tables for crystals) in g/mole. Since molar heat capacity approaches the value of 
24.943 J/(mole · K) the heat capacity per unit weight is inversely proportional to molecular weight at 
high temperature (i.e., above the Debye temperature).

Thermal Expansion The linear thermal expansion coefficient a is the fractional change in length 
with a change in temperature as defined by

 α( )T
L

dL

dT
= 1

 (46a)

and units are 1/K. The units of length are arbitrary. Thermal expansion is a second-rank tensor; 
nonisometric crystals have a different thermal expansion coefficient for each principal direction. 
At low temperature, thermal expansion is low, and the coefficient of thermal expansion approaches 
zero as T → 0 K. The expansion coefficient generally rises with increasing temperature; Fig. 11 
shows temperature dependence of the expansion coefficient for several materials. Several compila-
tions of data exist.97,98

The volume expansion coefficient aV is the fractional change in volume with an increase in tem-
perature. For a cubic or isotropic material with a single linear thermal expansion coefficient

 α αV T
V

dV

dT
( ) = =1

3  (46b)

can be used to estimate the temperature change of density.
The Grüneisen relationship relates the thermal expansion coefficient to molar heat capacity
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FIGURE 11 Thermal expansion of several materials. 
Expansion arises from the anharmonicity of the interatomic 
potential. At low temperature, expansion is very low and the 
expansion coefficient is low. As temperature increases, the 
expansion coefficient rises, first quickly, then less rapidly.
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where B0 is the bulk modulus at T = 0 K, V0 is the volume at T = 0 K, and g is the Grüneisen param-
eter. This relationship shows that thermal expansion has the same temperature dependence as the 
heat capacity. Typical values of g   lie between 1 and 2.

Thermal Conductivity Thermal conductivity k determines the rate of heat flow through a material 
with a given thermal gradient. Conductivity is a second-rank tensor with up to three principal val-
ues. This property is especially important in relieving thermal stress and optical distortions caused 
by rapid heating or cooling. Units are W/(m · K)

Kinetic theory gives the following expression for thermal conductivity, k

 κ υ= 1

3
CV �  (47)

where u is the phonon (sound) velocity and �  is the phonon mean free path. At very low temperature 
(T < qD/20), the temperature dependence of thermal conductivity is governed by CV, which rises as T 3 
[see Eq. (36b)]. At high temperature (T > qD/10), the phonon mean free path is limited by several mecha-
nisms. In crystals, scattering by other phonons usually � .  In the high-temperature limit, the phonon 
density rises proportional to T and thermal conductivity is inversely proportional to T. Figure 12 
illustrates the temperature dependence of thermal conductivity of several crystalline materials.

Thermal conductivity in amorphous substances is quite different compared to crystals. The pho-
non mean free path in glasses is significantly less than in crystals, limited by structural disorder. The mean 
free path of amorphous materials is typically the size of the fundamental structural units (e.g., 10 Å) and 
has little temperature dependence; hence the temperature dependence of thermal conductivity is primarily 
governed by the temperature dependence of heat capacity. At room temperature, the thermal conductivity 
of oxide glasses is a factor of 10 below typical oxide crystals. Figure 12 compares the thermal conductivity 
of fused silica to crystalline silica (quartz).

Thermal conductivity of crystals is highly dependent on purity and order. Mixed crystals, 
second-phase inclusion, nonstoichiometry, voids, and defects can all lower the thermal conductivity 
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FIGURE 12 Thermal conductivity of  several materials. 
Conductivity initially rises rapidly as the heat capacity increases. Peak 
thermal conductivity of crystals is high due to the long phonon mean 
free path of the periodic structure which falls with increasing tempera-
ture as the phonon free path length decreases (≈1/T). The phonon mean 
free path of amorphous materials (e.g., fused silica) is small and nearly 
independent of temperature, hence thermal conductivity rises mono-
tonically and approaches the crystalline value at high temperature.
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of a material. Values given in the data table are for the highest-quality material. Thermal conductiv-
ity data are found in compilations98 and reviews.99

Correlation of Properties All material properties are correlated to a relatively few factors, for exam-
ple, constituent atoms, the bonding between the atoms, and the structural symmetry. The binding 
forces, or chemical bonds, play a major role in properties. Tightly bonded materials have high moduli, 
high hardness and strength, and high Debye temperature (hence high room-temperature thermal 
conductivity). Strong bonds also mean lower thermal expansion, lower refractive index, higher-fre-
quency optical vibrational modes (hence less infrared transparency), and higher energy bandgaps 
(hence more ultraviolet transparency). Increased mass of the constituent atoms lowers the frequency 
of both electronic and ionic resonances. Similarly, high structural symmetry can increase hardness 
and eliminate (to first order) ionic vibrations (cf., diamond, silicon, and germanium).

Combinations of Properties A given material property is influenced by many factors. For example, 
the length of a specimen is affected by stress (producing strain), by electric fields (piezo-electric 
effect), and by temperature (thermal expansion). The total strain is then a combination of these lin-
ear effects and can be written as
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Often, these effects are interrelated, and frequently dependent on measurement conditions. Some 
properties of some materials are very sensitive to measurement conditions (the subscripts in the 
preceding equation denote the variable held constant for each term). For example, if the measure-
ment conditions for the elastic contribution were adiabatic, stress will cause temperature to fall, 
which, in turn, decreases strain (assuming positive thermal expansion coefficient). Thus the elastic 
contribution to strain is measured under isothermal (and constant E field) conditions so as not to 
include the temperature effects already included in the thermal expansion term.

The conditions of measurement are given a variety of names that may cause confusion. For example, 
the mechanical state of “clamped,” constant volume, and constant strain all refer to the same measure-
ment condition which is paired with the corresponding condition of “free,” “unclamped,” constant 
pressure, or constant stress. In many cases, the condition of measurement is not reported and probably 
unimportant (i.e., different conditions give essentially the same result). Another common measurement 
condition is constant E field (“electrically free”) or constant D field (“electrically clamped”).

Some materials, particularly ferroelectrics, have large property variation with temperature and 
pressure, hence measurement conditions may greatly alter the data. The piezoelectric effect con-
tributes significantly to the clamped dielectric constant of ferroelectrics. The difference between the 
isothermal clamped and free dielectric constants is

 ε ε εσ
0 ⋅ − = −( )i

e
i id d cj ik jk

E  (49)

where dij is the piezo-electric coefficient and cE
jk is the (electrically free) elastic stiffness. If the material 

structure is centrosymmetric, all components of dij vanish, and the two dielectric constants are the same.

2.5 PROPERTIES TABLES

The following tables summarize the basic properties for representative crystals and glasses. In general, 
the presented materials are (1) of general interest, (2) well-characterized (within the limitations 
imposed by general paucity of data and conflicting property values), and (3) represent a wide 
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range of representative types and properties. Few materials can be regarded as well-characterized. 
Crystalline materials are represented by alkali halides, oxides, chalcogenides, and a variety of crystals 
with nonlinear optical, ferroelectric, piezoelectric, and photorefractive properties.

A number of materials in the previous edition have been removed for the sake of brevity. 
Properties of the following crystals and glasses are found in this chapter:1

b-AgI (iodyrite) InAs PbS
AlAs InP PbSe
AlN KCl Se
BN KF b-SiC
BP LaF3 a-SiC
CaLa2S4 NaBr Te
CsBr NaF (valliaumite) Tl3AsSe3 (TAS)
CsCl NaI TlCl
CuCl (nantokite) PbF2 ZnO (zincite)
  
TiK1 TiF1 PK2
BaLK1 KzF6 ZK1
PSK3 BaK1 LgSK2
SK4 SSK4 BaSF10
TaC2 TaD5 ULTRAN 30 (548743)
CORTRAN 9753 ZBL ZBLA
ZBT HBL HBLA
HBT  

The physical property tables define the composition, density, and structure (of crystalline 
materials). Table 7 gives data for 71 crystalline materials. Table 8 compares glasses from different 
manufacturers and selects 24 representative “optical” glasses intended for visible and near-infrared 
use (typically to 2.5 μm). Table 9 gives physical property data for 17 specialty glasses and substrate 
materials. The specialty glasses include fused silica and germania, calcium aluminate, fluoride, 
germanium-, and chalcogenide-based glasses, many of which are intended for use at longer wave-
lengths. The three substrate materials, Pyrex, Zerodur, and ULE, are included because of their wide-
spread use for mirror blanks.

Mechanical properties for crystals are given in two forms, room-temperature elastic constants 
(or moduli) for crystals (Tables 10 through 16), and engineering moduli, flexure strength, and hard-
ness for both crystals (Table 17) and glasses (Table 18). Engineering moduli for crystalline materials 
should only be applied to the polycrystalline forms of these materials. Accurate representation of the 
elastic properties of single crystals requires the use of elastic constants in tensor form. Strength is 
highly dependent on manufacture method and many have significant sample-to-sample variability. 
These characteristics account for the lack of strength data. For these reasons, the provided strength 
data is intended only as a guide. Glasses and glass-ceramics flexure strengths typically range from
30 to 200 MPa, although glass fibers with strength exceeding 1000 MPa have been reported.

Thermal properties are given in Tables 19 and 20 for crystals and glasses, respectively. 
Characteristic temperatures (Debye, phase change, and melt for crystals; glass transitions, soften, 
and melt temperatures for glasses), heat capacity, thermal expansion, and thermal conductivity data 
are included. Directional thermal properties of crystals are given when available. Only room-temperature 
properties are reported except for thermal conductivity of crystals, which is also given for temperatures 
above and below ambient, if available.

Optical properties are summarized in Tables 21 and 22 for crystals and glasses, respectively. 
These tables give the wavelength boundaries of the optical transparent region (based on a 1 cm−1 
absorption coefficient), characteristic refractive index ( n∞

, the asymptote of the electronic contribution 
to the refractive index for crystals), or nd and nd for glasses), and values of dn/dT at various 
wavelengths. Tables 23 and 24 give dispersion formulas for crystals and glasses, respectively.
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TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

Ag3AsS3
(proustite)

Hexagonal
R3c (C ) #1613v

6
  a = 10.756
  c = 8.652

494.72 6 5.686

AgBr
(bromyrite)

Cubic
Fm3m (O ) #225h

5
  5.7745 187.77 4 6.477

AgCl
(cerargyrite)

Cubic
Fm3m (O ) #225h

5
  5.547 143.32 4 5.578

AgGaS2 (AGS) Tetragonal
142d (D ) #1222d

12
  a = 5.757
  c = 10.304

241.72 4 4.701

AgGaSe2 Tetragonal
142 122d (D2d

12 )#
  a = 5.992
  c = 10.886

335.51 4 5.702

Al2O3 (sapphire, alumina) Hexagonal
R3c (D ) #1673d

6
  a = 4.759
  c = 12.989

101.96 6 3.987

Al23O27N5, ALON Cubic
Fd3m (O ) #227h

7
  7.948 1122.59 1 3.713

Ba3[B3O6]2, BBO Hexagonal
R3 (C ) #1463

4
  a = 12.532
  c = 12.726

668.84 6 3.850

BaF2 Cubic
Fm3m (O ) #225h

5
  6.2001 175.32 4 4.886

BaTiO3 Tetragonal
P4 /mnm (D ) #1362 4h

14
  a = 39920
  c = 4.0361

233.19 1 6.020

BeO
(bromellite)

Hexagonal
P6 mc (C ) #1863 6v

4
  a = 2.693
  c = 4. 395

25.012 2 3.009

Bi12GeO20, BGO Cubic
      I23 (T3) # 197

  10.143 2900.39 2 9.231

Bi12SiO20, BSO (sellenite) Cubic
      I23 (T3) # 197

  10.1043 2855.84 2 9.194

BiB3O6, BIBO Monoclinic
C2(C ) #52

3
  a = 7.1203
  b = 4.9948
  c = 6.5077
  g  =105.59º

337.41 2 5.027

C (diamond) Cubic
Fd3m(Oh

7 ) #227
  3.56696 12.011 8 3.516

CaCO3
(calcite)

Hexagonal
R3c (D ) #1673d

6
  a = 4.9898
  c = 17.060

100.09 6 2.711

CaF2 (fluorite) Cubic
Fm3m (O ) #225h

5
  5.46295 78.07 4 3.181

CaMoO4
(powelite)

Tetragonal
I4 /a (C ) #881 4h

6
  a = 5.23
  c = 11.44

200.04 4 4.246

CaWO4
(scheelite)

Tetragonal
I4 /a (C ) #881 4h

6
  a = 5.243
  c = 11.376

287.92 4 6.115

CdGeAs2 Tegragonal
I42d (D ) #1222d

12
  a = 5.9432
  c = 11.216

334.89 4 5.615

CdS
(greenockite)

Hexagonal
P6 mc (C ) #1863 6v

4
  a = 4.1367
  c = 6.7161

144.48 2 4.821

CdSe Hexagonal
P6 mc (C ) #1863 6v

4
  a = 4.2972
  c = 7.0064

191.37 2 5.672
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TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

CdTe Cubic
F m(Td

243 216) #
  6.4830 240.01 4 5.851

CsLiB6O10, CLBO Tetragonal
I42d (D ) #1222d

12
  a = 10.494
  c = 8.939

492.70 4 2.461

CsI Cubic
Pm3m (O ) #221h

5
  4.566 259.81 1 4.532

CuGaS2 Tetragonal 
I42d (D ) #1222d

12
  a = 5.351 
  c = 10.480

197.40 4 4.369

GaAs Cubic 
F m(Td

243 216) #
  5.65325 144.64 4 5.317

GaN Hexagonal 
P6 mc (C ) #1863 6v

4
  a = 3.186 
  c = 5.178

83.73 2 6.109

GaP Cubic 
F m(Td

243 216) #
  5.4495 100.70 4 4.133

Ge Cubic
Fd3m(Oh

7 ) #227
  5.65741 72.64 8 5.329

KBr Cubic 
Fm3m (O ) #225h

5
  6.600 119.00 4 2.749

KH2PO4, KDP Tetragonal 
I42d (D ) #1222d

12
  a = 7.4529
  c = 6.9751

136.09 4 2.338

KI Cubic 
Fm3m (O ) #225h

5
  7.065 166.00 4 3.127

KNbO3 Orthorhombic
Bmm2(C ) #382v

14
  a = 5.6896
  b = 3.9692
  c = 5.7256

180.00 2 4.623

KTaO3 Cubic 
Pm3m (O ) #221h

5
  3.9885 268.04 1 7.015

KTiOPO4, KTP Orthorhombic
Pna C v2 331 2

9( ) #
  a = 12.8164
  b = 6.4033
  c = 10.5897

197.94 8 3.026

LiB3O5, LBO Orthorhombic 
Pna C v2 331 2

9( ) #
  a = 8.4473 
  b = 7.3788 
  c = 5.1395

119.37 4 2.475

LiCaAlF6, LiCAF Hexagonal
P31c (D ) #1633d

2
  a = 5.008
  c = 9.643

187.99 2 2.981

LiF Cubic 
Fm3m (O ) #225h

5
  4.0173 25.939 4 2.657

a-LiIO3
Hexagonal
P C6 1733 6

6( ) #
  a = 5.4815 
  c = 5.1709

181.84 2 4.488

LiNbO3 Hexagonal
R3c (C3v

6 ) #161
  a = 5.1483 
  c = 13.8631

147.85 6 4.629

LiYF4, YLF Tetragonal
    141 4

6/a C h( )  #88
  a = 5.175 
  c = 10.74

171.84 4 3.968

MgAl2O4 (spinel) Cubic 
Fd3m(Oh

7 ) #227
  8.084 142.27 8 3.577

(Continued)
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TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

MgF2 (sellaite) Tetragonal 
P4 /mnm(D ) #1362 4h

14
  a = 4.623 
  c = 3.053

62.302 2 3.171

MgO (periclase) Cubic
Fm3m (O ) #225h

5
  4.2117 40.304 4 3.583

NaCl (halite, rock salt) Cubic
Fm3m (O ) #225h

5
  5.63978 58.44 4 2.164

[NH4]2CO
(urea, carbamide)

Tetragonal

I42 m D #1131 2d
3( )  

  a = 5.661 
  c = 4.712

60.055 2 1.321

NH4H2PO4, ADP Tetragonal
I42d (D ) #1222d

12  
  a = 7.4991 
  c = 7.5493

115.03 4 1.800

PbMoO4
(wulfenite)

Tetragonal
I4 a C1 4h

6/ ( ) #88
  a = 5.4312 
  c = 12.1065

367.16 4 6.829

PbTe
(altaite)

Cubic 
Fm3m (O ) #225h

5
  6.443 334.80 4 8.314

PbTiO3 Tetragonal 
P4 /mnm(D ) #1362 4h

14
  a = 3.8966 
  c = 4.1440

303.07 1 7.998

RbTiOPO4, RTP Orthorhombic

Pna2 C #331 2v
9( )

  a = 12.948
  b = 6.494
  c = 10.551

244.31 8 3.654

Si Cubic 
Fd3m(Oh

7 ) #227
  5.43085 28.0855 8 2.329

SiO2
(a-quartz)

Hexagonal
      P3221 ( )D3

6  #154
  a = 4.9136 
  c = 5.4051

60.084 3 2.648

SrF2 Cubic 
Fm3m (O ) #225h

5
  5.7996 125.62 4 4.277

SrMoO4 Tetragonal 
I4 a C1 4h

6/ ( ) #88
  a = 5.380 
  c = 11.97

247.58 4 4.746

SrTiO3 Cubic 
    Pm3m ( )Oh

5  #221
  3.9049 183.49 1 5.117

TeO2
(paratellurite)

Tetragonal 
    P41212 (D )4

4  #92
  a = 4.810 
  c = 7.613

159.60 4 6.019

TiO2
(rutile)

Tetragonal 
P4 /mnm(D ) #1362 4h

14
  a = 4.5937 
  c = 2.9618

79.866 2 4.244

TlBr Cubic 
    Pm3m ( )Oh

5  #221
  3.9846 284.29 1 7.462

Tl[0.46Br, 0.54I], KRS-5 Cubic 
    Pm3m (O )h

5  #221
  4.108 307.79 1 7.372

Tl[0.7Cl, 0.3Br], KRS-6 Cubic 
    Pm3m ( )Oh

5  #221
  3.907 253.17 1 7.049

Y3Al5O12, YAG Cubic 
    Ia3d (O )h

10  #230
  12.008 593.62 8 4.554

Y2O3
(yttria)

Cubic
                Ia3 ( )Th

7  #206
  10.603 225.81 16 5.033

YVO4 Tetragonal
I4 /amd (D ) #1411 4h

19
  a = 7.1192
  c = 6.2898

203.84 2 4.247
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TABLE 7 Composition, Structure, and Density of Crystals (Continued)

 Material Crystal System and Space Group
Unit Cell

Dimension (Å)
Molecular

Weight (amu)
Formulae/ 
Unit Cell

Density 
(g/cm3)

ZnGeP2 Tetragonal
     I42d (D )2d

12  #122
  a = 5.466 
  c = 10.722

199.97 4 4.146

b-ZnS
(zincblende)

Cubic 
F m(Td

243 216) #
  5.4094 97.445 4 4.089

a-ZnS
(wurtzite)

Hexagonal 
    P63mc ( )C6v

4  #186
  a = 3.8218 
  c = 6.2587

97.445 2 4.088

ZnSe Cubic 
F m(Td

243 216) #
  5.6685 144.34 4 5.264

ZnTe Cubic 
F m(Td

243 216) #
  6.1034 192.98 4 5.638

ZrO2:0.12Y2O3 (cubic
zirconia)

Cubic 
Fm3m (O ) #225h

5
  5.148 121.98 4 5.939

TABLE 8 Optical Glass Reference Table [Cross-referenced glass examples, including 6-digit glass code and density 
(r, g/cm3)] (Continued)

Common Name

Manufacturer

Schott Ohara Hoya Pilkington

Fluor crown FK FSL FC, FCD1

N-FK5 (487704) S-FSL5 (487702) FC5 (487704) —

r  = 2.45 r  = 2.46 r  = 2.45

Phosphate crown PK FPL PC, PCS2

N-PK52A (497816) S-FPL51 (497816) FCD1 (497816) —

r  = 3.70 r  = 3.62 r  = 3.70

Zinc crown ZK ZnC ZC

N-ZK7 (508612) — — ZC508612A

r  = 2.49 r  = 2.50

Borosilicate crown BK BSL BSC BSC

N-BK7 (517642) S-BSL7(516614) BSC7 (517642) BSC517642B 

r  = 2.51 r  = 2.52 r  = 2.52 r  = 2.50

Crown K NSL C HC3

N-K5 (522595) S-NSL5 (522598) — HC522595A

r  = 2.59 r  = 2.49 r  = 2.54

Crown flint KF NSL CF

N-KF9 (523515) — — —

r  = 2.50

Very light flint LLF TIL FEL4 ELF4

LLF1 (548457) S-TIL1 (548458) E-FEL1 (548458) —

r  = 2.94 r  = 2.49 r  = 2.54

Dense phosphate 
crown

PSK BAL, PHM PCD

N-PSK53A (618634) S-PHM52 (618634) PCD4 (618634) —

r  = 3.57 r  = 3.67 r  = 3.52

Barium crown BaK BAL BaC MBC5

N-BaK4 (569560) S-BAL14 (569563) BAC4 (569560) MBC569561A

r  = 3.05 r  = 2.89 r  = 2.85 r  = 3.06

(Continued)
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TABLE 8 Optical Glass Reference Table [Cross-referenced glass examples, including 6-digit glass code and density 
(r, g/cm3)] (Continued)

Common Name

Manufacturer

Schott Ohara Hoya Pilkington

Barium light flint BaLF BAL BaFL6

N-BaLF4 (580540) S-BAL3 (571530) BaFL3 (571530) —

r  = 3.11 r  = 2.98 r  = 2.98

Light flint LF TIL FL LF

LF5 (581409) S-TIL25 (581407) E-FL5 (581409) LF581409A

r  = 3.22 r  = 2.59 r  = 2.59 r  = 3.23

Fluoro flint TiF TIM FF —

TiF1 (511510) S-FTM16 (593353) *FF5 (593354) —

r  = 2.479 (obsolete) r  = 2.64 r  = 2.64

Special short flint KzFS BAH, BAM ADF7

N-KzFS4 (613445) S-NBM51 (613443) E-ADF10 (613443) —

r  = 3.00 r  = 2.93 r  = 3.04

Dense crown SK BAL, BSM BaCD8 DBC8

N-SK10 (623570) S-BSM10 (623570) E-BACD10 (623569) DBC623569A 

r  = 3.67 (obsolete) r  = 3.60 r  = 3.66 r  = 3.66

Flint F TIM F DF9

N-F2 (620364) S-TIM1 (626357) E-F2 (620363) DF620364A

r  = 2.65 r  = 2.71 r  = 2.67 r  = 3.61

Very dense crown SSK BSM BaCED10 DBC

N-SSK5 (658509) S-BSM25 (658509) BaCED5 (658509) DBC658509A

r  = 3.71 r  = 3.50 r  = 3.64 r  = 3.56

Barium flint BaF BAH, BAF BaF

N-BaF10 (670471) S-BAH10 (670473) BAF10 (670472) —

r  = 3.75 r  = 3.48 r  = 3.61

Barium dense flint BaSF BAH BaFD

N-BaSF64 (704394) — BAFD15 (702402) —

r  = 3.20 r  = 2.99

Lanthanum crown LaK LAL, YGH LaC, LaCL11 LAC

N-LaK10 (720506) S-LAL10 (720502) LAC10 (720503) LAC720504B 

r  = 3.69 r  = 3.86 r  = 3.87 r  = 3.86

Tantalum crown LaK LAL, YGH TaC

N-LaK33A (754523) S-YGH51 (755523) TAC6 (755523) —

r  = 4.22 r  = 4.40 r  = 4.27

Niobium flint LaF LAM NbF, NbFD

N-LaF35 (743494) S-LAM60 (743493) NbF1 (743492) —

r  = 4.12 r  = 4.06 r  = 4.17

N-LaF33 (786441) S-LAH51 (786442) NBFD11 (786439) —

r  = 4.36 r  = 4.40 r  = 4.43

Light lanthanum flint LaF LAM LaF LAF 

N-LaF2 (744449) S-LAM2 (744448) LaF2 (744449) LAF744447B

r  = 4.30 r  = 4.32 r  = 4.39 r  = 4.32

Lanthanum flint LaF LAM LaFL LAF

LaF2 (744447) S-LAM59 (697485) LAFL2 (697485) —

r  = 4.34 (obsolete) r  = 3.77 r  = 4.05
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TABLE 8 Optical Glass Reference Table [Cross-referenced glass examples, including 6-digit glass code and density 
(r, g/cm3)] (Continued)

Common Name

Manufacturer

Schott Ohara Hoya Pilkington

Dense flint SF TIM, TIH FD, FDS12 EDF, DEDF, LDF

SF2 (648338) S-TIM22 (648338) E-FD2 (648338) EDF648339A 

r =3.86 r  = 2.79 r  = 2.77 r  = 3.86

N-SF10 (728285) S-TIH10 (728285) E-FD10 (728283) DEDF728284A

r  = 3.05 r  = 3.06 r  = 3.07 r  = 4.27

N-SF6 (805254) S-TIH6 (805254) FD60 (805255) LDF805254A

r  = 3.37 r  = 3.37 r  = 3.36 r  = 3.37

Lanthanum dense 
flint

LaSF LAH TaF13, TaFD14 —

N-LaSF44 (804465) S-LAH65 (804466) TaF3 (804465) —

r  = 4.44 r  = 4.76 r  = 4.65

N-LaSF31A (883408) S-LAH58 (883408) TaFD30 (883408) —

r  = 5.51 r  = 5.52 r  = 5.51

Antimony flint KzF SbF

KzFN1 (551496) — SbF1 (551495) —

r  = 2.71 (obsolete) r  = 2.72

Fused silica (UV) Lithosil-Q

Lithosil-Q (458678) — — —

r  = 2.20

1FCD = dense fluor crown; 2PCS = special phosphate crown; 3HC = hard crown; 4FEL = ELF = extra light flint; 5MBC = medium barium crown; 
6BaFL = light barium flint; 7ADF = abnormal dispersion flint; 8BACD = DBC = dense barium crown; 9DF = dense flint; 10BaCED = extra dense barium 
crown; 11LaCL = light lanthanum crown; 12FDS = special dense flint; 13TaF = tantalum flint; 14TaFD = tantalum dense flint.

TABLE 9 Physical Properties of Specialty Glasses and Substrate Materials

    Glass type Density (g/cm3) Typical composition

Fused silica (SiO2) 2.202 100%SiO2
(e.g., Corning 7940 or Schott Lithosil-Q)
Fused germania (GeO2) 3.604 100%GeO2
BS-39B (Barr and Stroud) 3.1 50%CaO, 34%Al2O3, 9%MgO
CORTRAN 9754 (Corning) 3.581 33%GeO2, 20%CaO, 37%Al2O3, 5%BaO, 5%ZnO
IRG 2 (Schott) 5.00 Germanium glass
IRG 9 (Schott) 3.63 Fluorophosphate glass
IRG 11 (Schott) 3.12 Calcium aluminate glass
IRG 100 (Schott) 4.67 Chalcogenide glass
HTF-1 (Ohara) [443930] 3.94 Heavy metal fluoride glass
ZBLAN 4.52 56%ZrF4, 14%BaF2, 6%LaF3, 4%AlF3, 20%NaF
Arsenic trisulfide (As2S3) 3.198 100%As2S3
Arsenic triselenide (As2Se3) 4.69 100%As2Se3
AMTRI-1/TI-20 4.41 55%Se, 33%Ge, 12%As
AMTIR-3/TI-1173 4.70 60%Se, 28%Ge, 12%Sb
Pyrex (e.g., Corning 7740) 2.23 81%SiO2, 13%B2O3, 4%Na2O, 2%Al2O3 
  [two-phase glass]
Zerodur (Schott) 2.53 56%SiO2, 25%Al2O3, 8%P2O5, 4%Li2O, 2%TiO2
  2%ZrO2, ZnO/MgO/Na2O/As2O3
  [glass ceramic]
ULE (Corning 7971) 2.205 92.5%SiO2, 7.5%TiO2 [glass ceramic]
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TABLE 10 Room-Temperature Elastic Constants of Cubic Crystals

 Stiffness (GPa) Compliance (TPa–1)

    Material c11 c12 c44 s11 s12 s44 Ref.

AgBr 56.3 32.8 7.25 31.1 –11.5 138 83, 100
AgCl 59.6 36.1 6.22 31.1 –11.7 161 83, 101
ALON 393 108 119 2.89 –0.62 8.40 102
BaF2 91.1 41.2 25.3 15.3 –4.8 39.5 83
Bi12GeO20(BGO) 125.0 32.4 24.9 8.96 –1.84 40.4 103
Bi12SiO20(BSO) 129.8 29.7 24.7 8.42 –1.57 40.2 104
C (diamond) 1077 124.7 557 0.95 –0.099 1.73 83
CaF2 165 46 33.9 6.94 –1.53 29.5 83
CdTe 53.5 36.9 20.2 42.6 –17.4 49.4 83, 105
CsI 24.5 6.6 6.31 46.1 –9.7 158 83
GaAs 118 53.5 59.4 11.75 –3.66 16.8 83
GaP 141 62.4 71.2 9.70 –2.97 14.0 83
Ge 129 48 67.1 9.73 –2.64 14.9 83
KBr 34.5 5.5 5.10 30.3 –4.2 196 83
KI 27.4 4.3 3.70 38.2 –5.2 270 83
KTaO3 431 103 109 2.7 –0.63 9.2 83
LiF 112 46 63.5 11.6 –3.35 15.8 83
MgAl2O4 282.9 155.4 154.8 5.79 –2.05 6.46 106
MgO 297.8 95.1 155.8 3.97 –0.96 6.42 106
NaCl 49.1 12.8 12.8 22.9 –4.8 78.3 83
PbTe 107 8 13.2 9.46 –0.64 75.8 83, 107
Si 165 63 79.1 7.68 –2.12 12.6 83
SrF2 124 44 31.8 9.86 –2.57 31.5 83
SrTiO3 315.6 102.7 121.5 3.77 –0.93 8.23 108
TlBr 37.6 14.8 7.54 34.2 –9.6 133 83
Tl[Br:I], (KRS-5) 34.1 13.6 5.79 38.0 –10.8 173 83
Tl[Cl:Br], (KRS-6) 39.7 14.9 7.23 31.9 –8.8 139 83
Y3Al5O12(YAG) 328.1 106.4 113.7 3.62 –0.89 8.80 109
Y2O3 223.7 112.4 74.6 6.73 –2.25 13.4 110
ZnS 102 64.6 44.6 19.5 –7.6 22.5 83
ZnSe 86.4 51.5 40.2 21.0 –7.9 24.9 83
ZnTe 71.5 40.8 31.1 23.9 –8.5 32.5 83
ZrO2:Y2O3 405.1 105.3 61.8 2.77 –0.57 16.18 111

TABLE 11 Room-Temperature Elastic Constants of Tetragonal Crystals (Point groups 4mm, 42m,  
422, and 4/mmm)

 Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 33 44 66 Ref.

AgGaS2 c 87.9 58.4 59.2 75.8 24.1 30.8 83, 112
  s 26.2 –7.7 –14.5 35.9 41.5 32.5 
AgGaSe2 c 80.1 51.6 52.6 70.7 21.2 24.7 113
  s 26.9 –8.2 –13.9 34.9 47.2 40.5 
BaTiO3 cE 275 179 152 165 54.4 113 83
  sE 8.05 –2.35 –5.24 15.7 18.4 8.84 
  cE 211 107 114 160 56.2 127 114
  sE 8.01 –1.57 4.60 12.8 17.8 7.91 
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TABLE 11 Room-Temperature Elastic Constants of Tetragonal Crystals (Point groups 4mm, 42m,  
422, and 4/mmm) (Continued)

 Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 33 44 66 Refs.

CdGeAs2 c 94.5 59.6 59.7 83.4 42.1 40.8 83, 115
  s 21.6 –7.04 –10.4 26.9 23.8 24.5 
CsLiB6O10  c 62.79 –16.74 23.86 37.4 33.31 26.7 116
CLBO s 38.33 25.75 –40.88 78.90 44.82 37.45 
CuGaS2 c       
  s       
KH2PO4 c 71.2 –5.0 14.1 56.8 12.6 6.22 83
(KDP) s 14.9 1.9 –4.2 19.7 78.4 161 
MgF2 c 138 88 62 201 56.5 95.6 83
  s 12.6 –7.2 –1.65 6.01 17.7 10.5 
[NH4]2CO c 21.7 8.9 24 53.2 6.26 0.45 117
(Urea) s 95 16 –50 64 160 2220 
NH4H2PO4 c 67.3 5.0 19.8 33.7 8.57 6.02 83
(ADP) s 18.3 2.2 –12.0 43.7 117 166 
PbTiO3 cE 235 101 98.8 105 65.1 104 118
  sE 7.06 –0.40 –6.27 21.3 15.5 9.62 
TeO2 c 56.12 51.55 23.03 105.71 26.68 66.14 119, 120
  s 114.5 –104.3 –2.3 10.5 37.5 15.1 
TiO2 c 269 177 146 480 124 192 83
  s 6.80 –4.01 –0.85 2.60 8.06 5.21 
YVO4 c 244.51 48.93 81.09 313.7 24.18 16.18 121
 s 4.54 –0.57 –1.03 3.72 20.76 61.6 
ZnGeP2 c (87) (66) (64) (81) (20) (23) 122
  s (33.5) (–14.2) (–15.2) (36.4) (50) (43.5) (calc)

TABLE 12 Room-Temperature Elastic Constants of Tetragonal Crystals (Point groups 4, 4 ,
and 4/m)

  Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 16 33 44 66 Ref.

CaMoO4 c 144 65 47 –13.5 127 36.8 45.8 83, 123
 s 9.90 –4.2 2.1 4.4 9.48 27.1 24.4 
CaWO4 c 141 61 41 –17 125 33.7 40.7 83, 124
 s 10.5 –4.7 –1.9 6.4 9.3 29.7 30.2 
PbMoO4 c 107.2 61.9 52.0 –15.8 93.2 26.4 34.8 83, 125
 s 20.8 –11.8 –5.0 14.9 16.3 37.9 42.3 
SrMoO4 c 117.3 58.7 46.8 –10.8 103.8 34.9 46.6 83, 126
 s 13.2 –5.7 –3.3 4.5 12.6 28.7 23.7 
YLiF4 c 121 60.9 52.6 –7.7 156 40.9 17.7 83, 127
 s 12.8 –6.0 –2.3 8.16 7.96 24.4 63.6 
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TABLE 13 Room-Temperature Elastic Constants of Hexagonal Crystals (Point 
groups 6, 6 , 6/m, 622, 6mm, 62m  and 6/mmm)

 Subscript of stiffness (GPa) or compliance (TPa–1) 

Material c or s 11 12 13 33 44 Ref.

  BeO c 470 168 119 494 153 83
 s 2.52 −0.80 −0.41 2.22 6.53 
  CdS c 88.4 55.4 48.0 95.2 15.0 83
 s 20.5 −9.9 −5.3 15.9 66.7 
  CdSe c 74.1 45.2 38.9 84.3 13.4 83
 s 23.2 −11.2 −5.5 16.9 74.7 
  GaN c 296 130 158 267 241 128
 s 5.10 −0.92 −2.48 6.68 4.15 
  LiIO3 cE 81.24 31.84 9.25 52.9 17.83 129
 sE 14.7 −5.6 −1.6 19.5 56.1 
  ZnS c 122 58 43 138 28.7 83
 s 11.0 −4.5 −2.1 8.6 34.8 

TABLE 14 Room-Temperature Elastic Constants of Hexagonal (Trigonal) Crystals 
(Point groups 32, 3m, 3m)

  Subscript of stiffness (GPa) or compliance (TPa−1)

 Material c or s 11 12 13 14 33 44 Ref.

Ag3AsS3 c 59.5 31.7 29.6 0.18 39.8 9.97 83, 130
 s 28.6 –7.3 –15.9 –0.6 48.8 100 
Al2O3 c 496 159 114 −23 499 146 83
 s 2.35 −0.69 −0.38 0.47 2.18 7.0 
b-Ba3B6O12 c 123.8 60.3 49.4 12.3 53.3 7.8 131
(BBO) s 25.63 −14.85 −9.97 −63.97 37.21 331.3 
CaCO3 c 144 54.2 51.2 −20.5 84.3 33.5 83
(Calcite) s 11.4 −4.0 −4.5 9.5 17.3 41.4 
LiCaAlF6 c 118 42 54 ±19 107 50 132
(LiCAF) s 12.9 –3.4 –4.8 ±6.2 –14.2 24.7 
LiNbO3 c 202 55 72 8.5 244 60.2 83
 s 5.81 −1.12 −1.38 −0.98 4.93 16.9 
a-SiO2 c 86.6 6.74 12.4 −17.8 106.4 58.0 83
 s 12.8 −1.75 −1.30 4.47 9.73 20.0 

TABLE 15 Room-Temperature Elastic Constants of Orthorhombic Crystals

  Subscript of stiffness (GPa) or compliance (TPa −1)

  Material c or s 11 12 13 22 23 33 44 55 66 Ref.

KNbO3 cE 224 102 182 273 130 245 75 28.5 95 133
 sE 11.3 −0.3 −8.2 4.9 −2.4 11.5 13.3 35.1 10.5 
KTiOPO4 c 166 37 54 164 51 181 56 54 45 134
(KTP) s 6.8 –1 –1.8 6.8 –1.6 6.5 17.9 18.5 22.2 
LiB3O5 cE 127.1 126.6 52.0 237.7 57.6 65.5 109.3 86.7 17.8 135
(LBO) sE 19.64 –8.49 –8.13 9.01 –1.18 22.76 9.15 11.53 56.25 
RbTiOPO4 c 163 45 35 165 63 178 58 57 50 136
RTP s 6.73 –1.54 –.078 7.36 –2.30 6.59 17.24 17.54 20.0 
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TABLE 16 Room-Temperature Elastic Constants for Monoclinic Crystals

 Subscript of stiffness (GPa) or compliance (TPa −1) 

Material c or s 11 12 13 15 22 23 25 Ref.

BiB3O6 c 159.7 74.2 60.0 –49.7 52.5 13.4 –4.3 137
 s 34.3 –46.8 –0.03 20.1 83.2 –1.27 –27.56 

Material c or s 33 35 44 46 55 66 — Ref.

BiB3O6 c 205.2 –70.8 23.3 –18.6 74.6 66.9 — 137
 s 7.33 6.87 55.2 15.3 31.7 19.2 —

TABLE 17 Mechanical Properties of Crystals (Continued)

Material

Moduli (GPa)

Poisson’s Ratio
Flexure 

Strength (MPa)

Knoop
Hardness
(kg/mm2)Elastic Shear Bulk

Ag3AsS3 30 11 36.8 0.36

AgBr 24.7 8.8 40.5 0.399 7.0

AgCl 22.9 8.1 44.0 0.41 26 9.5

AgGaS2 53 19 67 0.37 320

AgGaSe2 47.8 17.5 60.4 0.37 230

Al2O3 402 163 252 0.23 1200 2250

ALON 317 128 203 0.24 310 1850

Ba3B6O12, BBO 30 11 60.6 0.41

BaF2 65.9 25.2 57.8 0.31 27 78

BaTiO3 145 53 174 0.36 580

BeO 395 162 240 0.23 275 1250

Bi12GeO20, BGO 82 32 63.3 0.28

Bi12SiO20, BSO 84 33 63.1 0.28

BiB3O6, BIBO 91 37.5 52.5 0.21

C, diamond 1142 534 442 0.069 2940 9000

CaCO3, calcite 83 32 73.2 0.31 100

CaF2 110 42.5 85.7 0.29 90 170

CaMoO4 103 40 80 0.29 250

CaWO4 96 37 77 0.29 300

CdGeAs2 74 28 70 0.32 470

CdS 47.3 17.2 64.0 0.38 28 122

CdSe 42 15.3 53 0.37 21 65

CdTe 38.4 14.2 42.4 0.35 26 50

CsLiB6O10, CLBO 70.3 27.5 52.5 0.28

CsI 18 7.3 12.6 0.26 5.6 12

CuGaS2 95.8 430

GaAs 116 46.6 75.0 0.24 55 710

GaN 294 118 195 0.25 70 750

GaP 139 56.2 88.6 0.24 100 875

Ge 132 54.8 75.0 0.206 100 850

(Continued)
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TABLE 17 Mechanical Properties of Crystals (Continued)

Material

Moduli (GPa)

Poisson’s Ratio
Flexure 

Strength (MPa)

Knoop
Hardness
(kg/mm2)Elastic Shear Bulk

KBr 18 7.2 15.2 0.30 11 6.5

KH2PO4, KDP 38 15.1 27 0.27

KI 14 5.5 11.9 0.30 5

KNbO3 144 53 173 0.36 500

KTaO3 316 124 230 0.27

KTiOPO4, KTP 137 55 88 0.24 700

LiB3O5, LBO 104 41 80 0.28 600

LiCaAlF6, LiCAF 93 36 71 0.28

LiF 110 45 65.0 0.225 27 115

LiIO3 55 22.4 33.5 0.23

LiNbO3 170 68 112 0.25 630

LiYF4, YLF 85 32 81 0.32 35 300

MgAlO4 276 109 198 0.268 170 1650

MgF2 137 54 99.7 0.27 100 500

MgO 310 131 163 0.18 130 675

NaCl 37 14.5 25.3 0.26 9.6 16.5

[NH4]2CO, urea ~9 ~3 17 0.41

NH4H2PO4, ADP 29 11 27.9 0.325

PbMoO4 66 24.6 71 0.34

PbTe 57.3 22.6 41.9 0.27

PbTiO3 144 56 117 0.20 98

RbTiOPO4, RTP 140 56.8 87.7 0.23 (500)

Si 165 66.4 97.0 0.221 130 1150

SiO2, a-quartz 95 44 38 0.08 740

SrF2 89.2 34.6 70.7 0.29 150

SrMoO4 89 35 71 0.29

SrTiO3 283 115 174 0.23 600

TeO2 45 17 46 0.33

TiO2 293 115 215 0.27 880

TlBr 24 8.9 22.4 0.32 12

Tl[Br, I], KRS-5 19.6 7.3 20.4 0.34 26 40

Tl[0.7Cl, 0.3Br], 
KRS-6

24 9.0 32.2 0.33 21 30

Y3Al5O12, YAG 280 113 180 0.24 150 1350

Y2O3 173 66.4 149.5 0.31 150 700

YVO4 133 50 134 0.33

ZnGeP2 [44] [16] 86 [0.39] 980

b-ZnS 83.5 31.6 77.1 0.32 60 175

a-ZnS 87 33 74 0.30 69

ZnSe 75.2 28.9 63.1 0.30 55 115

ZnTe 61.1 23.5 51.0 0.30 24 82

ZrO2: 12%Y2O3 23.3 88.6 205 0.31 (200) 1150
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TABLE 18 Mechanical Properties of Optical and Specialty Glasses and Substrate Materials

Selected Glass Code or 
Designation

Moduli (GPa)

Poisson’s Ratio
Flexure 

Strength (MPa)
Knoop Hardness 

(kg/mm2)Elastic Shear Bulk

487704 N-FK5 62 25 39 0.232 520

497816 N-PK52A 71 27 59 0.298 355

508612 N-ZK7 70 29 41 0.214 530

517642 N-BK7 82 34 46 0.206 610

522595 N-K5 71 29 43 0.224 530

523515 N-KF9 66 27 40 0.225 480

548458 LLF1 60 25 34 0.208 450

618634 N-PSK53A 76 30 60 0.288 415

569560 N-BaK4 77 31 49 0.24 550

580537 N-BaLF4 77 31 49 0.245 540

581409 LF5 59 24 36 0.223 450

593355 FF5 [65] [26] [41] [0.238] 500

613443 N-KzFS4 78 31 50 0.241 520

623570 N-SK10 82 32 60 0.273 570

620364 N-F2 82 33 50 0.228 600

658509 N-SSK5 88 34 66 0.278 590

670472 N-BaF10 89 35 65 0.271 620

704394 N-BaSF64 105 42 74 0.264 650

720504 N-LaK10 116 45 90 0.286 780

754523 N-LaF33 111 43 93 0.301 740

743492 NbF1 109 42 95 0.31 790

744447 N-LaF2 94 36 74 0.288 530

805254 N-SF6 93 37 65 0.262 550

883409 N-LaSF31A 126 48 105 0.301 650

Fused silica 72.6 31 36 0.164 110 635

Fused germania 43.1 18 23 0.192

BS-39B 104 40 83 0.29 90 760

CORTRAN 9754 84.1 33 67 0.290 44 560

IRG 2 95.9 37 73 0.282 481

IRG 9 77.0 30 61 0.288 346

IRG 11 107.5 42 83 0.284 610

IRG 100 21 8 15 0.261 150

HTF-1 64.2 25 49 0.28 320

ZBLAN 60 23 53 0.31 225

Arsenic trisulfide 15.8 6 13 0.295 16.5 180

Arsenic triselenide 18.3 7 14 0.288 16.2 120

AMTIR-1/TI-20 21.9 9 16 0.266 18.6 170

AMTIR-3/TI-1173 21.7 9 15 0.265 17.2 150

Pyrex 62.8 26 35 0.200

Zerodur 91 37 58 0.24 630

ULE 67.3 29 34 0.17 50 460



TABLE 19 Thermal Properties of Crystals

Material CC*

Temperature (K) Heat Capacity
(J/g  ·  K)

Thermal Expansion
(10–6/K)

Thermal conductivity (W/m K)⋅
Debye Melt† @ 250 K @ 300 K @ 500 K

Ag3AsS3 H 769 m 16 || a
12 || c

0.092 || a
0.110 || c

AgBr C 145 705 m 0.279 33.8 1.11 0.93 0.57

AgCl C 162 728 m 0.3544 32.4 1.25 1.19

AgGaS2 T 193 1269 m 0.404 12.7 || a 1.5 || a
 –13.2 || c 1.4 || c
AgGaSe2 T 156 1269 m 0.297 19.8 || a 1.1 || a
 –8.1 || c 1.0 || c
 4.15 || c
Al2O3 H 1030 2319 0.777 6.65 || a 58 46 24.2

 7.15 || c
ALON C 2323 m 0.830 5.66 12.6 7.0

Ba3B6O12, BBO H 112 900 p
1368 m

0.490   4.0 || a
36.0 || c

1.2 || a
1.6 || c

BaF2 C 283 1553 m 0.4474 18.4 11 7.5

BaTiO3 T 345 267 p
406 p

1898 m

0.439   16.8 || a
–9.07 || c

— 1.3 —

BeO H 1280 2373 p 1.028 5.64 || a 420 350 200

 2725 m 7.47 || c
Bi12GeO20 (BGO) C 580 1203 0.242 16.8

Bi12SiO20 (BSO) C 350 1274 0.180 15.0

BiB3O6, BIBO M 999 m 0.500 –25.6 || a
 50.4 || b

7.7 || c
C, diamond C 2240 1770 p 0.5169 1.25 2800 2200 1300

CaCO3, calcite H 323 p
3825 m

0.8820 –3.7 || a
25.1 || c

5.1 || a
6.2 || c

4.5 || a
5.4 || c

(3.4) || a
(4.2) || c

CaF2 C 510 1424 p 0.9113 18.9 13 9.7 5.5

CaMoO4 T 300 1730 m 0.573 7.6 || a
11.8 || c

4.0 || a
3.8 || c

2
.5

0
 

 



CaWO4 T 245 1855 m 0.396 6.35 || a
12.38 || c

16 9.5

CdGeAs2 T 253 900 p
943 m

8.4 || a
0.25 || c

CdS H 215 1560 m 0.3814 4.6 || a
2.5 || c

14 || a
16 || c

CdSe H 181 1580 m 0.258 4.40 || a
2.45 || c

6.2 || a
6.9 || c

CdTe C 160 1320 m 0.210 5.0 8.2 6.3

CsLiB6O10, CLBO T 1118 m 0.93  21 || a
–17 || c

2.0 || a
2.2 || c

CsI C 124 898 m 0.2032 48.6 1.05

CuGaS2 T 356 1553 m 0.452 11.2 || a
  6.9 || c

17.9

GaAs C 344 1511 m 0.318 5.8 (65) 54 27

GaN H 365 1160 d 3.17 || a
 5.59 || c 130 || c
GaP C 460 1740 m 0.435 5.3 120 100 (45)

Ge C 380 1211 m 0.3230 5.7 74.9 59.9 33.8

KBr C 174 1007 m 0.4400 38.5 5.5 4.8 2.4

KH2PO4, KDP T 123 p
450 p
526 m

0.879 26.8 || a
42.4 || c

1.3 || a
1.2 || c

1.7 || a
1.3 || c

KI C 132 954 m 0.3192 40.3 2.1

KNbO3 O — 223 p
476 p

1333 m 

0.767 (37) ~4

KTaO3 C 311 0.366 5.3 0.2 0.17

KTiOPO4, KTP O 365 1148 m
1423 d

0.727  11 || a
 9 || b
0. || c

2.0 || a
3.0 || b
3.3 || c

LiB3O5, LBO O 1115
(@ 300 K)

1107 p 1.020 107.1 || a
−95.4 || b
  33.7 || c

2.7 || a
3.1 || b
4.5 || c

LiCaAlF6, LiCAF H 1083 m 0.935  22 || a
3.6 || c

4.58 || a
5.14 || c

(Continued)
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TABLE 19 Thermal Properties of Crystals (Continued)

Material CC*

Temperature (K)
Heat Capacity

(J/g  ·  K)
Thermal Expansion

(10–6/K)

Thermal conductivity (W/m K)⋅

Debye Melt† @ 250 K @ 300 K @ 500 K

LiNbO3
 

H 560 1470 c
1530 m

0.648 15.4 || a
 5.3 || c

5.4 || a
5.3 || c

LiYF4,YLF
 

T 460 1092 m 0.79 14.3 || a
10.1 || c

6.3 ||  a
8.8 || c

5.3 || a
7.2 || c

MgAlO4 C 850 2408 m 0.8191 6.97 30 25

MgF2 T 535 1536 m 1.0236  9.4 || a
13.6 || c

30 || a
21 || c

MgO C 950 3073 m 0.9235 10.6 73 59 32

NaCl C 321 1074 m 0.8699 41.1 8 6.5 4

[NH4]2CO, urea T 135 408 m 1.553 52.7 || a
11.4 || c

NH4H2PO4, ADP T 148 p
463 m

1.236  32 || a
4.2 || c

1.26 || a
0.71 || c

PbMoO4 T 190 1338 m 0.326  8.7 || a
 20.3 || c
PbTe C 175 1190 m 0.151 19.8 2.5 2.3 1.8

PbTiO3 T 337 763 p
1563 m

0.462 4 2.8

RbTiOPO4, RTP O 1213 m
1374 d

10.1 || a
13.7 || b
–4.2 || c

Si C 645 1680 m 0.7139 2.62 191 140 73.6

SiO2, a-quartz
 

H 271 845 p 0.7400 12.38 || a
6.88 || c

 7.5 || a
12.7 || c

 6.2 || a
10.4 || c

3.9 || a
6.0 || c

SrF2 C 378 1710 m 0.6200 18.1 11 8.3

SrMoO4 T 260 1763 m 0.619   9.6 || a
21.7 || c

4.0 || a
4.2 || c

SrTiO3
 

C — 110 p
2358 m

0.536 8.3 12.5 11.2

TeO2 T ~100 1006 m [0.41] 15.0 || a
 4.9 || c

3.2 || a
1.9 || c

2.6 || a
1.7 || c

2
.5
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TiO2 T 760   2128 m 0.6910 6.86 || a
8.97 || c

 8.3 || a
11.8 || c

 7.4 || a
10.4 || c

(5.5) || a
(8.0) || c

TlBr C 116      740 m 0.1778 51 0.53

Tl[Br, I]
KRS-5

C (110)      687 m (0.16) 58 0.32

Tl[Cl, Br], KRS-6 C (120)      697 m 0.201 51 0.50

Y3Al5O12, YAG C 754    2193 p 0.625 7.7 13.4

Y2O3 C 465    2640 p 0.4567 6.56 13.5

YVO4 T 443    2083 0.56 2.2 || a
8.4 || c

 8.9 || a
12.1 || c

ZnGeP2 T 428    1225 p
   1300 m

7.8 || a
5.0 || c

60 35 || a
36 || c

16

b-ZnS C 340    1293 p 0.4732 6.8 16.7 10

a-ZnS H 351    2100 m 0.4723 6.54 || a
4.59 || c

ZnSe C 270    1790 m 0.339 7.1 13 8

ZnTe C 225    1510 m 0.218 8.4 10

ZrO2:12%Y2O3 C 563    3110 m 0.46 8.6 1.8 1.9

*CC = crystal class; C = cubic; H = hexagonal; M = monoclinic; O = orthorhombic; T = tetragonal.
†Temperature codes: m = melt temperature; c = Curie temperature; d = decomposition temperature; p = phase change (to different structure) temperature; v = vaporization

(sublimation) temperature.
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TABLE 20 Thermal Properties of Optical and Specialty Glasses and Substrate Materials

Selected Glass Code

Temperature (K)
Heat Capacity 

(J/g  ·  K)
Thermal Expansion 

(10−6/K)

Thermal
Conductivity 

(W/m  ·  K)      Glass       Soften   Melt*

487704 N-FK5 739 945 0.808 9.2 0.925

497816 N-PK52A 740 811 0.67 13.01 0.73

508612 N-ZK7 812 994 0.77 4.5 1.042

517642 N-BK7 830 992 0.858 7.1 1.114

522595 N-K5 819 993 0.783 8.2 0.95

523515 N-KF9 749 913 [0.75] 9.61 1.04

548458 LLF1 704 901 0.65 8.1 [0.960]

618634 N-PSK53A 879 972 0.590 9.56 0.64

569560 N-BaK4 854 998 0.680 6.99 0.88

580537 N-BaLF4 851 934 0.69 6.52 0.827

581409 LF5 692 858 0.657 9.1 0.866

593355 FF5 788 843 [0.80] 8.6 [0.937]

613445 N-KzFS4 820 948 0.76 7.3 0.84

623570 N-SK10 905 1017 0.55 7.0 0.88

620364 N-F2 842 959 0.81 7.84 1.05

658509 N-SSK5 918 1024 0.574 6.8 [0.806]

670472 N-BaF10 933 1063 0.56 6.18 0.78

704394 N-BaSF64 855 985 [0.70] 7.3 [0.90]

720504 N-LaK10 909 987 0.64 5.68 0.86

754523 LaF33 873 946 0.57 5.6 0.8

743492 NbF1 863 898 [0.48] 5.3 [0.845]

744447 N-LaF2 926 1015 0.51 8.06 0.67

805254 N-SF6 862 956 0.69 9.03 0.96

883409 N-LaSF31A 992 1103 0.44 6.74 0.79

Fused silica 1273 1983 0.746 0.51 1.38

Fused germania 800 1388 6.3

BS-39B [970] 0.865 8.0 1.23

CORTRAN 9754 1008 1147 0.54 6.2 0.81

IRG 2 975 0.495 8.8 0.91

IRG 9 696 0.695 16.1 0.88

IRG 11 1075 0.749 8.2 1.13

IRG 100 550 624 15.0 0.3

HTF-1 658 16.1

ZBLAN 543 745 0.520 17.5 0.4

Arsenic trisulfide 460 573 0.473 26.1 0.17

Arsenic triselenide 375 345 0.349 24.6 0.205

AMTIR-1/TI-20 635 678 0.293 12.0 0.25

AMTIR-3/TI-1173 550 570 0.276 14.0 0.22

Zerodur 0.821 0.5 1.46

(20–300°C)

Pyrex 560 821 1.05 3.25 1.13

ULE 1000 1490 0.776 ±0.03 1.31

(5–35°C)

*Or liquidus temperature.



TABLE 21 Summary Optical Properties of Crystals

Material

Transparency (μm) Refractive 
Index (n∞)

Thermo-optic coefficient (10−6/K)

Ref.UV IR l(μm) dn/dT l(μm) dn/dT l(μm) dn/dT

Ag3AsS3 0.63(o)
0.61(e)

12.5(o)
13.3(e)

2.736(o)
2.519(e)

0.65 150 130

AgBr 0.49 35 2.116 3.39 –61 10.6 –50 139

AgCl 0.42 23 2.002 0.633 −61 3.39 −58 10.6 −35 139, 140

AgGaS2 0.50(o)
0.52(e)

11.4(o)
12.0(e)

2.408(o)
2.354 (e)

0.6 258(o)
255(e)

1.0 176(o)
179(e)

10.0 153(o)
155(e)

141
142

AgGaSe2 0.75 17.0 2.617(o)
2.584(e)

1.0 75.6(o)
80.5(o)

10.0 79.7(o)
85.9(e)

143

Al2O3 0.19(o) 5.0(o) 1.7555(o) 0.458 11.7(o) 3.39 11.3(o) 5.0 14.1(o) 144, 145,

 5.2(e) 1.7478(e) 12.8(e) 12.4(e) 15.6(e) 146, 147

ALON 0.23 4.8 1.771 0.633 11.7 148

BBO 0.19 2.6 1.656 (o) 0.4047 −16.6(o) 0.5790 −16.4(o) 1.014 −16.8(o) 131

 1.501(e) −9.8(e) −9.4(e) −8.8(e)

BaF2 0.14 12.2 1.4663 0.633
0.365

−16.0
–15.2

3.39
3.30

−15.9
–15.6

10.6 −14.5 145
149

BaTiO3 2.277(o)

 2.250(e)

BeO 0.21 3.5 1.710(o) 0.458 8.2(o) 0.633 8.2(o) 150

 1.723(e) 13.4(e) 13.4(e)

BGO 0.50 3.1 2.367 0.51 −34.5 0.65 −34.9 151

BSO 0.52 2.397

BiB3O6, BIBO 0.27 2.7 1.433(x)
1.450(y)
1.509(z)

0.5 69.6(x)
63.9(y)
85.6(z)

1.0 53.8(x)
48.1(y)
74.0(z)

3.0 45.5(x)
43.0(y)
61.1(z)

152

Diamond 0.24 2.7 2.380 0.546 10.1 30 9.6 153, 154

CaCO3
 

0.24(o)
0.21(e)

2.2(o)
3.3(e)

1.642(o)
1.478(e)

0.365 3.6(o)
14.4(e)

0.458 3.2(o)
13.1(e)

0.633 2.1(o)
11.9(e)

2

CaF2 0.135 9.4 1.4278 0.254
0.365

−7.5
–10.6

0.663 −10.4 3.39
3.30

−8.1
–10.8

149
155

CaMoO4 1.945(o) 0.588 −9.6(o) 156

 1.951(e) −10.0(e)

(Continued)
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TABLE 21 Summary Optical Properties of Crystals (Continued)

Material

Transparency (μm) Refractive 
Index (n∞)

Thermo-optic coefficient (10−6/K)

Ref.UV IR l(μm) dn/dT l(μm) dn/dT l(μm) dn/dT

CaWO4 (0.2) 5.3 1.884(o)
1.898(e)

0.546 –7.1(o)
–10.2(e)

157

CdGeAs2 2.5 15 3.522(o)
3.608(e)

CdS 0.52(o)
0.51(e)

14.8(o)
14.8(e)

2.276(o)
2.293(e)

10.6 58.6(o)
62.4(e)

158

CdSe 0.75 20 2.448(o)

 2.467(e)

CdTe 0.85 29.9 2.6829 1.15 147 3.39 98.2 10.6 98.0 159

CsI 0.245 62 1.743 0.365 −87.5 0.633 −99.3 30.0 −88.0 160

CsLiB6O10, CLBO 0.18 2.75 1.487(o)
1.435(e)

0.532 -1.9(o)
-0.5(e)

161, 162

CuGaS2 2.493(o) 0.55 130(o) 1.0 59(o) 10.0 56(o) 163

 2.487(e) 173(e) 60(e) 57(e) 164

GaAs 0.90 17.3 3.32 1.15 250 3.39 200 10.6 200 165

GaN 2.31(o) 1.15 61

 2.31(e)

GaP 0.54 10.5 3.014 0.546 200 0.633 160 166

Ge 1.8 15 4.0017 2.5 462 5.0 416 20.0 401 167

HfO2:Y2O3 0.35 6.5 2.074 0.365 14.1 0.436 11.0 1.01 5.8 168

KBr 0.200 30.2 1.537 0.458 −39.3 1.15 −41.9 10.6 −41.1 145

KH2PO4 0.176 1.42 1.503(o) 0.624 −39.6(o) 169

 1.460(e) −38.2(e)

KI 0.250 38.5 1.629 0.458 −41.5 1.15 −44.7 30 −30.8 145

KNbO3 0.4 5.0 2.103(x)
2.199(y)
2.233(z)

0.436 67(x)
−26(y)
125(z)

1.064 23(x)
−34(y)

63(z)

3.00 21(x)
−23(y)

55(z)

170

KTaO3 2.14

KTiOPO4 0.35 4.5 1.814(x)
1.857(y)
2.143(z)

0.5 10.8(x)
15.5(y)
28.3(z)

1.5 5.3(x)
7.6(y)

12.3(z)

171, 172

LiB3O5 0.16 3.6 1.568(x) 0.532 −0.9 1.064 −1.9 173

 1.589(y) −13.5 −13.0

 1.608(z) −7.4 −8.3

2
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LiCaAlF6, 
LiCAF

0.11 1.388(o) 
 1.386(e)

0.546 –4.2(o)
–4.6(e)

174

LiF 0.120 6.60 1.388 0.458
0.365

−16.0
-15.0

1.15
1.53

−16.9
–15.6

3.39 −14.5 145
149

LiIO3 0.38 5.5 1.846(o) 0.4 −74.5(o) 1.0 −84.9(o) 80

 1.708(e) −63.5(e) −69.2(e)

LiNbO3 0.35 5.0 2.282(o) 0.66 4.4(o) 3.39 0.3(o) 175

 2.006(e) 37.9(e) 28.9(e)

LiYF4 0.18 6.7 1.447(o) 0.436 –0.54(o) 0.546 –0.67(o) 0.578 –0.91(o) 176

 1.469(e) –2.44(e) –2.30(e) –2.86(e)

MgAl2O4 0.2 5.3 1.701 0.589 9.0 144

MgF2 0.13(o) 7.7(o) 1.3734(o) 0.633 1.12(o) 1.15 0.88(o) 3.39 1.19(o) 145

 0.13(e) 7.7(e) 1.3851(e) 0.58(e) 0.32(e) 0.6(e)

MgO 0.35 6.8 1.720 0.365 19.5 0.546 16.5 0.768 13.6 177, 178

NaCl 0.174 18.2 1.526 0.458 –34.2 0.633 –35.4 3.39 –36.3 145

[NH4]2CO 0.21 1.4 1.477(o)

1.586(e)

NH4H2PO4 0.185 1.45 1.518(o) 0.624 –47.1(o) 169

 1.471(e) –4.3(e)

PbMoO4 0.5 5.4 2.265(o) 0.588 –75(o) 156

 2.175(e) –41(e)

PbTe 4.0 20 5.57 3.39 –2100 5.0 –1500 10.6 –1200 179

PbTiO3 2.52(o)
2.52(e)

RbTiOPO4, RTP 0.34 4.5 1.763(x)
1.768(y)
1.8478(z)

0.633 56(x)
91(y)
66(z)

180

Si 1.1 6.5 3.4159 2.5 166 5.0 159 10.6 157 167

a-SiO2
0.155 4.0 1.5352(o) 0.254 –2.9(o) 0.365 –5.4(o) 0.546 –6.2(o) 178

 1.5440(e) –4.0(e) –6.2(e) –7.0(e)

SrF2 0.13 11.0 1.4316 0.633 –16.0 1.15 –16.2 10.6 –14.5 145

SrMoO4 1.867(o)

 1.869(e)

SrTiO3 0.5 5.1 2.283

(Continued)
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TABLE 21 Summary Optical Properties of Crystals (Continued)

Material

Transparency (μm) Refractive 
Index (n∞)

Thermo-optic coefficient (10−6/K)

Ref.UV IR l(μm) dn/dT l(μm) dn/dT l(μm) dn/dT

TeO2 0.34 4.5 2.177(o) 0.436 30(o) 0.644 9(o) 181

 2.316(e) 25(e) 8(e)

TiO2 0.42 4.0 2.432(o)
2.683(e)

0.405 4(o)
–9(e)

182

TlBr 0.44 38 2.271

KRS-5 0.58 42 2.380 0.633
1.014

–250
–237

10.6 –233 30 –195 183
149

KRS-6 0.42 27 2.196

Y3Al5O12 0.21 5.2 1.812 0.458 11.9 0.633 9.4 1.06 9.1 184

Y2O3 0.29 7.1 1.892 0.663 8.3 148

YVO4 0.4 5.0 1.944(o)
2.146(5)

0.488 27.7(o)
22.9(e)

0.633 19.7(o)
12.7(e)

1.34 16.6(o)
10.3(e)

185

ZnGeP2 0.8 12.5 3.119(o)
3.156(e)

0.64 359(o)
376(e)

1.0 212(o)
230(e)

10 165(o)
170(e)

164,
186

b-ZnS 0.4 12.5 2.258 0.633 63.5 1.15 49.8 10.6 46.3 159

a-ZnS 2.271(o)

 2.275(e)

ZnSe 0.51 19.0 2.435 0.633 91.1 1.15 59.7 10.6 52.0 159

ZnTe 0.6 25 3.15

ZrO2: Y2O3 0.38 6.0 2.113 0.365 16.0 0.458 10.0 0.633 7.9 187

2
.5
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PROPERTIES OF CRYSTALS AND GLASSES  2.59

TABLE 22 Summary Optical Properties of Optical and Specialty Glasses

Material

Transparency (μm)
Refractive 
Index (nd)

Abbe
Number(nd)

Thermo-optic coeff. (10–6/K)*

Ref.UV IR l(μm) dn/dT l(μm) dn/dT

N-FK5 0.279 2.78 1.48749 70.41 0.4358 –0.6 1.060 –1.4 188

N-PK52A 0.306 1.49700 81.61 0.4358 –6.0 1.060 –5.7 188

N-ZK7 0.306 2.77 1.50847 61.19 0.4358 7.6 1.060 6.7 188

N-BK7 0.303 2.91 1.51680 64.17 0.4358 3.5 1.060 2.4 188

N-K5 0.313 3.30 1.52249 59.48 0.4358 2.7 1.060 1.4 188

N-KF9 0.346 2.90 1.52346 51.54 0.4358 2.6 1.060 0.9 188

LLF1 0.310 3.30 1.54814 45.75 0.4358 3.9 1.060 2.1 188

N-PSK53A 0.326 2.84 1.61800 63.39 0.4358 –1.8 1.060 –2.9 188

N-BaK4 0.335 3.21 1.56883 55.98 0.4358 4.7 1.060 3.1 188

N-BaLF4 0.340 3.22 1.57956 53.87 0.4358 6.0 1.060 4.2 188

LF5 0.321 3.30 1.58144 40.85 0.4358 3.4 1.060 0.8 188

FF5 0.346 1.59270 35.45 0.6328 0.8 189

N-KzFSN4 0.332 2.65 1.61336 44.49 0.4358 4.7 1.060 2.5 188

N-SK10 0.333 2.74 1.62280 56.90 0.4358 3.5 1.060 2.1 188

N-F2 0.364 3.08 1.62004 36.37 0.4358 5.1 1.060 2.7 188

N-SSK5 0.351 2.93 1.65844 50.88 0.4358 4.2 1.060 2.2 188

N-BaF10 0.356 2.92 1.67003 47.20 0.4358 6.0 1.060 3.8 188

N-BaSF64 0.359 2.98 1.70400 39.38 0.4358 5.9 1.060 2.8 188

N-LaK10 0.346 2.56 1.72000 50.41 0.4358 6.1 1.060 4.2 188

N-LaF33 0.337 2.61 1.78582 44.05 0.4358 10.0 1.060 7.0 188

NbF1 0.313 1.74330 49.22 0.6328 7.9 189

N-LaF2 0.354 2.83 1.74397 44.85 0.4358 2.3 1.060 –0.1 188

N-SF6 0.378 3.21 1.80518 25.43 0.4358 4.8 1.060 –0.8 188

N-LaSF31A 0.344 2.78 1.88300 40.76 0.4358 6.6 1.060 3.3 188

SiO2 0.16 3.8 1.45857 67.7 0.5893
0.3650

10
9.3 1.53 8.0

190
149

GeO2 0.30 4.9  nD = 1.60832 41.2 191

BS-39B 0.38 4.9  nD = 1.6764 44.5 0.5893 7.4 192

Corning 9754 0.36 4.8  nD = 1.6601 46.5 193

Schott IRG 2 0.44 5.1 1.8918 30.03 0.436 10.4 3.30 4.4 149, 188

Schott IRG9 0.38 4.1 1.4861 81.02 188

Schott IRG 11 0.44 4.75 1.6809 44.21 188

Schott IRG 100 0.93 13   n1 = 2.7235    — 2,5 103 10.6 56 188

Ohara HTF-1 0.21 6.9 1.44296 92.46 194

ZBLAN 0.25 6.9  nD = 1.480 64 0.6328 –14.5 195, 196

As2S3 0.62 11.0   n1 = 2.4777 — 0.6 85 1.0 17 197, 198

As2Se3 0.87 17.2 n12 = 2.7728 — 0.83 55 1.15 33 199, 200

AMTIR-1/TI-20 0.75 (14.5)   n1 = 2.6055 — 1.0 101 10.0 72 200, 201

AMTIR-3/
TI-1173

0.93 16.5   n3 = 2.6366 — 3.0 98 12.0 93 200, 201

*Thermo-optic coefficient in air: (dn/dT)rel.



2.60  PROPERTIES

TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

Ag3AsS3 n no e
2

2
2 27 483

0 474

0 09
0 0019 6 346

0= +
−

− = +.
.

.
. ; .

λ
λ ..

.
.

342

0 09
0 0011

2
2

λ
λ

−
− 0.63–4.6(o)

0.59–4.6(e)
202

AgBr n

n

2

2

2

2

1

2
0 453505

0 09929

0 070537
0 00

−
+

= +
−

−.
.

.
.

λ
λ

1150 2λ
0.49–0.67 203

AgCl
n2

2

2 2

2

1
2 062508

0 1039054

0 9461465− =
−

+.

( . )

.λ
λ

λ
λ 22 2

2

2 20 2438691

4 300785

70 85723−
+

−( . )

.

( . )

λ
λ

0.54–21.0 140

AgGaS2 n

n

o

e

2 =
−

−

=

5.7975+
0.2311

0.0688
0.00257

5.5

2
2

2

λ
λ

4436+
0.2230

0.0946
0.00261

2
2

λ
λ

−
−

0.58–10.6 142

AgGaSe2 n

n

o

e

2
2

2

= +
−

−

=

6.8507
0.4297

0.1584
0.00125

6.6

2

λ
λ

7792
0.4597

0.2122
0.00126 2+

−
−

λ
λ

2

0.73–13.5 143

Al2O3,
sapphire no

2
2

2 2
1

1 4313493

0 0726631

0 65054713− =
−

+.

( . )

.λ
λ

λλ
λ

λ
λ

2

2 2

2

20 1193242

5 3414021

18 028251−
+

−( . )

.

( . ))

.

( . )

.

2

2
2

2 2
1

1 5039759

0 0740288

0 55069
ne − =

−
+λ

λ
1141

0 1216529

6 5927379

20 072

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 2248 2)

0.2–5.5 204

ALON
n2

2

2 2

2

2 2
1

2 1375

0 10256

4 582

18 868
− =

−
+

−
.

.

.

.

λ
λ

λ
λ

0.4–2.3 205

BBO
n

n

o

e

2
2

2

2

2 7405
0 0184

0 0179
0 0155

2 37

= +
−

−

=

.
.

.
.

.

λ
λ

330
0 0128

0 0156
0 0044

2
2+

−
−.

.
.

λ
λ

0.22–1.06 131

BaF2 n2
2

2 2

2

2
1

0 643356

0 057789

0 506762− =
−

+
−

.

( . )

.λ
λ

λ
λ (( . )

.

( . )0 10968

3 8261

46 38642

2

2 2
+

−
λ

λ
0.27–10.3 206

BaTiO3 n no e
2

2

2 2
2

2

2
1

4 187

0 223
1

4 064

0
− =

−
− =

−
.

( . )
;

.

(

λ
λ

λ
λ .. )211 2

0.4–0.7 207

BeO
no

2
2

2 2

2

2
1

1 92274

0 07908

1 24209

9
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )

.

( . )

.

7131

1
1 96939

0 08590

1 6738

2

2
2

2 2
ne − =

−
+λ

λ
99

10 4797

2

2 2

λ
λ −( . )

0.44–7.0 208

BiB3O6, BIBO
n

n

x
2

2
2

2

3 07403
0 03231

0 03163
0 013376= +

−
−.

.

.
.

λ
λ

y == +
−

−

=

3 16940
0 03717

0 03483
0 01827

3

2
2

2

.
.

.
.

.

λ
λ

nz 66545
0 05112

0 03713
0 02261

2
2+

−
−.

.
.

λ
λ

0.48–3.1 152

Bi12GeO20, BGO
n2

2

2
1 2 165

2 655

0 07891
− = +

−
.

.

.

λ
λ

0.4–0.7 151
209
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TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

Bi12SiO20, BSO
n2

2

2 2
2 72777

3 01705

0 2661
= +

−
.

.

( . )

λ
λ

0.48–0.7 104
210

C,
diamond n2

2

2 2

2

2
1

4 3356

0 1060

0 3306

0 175
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 00 2)

0.225–∞ 211

CaCO3,
calcite no − =

−
+

−
1

0 8559

0 0588

0 8391

0 141

2

2 2

2

2

.

( . )

.

( .

λ
λ

λ
λ ))

.

( . )

.

( . )2

2

2 2

2

2 2

0 0009

0 197

0 6845

7 005
+

−
+

−
λ

λ
λ

λ

nne − =
−

+
−

1
1 0856

0 07897

0 0988

0 1

2

2 2

2

2

.

( . )

.

( .

λ
λ

λ
λ 442

0 317

11 4682

2

2 2)

.

( . )
+

−
λ

λ

0.2–2.2 2

CaF2 n2
2

2 2
1

0 5675888

0 050263605

0 4710914− =
−

+.

( . )

.λ
λ

λλ
λ

λ
λ

2

2 2

2

20 1003909

3 8484923

34 649040−
+

−( . )

.

( . ))2

0.23–9.7 155

n2
2

2 2
1− =

−
+0.443749998

0.00178027854

0.444λ
λ ( )

9930066

0.00788536061

0.150133991

λ
λ

λ
λ

2

2 2

2

−

+

( )

22 2

2

2−
+

−( ) (0.0124119491

8.85319946

2752.281

λ
λ 775)2

0.14-2.3 212

CaMoO4 no
2

2

2 2

2

2
1

2 7840

0 1483

1 2425

11 5
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 776

1
2 8045

0 1542

1 0055

2

2
2

2 2

2

2

)

.

( . )

.
ne − =

−
+

−
λ

λ
λ

λ (( . )10 522 2

0.45–3.8 213

CaWO4 no
2

2

2 2

2

2
1

2 5493

0 1347

0 9200

10 8
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 115

1
2 6041

0 1379

4 1237

2

2
2

2 2

2

2

)

.

( . )

.
ne − =

−
+

−
λ

λ
λ

λ (( . )21 371 2

0.45–4.0 213

CdGeAs2 no
2

2

2

2

2
10 1064

2 2988

1 0872

1 6247

13
= +

−
+

−
.

.

.

.λ
λ

λ
λ 770

11 8018
1 2152

2 6971

1 69222
2

2

2

2
ne = +

−
+.

.

.

.λ
λ

λ
λ −−1370

2.4–11.5 214

CdS
no

2
2 2

= +
−

+
−

5.1792
0.23504

0.083591

0.036927

0.λ λ 223504

5.2599
0.20865

0.10799

0.027527
ne

2
2

= +
−

+
λ λλ 2 − 0.23305

0.51–1.4 215

CdSe
no

2
2

2

2

2
4 2243

1 7680

0 2270

3 1200

338
= +

−
+

−
.

.

.

.λ
λ

λ
λ 00

4 2009
1 8875

0 2171

3 6461

3
2

2

2

2

2
ne = +

−
+

−
.

.

.

.λ
λ

λ
λ 6629

1–22 214

CdTe
n2

2

2 2

2

1
6 1977889

0 317069

3 2243821− =
−

+.

( . )

.λ
λ

λ
λ 22 272 0663−( . )

6–22 216

(Continued)
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TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

CsLiB6O10, CLBO
n

n

o

e

2 2

2

0 01424
0 01258=

−
−

=

2.2104+
0.01018

2

2λ
λ

.
.

..0588+
0.00838

2λ
λ

−
−

0 01363
0 00607 2

.
.

0.19–2.75 161

CsI
n2

2

2 2

2

1
0 34617251

0 229567

1 0080886− =
−

+.

( . )

.λ
λ

λ
λλ

λ
λ2 2

2

2 20 1466

0 28551800

0 1810

0 39

−
+

−

+

( . )

.

( . )

. 7743178

0 2120

3 3605359

161 0

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . )22

0.29–50 160

CuGaS2 no
2

2

2

2

2
3 9064

2 3065

0 1149

1 5479

738
= +

−
+

−
.

.

.

.λ
λ

λ
λ ..

.
.

.

.

43

4 3165
1 8692

0 1364

1 75752
2

2

2

2
ne = +

−
+λ

λ
λ

λ −− 738 43.

0.55–11.5 163
164

GaAs 
n2

2

2 2

2

2
3 5

7 4969

0 4082

1 9347

37
= +

−
+

−
.

.

( . )

.

( .

λ
λ

λ
λ 117 2)

1.4–11 217

GaN
no

2
2

2 2

2

2 2
3 60

1 75

0 256

4 1

17 86
= +

−
+

−
.

.

( . )

.

( . )

λ
λ

λ
λ

nne
2

2

2 2
5 35

5 08

18 76
= +

−
.

.

( . )

λ
λ

<10 218

GaP 
n2 =

−
+

−
4.1705+

4.9113

0.1174

1.9928

756.

2

2

2

2

λ
λ

λ
λ 446

0.2–22 219

Ge
n2

2

2

2

2
9 28156

6 72880

0 44105

0 21307= +
−

+
−

.
.

.

.λ
λ

λ
λ 33870 1.

2–12 220

HfO2: 9.8%Y2O3 n2
2

2 2

2

2
1

1 9558

0 15494

1 345

0 063
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 44

10 41

27 122

2

2 2)

.

( . )
+

−
λ

λ
0.365–5 168

KBr
n2

2

2 2

2

2
1 39408

0 79221

0 146

0 01981= +
−

+.
.

( . )

.λ
λ

λ
λ −−

+
−

+

( . )

.

( . )

.

0 173

0 15587

0 187

0 17673

2

2

2 2

2

2

λ
λ

λ
λ −−

+
−( . )

.

( . )60 61

2 06217

87 722

2

2 2

λ
λ

0.2–40 221

KH2PO4,
KDP no

2
2

2 259276
0 01008956 13 0052= +

−
+.

. .

λ 0.0129426

22

400

2 132668
0 008637494

2

2

2
2

λ
λ

λ

−

= +
−

ne .
.

0.01228810
+

−
3 2279924

400

2

2

. λ
λ

0.2–15 70

KI
n2

2

2 2

2

2
1 47285

0 16512

0 129

0 41222= +
−

+.
.

( . )

.λ
λ

λ
λ −−

+
−

+

( . )

.

( . )

.

0 175

0 44163

0 187

0 16076

2

2

2 2

2

2

λ
λ

λ
λ −−

+
−

+
( . )

.

( . )

.

0 219

0 33571

69 44

1 92474
2

2

2 2

2

2

λ
λ

λ
λ −−( . )98 04 2

0.25–50 221

KNbO3 n

n

x

y

2
2

2

2

4 4222
0 09972

0 05496
0 01976

4

= +
−

−

=

.
.

.
.

λ
λ

..
.

.
. .8353

0 12808

0 05674
0 02528 1 8590 1

2
2+

−
− + ⋅

λ
λ 00 1 0689 10

4 9856
0 15266

0

6 4 6 6

2
2

− −− ⋅

= +
−

λ λ

λ

.

.
.

.
nz 006331

0 02831 2 0754 10 1 2131 102 6 4 6− + ⋅ − ⋅− −. . .λ λ λ66

0.40–5.3 222
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TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

KTaO3 n2
2

2 2
1

3 591

0 193
− =

−
.

( . )

λ
λ

0.4–1.06 223

KTiOPO4
KTP

nx
2

2 2
3 29100

0 04140

0 03978

9 35522

31
= +

−
+

−
.

.

.

.

.λ λ 445571

3 45018
0 04341

0 04597

16 98822
2

ny = +
−

+.
.

.

.

λ
55

39 43799

4 59423
0 06206

0 04763

2

2
2

λ

λ

−

= +
−

+

.

.
.

.
nz

1110 80672

86 121712

.

.λ −

0.43–3.54 172

LiB3O5,
LBO

nx
2

2
22 45768

0 0098877

0 026095
0 013847= +

−
−.

.

.
.

λ
λ

nny
2

2
2 52500

0 017123

0 0060517
0 0087838= +

−
−.

.

.
.

λ
λλ

λ

2

2
2

2 58488
0 012737

0 016293
0 016293nz = +

−
−.

.

.
. λλ 2

0.29–1.06 224

LiCaAlF6,
LiCAF

n

n

o

e

2
2

2

2

1 92552
0 00492

0 00569
0 00421= +

−
− ⋅.

.

.
.

λ
λ

== +
−

− ⋅1 92155
0 00494

0 00617
0 00373

2
2.

.

.
.

λ
λ

0.4-1.0 174

LiF
n2

2

2 2

2

2
1

0 92549

0 07376

6 96747

32
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )79 2

0.1–10 221

LiIO3 no
2

2

2

2

2 03132
1 37623

0 0350823

1 06745= +
−

+.
.

.

.λ
λ

λ
λλ

λ
λ

2

2
2

2

169 0

1 83086
1 08807

0 0313810

−

= +
−

+

.

.
.

.
ne

00 554582

158 76

2

2

.

.

λ
λ −

0.5–5 82

LiNbO3 no
2

2

2

2

2
1− =

−
+

−
2.9804

0.01764

1.2290

0.05914

λ
λ

λ
λ

++
−

− =
−

12.614

474.60

2.4272

0.02047

λ
λ

λ
λ

2

2

2
2

2
1ne ++

−
+

−
0.5981

0.06660

8.9543

416.08

λ
λ

λ
λ

2

2

2

2

0.4–5.0 225

LiYF4 no
2

2

2 2
1 38757

0 70757

0 00931
= +

−
+ 0.18849 2

.
.

.

λ
λ

λ
λ −−

= +
−

+

50 99741

1 31021
0 84903

0 00876

02
2

2

.

.
.

.
ne

λ
λ

..

.

53607

134 9566

2

2

λ
λ −

0.23–2.6 176

MgAl2O4 n2
2

2 2

2

2
1

1 8938

0 09942

3 0755

15 8
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 226 2)

0.35–5.5 226

MgF2 no
2

2

2 2
1

0 48755708

0 04338408

0 398750− =
−

+.

( . )

.λ
λ

331

0 09461442

2 3120353

23 793

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 6604

1
0 41344023

0 03684262

0

2

2
2

2 2

)

.

( . )

.
ne − =

−
+λ

λ
550497499

0 09076162

2 49048622

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

(223 771995 2. )

0.20–7.04 227

MgO
n2

2

2 2

2

1
1 111033

0 0712465

0 8460085− =
−

+.

( . )

.λ
λ

λ
λ 22 2

2

2 20 1375204

7 808527

26 89302−
+

−( . )

.

( . )

λ
λ

0.36–5.4 177

(Continued)
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TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

NaCl
n2

2

2 2

2

2
1 00055

0 19800

0 050

0 48398= +
−

+.
.

( . )

.λ
λ

λ
λ −−

+
−

+

( . )

.

( . )

.

0 100

0 38696

0 128

0 25998

2

2

2 2

2

2

λ
λ

λ
λ −−

+
−

+
( . )

.

( . )

.

0 158

0 08796

40 50

3 17064
2

2

2 2

2

2

λ
λ

λ
λ −−

+
−( . )

.

( . )60 98

0 30038

120 342

2

2 2

λ
λ

0.2–30 221

[NH4]2CO,
Urea n

n

o

e

2
2

2

2 1823
0 0125

0 0300

2 51527
0 024

= +
−

= +

.
.

.

.
.

λ
00

0 0300

0 020 1 52

1 52 0 87712 2λ
λ

λ−
+ −

− +.

. ( . )

( . ) .

0.3–1.06 228

NH4H2PO4 ADP
no

2
2

2 302842
0 011125165 15 10= +

−
+.

. .

λ 0.01325366

22464

400

2 163510
0 009616676

2

2

2
2

λ
λ

λ

−

= +
−

ne .
.

0.011298912
+

−
5 919896

400

2

2

. λ
λ

0.2–1.5 229

PbMoO4 no
2

2

2 2

2

2
1

3 54642

0 18518

0 58270

0
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )

.

( . )

.

33764

1
3 52555

0 17950

0 206

2

2
2

2 2
ne − =

−
+λ

λ
660

0 32537

2

2 2

λ
λ −( . )

0.44–1.08 230

PbTe
n2

2

2 2
1

30 046

1 563
− =

−
.

( . )

λ
λ

4.0–12.5 231

PbTiO3 n no
2

2

2 2
2

2

2
1

5 363

0 224
1

5 366

0
− =

−
− =

−
.

( . )
;

.

(

λ
λ

λ
λe .. )217 2

0.45–1.15 232

RbTiOPO4, RTP
n

n

x

y

2
2

2
2

2

1 6795
1 4281

0 0325
0 0119

2

= +
−

−

=

.
.

.
.

.

λ
λ

λ

00360
1 0883

0 0437
0 0090

2 2864

2

2
2

2

+
−

−

= +

.

.
.

.

λ
λ

λ

nz

11 1280

0 0562
0 0188

2

2
2.

.
.

λ
λ

λ
−

−

0.4–1.5 180

Si
n2

2

2 2
1

10 6684293

0 301516485

0 003043− =
−

+.

( . )

.λ
λ

4475

1 13475115

1 54133408

1104

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( .. )0 2

1.36–11 67

a-SiO2 quartz
no

2
2

2 2

2

2
1

0 663044

0 060

0 517852

0
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ .. )

.

( . )

.

106

0 175912

0 119

0 565380

2

2

2 2

2

2

+
−

+
−

λ
λ

λ
λ (( . )

.

( . )

.

8 844

1 675299

20 742

1
0 665

2

2

2 2

2

+
−

− =

λ
λ

ne

7721

0 060

0 503511

0 106

0 22

2 2

2

2 2

λ
λ

λ
λ−

+
−

+
( . )

.

( . )

. 114792

0 119

0 539173

8 792

1

2

2 2

2

2 2

λ
λ

λ
λ

−

+
−

+

( . )

.

( . )

..

( . )

807613

197 70

2

2 2

λ
λ −

0.18–0.71 178

SrF2 n2
2

2 2
1

0 67805894

0 05628989

0 3714053− =
−

+.

( . )

.λ
λ

33

0 10801027

3 8484723

34 6490

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 440 2)

0.21–11.5 145
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TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

SrMoO4 no
2

2

2 2

2

2
1

2 4839

0 1451

0 1015

4 60
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 33

1
2 4923

0 1488

0 1050

2

2
2

2 2

2

2

)

.

( . )

.

(
ne − =

−
+

−
λ

λ
λ

λ 44 544 2. )

0.45–2.4 213

SrTiO3 n2
2

2 2

2

2
1

3 042143

0 1475902

1 170065− =
−

+.

( . )

.λ
λ

λ
λ −−

+
−( . )

.

( . )0 2953086

30 83326

33 186062

2

2 2

λ
λ

0.43–3.8 156

TeO2 no
2

2

2 2

2

2
1

2 584

0 1342

1 157

0 2638
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ ))

.

( . )

.

( .

2

2
2

2 2

2

2
1

2 823

0 1342

1 542

0 2
ne − =

−
+

−
λ

λ
λ

λ 6631 2)

0.4–1.0 181

TiO2 n no
2

2
25 913

0 2441

0 0803
7 197

0 3322= +
−

= +.
.

.
; .

.

λ λe 22 0 0843− .

0.43–1.5 182

TlBr n

n

2

2

2

2

1

2
0 48484

0 10279

0 90000
0 0047

−
+

= +
−

−.
.

.
.

λ
λ

8896 2λ
0.54–0.65 203

Tl[Br, I],
KRS-5 n2

2

2 2

2

2
1

1 8293958

0 150

1 6675593− =
−

+
−

.

( . )

.

(

λ
λ

λ
λ 00 250

1 1210424

0 350

0 04513366

2

2

2 2. )

.

( . )

.

+
−

+

λ
λ

λ 22

2 2

2

2 20 450

12 380234

164 59λ
λ

λ−
+

−( . )

.

( . )

0.58–39.4 183

TlCl n

n

2

2

2

2

1

2
0 47856

0 07858

0 08377
0 0088

−
+

= +
−

−.
.

.
.

λ
λ

11 2λ
0.43–0.66 203

Tl[Cl, Br],
KRS-6 n2

2

2 2
21

3 821

0 02234
0 000877− =

−
−.

( . )
.

λ
λ

λ
0.6–24 233

Y3Al5O12,
YAG n2 1− =

−
+

−
2.28200

0.01185

3.27644

282.73

2

2

2

2

λ
λ

λ
λ 44

0.4–5.5 234

Y2O3 n2
2

2 2

2

2
1

2 578

0 1387

3 935

22 936
− =

−
+

−
.

( . )

.

( . )

λ
λ

λ
λ 22

0.2–12 235

YVO4 n

n

o
2 2

0 045731
0 009701= +

−
−3.778790

0.07479
2λ

λ
.

.

ee
2

20 108087

0 052495
0 014305= +

−
−4.607200

2

.

.
.

λ
λ

0.48–1.34 185

ZnGeP2 no
2 =

−
+

−
8.0409+

1.68625

0.40824

1.2880

6

2

2

2

2

λ
λ

λ
λ 111.05

8.0929+
1.8649

0.41468

0.840522

2
ne

2 =
−

+λ
λ

λλ
λ

2

2 452.05−

2.5–9.5 236

b-ZnS
n2

2

2 2
1

0 33904026

0 31423026

3 7606868− =
−

+.

( . )

.λ
λ

λλ
λ

λ
λ

2

2 2

2

20 1759417

2 7312353

33 886560−
+

−( . )

.

( . ))2

0.55–10.5 144

(Continued)
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TABLE 23 Room-Temperature Dispersion Formulas for Crystals (Continued)

Material Dispersion Formula (Wavelength, l, in μm)  Range (μm) Ref.

a-ZnS
n no e

2
2

2 2
21 3 4175

1 7396

0 2677
1 3 4− = +

−
− =.

.

( . )
; .

λ
λ

2264
1 7491

0 2674

2

2 2
+

−
.

( . )

λ
λ

0.36–1.4 237

ZnSe
n2

2

2 2
1

4 2980149

0 1920630

0 62776557− =
−

+.

( . )

.λ
λ

λ 22

2 2

2

2 20 37878260

2 8955633

46 994595λ
λ

λ−
+

−.

.

.

0.55–18 145

ZnTe
n2

2 2 2
9 92

0 42530

0 37766

2 63580

56 5
=

−
+.

.

( . )

.

( .λ λ / ))2 1−
0.55–30 238

ZrO2:
12%Y2O3

n2
2

2 2

2

2
1

1 347091

0 166739

2 117788− =
−

+
−

.

( . )

.λ
λ

λ
λ (( . )

.

( . )0 166739

9 452943

24 3205702

2

2
+

−
λ

λ
0.36–5.1 186

TABLE 24 Room-Temperature Dispersion Formula for Glasses (Continued)

Material Dispersion Formula (Wavelength, l, in μm) Range (μm) Ref.

N-FK5
n2 1= +

−
1.07715032

0.00676601657
+

0.16807912

2

λ
λ

009

0.0230642817
+

0.851889892

89.049

2

2

2

2

λ
λ

λ
λ− − 88778

0.28–2.4 188

N-PK52A n2 1= +
−
1.029607

0.00516800155
+

0.18805062

2

2λ
λ

λ
λλ

λ
λ2

2

20.0166658798
+

0.736488165

138.964129− −
0.3–2.4 188

N-ZK7
n2 1= +

−
1.07715032

0.00676601657
+

0.16807912

2

λ
λ

009

0.0230642817
+

0.851889892

89.049

2

2

2

2

λ
λ

λ
λ− − 88778

0.3–2.4 188

N-BK7
n2 1= +

−
1.03961212

0.00600069867
+

0.23179232

2

λ
λ

444

0.0200179144
+

1.01046945

103.560

2

2

2

2

λ
λ

λ
λ− − 6653

0.3–2.4 188

N-K5
n2 1= +

−
1.08511833

0.00661099503
+

0.19956202

2

λ
λ

005

0.024110866
+

0.930511663

111.982

2

2

2

2

λ
λ

λ
λ− − 7777

0.3–2.4 188

N-KF9
n2 1= +

−
1.19286778

0.00839154696
+

0.08933462

2

λ
λ

5571

0.0404010786
+

0.920819805

112.5

2

2

2

2

λ
λ

λ
λ− − 772446

0.36–2.4 188

LLF1
n2 1= +

−
1.21640125

0.00857807248
+

0.13366452

2

λ
λ

44

0.0420143003
+

0.883399468

107.593

2

2

2

2

λ
λ

λ
λ− − 0060

0.37–1.01† 188

N-PSK53A
n2 1= +

−
1.38121836

0.00706416337
+

0.19674562

2

λ
λ

445

0.0233251345
+

0.886089205

97.484

2

2

2

2

λ
λ

λ
λ− − 77345

0.31–2.5 188

N-BaK4
n2 1= +

−
1.28834642

0.00779980626
+

0.13281772

2

λ
λ

224

0.0315631177
+

0.945395373

105.96

2

2

2

2

λ
λ

λ
λ− − 55875

0.334–2.5 188

N-BaLF4
n2 1= +

−
1.31004128

0.0079659645
+

0.142038252

2

λ
λ

99

0.0330672072
+

0.964929351

109.197

2

2

2

2

λ
λ

λ
λ− − 332

0.36–2.4 188

LF5
n2 1= +

−
1.28035628

0.00929854416
+

0.16350592

2

λ
λ

773

0.0449135769
+

0.893930112

110.49

2

2

2

2

λ
λ

λ
λ− − 33685

0.33–2.4 188

FF5
n2

2

2

2

2
1= +

−
+

−
1.3241093

0.01004

0.147104

0.0

λ
λ

λ
λ 55705

0.0095123− λ 2
0.37–1.01 189*

N-KzFSN4
n2 1= +

−
1.35055424

0.0087628207
+

0.197575502

2

λ
λ

66

0.0371767201
+

1.09962992

90.38669

2

2

2

2

λ
λ

λ
λ− − 994

0.36–2.4 188
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TABLE 24 Room-Temperature Dispersion Formula for Glasses (Continued)

Material Dispersion Formula (Wavelength, l, in μm) Range (μm) Ref.

N-SK10
n2 1= +

−
1.34972093

0.00736272269
+

0.23858792

2

λ
λ

773

0.0253765327
+

0.966733600

103.50

2

2

2

2

λ
λ

λ
λ− − 22909

0.334–2.5 188

N-F2
n2 1

0 00

0= +
−
1.39757037

995906143
+

15920142

2

λ
λ .

. 003

546931752
+

1.26865430

119.248

2

2

2

2

λ
λ

λ
λ− −0 0. 3346

0.33–2.4 188

N-SSK5
n2 1= +

−
1.59222659

0.00920284626
+

0.10352072

2

λ
λ

774

0.0423530072
+

1.05174016

106.927

2

2

2

2

λ
λ

λ
λ− − 3374

0.36–2.4 188

N-BaF10
n2 1= +

−
1.58514950

0.00926681282
+

0.14355932

2

λ
λ

885

0.0424489805
+

1.08521269

105.613

2

2

2

2

λ
λ

λ
λ− − 5573

0.37–1.01 188

N-BaSF64
n2 1= +

−
1.65554268

0.00104485644
+

1.71319772

2

λ
λ

00

0.0499394756
+

1.33664448

118.9614

2

2

2

2

λ
λ

λ
λ− − 772

0.365–2.5 188

N-LaK10
n2 1= +

−
1.72878017

0.00886014635
+

0.16925782

2

λ
λ

225

0.0363416509
+

1.19386956

82.9009

2

2

2

2

λ
λ

λ
λ− − 0069

0.36–2.4 188

N-LaF33
n2 1= +

−
1.79653417

0.00927313493
+

0.31157792

2

λ
λ

003

0.0358201181
+

1.15981863

87.3448

2

2

2

2

λ
λ

λ
λ− − 7712

0.32–2.5 188

NbF1
n2

2

2

2

2
1= +

−
+

−
1.9550984

0.011628

0.0165083

0

λ
λ

λ
λ ..064357

0.012813− λ 2
0.37–1.01 189*

N-LaF2
n2 1= +

−
1.80984227

0.0101711622
+

0.157295552

2

λ
λ

λλ
λ

λ
λ

2

2

2

20.0442431765
+

1.0930037

100.687748− −
0.35–2.4 188

N-SF6
n2 1= +

−
1.77931763

0.0133714182
+

0.338149862

2

λ
λ

66

0.0617533621
+

2.08734474

174.0175

2

2

2

2

λ
λ

λ
λ− − 99

0.40–2.4 188

N-LASF31A
n2 1= +

−
1.96485075

0.00982060155
+

0.47523122

2

λ
λ

559

0.0344713438
+

1.48360109

110.739

2

2

2

2

λ
λ

λ
λ− − 8863

0.334–2.5 188

Fused silica
n2

2

2 2

2

1
0 6961663

0 0684043

0 4079426− =
−

+.

( . )

.λ
λ

λ
λλ

λ
λ2 2

2

2 20 1162414

0 8974794

9 896161−
+

−( . )

.

( . )

0.21–3.71 190

Fused germania
n2

2

2 2
1

0 80686642

0 06897261

0 7181584− =
−

+.

( . )

.λ
λ

88

0 1539661

0 85416831

11 8419

2

2 2

2

2

λ
λ

λ
λ−

+
−( . )

.

( . 331)

0.43–45 191*

BS-93B
n2

2

2 2

2

2
1

1 7441

0 1155

1 6465

14 98
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 11 2)

0.43–4.5 192

CORTRAN 9754
n2

2

2 2

2

2
1

1 66570

0 10832

0 04059

0
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 223813

1 31792

13 576222

2

2 2)

.

( . )
+

−
λ

λ
0.4–5.5 193

IRG 2
n2

2

2 2

2

2
1

2 07670

0 11492

0 35738

0
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 223114

2 88166

17 483062

2

2 2)

.

( . )
+

−
λ

λ
0.365–4.6 188*

IRG 9
n2

2

2

2

2
1

2 07670

0 11492

0 35738

0 2
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 33114

2 88166

17 483062

2

2 2)

.

( . )
+

−
λ

λ
0.365–4.6 188*

(Continued)
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TABLE 24 Room-Temperature Dispersion Formula for Glasses (Continued)

Material Dispersion Formula (Wavelength, l, in μm) Range (μm) Ref.

IRG 11
n2

2

2 2

2

2
1

1 7531

0 1185

0 4346

8 356
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ ))2

0.48–3.3 188*

IRG 100
n2

2

2 2
24 5819

2 2693

0 447
0 000928= +

−
−.

.

( . )
.

λ
λ

λ
1–14 188*

HTF-1
n2

2

2 2

2

2
1

1 06375

0 078958

0 80098

1
− =

−
+

−
.

( . )

.

(

λ
λ

λ
λ 55 1579 2. )

0.37–5 194*

ZBLAN
n2

2

2 2

2

2 2
1

1 168

0 0954

2 77

25 0
− =

−
+

−
.

( . )

.

( . )

λ
λ

λ
λ

0.50–48 195

AMTIR-1/
TI-20 n2

2

2 2

2

2
1

5 298

0 29007

0 6039

32 02
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 22 2)

 1–14 201*

AMTIR-3/
TI-1173 n2

2

2 2

2

2
1

5 8505

0 29192

1 4536

42 7
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 114 2)

3–14 201*

 
n2

2

2 2

2

2
1

5 8357

0 29952

1 064

38 35
− =

−
+

−
.

( . )

.

( .

λ
λ

λ
λ 33 2)

0.9–14 239

∗Our dispersion equation from referenced data.
†Schott dispersion formula range; data available to 2.3 m.

Vibrational modes of many optical materials are summarized in Tables 25 through 40 for a 
number of common optical crystal types. These tables give number and type of zone-center (i.e., 
the wave vector ≈ 0, where Γ  is the usual symbol denoting the center of the Brillouin zone) optical 
modes predicted by group theory (and observed in practice) as well as the frequency (in wave num-
ber) of the infrared-active and Raman modes. Mulliken notation is used. Table 41 summarizes the 
available lattice vibration dispersion models for many crystals.

Parameters for ultraviolet and infrared absorption models for crystals and glasses are not 
included in this edition. Please refer to the previous edition1 for these parameters.

TABLE 25 Optical Modes of Crystals with Diamond Structure; Space Group: 
Fd3m (O )h

7  #227;Γ = F2g(R)

   Material Raman Mode Location (cm–1) Ref.

C (diamond) 1332.4 240
Si 519.5 241
Ge 300.6 242

TABLE 26 Optical Modes of Crystals with Cesium Chloride Structure; Space Group: Pm3m(Oh
5 )# ;221  = F1u(IR)

 Mode location (cm–1) Mode location (cm–1)

Material wTO wLO Ref. Material wTO wLO Ref.

   CsBr 75 113 243 TlBr 43 101 245
   CsCl 99 160 243, 244 TlCl 63 158 245
   CsI 62 88 243 TlI 40 87 246
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TABLE 27 Optical Modes of Crystals with Sodium Chloride Structure; Space Group: Fm3m (Oh
1 ) #225; 

Γ = F1u(IR)

 Mode location (cm–1) Mode location (cm–1)

Material wTO wLO Ref. Material wTO wLO Ref.

 AgBr 79 138 245 MgO 401 718 245, 251
 AgCl 106 196 245 MgS 237 430 248
 BaO 132 425 247 NaBr 134 209 245
 BaS 158 230 248 NaCl 164 264 245
 CaO 295 557 247, 249 NaF 244 418 245
 CaS 256 376 248 NaI 117 176 245
 CdO 270 380 250 NiO 401 580 245
 KBr 113 165 245 SrO 227 487 247, 249
 KCl 142 214 245 SrS 194 284 248
 KF 190 326 245 PbS 71 212 252
 KI 101 139 245 PbSe 39 116 253
 LiF 306 659 245, 251 PbTe 32 112 254

TABLE 29 Optical Modes of Crystals with Fluorite Structure; Space 
Group: Fm3m (Oh

1 ) #225; Γ = F1u(IR) + F2g(R)

 Mode locations (cm−1) 

Material F1u(wTO) F1u (wLO) F2g Ref.

BaCl2   185 268
BaF2 184 319 241 269, 270, 271
CaF2 258 473 322 269, 270, 271
CdF2 202 384 317 271, 272
EuF 2 194 347 287 268
b-PbF2 102 337 256 268, 272
SrCl2 147 243 182 268, 273, 274
SrF2 217 366 286 269, 270, 271
ThO2 281 568  275
UO2 281 555 445 275, 276
ZrO2 354 680 605 277

TABLE 28 Optical Modes of Crystals with Zincblende Structure; Space Group: F43m(Td
2 )#216; Γ = F2(R, IR)

 Mode location (cm–1) Mode location (cm–1)

Material wTO wLO Ref. Material wTO wLO Ref.

 AlAs 364 402 255 GaSb 230 240 262
 AlSb 319 340 256 InAs 217 239 262, 263
 BN 1055 1305 257, 258 InP 304 345 256
 BP 799 829 257, 258 InSb 179 191 263, 264
 CdTe 141 169 259 -SiC 793 970 242, 265
 CuCl 172 210 260 ZnS 282 352 259, 266
 GaAs 269 292 256 ZnSe 206 252 259
 GaP 367 403 256, 261 ZnTe 178 208 259, 267
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TABLE 30 Optical Modes of Crystals with Corundum Structure; Space Group: (R3c(D3d
6 )#167 ); 

Γ = 2A1g(R) + 2A1u(−) + 3A2g(−) + 2A2u (IR, E || c) + 5Eg(R) + 4Eu(IR, E  c)

  Mode locations (cm−1)

  Infrared modes (LO in parentheses) Raman modes

     Material Eu Eu Eu Eu A1u A1u Eg Eg Eg Eg Eg A1g A1g

Al2O3 385 422 569 635 400 583 378 432 451 578 751 418 645
(Refs. 35, 278) (388) (480) (625) (900) (512) (871)       
Cr2O3 417 444 532 613 538 613 — 351 397 530 609 303 551
(Refs. 279, 280) (420) (446) (602) (766) (602) (759)       
Fe2O3 227 286 437 524 299 526 245 293 298 413 612 226 500
(Refs. 280, 281) (230) (368) (494) (662) (414) (662)

TABLE 31 Optical Modes of Crystals with Wurtzite Structure; 
Space Group: P63mc (C6v

4 ) #186; Γ = A1(R, IR E || c) + 2B1(−) + E1 
(R, IR E  c) + 2E2(R)

  Material

Mode locations (cm−1)

Ref.

IR modes TO & (LO) Raman modes

E1 A1 E2 E2

  b-AgI    106    106 17 112 282
  (124)  (124)
  AlN    673    614 252 660 283
  (916)  (893)
  BeO    725    684 340 684 284, 285
 (1095) (1085)
  CdS    235    228 44 252 285, 286
  (305)  (305)
  CdSe    172    166 34 176 287
  (210)  (211)
  GaN    560    533 145 568 218, 288
  (746)  (744)
  a-SiC    797    788 149 788 289
    970    964
  ZnO    407    381 101 437 285, 290
  (583)  (574)
  ZnS    274    274 55 280 285
  (352)  (352)

TABLE 32 Optical Modes of Crystals with Trigonal Selenium Structure; 
Space Group: P31 21(D3

4 ) #152; Γ = A1 (R) + A2(IR, E || c) + 2E(IR, E  c, R)

Material

Mode locations (cm−1)

Ref.

    Raman    Infrared, E  c Infrared, E || c

         A1 E E A2

  Se 237    144    225    102   291, 292

 (150)  (225)  (106)

  Te 120     92    144     90   293

 (106)  (145)   (96)



PROPERTIES OF CRYSTALS AND GLASSES  2.71

TABLE 33 Optical Modes of Crystals with a-Quartz Structure; Space Group: P3221 (D3
6 ) 

#154; Γ = 4A1(R) + 4A2 (IR, E || c) + 8E(IR, E  c, R)

Material

Infrared modes, E c

E E E E E E E E

SiO2   128   265   394   451   697   796   1067   1164

(Refs. 294, 295, 296)   (128)   (270)   (403)   (511)   (699)   (809)  (1159)  (1230)

GeO2   121   166   326   385   492   583   857     961

(Refs. 297)   (121)   (166)   (372)   (456)   (512)   (595)   (919)   (972)

Material

Infrared modes, E || c Raman modes

A2 A2 A2 A2 A1 A1 A1 A1

SiO2   364   500 777 1080   207   356   464   1085

(Refs. 294, 295, 296)   (388)   (552)  (789)  (1239)

GeO2   212   261   440    880

(Ref. 297)

TABLE 34 Optical Modes of Crystals with Rutile Structure; Space Group: P42/mnm (D4h
14 ) #136; 

Γ = A1g(R) + A2g(−) + A2u(IR, E || c) + B1g(R) + B2g(R) + 2B1u(−) + Eg(R) + 3Eu(IR, E  c)

           Material

Mode locations (cm−1)

Infrared modes (LO in parentheses) Raman modes

Eu Eu Eu A2u B1g Eg A1g B2g

CoF2  190  270   405 345 68 246 366 494

(Refs. 298, 299, 230)  (234)  (276)   (529)   (506)

FeF2  173  244   405   307 73 257 340 496

(Refs. 299, 300, 301)  (231)  (248)   (530)   (487)

GeO2  300  370   635   455 97 680 702 870

(Refs. 297, 303, 304)  (345)  (470)   (815)   (755)

MgF2  247  410   450   399 92 295 410 515

(Refs. 301, 302, 305, 306, 307)  (303)  (415)   (617)   (625)

SnO2  243  284   605   465 123 475 634 776

(Refs. 308, 309, 310)  (273)  (368)   (757)   (703)

TiO2  189  382   508   172 143 447 612 826

(Refs. 32, 36, 301, 311)  (367)  (444)   (831)   (796)

ZnF2  173  244   380   294 70 253 350 522

(Refs. 299, 300, 303, 305)  (227)  (264)   (498)   (488)
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TABLE 35 Optical Modes of Crystals with Scheelite Structure; Space Group: I41/a(C4h
6 ) #88; Γ = 3Ag(R) + 4Au(IR, E || c) + 5Bg(R) + 3Bu(–) + 5Eg(R) + 

4Eu (IR, E c)

  Material Ref.

Infrared modes, E c Infrared modes, E || c

Eu Eu Eu Eu Au Au Au Au

CaMoO4 312, 313, 314      146
     (161)

  197
  (258)

    322
    (359)

     790
     (910)

      193
      (202)

     247
     (317)

    420
    (450)

    772
    (898)

CaWO4 312, 313, 314      142
     (153)

  200
  (248)

    313
    (364)

     786
     (906)

      177
      (181)

     237
     (323)

    420
    (450)

    776
    (896)

SrMoO4 313      125   [181]     [327]      [830]       153      [282]     [404]     [830]

SrWO4 313      [140]   [168]     [320]      [833]       [150]      [278]     [410]     [833]

PbMoO4 313, 314      90
      (99)

  105
  (160)

    301
    (318)

     744
     (886)

      86
      (132)

     258
     (278)

    373
    (387)

    745
    (865)

PbWO4 313, 314, 315      73
     (101)

  104
  (137)

    288
    (314)

     756
     (869)

      58
      (109)

     251
     (278)

    384
    (393)

    764
    (866)

LiYF4 316, 317      143
     (173)

  292
  (303)

    326
    (367)

     424
     (566)

      195
      (224)

     252
     (283)

    396     490

 

Material Ref.

Raman modes

Ag Ag Ag Bg Bg Bg Bg Bg Eg Eg Eg Eg Eg

CaMoO4 318 205 333 878 110 219 339 393 844 145 189 263 401 797

CaWO4 318, 319 218 336 912 84 210 336 401 838 117 195 275 409 797

SrMoO4 318 181 327 887 94 157 327 367 842 111 137 231 381 797

SrWO4 318,319 187 334 925 75 334 370 839 101 131 238 378 797

PbMoO4 320 164 314 868 64 75 317 348 764 61 100 190 356 744

PbWO4 320 178 328 905 54 78 328 358 766 63 78 192 358 753

LiYF4 316, 317 [150] 264 425 177 248 329 382 427 153 199 329 368 446
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TABLE 36 Optical Modes of Crystals with Spinel Structure; Space Group: Fd3m (Oh
7 ) #227; Γ = A1g(R) + 

Eg(R) + F1g( − ) + 3F2g(R) + 2A2u( − ) + 2Eu( − ) + 4F1u(IR) + 2F2u( − )

  Material Ref.

Mode locations (cm−1)

Infrared modes Raman modes

F1u F1u F1u F1u F2g F2g F2g Eg A1g

MgAl2O4 226, 321, 322 305
(311)

428 485
(497)

670
(800)

311 492 611 410 722

CdIn2S4 323, 324 68
(69)

171
(172)

215
(270)

307
(311)

93 247 312 185 366

ZnCr2O4 325 186
(194)

372
(377)

506
(522)

624
(711)

186 515 610 457 692

ZnCr2S4 326, 327, 328 115
(117)

249
(250)

340
(360)

388
(403)

116 [290] 361 249 403

TABLE 37 Optical Modes of Crystals with Cubic Perovskite 
Structure; Space Group: Pm3m (Oh

1 ) #221; Γ = 3F1u(IR) + F2u( − )

  Material

Infrared mode locations (cm−1)

Ref.F1u* F1u F1u

KTaO3    85     199     549 329

      (88)   (200)   (550)

SrTiO3    88     178     544 329, 330, 331

    (173)   (473)   (804)

KMgF3    168     299     458 332, 333

    (197)   (362)   (551)

KMnF3    119     193     399 332, 333

    (144)   (270)   (483)

*“Soft” mode with strong temperature dependence.

TABLE 38 Optical Modes of Crystals with Tetragonal Perovskite Structure; Space Group: P42/mnm (D4h
14 ) #136; Γ = 3A1

(IR,E || c, R) + B1(R) + 4E(IR, E c, R)

Mode locations (cm−1)

 Infrared (E c) Raman Infrared (E || c)

Material E E E E B1 A1 A1 A1 Ref.

BaTiO3 34 (180) 181 (306) 306 (465) 482 (706) 305 180 (187) 280 (469) 507 (729) 329, 333, 334
PbTiO3 89 (128) 221 250 (445) 508 (717) 415 127 (215) 351 (445) 613 (794) 335
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TABLE 39 Optical Modes of Crystals with the Chalcopyrite Structure; Space Group: I42d (D2d
12 )  

#122; Γ = A1(R) + 2A2( − ) + 3B1(R) + 3B2(IR, E || c, R) + 6E(IR, E c, R)

  Material Ref.

Mode locations (cm−1)

Raman modes Infrared modes (E || c)

A1 B1 B1 B1 B2 B2 B2

AgGaS2 336
337

  295   118   179   334   195
    (199)

  215
  (239)

   366
   (400)

AgGaSe2 113   181   56   160   253   58
       (58)

  155
  (161)

   252
   (275)

CdGeAs2 338   [185]   [105]   [169]   [242]     [108]
  [(109)]

  203
  (210)

   270
   (278)

CuGaS2 336   312   138   203   243   259
    (284)

  339
  (369)

   371
   (402)

ZnGeP2 339
340

  328   120   247   389     [140]   361
  (341)

   411
   (401)

ZnSiP2 341   344   131   352
  (362)

   511
   (535)

  Material Ref.

Infrared mode location (E c)

E E E E E E

AgGaS2 336, 337    63
     (64)

   93
   (96)

    158
  (160)

   225
  (230)

    323
  (347)

     368
   (392)

AgGaSe2 336, 342    78
     (78)

   133
   (135)   (112)

   160
  (163)

    208
  (213)

     247
   (274)

CdGeAs2 338, 343, 344    95
     (95)

  [114]
  [(114)]

    159
  (161)

   200
  (206)

    255
  (258)

     272
   (280)

CuGaS2 336    75
     (76)

95
   (98)

    147
  (167)

   260
  (278)

    335
  (352)

     365
   (387)

ZnGeP2 339, 340    94
     (94)

   141
   (141)

    201
  (206)

   328
  (330)

    369
  (375)

     386
   (406)

ZnSiP2 341    105
   (105)

   185
   (185)

    270
  (270)

   335
  (362)

    477
  (477)

     511
   (535)

TABLE 40 Optical Modes of Other Crystals (Continued)

Material/Space Group Irreducible Optical Representation and Optical Modes Locations (cm–1)

Orpiment, As2S3

P b C h2 141 2
5/ ( )#

(Ref. 345)

Γ =  15Ag(R) + 15Bg(R) + 14Au(IR, E || b) + 13Bu(IR, E || a, E || c) 
[7A1(IR, E || c, R) + 7A2(R) + 7B1(IR, E || b, R) + 6B2(IR, E || a, R) 
for a noninteracting molecular layer structure] 

Ag = 136, 154, 204, 311, 355, 382
Bu = 140, 159, 198, 278, 311, 354, 383

Calcite, CaCO3

R c D d3 3
6( )  #167 

(Refs. 346, 347)

Γ = A1g(R) + 2A1u(–) + 3A2u(IR, E ||  c) + 4Eg(R) + 5Eu(IR, E  c) 
A1g = 1088 
Eg = 156, 283, 714, 1432 

A2u = 92(136), 303(387), 872(890) 
Eu = 102(123), 223(239), 297(381), 712(715), 1407(1549)
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TABLE 40 Optical Modes of Other Crystals (Continued)

Material/Space Group Irreducible Optical Representation and Optical Modes Locations (cm–1)

BBO, Ba3[B3O6]2

R C3 3
4( )  #146

(Ref. 348)

Γ = 41A(IR, E  c, R) + 41E(IE, E  c, R)
(See reference)

BSO, sellenite, Bi12SiO20 
I23 (T3) #197
(Ref. 349)

Γ = 8A(R) + 8E(R) + 24F(IR)
A = 92,149,171,282,331,546,785
E = 68, 88, 132,252, —, 464, 626
F =  44, 51, 59, 89, 99, 106, —, 115, 136, 175, 195, 208, 237, 288, 314, 353, 367, 462, 496, 509,

    531, 579, 609, 825

BIBO, BiB3O6
C2(C )#52

3

(Refs. 350, 351)

Γ = 13A+14B
(See references)

Iron pyrite, FeS2
Pa3 ( )Th

6  #205 
(Refs. 352, 353)

Γ = Ag(R) + Eg(R) + 3Fg(R) + 2Au(−) + 2Eu(−) + 5Fu(IR)
Ag = 379 
Eg = 343
Fg = 435, 350, 377
Fu = 293(294), 348(350), 401(411), 412(421), 422(349)

KDP, KH2PO4

I d D d42 1222
12( )#

(Ref. 354)

Γ = 4A1(R) + 5S2(−) + 6B1(R) + 6B2(IR, E || c, R) + 12E(IR, E  c, R)
A1 = 360, 514, 918, 2700
B1 = 156, 479, 570, 1366, 1806, 2390
B2 = 80, 174, —, 386, 510, 1350
E = 75, 95, 113, 190, 320, 490, 530, 568, 960, 1145, —, 1325

KTP
Pna21 ( )C v2

9  #33
(Refs. 355, 356)

Γ = 47A1(IR, E || c, R) + 48A2(R) + 47B1(IR, E ||  a, R) + 47B2(IR, E || b, R)

Lanthanum fluoride, LaF3 

P c D d3 1 3
4( )  #165 

(Refs. 357, 358, 359)

Γ = 5A1g(R) + 12Eg(R) + 6A2u(IR, E || c)
A1g = 120, 231, 283, 305, 390
Eg = 79, 145, 145, 163, 203, 226, 281, 290, 301, 315, 325, 366

A2u = 142(143), 168(176), 194(239), —, 275(296), 323(468)
Eu = 100(108), 128(130), 144(145), 168(183), 193(195), 208(222), 245(268), 272(316),

           354(364), 356(457)

LBO
LiB3O5
Pna21 ( )C2v

9  #33
(Ref. 360)

Γ = 26A1(IR, E || z, R) + 27A2(R) + 26B1(IR, E || x, R) + 26B2(IR, E || y ,R)
(See reference)

Lithium iodate, LiIO3 
P63 ( )C6

6  #173
(Refs. 361, 362)

Γ = 4A(IR, E || c, R) + 5B(−) + 4E1(IR, E  c, R) + 5E2(R)
A = 148(148), 238(238), 358(468), 795(817)
E1 = 180(180), 330(340), 370(460), 764(848)
E2 = 98, 200, 332, 347, 765

Lithium niobate, LiNbO3 
R3c ( )C3v

6  #161
(Refs. 363, 364)

Γ = 4A1(IR, E || c, R) + 5A2(+ 9E(IR, E  c, R)
A1 = 255(275), 276(333), 334(436), 633(876)
E = 155(198), 238(243), 265(295), 325(371), 371(428), 431(454), 582(668),

           668(739), 743(880)

Potassium niobate, KNbO3 
Bmm2 ( )C2v

14  #38 
(Ref. 365)

Γ = 4A1(IR, E || z, R) + 4B1(IR, E || x, R) + 3B2(IR, E || y, R) + A2(R)
A1 = 190(193), 290(296), 299(417), 607(827)
B1 = 187(190), 243(294), 267(413), 534(842)
B2 = 56(189), 195(425), 511(838)
A2 = 283

Tl3AsSe3, TAS
R3m (C )3v

5  #160
(Ref. 366)

Γ = 4A1(IR, E || c, R) + 4A2(–) + 6E(IR, E  c, R)
A1 = 62(66), 93(97), 119(132), 239(247)
E = 64.1(67.5), 78.1(82), 92.6(96), 125 (133), 240(250)

(Continued)
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TABLE 40 Optical Modes of Other Crystals (Continued)

Material/Space Group Irreducible Optical Representation and Optical Modes Locations (cm–1)

Paratellurite, TeO2 
P41212 ( )D4

4  #92 
(Refs. 367, 368)

Γ = 4A1(R) + 4A2(IR, E || c) + 5B1(R) + 4B2(R) + 8E(IR, E  c, R)
A1 = 148, 393, 648
A2 = 82(110), 259(263), 315(375), 575(775)
B1 = 62, 175, 216, 233, 591
B2 = 155, 287, 414, 784
E = 121(123), 174(197), 210(237), 297(327), 330(379), 379(415), 643(720), 769(812)

Yttria, Y2O3 
Ia3 ( )Th

7  #206 
(Ref. 369)

Γ = 4Eg(R) + 4Ag(R) + 14Fg(R) + 5Eu(–) + 5Au(–) + 16Fu(IR)
Eg = 333, 830, 948
Ag = 1184
Fg = (131), 431, 469, 596
Fu = 120(121), 172(173), 182(183), 241(242), 303(315), 335(359), 371(412), 

           415(456), 461(486), 490(535), 555(620)

Yttrium Vanadate, YVO4

I4 /amd(D )#1411 4h
19

(Refs. 370, 371)

Γ = 2A1g(R) + 5Eg(R) + 4B1g(R) + 1B2g(−) + 3A2u(IR || c) + 4Eu(IR c) + 1A2g(−) + 1A1u(−) +
           1B1u(−) + 2B2u(−)

Eu = 195(222), 263(309), 309(311), 780 (930)
A2u = 310, 455, 803

Yttrium aluminum garnet 
(YAG), Y3Al2(AlO4)3 
Ia3d ( )Oh

10  #230 
(Refs. 372, 373)

Γ = 5A1u(−) + 3A1g(−) + 5A2g(−) + 10Eu(−) + 8Eg(R) + 14F1g(−) + 17F1u(IR) + 14F2g(R) +
          16F2u(−)
A1g = 373, 561, 783
Eg = 162, 310, 340, 403, 531, 537, 714, 758

F2g = 144, 218, 243, 259, 296, 408, 436, 544, 690, 719, 857
F1u = 122(123), 163(172), 177(180), 219(224), 290(296), 330(340), 373(378), 387(388),
           395(403), 428(438), 446(472), 472(511), 516(549), 569(585), 692(712), 723(765),
            782(841)

TABLE 41 Summary of Available Lattice Vibration Model Parameters (Continued)

Material

Dispersion model reference

 Material

Dispersion model reference

Classical Four-Parameter Classical Four-Parameter

AgBr 374   KNbO3 365

AgCl 374   KTaO3 329

AgGaS2 336   KTiOPO4 355

AgGaSe2 342   LaF3 358

Al2O3 35 36   La2O3 384

ALON 205   LiF 251

As2S3 (cryst) 345   LiIO3 361, 362

As2S3 (glass) 375   LiNbO3 385

As2S3 (cryst) 345   YLiF4 316

As2Se3 (glass) 375   MgAl2O4 226

BaF2 269   MgF2 305, 307 302

BaTiO3 329, 376 334   MgO 251

BeO 284   NaF 386

BN 257   PbF2 272
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3.1 GLOSSARY

AH O2  
water absorption

    K thermal conductivity

       Ts maximum service temperature

       a thermal expansion coeffi cient

          r density

3.2 INTRODUCTION

A small number of carbon-based polymeric materials possesses some of those qualities which have 
made glass an attractive optical material. Most of these polymeric materials do exhibit certain physi-
cal deficiencies compared to glass. But, despite the fact that “plastic optics” has acquired an image 
as a low-end technology, it may nonetheless be a better choice, or even the best choice, in certain 
applications.

Selection Factors

Virtually all of the polymers having useful optical properties are much less dense than any of 
the optical glasses, making them worthy of consideration in applications where weight-saving 
is of paramount importance. Many of them exhibit impact resistance properties which exceed 
those of any silicate glass, rendering them well-suited to military applications (wherein high “g” 
loads may be encountered), or ideal for some consumer products in which safety may be a criti-
cal consideration.

Though the physical properties of the polymers may make them better matched to certain design 
requirements than glass, by far the most important advantage of polymeric optics is the considerable 
creative freedom they make available to the optical and mechanical design effort.1 While the design 
constraints and guidelines governing glass optics design and fabrication are fairly well defined, the var-
ious replication processes which may be put to use in polymer optics fabrication make available unique 
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opportunities for the creation of novel optical components and systems which would be unthinkable 
or unworkable in glass. Oftentimes, the differences in the engineering approach, or in the production 
processes themselves, may make possible very significant cost reductions in high-volume situations.2

3.3 FORMS

Thermoset Resins

Optical polymers fall into basically two categories—the thermoset resins and the thermoplastic resins. 
The thermoset resin group consists of chemistries in which the polymerization reaction takes place 
during the creation of the part, which may be produced by casting, or by transfer replication. The 
part which has been created at completion of the reaction may then be postprocessed, if desired, by 
machining. In general, the thermoset resins cannot be melted and re-formed.

The most commonly encountered thermoset optical resin is that used to produce ophthalmic 
lenses for eyewear.3 The monomer, which is stored in liquid form at reduced temperature, is intro-
duced into a mold, where the polymerization reaction takes place, forming a part which assumes the 
shape of the cavity containing it. Alternatively, epoxy-based chemistries have been used with some 
success to form replicated reflecting surface shapes by a transfer process, and to produce aspheric figur-
ing (at relatively modest expense) upon spherical refractive or reflective substrates.

Thermoplastic Resins

With the possible exception of eyewear, most polymeric optics are executed in thermoplastic materials 
which are supplied in already polymerized form.4 These materials are normally purchased in bulk as 
small pellets. These pellets are heated to a temperature beyond the softening point, so that they flow to 
become a single viscous mass. This mass is then formed to assume the shape desired in the final part.

Parts may be created by the injection molding process, in which the heated polymer is squirted into a 
mold at high pressure and allowed to cool in the shape of the desired component. Or the pellets may be 
directly heated between the two halves of a compression mold, and the mold closed to effect formation of 
the part. Hybrid molding technologies combining these two processes are recently experiencing increasing 
popularity in optical molding applications, and have produced optical surface figures of very high quality.

The capability of modern molding technology to produce optics having very good surface-figure qual-
ity has made possible the creation of polymeric optical components for a wide variety of applications. 
Among these are medical disposables, intraocular lenses, a host of consumer products, military optics, and 
a number of articles in which optical, mechanical, and electrical functions are combined in a single part.5

3.4 PHYSICAL PROPERTIES

Density

Optical glass types number in the hundreds (if all manufacturers worldwide are counted). The glass 
types available from the catalogs cover a wide range of optical, physical, thermal, and chemical proper-
ties. The density of these materials varies from about 2.3 g/cm3 to about 6.3 g/cm3. The heaviest opti-
cally viable polymer possesses a density of only about 1.4 g/cm3, whereas the lightest of these materials 
will readily float in water, having a density of 0.83 g/cm3.6 All other things being equal, the total element 
count in an optical system may often be reduced (at modest cost penalty) by the inclusion of nonspheri-
cal surfaces. All things considered, then, polymeric optical systems may be made much less massive than 
their glass counterparts, especially if aspheric technology is applied to the polymer optical trains.

Hardness

Although cosmetic blemishes rarely impact final image quality (except in the cases of field lenses 
or reticles), optical surfaces are customarily expected to be relatively free of scratches, pits, and 
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the like. Ordinary usage, especially cleaning procedures, are likely to result in some scratching 
with the passage of time. Most common optical glasses possess sufficient hardness that they are 
relatively immune to damage, if some modest amount of care is exercised.

The polymeric optical materials, on the other hand, are often so soft that a determined thumb-
nail will permanently indent them. The hardness of polymeric optics is difficult to quantify (in 
comparison to glass), since this parameter is not only material-dependent, but also dependent upon 
the processing. Suffice it to say that handling procedures which would result in little or no damage 
to a glass element may produce considerable evidence of abrasion in a polymeric surface, particu-
larly in a thermoplastic. In fact, the compressibility of most thermoplastic polymers is such that the 
support for hard surface coatings is sufficiently low that protection provides immunity against only 
superficial abrasion. These deficiencies are of no particular consequence, however, if the question-
able surfaces are internal, and thereby inaccessible.

Rigidity

A property closely related to hardness is the elastic modulus, or Young’s modulus. This quantity, and 
the elongation factor at yield, are determinants of the impact resistance, a performance parameter in 
which the polymers outshine the glasses. These properties are, again, dependent upon the specified 
polymeric alloy, any additives which may be present, and processing history of the polymer, and cannot 
be dependably quoted.7,8 The reader is referred to any of several comprehensive references listed herein 
for mechanical properties data. Those properties which create good impact resistance become liabilities 
if an optical part is subjected to some torsion or compressive stress. Since optical surface profiles must 
often be maintained to subwavelength accuracy, improper choice of the thickness/diameter ratio, or 
excessive compression by retaining rings, may produce unacceptable optical figure deformations.

Polymer chemistry is a complex subject probably best avoided in a discussion of polymer optics. 
Carbon-based polymers have been synthesized to include an extensive variety of chemical sub-
groups, however. Unfortunately, relatively few of these materials are actually in regular production, 
and only a handful of those possess useful optical properties for imaging purposes.

Service Temperature

Any decision involving a glass/plastic tradeoff should include some consideration of the anticipated 
thermal environment. While the optical glasses may exhibit upper service temperature limits of 
from 400 to 700°C, many of the glass types having the most interesting optical properties are quite 
fragile, and prone to failure if cooled too quickly. These failures are mostly attributable to cooling-
induced shrinkage of the skin layer, which shatters because the insulating properties of the material 
prevent cooling (and shrinkage) of the bulk material at the same rate.

The polymeric materials, on the other hand, have much lower service temperature limits, in 
some cases no higher than about 60°C.9 The limit may approach 250°C for some of the fluoropoly-
mers. The thermal conductivity of many of these polymers may be as much as an order of magni-
tude lower than for the glasses and the thermal expansion coefficients characterizing the polymers 
are often an order of magnitude larger than those associated with optical glasses. Consequently, sub-
jecting any polymeric optical element to a significant thermal transient is likely to create more severe 
thermal gradients in the material, and result in significant thermally induced optical figure errors.10 
Again, it is suggested that the interested reader consult the plastic handbooks and manufacturer’s 
literature for a complete listing of this behavior, as additives and variation in molecular weight dis-
tribution may significantly affect all of these properties. Some of the most important physical prop-
erties of the more readily available optical polymers are tabulated in Table 1.

Conductivity (Thermal, Electrical)

Most materials which exhibit poor thermal conductivity are also poor electrical conductors. Since 
many unfilled polymers are very effective electrical insulators, they acquire static surface charge 
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fairly easily, and dissipate it very slowly. Not surprisingly, these areas of surface charge quickly attract 
oppositely charged contaminants, most of which are harder than the plastic. Attempts to clear the 
accumulated particles from the surfaces by cleaning can, and usually do, result in superficial damage. 
Application of inorganic coatings to these surfaces may do double duty by providing a more 
conductive surface (less likely to attract contaminants), while improving the abrasion resistance.

Outgassing

In contrast to glass optical parts, which normally have very low vapor pressure when properly 
cleaned, most polymers contain lubricants, colorants, stabilizers, and so on, which may outgas 
throughout the life of the part. This behavior disqualifies most plastic optical elements from serv-
ing in space-borne instrumentation, since the gaseous products, once lost, surround the spacecraft, 
depositing upon solar panels and other critical surfaces. Some, but few, thermoset resins may be 
clean enough for space applications if their reaction stoichiometry is very carefully controlled in the 
creation of the part.

Water Absorption

Most polymers, particularly the thermoplastics, are hygroscopic. They absorb and retain water, 
which must, in most cases, be driven off by heating prior to processing. Following processing, the 
water will be reabsorbed if the surfaces are not treated to inhibit absorption. Whereas only a very 
small amount of water will normally attach to the surfaces of a glass optical element, the poly-
mer materials used for optics may absorb from about 0.003 to about 2 percent water by weight. 
Needless to say, the trapped water may produce dimensional changes, as well as some minor altera-
tions of the spectral transmission. Physical properties of some of the more familiar optical poly-
mers are listed in Table 1. Density = r (g/cm3); thermal expansion coefficient = a (cm/cm °C × 10−5); 
max. service temperature = Ts (°C); thermal conductivity = K (cal/sec cm °C × 104); and water 
absorption ( )24 h H O2

= A  (%). Values are to be considered approximate, and may vary with supplier 
and processing variations.

TABLE 1 Physical Properties

   Material r a Ts K AH O2

P-methylmethacrylate 1.18 6.0 85 4–6 0.3
P-styrene 1.05 6.4–6.7 80 2.4–3.3 0.03
NAS 1.13 5.6 85 4.5 0.15
Styrene acrylonitrile (SAN) 1.07 6.4 75 2.8 0.28
P-carbonate 1.25 6.7 120 4.7 0.2–0.3
P-methyl pentene 0.835 11.7 115 4.0 0.01
P-amide (Nylon) 1.185 8.2 80 5.1–5.8 1.5–3.0
P-arylate 1.21 6.3  7.1 0.26
P-sulfone 1.24 2.5 160 2.8 0.1–0.6
P-styrene co-butadiene 1.01 7.8–12   0.08
P-cyclohexyl methacrylate 1.11    
P-allyl diglycol carbonate 1.32  100 4.9 
Cellulose acetate butyrate 1.20   4.0–8.0 
P-ethersulfone 1.37 5.5 200 3.2–4.4 
P-chloro-trifluoroethelyne 2.2 4.7 200 6.2 0.003
P-vinylidene fluoride 1.78 7.4–13 150  0.05
P-etherimide 1.27 5.6 170  0.25
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Additives

Polymers are normally available in a variety of “melt flow” grades—each of which possesses viscosity 
properties best suited to use in parts having specific form factors. A number of additives are com-
monly present in these materials. Such additives may, or may not, be appropriate in an optical appli-
cation. Additives for such things as flame retardancy, lubricants, lubrication, and mold release are 
best avoided if not included to address a specific requirement. Frequently, colorants are added for 
the purpose of neutralizing the naturally occurring coloration of the material. These additives cre-
ate an artificial, but “clear,” appearance. The colorants must, of course, absorb energy to accomplish 
this, resulting in a net reduction in total spectral transmission.

Radiation Resistance

Most of the optical polymers will be seen to exhibit some amount of fluorescence if irradiated by 
sufficiently intense high-energy radiation.11 High-energy radiation of the ultraviolet and ionizing 
varieties will, in addition, produce varying amounts of polymer chain crosslinking, depending upon 
the specific polymer chemistry. Crosslinking typically results in discoloration of the material, and 
some amount of nonuniform energy absorption. Inhibitors may be added to the polymeric material 
to retard crosslinking, although, oddly enough, the polymers most susceptible to UV-induced dis-
coloration are generally the least likely to be affected by ionizing radiation, and vice versa.

Documentation

Although polymeric materials suffer some shortcomings in comparison to glass (for optical applica-
tions), distinct advantages do exist. The major obstacle to the use of polymers, however, is the spotty 
and imprecise documentation of many of those properties required for good engineering and design. 
In general, the resin producers supply these materials in large quantity to markets wherein a knowl-
edge of the optical properties is of little or no importance. With luck, the documentation of optical 
properties may consist of a statement that the material is “clear.” In the rare case where refractive 
index is documented, the accuracy may be only two decimal places. In these circumstances, the opti-
cal designer or molder is left to investigate these properties independently—a complex task, since the 
processing itself may affect those properties to a substantial degree.

Unfortunately, optical applications may represent only a small fraction of a percent of the total 
market for a given resin formulation, and since these materials are sold at prices ranging from less 
than two dollars to a few dollars per pound, the market opportunity represented by optical applica-
tions seems minuscule to most polymer vendors.

3.5 OPTICAL PROPERTIES

Variations

It is only a fortuitous accident that some of the polymers exhibit useful optical behavior, since most 
all of these materials were originally developed for other end uses. The possible exceptions are the 
materials used for eyeglass applications (poly-diallylglycol), and the materials for optical informa-
tion storage (specially formulated polycarbonate). Citation of optical properties for any polymeric 
material must be done with some caution and qualification, as different melt flow grades (having 
different molecular weight distribution) may exhibit slightly different refractive index properties. 
Additives to regulate lubricity, color, and so on can also produce subtle alterations in the spectral 
transmission properties.
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Spectral Transmission

In general, the carbon-based optical polymers are visible-wavelength materials, absorbing fairly 
strongly in the ultraviolet and throughout the infrared.12–14 This is not readily apparent from the 
absorption spectra published in numerous references, though. Such data are normally generated by 
spectroscopists for the purpose of identifying chemical structure, and are representative of very thin 
samples. One can easily develop the impression from this information that the polymers transmit 
well over a wide spectral range. Parenthetically, most of these polymers, while they have been char-
acterized in the laboratory, are not commercially available. What is needed for optical design pur-
poses is transmission data (for available polymers) taken from samples having sufficient thickness to 
be useful for imaging purposes.

Some specially formulated variants of poly-methylmethacrylate have useful transmission down 
to 300 nm.15 Most optical polymers, however, begin to absorb in the blue portion of the visible 
spectrum, and have additional absorption regions at about 900 nm, 1150 nm, 1350 nm, finally 
becoming totally opaque at about 2100 nm. The chemical structure which results in these absorption 
regions is common to almost all carbon-based polymers, thus the internal transmittance character-
istics of these materials are remarkably similar, with the possible exception of the blue and near-UV 
regions. A scant few polymers do exhibit some spotty narrowband transmission leakage in the 
far-infrared portion of the spectrum, but in thicknesses suitable only for use in filter applications.

Refractive Index

The chemistry of carbon-based polymers is markedly different from that of silicate glasses and inorganic 
crystals in common use as optical materials. Consequently, the refractive properties differ significantly. 
In general, the refractive indices are lower, extending to about 1.73 on the high end, and down to a lower 
limit of about 1.3. In practice, those materials which are readily available for purchase exhibit a more 
limited index range—from about 1.42 to 1.65. The Abbe values for these materials vary considerably, 
though, from about 100 to something less than 20. Refractive index data for a few of these polymers, 
compiled from a number of sources, is displayed in Table 2. In the chart, PMMA signifies polymethyl-
methacrylate; P-styr, polystyrene; P-carb, polycarbonate; SAN, styrene acrylonitrile; PEI, polyetherim-
ide; PCHMA, polycyclohexylmethacrylate. The thermo-optic coefficients at room temperature (change 
in refractive index with temperature) are also listed. Note that these materials, unlike most glasses, expe-
rience a reduction in refractive index with increasing temperature. Figure 1, a simplified rendition of the 

TABLE 2 Refractive Index of Some Optical Polymers

  Line ID Wavl., nm PMMA P-styr P-carb SAN PEI PCHMA

 1014.0 1.4831 1.5726 1.5672 1.5519  
     s 852.1 1.4850 1.5762 1.5710 1.5551  
     r 706.5 1.4878 1.5820 1.5768 1.5601  
     C 656.3 1.4892 1.5849 1.5799 1.5627  1.502
     C′ 643.9 1.4896 1.5858 1.5807 1.5634 1.651 
     D 589.3 1.4917 1.5903 1.5853 1.5673  
     d 587.6 1.4918 1.5905 1.5855 1.5674 1.660 1.505
     e 546.1 1.4938 1.5950 1.5901 1.5713 1.668 
     F 486.1 1.4978 1.6041 1.5994 1.5790  1.511
     F′ 480.0 1.4983 1.6052 1.6007 1.5800 1.687 
     g 435.8 1.5026 1.6154 1.6115 1.5886  
     h 404.7 1.5066 1.6253 1.6224 1.5971  
     i 365.0 1.5136 1.6431 1.6432 1.6125  
Abbe number  57.4 30.9 29.9 34.8 18.3 56.1
dn/dT × 10−4/°C  −1.05 −1.4 −1.07 −1.1  
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familiar glass map (n vs. v), shows the locations of some of the more familiar polymers. Note that these 
materials all occupy the lower and right-hand regions of the map. In the Schott classification system, the 
polymers populate mostly the FK, TiK, and TiF regions of the map.16

Homogeneity

It must be kept constantly in mind that polymeric optics are molded and not mechanically shaped. 
The exact optical properties of a piece cannot, therefore, be quantified prior to manufacture of the 
element. In fact, the precise optical properties of the bulk material in an optical element are virtually 
certain to be a function of both the material itself, and of the process which produced the part. Some 
materials, notably styrene and butyrate resins, are crystalline to some degree, and therefore inherently 
birefringent. Birefringence may develop in amorphous materials, though, if the injection mold and 
process parameters are not optimized to prevent this occurrence. Likewise, the bulk scatter proper-
ties of a molded optical element are a function of the inherent properties of the material, but are also 
strongly related to the cleanliness of the processing and the heat history of the finished part.

3.6 OPTICAL DESIGN

Design Strategy

Virtually all optical design techniques which have evolved for use with glass materials work well 
with polymer optics. Ray-tracing formulary, optimization approaches, and fundamental optical 
construction principles are equally suitable for glass or plastic. The generalized approach to opti-
cal design with polymeric materials should be strongly medium-oriented, though. That is, every 
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effort must be made to capitalize upon the design flexibility which the materials and manufacturing 
processes afford. Integration of form and function should be relentlessly pursued, since mechanical 
features may be molded integral with the optics to reduce the metal part count and assembly labor 
content in many systems.

Aberration Control

The basic optical design task normally entails the simultaneous satisfaction of several first-order con-
straints, the correction of the monochromatic aberrations, and the control of the chromatic variation 
of both first-order quantities and higher-order aberrations. It is well known that management of 
the Petzval sum, while maintaining control of the chromatic defects, may be the most difficult aspect 
of this effort.17,18 It is also widely recognized that the choice of optical materials is key to success. 
While the available polymer choices cover a wide range of Abbe values, ensuring that achromatiza-
tion may be accomplished in an all-polymer system, the refractive index values for these materials are 
not well-positioned on the “glass” map to permit low Petzval sums to be easily achieved.

Material Selection

Simultaneous correction of the Petzval sum and the first-order chromatic aberration may, however, be 
nicely accomplished if the materials employed possess similar ratios of Abbe number to central refrac-
tive index. This implies that the best material combinations (involving polymers) should probably 
include an optical glass. Also implied is the fact that these hybrid material combinations may be inher-
ently superior (in this respect) to all-glass combinations. Ideally, the chosen materials should be well-
separated (in Abbe value) on the glass map, so that the component powers required for achromatiza-
tion do not become unduly high. This condition is satisfied most completely with polymers which lie in 
the TiF sector of the glass map, coupled with glasses of the LaK, LaF, and LaSF families.

Most lens designers would prefer to utilize high-refractive-index materials almost exclusively in 
their work. Optical power must be generated in order to form images, and because the combination 
of optical surface curvature and refractive index creates this refractive power, these two variables may 
be traded in the lens design process. Since it is well known that curvature generates aberration more 
readily than does a refractive index discontinuity, one generally prefers to achieve a specified amount 
of refractive power through the use of low curvature and high-refractive index. From this perspec-
tive, the polymers are at a distinct disadvantage, most of them being low-index materials.

Aspheric Surfaces

An offsetting consideration in the use of polymeric optical materials is the freedom to employ 
nonspherical surfaces. While these may be awkward (and very expensive) to produce in glass, the 
replication processes which create plastic optical parts do not differentiate between spherical and 
nonspherical surfaces.

As any lens designer can attest, the flexibility that aspheric surfaces make available is quite remark-
able.19,20 Spherical surfaces, while convenient to manufacture by grinding and polishing, may gener-
ate substantial amounts of high-order aberration if used in any optical geometry which departs sig-
nificantly from the aplanatic condition. These high-order aberrations are often somewhat insensitive 
to substantial changes in the optical prescription. Thus, profound configurational alterations may be 
necessary to effect a reduction in these image defects.

On the other hand, the ability to utilize surface shapes which are more complex than simple 
spheres permits these high-order aberration components to be moderated at their point of origin, 
which may in turn reduce the amount of “transferred aberration” imparted to surfaces downstream 
in the optical train. In a multielement optical system, especially one employing cascaded aspheric 
surfaces, the required imagery performance may be achieved using fewer total elements. And due to 
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the fact that the surface aberration contributions are diminished, the sensitivity to positioning errors 
may also be reduced, with the result that an aspheric optical system may actually be more forgiving 
to manufacture than its spherical counterpart.

In practice, the use of aspheric surfaces in polymer optical elements appears to more than com-
pensate for the handicap imposed by low-refractive index values. Using aspheric surfaces, it is pos-
sible to bend, if not break, many of the rules which limit design with spherical surfaces. Aspherics 
create extra leverage to deal with the monochromatic aberrations, and with the chromatic varia-
tion of these image defects. A designer experienced with aspherics, given a capable set of software 
tools, can frequently create optical constructions which deliver high performance, despite the fact 
that they appear odd to those accustomed to the more “classical” spherical surface configurations. 
Quite often, unfavorable design constraints such as an inconvenient aperture stop location, may be 
handled with less difficulty using aspherics.

Athermalization

The thermal behavior of the polymers, mentioned previously, may cast a shadow upon some appli-
cations where the temperature is expected to vary over a significant range, but the focal surface loca-
tion must be fixed in space. In such cases, the variation of refractive index usually accounts for the 
largest share of the variation, with the dimensional changes playing a secondary role. In such situa-
tions, the thermally induced excursions of the focal surface may be compensated by modeling these 
functions and designing mechanical spacers of the proper material to stabilize the detector/image 
location.

Alternatively, the optical system may be designed to exhibit inherently athermal behavior over 
the operational temperature range.21 Unfortunately, this is not strictly possible using only polymeric 
materials, as the thermo-optic coefficients display so little variation among themselves that the com-
ponent powers would be absurdly high.

In combination with one or more glass elements, however, very nicely athermalized design solu-
tions may be obtained with polymer elements.22 Athermal designs may be generated by modeling 
the optical system in multiconfiguration mode in the lens design software, much as one would 
develop a zoom lens. The parameters to be “zoomed” in this case are the refractive indices at two or 
more temperatures within the operating range. The resulting designs frequently concentrate most of 
the refractive power in the glass elements, with the polymer elements functioning to achieve achro-
matism and control of the monochromatic aberrations. See also Chap. 8, “Thermal Compensation 
Techniques,” by Philip J. Rogers and Michael Roberts in Vol. II of this Handbook.

Processing Considerations

In much the same manner that optical design with polymer materials is different from optical 
design with glass, the treatment of the fabrication and assembly issues are also quite different mat-
ters. The major issues requiring examination are those related to the materials themselves. While it is 
possible to characterize the glass for an optical system with complete certainty prior to performing 
any fabrication operations, with polymers, one’s knowledge of the starting materials is only a rough 
indication of the properties of the finished optical parts.

When optical properties data are offered by the polymer supplier, it should be realized that these 
numbers apply only to measurement samples which have been predried to specification, have expe-
rienced a specified residence time in the extrusion barrel under specific temperature conditions, 
have been injected into the mold cavity at specific rates and pressures, and so on. Consequently, it is 
unlikely that the refractive properties of a polymer element will conform closely to catalog values (if 
such values are indeed supplied). Moreover, homogeneity, bubble content, scatter properties, and so 
on, are all process-dependent. So while the melt sheets may fix the optical properties of glass materi-
als very precisely, the uncertainty associated with the polymers  demands that refractive variations 
be allocated a significant portion of the fabrication and assembly error budget.
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Manufacturing Error Budget

Other constructional parameters, conversely, may be implemented with great precision and repeat-
ability in plastic. The molding process, executed by means of modern equipment, can be exceedingly 
stable. Vertex thickness, curvature, and wedge may often be maintained to a greater level of preci-
sion, with greater economy than is possible with glass fabrication technology. It is not unusual to see 
part-to-part variations in vertex thickness of less than 0.01 to 0.02 mm over a run of thousands of 
parts from a single cavity.

Multiple Cavities

The economic appeal of injection molding is the ability to create several parts in one molding cycle. 
In a multicavity scenario, the parts from different cavities may exhibit some small dimensional dif-
ferences, depending upon the level of sophistication of the tool design and the quality of its con-
struction. Cavity variations in axial thickness, fortunately, may be permanently minimized by imple-
menting small tooling adjustments after the mold has been exercised. Consequently, part thickness 
variation rarely consumes a significant fraction of the constructional error budget.

Dimensional Variations

Surface radii, like axial thickness, may be replicated with great repeatability if the molding process is 
adjusted to a stable optimum. Radius errors, if they are present, are usually attributable to incorrect 
predictions of shrinkage, and may be biased out by correcting the radii of the mold inserts. Thus, 
the consistency of surface radii achievable with glass may often be equaled in plastic. Thus, radius 
errors, as well as axial thickness errors, frequently constitute a small portion of the polymer optics 
manufacturing error budget.

Element wedge, like axial thickness, may be minimized by careful attention to precision in the 
tool design and construction. It is quite possible to achieve edge-to-edge thickness variations of less 
than 0.01 mm in molded plastic lenses. With polymer lenses, the azimuthal location of the part 
gate may be used, if necessary, to define rotational orientation of the element in the optical train. 
Consequently, rotational alignment of plastic optical parts may be easily indexed.

Optical Figure Variations

Control of optical figure quality is obviously key to the successful execution of a good optical design. 
In glass, achievement of subfringe of figure conformance is accomplished routinely, albeit at some cost 
penalty. In polymeric optics, the nonlinear shrinkage, surface tension, and other processing-related 
effects cause surface figure errors to scale with part size, sometimes at a rate proportional to some 
exponent of diameter. This limits the practical size range for polymeric optics, although capable 
optics molders may routinely produce elements in the 10-mm-diameter range to subfringe accuracy.23

On one hand, it can probably be stated that processing-induced variations in properties, and a 
dearth of dependable optical data, preclude any serious discussions of such things as apochromatic 
polymeric optics, or of large polymeric optics operating at the diffraction limit. On the other hand, 
the consistency with which some dimensional parameters may be reproduced in quantity, and the 
design freedom and flexibility afforded by molded aspherics, make possible the satisfaction of some 
design requirements which would be out of range for conventional glass optics.24·25

Specification

Given the fact that the guidelines and restrictions for design and implementation are very different 
for glass and polymeric optics, it is not surprising that the approach to specification of polymer opti-
cal parts and systems should be tailored to the materials and processes of polymer optics. Attempts 
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to convert a glass optics concept to plastic are frequently unsuccessful if the translation overlooks the 
fundamental themes of the molding and tooling technologies involved. Much as optimum tube and 
solid-state electrical circuit topologies should be significantly different, so must the execution of a 
conceptual optical system, depending upon whether glass or polymer material is the medium.

It follows naturally that manufacturing drawings for polymer optics may contain annotations 
which seem unfamiliar to those versed in glass optics manufacture. Furthermore, some specifica-
tions which are universally present on all glass optics drawings may be conspicuously absent from a 
polymer optics print.

For example, thermal and cosmetic damage considerations preclude the use of the familiar test 
glasses in the certification of polymeric optics. Figure conformance, then, need only be specified in 
“irregularity” or asphericity terms, since the alternative method, use of a noncontacting interferom-
eter, implies that the focus error (fringe power in test plate language) will be automatically removed 
in the adjustment of the test setup.

References to ground surfaces may be omitted from polymer optics drawings, since no such oper-
ation takes place. Discussions of “chips” inside the clear aperture, staining, and the like are also super-
fluous. Beauty defect specifications do apply, although such imperfections are almost always present 
in every sample from a specific cavity, probably implying the need to rework a master surface.

In general, the lexicon of optics, and that of the molding industry, do not overlap to a great 
extent. Molding terms like flash and splay are meaningless to most optical engineers. Those endeav-
oring to create a sophisticated polymeric optical system, anticipating a successful outcome, are 
advised to devote some time to the study of molding, and to discussions with the few experts in the 
arcane field of optics molding, before releasing a drawing package which may be unintelligible to or 
misunderstood by the vendor.

3.7 PROCESSING

Casting

As mentioned above, polymeric optics may be produced by any of several processes. These include 
fabrication, transfer replication, casting, compression molding, injection molding, and some com-
binations of the aforementioned.26 The earliest polymeric optical parts were probably produced 
by fabrication or precipitation from solution. Large military tank prisms have been made by both 
processes. In the latter case, the polymer (typically PMMA) was dissolved, and the solvent then 
evaporated to produce a residue of polymer material in the shape of the mold—a very inefficient 
technique indeed.

Many of the polymers may be fabricated by cutting, grinding, and polishing, much as one would 
deal with glass materials. The thermoset resin tradenamed CR-39 (poly-diallylglycol) was formu-
lated specifically to be processed using the same techniques and materials as those used to fabricate 
glass optics. And this material does indeed produce good results when processed in this manner. It is 
used extensively in the ophthalmic industry to produce spectacle lenses. The processing, in fact, usu-
ally involves casting the thermoset resin to create a lens blank which emerges from the mold with 
the optical surfaces polished to final form. More conventional fabrication techniques may then be 
utilized to edge the lens, or perhaps to add a bifocal portion.

Abrasive Forming

Unfortunately, the softness of most of the polymers, coupled with their poor thermal conductivity, 
complicates the achievement of a truly high quality polish using conventional methods. Even in the 
case of CR-39, which is relatively hard for a polymer material, some amount of “orange peel” in the 
polished surface seems unavoidable. Many thermoplastics, most of them softer than CR-39, may be 
conventionally ground and polished to give the appearance of an acceptable optical surface. Closer 
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examination, however, reveals surface microstructure which probably does not fall within the stan-
dards normally associated with precision optics. Nonetheless, fabrication of optical elements from 
large slabs of plastic is often the only viable approach to the creation of large, lightweight refractive 
lenses, especially if cost is an issue.

In general, the harder, more brittle polymers produce better optical surfaces when ground and pol-
ished. PMMA and others seem to fare better than, say, polycarbonate, which is quite soft, exhibits con-
siderable elongation at the mechanical yield point, but is in great demand due to its impact resistance.

Single-Point Turning

An alternative approach to fabrication, one that is especially useful for the production of aspheric 
surfaces, is the computer numerical control (CNC) lathe turning of the bulk material using a care-
fully shaped and polished tool bit of single-crystal diamond or cubic boron nitride. See also Chap. 10,
“Fabrication of Optics by Diamond Turning,” by Richard L. Rhorer and Chris J. Evans in Vol. II of 
this Handbook. The lathe required to produce a good result is an exceedingly high precision tool, hav-
ing vibration isolation, temperature control, hydrostatic or air bearings, and so on. On the best substrate 
materials (PMMA is again a good candidate), very good microroughness qualities may be achieved. 
With other materials, a somewhat gummy character (once more, polycarbonate comes to mind) may 
result in microscopic tearing of the surface, and the expected scatter of the incident radiation.

The diamond-turning process is often applied in conjunction with other techniques in order to speed 
progress and reduce cost. Parts which would be too large or too thick for economical stand-alone injec-
tion molding are frequently produced more efficiently by diamond-turning injection molded, stress-
relieved preforms, which require minimal material removal and lathe time for finishing. Postpolishing, 
asymmetric edging, and other postoperations may be performed as necessary to create the finished part. 
Optics for illumination and TV projection applications are often produced by some combination of these 
techniques. Given the fact that the technology in most widespread use for the production of plastic optics 
involves some form of molding (a front-loaded process, where cost is concerned), diamond-turning is 
often the preferred production method for short production runs and prototype quantities.

Compression Molding

Most high-volume polymeric optics programs employ a manufacturing technology involving some form 
of molding to produce the optical surfaces, if not the entire finished part.27 Of the two most widely used 
approaches, compression molding is best suited to the creation of large parts having a thin cross section. 
In general, any optical surface possessing relief structure having high spatial frequency is not amenable to 
injection molding, due to the difficulty of forcing the material through the cavity, and due to the fact that the 
relief structure in the mold disrupts the flow of the polymer. In addition, the relief structure in the master 
surfaces may be quite delicate, and prone to damage at the high pressures often present in the mold cavity.

The compression molding process is capable of producing results at considerably lower surface pres-
sure than injection molding, and as long as the amount of material to be formed is small, this mold-
ing technology can replicate fine structure and sharp edge contours with amazing fidelity. Since the 
platens of a compression molding press are normally heated using steam or electrical heaters, most 
compression molded parts are designed to be executed in polymers having a relatively low tempera-
ture softening point, and materials like polyethersulfone are rarely utilized.

Injection Molding

Optical parts having somewhat smaller dimensions may be better suited to production by the injec-
tion molding process.28 This is probably the preferred polymer manufacturing technology for optical 
elements having a diameter smaller than 0.1 m and a thickness not greater than 3 cm. Not only do the 
economics favor this approach in high production volume, but if properly applied, superior optical 
surfaces may be produced.29
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It should be kept firmly in mind that the basic injection molded process (as it is known to most 
practitioners) requires a great deal of refinement and enhancement in order to produce credible 
optical parts.30 Unfortunately, very few molders possess either the molding know-how, or the testing 
and measurement sophistication to do the job correctly. Given a supply of quality polymer material, 
the molding machine itself must be properly configured and qualified. Relatively new machinery is 
a must. The platens to which the mold halves are mounted must be very rigid and properly aligned. 
And this alignment must be maintainable on a shot-to-shot basis for long periods. The screw and 
barrel must be kept scrupulously clean, and must be carefully cleaned and purged when switching 
materials. The shot capacity, in ideal circumstances, should be more carefully matched to the part 
volume than for non-optical parts. The process control computer must be an inordinately flexible 
and accurate device, able to profile and servo a number of operational functions that might be of 
little importance if the molded part were not optical in nature.31

Since much of the heating of the injected polymer resin occurs as a result of physical shear and 
compression (due to a variable pitch screw), the selection of these machine characteristics is critical 
to success. In addition, the energy supplied to the machine barrel by external electric heaters must 
be controlled with more care than in standard industrial applications. A failure of a single heater, or 
a failure of one of the thermal measurement devices which close that servo loop, may result in many 
defective parts.

Vendor Selection

The injection mold itself requires special attention in both design and execution in order to produce 
state-of-the-art molded lenses. A number of closely held “trade tricks” normally characterize a mold 
designed to produce optical parts, and these subtle variations must be implemented with considerably 
greater accuracy than is normally necessary in ordinary molding. The mold and molding machine 
are often designed to operate more symbiotically than would be the case in producing non-optical 
parts. Control of the mold temperature and temperature gradients is extremely critical, as is the 
control bandwidth of those temperatures and the temperature of the molding room itself. The 
most important conclusion to be drawn from the preceding paragraphs is that the molding vendor for 
polymer optical parts must be selected with great care. A molding shop, no matter how sophisticated and 
experienced with medical parts, precision parts for electronics, and so on, will probably consume 
much time and many dollars before conceding defeat with optical parts.

Although success in molding optical elements is a strong function of equipment, process control, 
and engineering acumen, attention to detail in the optical and mechanical design phases will consistently 
reduce the overall difficulty of manufacturing these items. An awareness of the basic principles of injec-
tion molding procedures and materials is very helpful here, but it is necessary to be aware that, in the 
optical domain, we are dealing with micrometer-scale deformations in the optical surfaces. Thus, errors 
or oversights in design and/or molding technique which would totally escape notice in conventional 
parts can easily create scrap optics.

Geometry Considerations

The lens design effort, for best results, must be guided by an awareness of the basic physics of creating 
an injection molded part, and of the impact of part cross section, edge configuration, asymmetry, 
and so on. In general, any lens having refractive power will possess a varying thickness across its diam-
eter. Unfortunately, meniscus-shaped elements may mold best due to the more uniform nature of the 
heat transfer from the bulk.32 Positive-powered lens elements will naturally shrink toward their center 
of mass as they cool, and it may be difficult to fill the mold cavity efficiently if the edge cross section 
is only a small fraction of the center thickness.

Negative lenses, on the other hand, tend to fill in the outer zones more readily, since the thin-
ner portion of the section (the center) tends to obstruct flow directly across the piece from the part 
gate. In extreme circumstances, it is possible that the outer zones of the lens element will be first to 
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fill, trapping gases in the center, forming an obvious sink in molding terminology. Parts designed with 
molded-in bores may exhibit the ‘weld-line’ phenomenon, which is a visible line in the part where the 
flow front of the molten plastic is divided by the mold cavity obstruction forming the bore. In the case 
of both negative and positive lens elements, it is good policy to avoid element forms wherein the center-
to-edge thickness ratio exceeds three for positive elements, or is smaller than 0.3 for negative elements.

Shrinkage

Surface-tension effects may play a significant role in the accuracy to which a precision optical surface 
may be molded.33,34 Particularly in areas of the part where the ratio of surface area/volume is locally 
high (corners, edges), surface tension may create nonuniform shrinkage which propagates inward 
into the clear aperture, resulting in an edge rollback condition similar to that which is familiar to 
glass opticians. Surface tension and volumetric shrinkage may, however, actually aid in the production 
of accurate surfaces. Strongly curved surfaces are frequently easier to mold to interferometric toler-
ances than those having little or no curvature. These phenomena provide motivation to oversize 
optical elements, if possible, to a dimension considerably beyond the clear apertures. A buffer region, 
or an integrally molded flange provides the additional benefit of harmlessly absorbing optical inhomo-
geneities which typically form near the injection gate. Figure 2 depicts several optical element forms 
exhibiting favorable (a − e) and unfavorable ( f − j) molding geometries. In some cases, a process 
combining injection and compression molding may be used to improve optical figure quality. 
Several variants of this hybrid process are in use worldwide, with some injection molding presses being 
specifically fitted at the factory to implement this procedure.35

Mechanical Assembly

In order to appreciate fully the design flexibility and cost-saving potential of polymer optics, it is 
necessary to modify one’s approach to both optical and mechanical design. A fully optimized poly-
meric optical system not only makes use of aspheric technology and integrally molded features in 
the optical elements, but embodies an extension of this design philosophy into the lens housing 
concept and assembly strategy. These issues should ideally be considered in concert from the very 

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

FIGURE 2 Some polymer lens element cross-sectional
configurations.
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beginning, so that design progress in one aspect does not preclude parallel innovation in other fac-
ets of the development process.

It is important to resist the urge to emulate glass-based optomechanical design approaches, 
since the polymer technology permits design features to be implemented which would be prohibi-
tively expensive (or even impossible) in metal and glass. Spacers required to separate elements may 
be molded as part of the elements (Fig. 2), reducing the metal part total and simplifying assembly 
operations. See also Chap. 6, “Mounting Optical Components,” by Paul R. Yoder, Jr. in Vol II of this 
Handbook. Housings may be configurations which would be either improbable or unmanufacturable 
using machine tool technology. The collet-and-cap design shown in Fig. 3 is one such example. Joining 
might be accomplished by ultrasonic bonding. The clamshell concept shown in Fig. 4 may be designed 
so that the two halves of the housing are actually the same part, aligned by molded-in locating pins. 
Joining might be performed by a simple slip-on C ring.

1 2 3 4

FIGURE 3 Collet-type lens housing. Joining by ultra-
sound eliminates the possibility of pinching lens elements.

FIGURE 4 Clamshell lens housing. 
Possibility of lens jamming during assembly is 
minimized.
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Whereas lens assemblies in glass and metal are normally completed by seating threaded retaining 
rings, their plastic counterparts may be joined by snap-together pieces, ultrasonic bonding, ultraviolet-
curing epoxies, expansion C rings, or even solvent bonding.36 Solvent bonding is dangerous, however, 
since the errant vapors may actually attack the polymer optical surfaces.

Following the basic polymeric optics philosophy, the lens element containment and assembly 
approach should probably not even consider the disassembly option in the event of a problem. In 
order to maximize assembly precision and minimize unit cost, the design of the lens cell should 
evolve alongside that of the optical system, and this cell should be visualized as an extension of a 
fixture conceived to minimize the labor content of the assembly.

An in-depth treatment of optical mold design and tooling technology is obviously beyond the 
scope of this discussion. Many of the methods and procedures parallel those in use in the molding 
industry at large. However, a number of subtle and very important detail differences do exist, and 
these are not extensively documented in the literature. Issues having to do with metallurgy, heat 
treatment, chemical passivation, metal polishing, and so on, have little to do with the actual design 
and engineering of a polymeric optical system. In a modern tool design exercise, though, the flow 
behavior of the polymer material in the mold, and the thermal behavior of that mold, are carefully 
modeled in multinode fashion, so that part quality may be maximized, and cycle time minimized.37 
A nodding awareness of these methods, and the underlying physics, may be helpful to the person 
responsible for the engineering of the polymer optical system.

Testing and Qualification

In the process of implementing any optical system design, the matters of testing and certification 
become key issues. In molded optics, the master surfaces, whose shapes are ultimately transferred 
to the polymer optical parts, must be measured and documented. A convenient testing procedure 
for the optical elements replicated from these surfaces must likewise be contrived, in order to 
optimize the molding process and ensure that the finished assembly will perform to specification. 
The performance of that assembly must itself be verified, and any disparities from specification 
diagnosed.

In general, mechanical dimensions of the polymer parts may be verified by common inspection 
tools and techniques used in the glass optics realm. The possibility of inflicting surface damage, 
however, dictates that noncontact interferometric techniques be used in lieu of test glasses for opti-
cal figure diagnosis. This is a straightforward matter in the case of spherical surfaces, but requires 
some extra effort in the case of aspherics. See also Chap. 13, “Optical Testing,” by Daniel Malacara-
Hernández in Vol. II of this Handbook.

Obviously, aspheric master surfaces must be scrupulously checked and documented, lest the molder 
struggle in vain to replicate a contour which is inherently incorrect. The verification of the aspheric 
masters and their molded counterparts may be accomplished in a variety of ways. Mechanical gauging, if 
properly implemented, works well, but provides reliable information through only one azimuthal section 
of the part. Measurement at a sufficient number of points to detect astigmatism is awkward, very time 
consuming, and expensive. And this is not exactly consistent with the spirit of polymer optics.

Null Optics

An optical null corrector permits the aspheric surface to be viewed in its entirety by the interfer-
ometer as if it were a simple spherical surface.38,39 This is a rapid and convenient procedure. The 
null optics consist of very accurately manufactured (and precisely aligned) spherical glass elements 
designed to introduce aberration in an amount equal to, but of opposite sign from, that of the tested 
aspheric. Thus, interspersing this device permits aspherics to be viewed as if they were spherical. 
Since there exists no simple independent test of the null compensator, one must depend heavily 
upon the computed predictions of correction and upon the skill of the fabricator of the corrective 
optics. See also Chap. 14, “Use of Computer-Generated Holograms in Optical Testing,” by Katherine 
Creath and James C. Wyant in Vol. II of this Handbook.
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The concept of greatest importance regarding the use of aspheric surfaces is that successful pro-
duction of the total system is cast into considerable doubt if a surface is present which is not amenable 
to convenient testing. While some aspheric optics may be nulled fairly easily, those which appear in 
polymer optical systems are frequently strong, exhibiting significant high-order derivatives. If the 
base curves are strong, especially strongly convex, there may exist no practical geometry in which to 
create a nulling optical system. And if a favorable geometry does exist, several optical elements may 
be necessary to effect adequate correction. One can easily approach a practical limit in this situation, 
since the manufacturing and assembly tolerances of the cascaded spherical elements may themselves 
(in superposition) exceed the theoretical correction requirement. The bottom line is that one should 
not proceed with cell design, or any other hardware design and construction, until the aspheric test-
ing issues have been completely resolved.

3.8 COATINGS

Reflective Coatings

Given the fact that optical polymers exhibit specular properties similar to those of glass, it is not sur-
prising that optical coatings are often necessary in polymeric optical systems. The coatings deposited 
upon polymer substrates fall mostly into four general categories. These include coatings to improve 
reflectivity, to suppress specular reflection, to improve abrasion resistance, and to retard accumula-
tion of electrostatic charge.

Reflective coatings may be applied by solution plating, or by vacuum-deposition. These are most 
often metallic coatings, usually aluminum if vacuum-deposited, and normally chromium if applied 
by plating. The abrasion resistance and general durability of such coatings is rather poor, and sus-
ceptibility to oxidation quite high, if no protective coating is applied over the metal film. In some 
applications, especially involving vacuum deposition, the overcoat may be a thin dielectric layer, 
deposited during the same process which applies the metal film. If the reflective coating has been 
applied by plating, the overcoat may be an organic material, perhaps lacquer, and may be deposited 
separately by spraying or dipping. Not surprisingly, the quality of a surface so treated will be poor by 
optical standards, and probably suitable only for toy or similar applications.

Antireflection Coatings

Antirefiection coatings are frequently utilized on polymer substrates, and may consist of a single layer 
or a rudimentary multilayer stack yielding better reflection-suppression performance. Due to the strin-
gent requirements for control of the layer thicknesses, such coating formulations may be successfully 
deposited only in high-vacuum conditions, and only if temperatures in the chamber remain well below 
the service temperature of the substrate material. Elevated temperatures, necessary for baking the coat-
ings to achieve good adhesion and abrasion resistance, may drive off plasticizing agents, limiting the 
“hardness” of the chamber vacuum. Such temperatures can ultimately soften the optical elements, so 
that their optical figure qualities are compromised. Relatively recent developments in the area of ion 
beam-assisted deposition have made possible improvements in the durability of coatings on polymer 
materials without having to resort to significantly elevated chamber temperatures.40 See also Chap. 7, 
“Optical Properties of Films and Coatings,” by Jerzy A. Dobrowolski in this volume of Handbook.

Antiabrasion Coatings

In general, many polymeric optical systems which could benefit from application of coatings are left 
uncoated. This happens because the expense incurred in cleaning, loading, coating, unloading, and 
inspecting the optical elements may often exceed that of molding the part itself. Some optics, par-
ticularly those intended for ophthalmic applications, are constantly exposed to abuse by abrasion, 
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and must be protected, cost notwithstanding. Antiabrasion coatings intended to provide immunity 
to scratching may be of inorganic materials (normally vacuum-deposited), or may be organic for-
mulations.41

Inorganic antiabrasion coatings may be similar to those used for simple antireflection require-
ments, except that they may be deposited in thicknesses which amount to several quarter-wave-
lengths. The practical thickness is usually limited by internal stress buildup, and by differential 
thermal expansion between coating and substrate. In general, the inorganic coatings derive their 
effectiveness by virtue of their hardness, and provide protection only superficially, since sufficient 
pressure will collapse the underlying substrate, allowing the coating to fracture.

Organic coatings for abrasion resistance normally derive their effectiveness from reduction of the 
surface frictional coefficient, thereby minimizing the opportunity for a hard contaminant to gain 
the purchase required to initiate a scratch. These coatings are often applied by dipping, spraying, or 
spinning. Coatings thus deposited usually destroy the smoothness which is required if the piece is to 
be qualified as a precision optical element.

Antistatic Coatings

Coatings applied for the purpose of immunization against abrasion, or suppression of specular reflec-
tion, often provide a secondary benefit. They may improve the electrical conductivity of the host sur-
face, thus promoting the dissipation of surface static charge, and the accumulation of oppositely 
charged contaminants. In circumstances where antireflection or antiabrasion coating costs cannot be 
justified, chemical treatments may be applied which increase conductivity. These materials typically 
leave a residue sufficiently thin that they are undetectable, even in interferometric testing.

3.9 REFERENCES

 1. R. M. Altman and J. D. Lytle, “Optical Design Techniques for Polymer Optics,” S.P.I.E. Proc. 237:380–385 
(1980).

 2. C. Teyssier and C. Tribastone, Lasers & Optronics Dec:50–53 (1990).

 3. PPG Ind., Inc., Tech Bulletin-CR-39.

 4. H. Dislich, Angew. Chem. Int. Ed. Engl. 18:49–59 (1979).

 5. H. D. Wolpert, Photonics Spectra Feb:68–71 (1983).

 6. Plastics Desk Top Data Bank, pp. 803–837 (1986).

 7. Modern Plastics Encyclopedia—Eng. Data Bank, McGraw-Hill, New York, 1977, pp. 453–708.

 8. Plastics Technology Manufacturing Hdbk. and Buyer’s Guide, 1986, pp. 358–740.

 9. C.R.C. Hdbk. of Laser Science & Technology, vol. IV, pp. 85–91.

 10. Encyclopedia of Polymer Science and Technology, vol. 1, John Wiley & Sons, 1976.

 11. Space Materials Hdbk, Lockheed Missiles and Space Corp., 1975.

 12. J. D. Lytle, G. W. Wilkerson, and J. G. Jaramillo, Appl. Opt. 18:1842–1846 (1979).

 13. D. C. Smith, Alpert et al., N.R.L. Report 3924, 1951.

 14. R. E. Kagarise and L. A. Weinberger, N.R.L. Report 4369, 1954.

 15. Rohm & Haas Product Bulletin-PL 612d, 1979.

 16. Catalogue of Optical Glasses, Schott Glass Technologies, 1989.

 17. J. D. Lytle, S.P.I.E. Proc. 1354:388–394 (1990).

 18. J. Hoogland, S.P.I.E. Proc. 237:216–221 (1980).

 19. A. Osawa et al., S.P.I.E. Proc. 1354:337–343 (1990).

 20. E. I. Betensky, S.P.I.E. Proc. 1354:663–668 (1990).



POLYMERIC OPTICS  3.19

 21. L. R. Estelle, S.P.I.E. Proc. 237:392–401 (1980).

 22. K. Straw, S.P.I.E. Proc. 237:386–391 (1980).

 23. M. Muranaka, M. Takagi, and T. Maruyama, S.P.I.E. Proc. 896:123–131 (1988).

 24. J. D. Lytle, S.P.I.E. Proc. 181:93–102 (1979).

 25. A. L. Palmer, “Practical Design Considerations for Polymer Optical Systems,” S.P.I.E. Proc. 306 (1981).

 26. D. F. Horne, Optical Production Technology, 2d. ed., Adam Hilger, Ltd., 1983 pp. 167–170.

 27. J. R. Egger, S.P.I.E. Proc. 193:63–69 (1979).

 28. R. Benjamin, Plastics Design and Processing 19(3):39–49 (1979).

 29. R. F. Weeks, Optical Workshop Notebook, vol. I., O.S.A., 1974–1975, sect. XVII.

 30. D. F. Horne, “Lens Mechanism Technology,” Crane, Russack & Co., New York, 1975.

 31. J. Sneller, Modern Plastics Intl. 11(6):30–33 (1981).

 32. J. D. Lytle, “Workshop on Optical Fabrication and Testing,” Tech. Digest, O.S.A., pp. 54–57 (1980).

 33. E. C. Bernhardt and G. Bertacchi, Plastics Technology Jan:81–85 (1986).

 34. G. R. Smoluk, Plastics Engineering Jul:107 (1966).

 35. Plastics News, Aug. 1989, pp. 8–9.

 36. Plastics World, July 1979, p. 34.

 37. M. H. Naitove, Plastics Technology Apr. (1984).

 38. D. Malacara (ed.), Optical Shop Testing, John Wiley & Sons, New York, 1978, chaps. 9, 14.

 39. G. W. Hopkins and R. N. Shagam, Appl. Opt. 16(10):2602 (1977).

 40. J. D. Rancourt, Optical Thin Films-User’s Hdbk., MacMillan, New York, 1987, pp. 197–199.

 41. J. W. Prane, Polymer News 6(4):178–181 (1980).



This page intentionally left blank 



PROPERTIES OF METALS

Roger A. Paquin
Advanced Materials Consultant
Tucson, Arizona, and
Optical Sciences Center
University of Arizona
Tucson, Arizona

4.1 GLOSSARY

 a absorptance, absorptivity

 a plate radius (m)

 B support condition

 Cij elastic stiffness constants (N/m2)

 Cp specifi c heat (J/kg K)

 CTE coeffi cient of thermal expansion (Κ−1)

 D fi exural rigidity (N m2)

 D thermal diffusivity (m2/s)

 E elastic modulus (Young’s) (N/m2)

 E electromagnetic wave vector (J)

 e electron charge (C)

 Eo amplitude of electromagnetic wave at x = 0 (J)

 G load factor (N/kg)

 G shear modulus, modulus of rigidity (N/m2)

 g acceleration due to gravity (m/s2)

 I light intensity in medium (W/m2)

 i (−1)1/2

 I0 light intensity at interface (W/m2)

 I0 section moment of inertia (m4/m)

 K bulk modulus (N/m2)

 k extinction coeffi cient

 k thermal conductivity (W/mK)

 L length (m)

 M materials parameter (kg/Nm)

 m electron mass (kg)

 N complex index of refraction

4.1
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 N number of dipoles per unit volume (m−3)

 n index of refraction

 P plate size (m4)

 q load (N/m2)

 r Refl ectance, refl ectivity

 RI intensity refl ection coeffi cient

 S structural effi ciency (m−2)

 T temperature (Κ)

 t time (s)

 t transmittance, transmissivity

 V0 volume per unit area of surface (m)

 x distance (m)

 a coeffi cient of thermal expansion (K−1)

 a absorption coeffi cient (m−1)

 b defl ection coeffi cient

 b dynamic defl ection coeffi cient

 Γ damping constant

 d skin depth (nm)

 d defl ection (m)

 dDYN dynamic defl ection (m)

 � emittance, emissivity (W/m2)

 e complex dielectric constant

 e0 permittivity of free space (F/m)

 e1 real part of dielectric constant

 e2 imaginary part of dielectric constant

 ��θ  angular acceleration (s2)

 l wavelength (m)

 l0 wavelength in vacuum (m)

 m magnetic susceptibility (H/m)

 n frequency (s−1)

 n Poisson’ ratio

 r mass density (kg/m3)

 s conductivity (S/m)

 w radian frequency (s−1)

4.2 INTRODUCTION

Metals are commonly used in optical systems in three forms: (1) structures, (2) mirrors, and (3) opti-
cal thin films. In this article, properties are given for metal mirror substrate and structural materials 
used in modern optical systems. Many other materials have not been included due to their limited 
applicability. Metal film properties are discussed in the context of thick films (claddings) rather than 
optical thin films that are covered in Chap. 7, “Optical Properties of Films and Coatings.” Since mir-
rors are structural elements, the structural properties are equally important as the optical proper-
ties to the designer of an optical system. Therefore, the properties addressed here include physical, 
mechanical, and thermal properties in addition to optical properties. Mechanical and thermal prop-
erties of silicon (Si) and silicon carbide (SiC) are included, but not their optical properties since they 
are given in Chap. 5, “Optical Properties of Semiconductors.”
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After brief discussions of optical properties, mirror design, and dimensional stability, curves and 
tables of properties are presented, as a function of temperature and wavelength, where available. For 
more complete discussions or listings, the reader should consult the references and/or one of the 
available databases.1−3 A concise theoretical overview of the physical properties of materials is given 
by Lines.4

Nomenclature

The symbols and units used in this subsection are consistent with usage in other sections of this 
Handbook although there are some unavoidable duplications in the usage of symbols between cat-
egories of optical, physical, thermal, and mechanical properties. Definitions of symbols with the 
appropriate units are contained in the table at the beginning of this chapter.

Optical Properties

The definitions for optical properties given in this section are primarily in the geometric optics realm 
and do not go into the depth considered in many texts dealing with optical properties of solids.5–8

There is obviously a thickness continuum between thin films and bulk, but for this presentation, 
bulk is considered to be any thickness of material that has bulk properties. Typically, thin films have 
lower density, thermal conductivity, and refractive index than bulk; however, current deposition 
techniques are narrowing the differences. Optical properties of thin films are presented only when 
bulk properties have not been found in the literature.

The interaction between light and metals takes place between the optical electric field and the 
conduction band electrons of the metal.9 Some of the light energy can be transferred to the lattice 
by collisions in the form of heat. The optical properties of metals are normally characterized by the 
two optical constants: index of refraction n and extinction coefficient k that make up the complex 
refractive index N where:

 N = +n ik  (1)

The refractive index is defined as the ratio of phase velocity of light in vacuum to the phase 
velocity of light in the medium. The extinction coefficient is related to the exponential decay of the 
wave as it passes through the medium. Note, however, that these “constants” vary with wavelength 
and temperature. The expression for an electromagnetic wave in an absorbing medium contains 
both of these parameters:

 E = − − −E e eo
kx i nx t2 20 0π λ π λ ω/ ( / )  (2)

where Eo is the amplitude of the wave measured at the point x = 0 in the medium, E is the instanta-
neous value of the electric vector measured at a distance x from the first point and at some time t, w 
is the angular frequency of the source, and l0 is the wavelength in vacuum.

The absorption coefficient a is related to the extinction coefficient by:

 α λ= 4 0k/  (3)

and for the general case, the absorption coefficient also appears in the absorption equation:

 I I e x= −
0

α  (4)

However, this equation implies that the intensities I and I0 are measured within the absorbing 
medium. The complex dielectric constant d for such a material is:

 εε= +ε ε1 2i  (5)
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where the dielectric constants are related to the optical constants by:

 ε1
2 2= −n k  (6)

 ε2 2= nk  (7)

Two additional materials properties that influence the light-material interaction are magnetic 
susceptibility µ and conductivity s that are further discussed later.

The equations describing the reflection phenomena, including polarization effects for metals, 
will not be presented here but are explained in detail elsewhere.5–8,10,11 After a brief description of 
Lorentz and Drude theories and their implications for metals, and particularly for absorption, the 
relationship among reflection, transmission, and absorption is discussed.9

The classical theory of absorption in dielectrics is due to H. A. Lorentz12 and in metals to P. K. L. Drude.13 
Both models treat the optically active electrons in a material as classical oscillators. In the Lorentz model, the 
electron is considered to be bound to the nucleus by a harmonic restoring force. In this manner, Lorentz’s 
picture is that of the nonconductive dielectric. Drude considered the electrons to be free, and set the restor-
ing force in the Lorentz model equal to zero. Both models include a damping term in the electron’s equation 
of motion that in more modern terms is recognized as a result of electron-phonon collisions.

These models solve for the electron’s motion in the presence of the electromagnetic field as a driving 
force. From this, it is possible to write an expression for the polarization induced in the medium and from 
that to derive the dielectric constant. The Lorentz model for dielectrics gives the relative real and imaginary 
parts of the dielectric constant e1R and e2R in terms of N, the number of dipoles per unit volume; e and m, 
the electron charge and mass; Γ, the damping constant; w and w0, the radian frequencies of the field and 
the harmonically bound electron; and e0, the permittivity of free space. These functions are shown in Fig. 1. 
The range of frequencies where e1 increases with frequency is referred to as the range of normal dispersion, 
and the region near w = w0, where it decreases with frequency is called the range of anomalous dispersion.

Since the ionic polarizability is much smaller than the electronic polarizability at optical frequen-
cies, only the electronic terms are considered when evaluating optical absorption using the Lorentz 
model for dielectrics. The Drude model for metals assumes that the electrons are free to move. This 
means that it is identical to the Lorentz model except that w0 is set equal to zero. The real and imagi-
nary parts of the dielectric constant are then given by

 ε ε
ω1

2
0 2 2

1
1

R Ne m= −
+

( )
Γ

 (8)

 ε ε
ω ω2

2
0 2 2R Ne m=

+
( )

( )

Γ
Γ

 (9)

FIGURE 1 Frequency dependences 
of e1R and e2R.9
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The quantity Γ is related to the mean time between electron collisions with lattice vibrations, 
and by considering electronic motion in an electric field E having radian frequency w, an expression 
for the average velocity can be obtained. An expression for the conductivity s is then obtained and 
the parts of the dielectric constant can be restated. At electromagnetic field frequencies that are low, 
it can be shown that e2 >> e1 and therefore it follows that:

 α ωμσ= ( ) //2 1 2  (10)

In other words, the optical properties and the conductivity of a perfect metal are related through 
the fact that each is determined by the motion of free electrons. At high frequencies, transitions 
involving bound or valence band electrons are possible and there will be a noticeable deviation from 
this simple result of the Drude model. However, the experimental data reported for most metals are 
in good agreement with the Drude prediction at wavelengths as short as 1 µm.

From Eq. (10) it is clear that a field propagating in a metal will be attenuated by a factor of 1/e 
when it has traveled a distance:

 δ ωμσ= ( ) /2 1 2/  (11)

This quantity is called the skin depth, and at optical frequencies for most metals it is ~50 nm. After a 
light beam has propagated one skin depth into a metal, its intensity is reduced to 0.135 of its value at 
the surface.

Another aspect of the absorption of light energy by metals that should be noted is the fact that it 
increases with temperature. This is important because during laser irradiation the temperature of a metal 
will increase and so will the absorption. The coupling of energy into the metal is therefore dependent on 
the temperature dependence of the absorption. For most metals, all the light that gets into the metal is 
absorbed. If the Fresnel expression for the electric field reflectance is applied to the real and imaginary 
parts of the complex index for a metal-air interface, the field reflectivity can be obtained. When multi-
plied by its complex conjugate, the expression for the intensity reflection coefficient is obtained:

 RI = −1 2 0με ω σ/  (12)

Since the conductivity s decreases with increasing temperature, RI decreases with increasing tem-
perature, and at higher temperatures more of the incident energy is absorbed.

Since reflection methods are used in determining the optical constants, they are strongly depen-
dent on the characteristics of the metallic surface. These characteristics vary considerably with 
chemical and mechanical treatment, and these treatments have not always been accurately defined. 
Not all measurements have been made on freshly polished surfaces but in many cases on freshly 
deposited thin films. The best available data are presented in the tables and figures, and the reader is 
advised to consult the appropriate references for specifics.

In this article, an ending of -ance denotes a property of a specific sample (i.e., including effects of 
surface finish), while the ending -ivity refers to an intrinsic material property. For most of the dis-
cussion, the endings are interchangeable.

Reflectance r is the ratio of radiant flux reflected from a surface to the total incident radiant flux. 
Since r is a function of the optical constants, it varies with wavelength and temperature. The rela-
tionship between reflectance and optical constants is:5

 r
n k

n k
= − +

+ +
( )

( )

1

1

2 2

2 2
 (13)

The reflectance of a good, freshly deposited mirror coating is almost always higher than that 
of a polished or electroplated surface of the same material. The reflectance is normally less than 
unity—some transmission and absorption, no matter how small, are always present. The relation-
ship between these three properties is:

 r t a+ + =1  (14)
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Transmittance t is the ratio of radiant flux transmitted through a surface to the total incident 
radiant flux and absorptance a is the ratio of the radiant flux lost by absorption to the total incident 
radiant flux. Since t and a are functions of the optical constants, they vary with wavelength and tem-
perature. Transmittance is normally very small for metals except in special cases (e.g., beryllium at 
x-ray wavelengths). Absorptance is affected by surface condition as well as the intrinsic contribution 
of the material.

The thermal radiative properties are descriptive of a radiant energy-matter interaction that can 
be described by other properties such as the optical constants and/or complex dielectric constant, 
each of which is especially convenient for studying various aspects of the interaction. However, the 
thermal radiative properties are particularly useful since metallic materials are strongly influenced 
by surface effects, particularly oxide films, and therefore in many cases they are not readily calcu-
lated by simple means from the other properties.

For opaque materials, the transmission is near zero, so Eq. (14) becomes:

 r a+ =1  (15)

but since Kirchhoff ’s law states that absorptance equals emittance, �, this becomes:

 r + =� 1  (16)

and the thermal radiative properties of an opaque body are fully described by either the reflectance 
or the emittance. Emittance is the ratio of radiated emitted power (in W/m2) of a surface to the 
emissive power of a blackbody at the same temperature. Emittance can therefore be expressed as 
either spectral (emittance as a function of wavelength at constant temperature) or total (the inte-
grated emittance over all wavelengths as a function of temperature).

Physical Properties

The physical properties of interest for metals in optical applications include density, electrical 
conductivity, and electrical resistivity (the reciprocal of conductivity), as well as crystal structure. 
Chemical composition of alloys is also included with physical properties.

For density, mass density is reported with units of kg/m3. Electrical conductivity is related to elec-
trical resistivity, but for some materials, one or the other is normally reported. Both properties vary 
with temperature.

Crystal structure is extremely important for stability since anisotropy of the elastic, electric, and 
magnetic properties and thermal expansion depend on the type of structure.14 Single crystals of 
cubic metals have completely isotropic coefficient of thermal expansion (CTE), but are anisotropic 
in elastic properties—modulus and Poisson’s ratio. Materials with hexagonal structures have aniso-
tropic expansion and elastic properties. While polycrystalline metals with randomly oriented small 
grains do not exhibit these anisotropies they can easily have local areas that are inhomogeneous or 
can have overall oriented crystal structure induced by fabrication methods.

The combined influence of physical, thermal, and mechanical properties on optical system per-
formance is described under “Properties Important in Mirror Design,” later in this chapter.

Thermal Properties

Thermal properties of metals that are important in optical systems design include: coefficient of 
thermal expansion a, referred to in this section as CTE; thermal conductivity k; and specific heat Cp. 
All of these properties vary with temperature; usually they tend to decrease with decreasing temper-
ature. Although not strictly a thermal property, the maximum usable temperature is also included as 
a guide for the optical designer.

Thermal expansion is a generic term for change in length for a specific temperature change, 
but there are precise terms that describe specific aspects of this material property. ASTM E338 
Committee recommends the following nomenclature:15
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Coefficient of linear thermal expansion (CTE or thermal expansivity):

 α ≡ 1

L

L

T

Δ
Δ

 (17)

Instantaneous coefficient of linear thermal expansion:

 ′ ≡
⎛
⎝⎜

⎞
⎠⎟→

α lim
Δ

Δ
ΔT L

L

T0

1
 (18)

Mean coefficient of linear thermal expansion:

 α α≡
−

′∫
1

2 1 1

2

T T
dT

T

T
 (19)

In general, lower thermal expansion is better for optical system performance, as it minimizes 
the effect of thermal gradients on component dimensional changes. CTE is the prime parameter in 
materials selection for cooled mirrors.

Thermal conductivity is the quantity of heat transmitted per unit of time through a unit of area 
per unit of temperature gradient with units of W/mK. Higher thermal conductivity is desirable to 
minimize temperature gradients when there is a heat source to the optical system.

Specific heat, also called heat capacity per unit mass, is the quantity of heat required to change the 
temperature of a unit mass of material one degree under conditions of constant pressure. A material 
with high specific heat requires more heat to cause a temperature change that might cause a distor-
tion. High specific heat also means that more energy is required to force a temperature change (e.g., 
in cooling an infrared telescope assembly to cryogenic temperatures).

Maximum usable temperature is not a hard number. It is more loosely defined as the temperature 
at which there is a significant change in the material due to one or more of a number of things, such as 
significant softening or change in strength, melting, recrystallization, and crystallographic phase change.

Mechanical Properties

Mechanical properties are divided into elastic/plastic properties and strength, and fracture properties. The 
elastic properties of a metal can be described by a 6 × 6 matrix of constants called the elastic stiffness con-
stants.16–18 Because of symmetry considerations, there are a maximum of 21 independent constants that are 
further reduced for more symmetrical crystal types. For cubic materials there are three constants, C11, C12, 
and C44, and for hexagonal five constants, C11, C12, C13, C33, and C44. From these, the elastic properties of 
the material, Young’s modulus E (the elastic modulus in tension), bulk modulus K, modulus of rigidity 
G (also called shear modulus), and Poisson’s ratio n can be calculated. The constants, and consequently the 
properties, vary as functions of temperature. The properties vary with crystallographic direction in single 
crystals,14 but in randomly oriented polycrystalline materials the macroproperties are usually isotropic.

Young’s modulus of elasticity E is the measure of stiffness or rigidity of a metal—the ratio of stress, 
in the completely elastic region, to the corresponding strain. Bulk modulus K is the measure of resis-
tance to change in volume—the ratio of hydrostatic stress to the corresponding change in volume. 
Shear modulus, or modulus of rigidity, G is the ratio of shear stress to the corresponding shear strain 
under completely elastic conditions.

Poisson’s ratio n is the ratio of the absolute value of the rate of transverse (lateral) strain to the cor-
responding axial strain resulting from uniformly distributed axial stress in the elastic deformation region.

For isotropic materials the properties are interrelated by the following equations:18

 G
E=
+2 1( )ν

 (20)

 K
E=
−3 1 2( )ν

 (21)
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The mechanical strength and fracture properties are important for the structural aspect of the 
optical system. The components in the system must be able to support loads with no permanent 
deformation within limits set by the error budget and certainly with no fracture. For ductile materi-
als such as copper, the yield and/or microyield strength may be the important parameters. On the 
other hand, for brittle or near-brittle metals such as beryllium, fracture toughness may be more 
important. For ceramic materials such as silicon carbide, fracture toughness and modulus of rupture 
are the important fracture criteria. A listing of definitions for each of these terms19 follows:

creep strength: the stress that will cause a given time-dependent plastic strain in a creep test for 
a given time.

ductility: the ability of a material to deform plastically before fracture.

fatigue strength: the maximum stress that can be sustained for a specific number of cycles with-
out failure.

fracture toughness: a generic term for measures of resistance to extension of a crack.

hardness: a measure of the resistance of a material to surface indentation.

microcreep strength: the stress that will cause 1 ppm of permanent strain in a given time; usu-
ally less than the microyield strength.

microstrain: a deformation of 10−6 m/m (1 ppm).

microyield strength: the stress that will cause 1 ppm of permanent strain in a short time; also 
called precision elastic limit (PEL).

ultimate strength: the maximum stress a material can withstand without fracture.

yield strength: the stress at which a material exhibits a specified deviation from elastic behavior 
(proportionality of stress and strain), usually 2 × 10−3 m/m (0.2 percent).

Properties Important in Mirror Design

There are many factors that enter into the design of a mirror or mirror system, but the most impor-
tant requirement is optical performance. Dimensional stability, weight, durability, and cost are some 
of the factors to be traded off before an effective design can be established.20–23 The loading condi-
tions during fabrication, transportation, and use and the thermal environment play a substantial 
role in materials selection. To satisfy the end-use requirements, the optical, structural, and thermal 
performance must be predictable. Each of these factors has a set of parameters and associated mate-
rial properties that can be used to design an optic to meet performance goals.

For optical performance, the shape or optical figure is the key performance factor followed by the opti-
cal properties of reflectance, absorptance, and complex refractive index. The optical properties of a mirror 
substrate material are only important when the mirror is to be used bare (i.e., with no optical coating).

To design for structural performance goals, deflections due to static (or inertial) and dynamic 
loads are usually calculated as a first estimate.24 For this purpose, the well-known plate equations25 
are invoked. For the static case,

 δ β= qa D4/  (22)

where d = deflection
 b = deflection coefficient (depends on support condition)
 q = normal loading (uniform load example)
 a = plate radius (semidiameter)
 D = flexural rigidity, defined as:

 D EI= −0
21/( )ν  (23)

where, in turn E = Young’s modulus of elasticity
 I0 = moment of inertia of the section
 n = Poisson’s ratio
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But

 q V G= ρ 0  (24)

where r = material density
 Vo = volume of material per unit area of plate surface
 G = load factor (g’s)

After substitution and regrouping the terms:

 δ β ρ ν= −( )1 2
0

0

4

E

V

I
a G  (25)

or

 δ × = × × ×B M S P G  (26)

where B = support condition
 M = materials parameters
 S = structural efficiency
 R = plate size
 G = load factor

This shows five terms, each representing a parameter to be optimized for mirror performance.
B, P, and G will be determined from system requirements; S is related to the geometric design of the 
part; and M is the materials term showing that r, n, and E are the important material properties for 
optimizing structural performance.

For the dynamic case of deflection due to a local angular acceleration ��θ about a diameter 
(scanning applications), the equation becomes:

 δ β ρ ν θ
DYN = −

D E

V

I
a

g

( )1 2
0

0

5
��

 (27)

The same structural optimization parameters prevail as in the static case. Note that in both cases 
maximizing the term E/r (specific stiffness) minimizes deflection.

The determination of thermal performance26,27 is dependent on the thermal environment and 
thermal properties of the mirror material. For most applications, the most significant properties are 
the coefficient of thermal expansion CTE or a, and thermal conductivity k. Also important are the 
specific heat Cp, and thermal diffusivity D, a property related to dissipation of thermal gradients that 
is a combination of properties and equal to k/rCp. There are two important thermal figures of merit, 
the coefficients of thermal distortion a/k and a/D. The former expresses steady-state distortion per 
unit of input power, while the latter is related to transient distortions.

Typical room-temperature values for many of the important properties mentioned here are listed 
for a number of mirror materials in Table 1. It should be clear from the wide range of properties and 
figures of merit that no one material can satisfy all applications. A selection process is required and a 
tradeoff study has to be made for each individual application.20

Metal optical components can be designed and fabricated to meet system requirements. However, 
unless they remain within specifications throughout their intended lifetime, they have failed. The 
most often noted changes that occur to degrade performance are dimensional instability and/or 
environment-related optical property degradation. Dimensional instabilities can take many forms 
with many causes, and there are any number of ways to minimize them. Dimensional instabilities can 
only be discussed briefly here; for a more complete discussion, consult Refs. 28 to 31. The instabili-
ties most often observed are:

• temporal instability: a change in dimensions with time in a uniform environment (e.g., a mirror 
stored in a laboratory environment with no applied loads changes figure over a period of time)
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• thermal/mechanical cycling or hysteresis instability: a change in dimensions when the environ-
ment is changed and then restored, where the measurements are made under the same conditions 
before and after the exposure (e.g., a mirror with a measured figure is cycled between high and 
low temperatures and, when remeasured under the original conditions, the figure has changed)

• thermal instability: a change in dimensions when the environment is changed, but completely 
reversible when the original environment is restored (e.g., a mirror is measured at room temper-
ature, again at low temperature where the figure is different, and finally at the original conditions 
with the original figure restored)

There are other types of instabilities, but they are less common, particularly in metals. The sources 
of the dimensional changes cited here can be attributed to one or more of the following:

• externally applied stress

• changes in internal stress

• microstructural changes

• inhomogeneity/anisotropy of properties

In general, temporal and cycling/hysteresis instabilities are primarily caused by changes in internal 
stress (i.e., stress relaxation). If the temperature is high enough, microstructural changes can take 
place as in annealing, recrystallization, or second-phase precipitation. Thermal instability is a result of 
inhomogeneity and/or anisotropy of thermal expansion within the component, is completely revers-
ible, and cannot be eliminated by nondestructive methods.

To eliminate potential instabilities, care must be taken in the selection of materials and fabrication meth-
ods to avoid anisotropy and inhomogeneity. Further care is necessary to avoid any undue applied loads that 
could cause part deformation and subsequent residual stress. The fabrication methods should include stress-
relief steps such as thermal annealing, chemical removal of damaged surfaces, and thermal or mechanical 
cycling. These steps become more critical for larger and more complex component geometries.

Instabilities can also be induced by attachments and amounts. Careful design to minimize 
induced stresses and selection of dissimilar materials with close thermal expansion matching is 
essential.32

TABLE 1 Properties of Selected Mirror Materials

r
Density 

(103 kg/m3)

E
Young’s 

Modulus 
(GN/m2)

E/r
Specific 
Stiffness

(arb. units)

CTE
Thermal 

Expansion 
(10−6/K)

k
Thermal 

Conductivity 
(W/m K)

Cp 
Specific 

Heat
(J/kg K)

D
Thermal 

Diffusivity 
(10−6 m2/s)

Distortion
coefficient

CTE/k 
Steady 
State 

(µm/W)

CTE/D 
Transient 
(s/m2 K)

Preferred small large large small large large large small small

Fused silica 2.19 72 33 0.50 1.4 750 0.85 0.36 0.59

Beryllium: 1–70 1.85 287 155 11.3 216 1925 57.2 0.05 0.20

Aluminum: 6061 2.70 68 25 22.5 167 896 69 0.13 0.33

Copper 8.94 117 13 16.5 391 385 115.5 0.53 0.14

304 stainless steel 8.00 193 24 14.7 16.2 500 4.0 0.91 3.68

Invar 36 8.05 141 18 1.0 10.4 515 2.6 0.10 0.38

Silicon 2.33 131 56 2.6 156 710 89.2 0.02 0.03

SiC: RB-30% Si 2.89 330 114 2.6 155 670 81.0 0.02 0.03

SiC: CVD 3.21 465 145 2.4 198 733 82.0 0.01 0.03
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4.3 SUMMARY DATA

The properties presented here are representative for the materials and are not a complete presentation. 
For more complete compilations, the references should be consulted.

Optical Properties

Thin films and their properties are discussed in Chap. 7, “Optical Properties of Films and Coatings,” and 
therefore are not presented here except in the case where bulk (surface) optical properties are not available.

Index of Refraction and Extinction Coefficient The data for the optical constants of metals are 
substantial, with the most complete listing available in the two volumes of Optical Constants of 
Metals,33,34 from which most of the data presented here have been taken. Earlier compilations35,36 are 
also available. While most of the data are for deposited films, the references discuss properties of pol-
ished polycrystalline surfaces where available. Table 2 lists room-temperature values for n and k of Al,37 
Be,38 Cu,39 Cr,40 Au,39 Fe,40 Mo,39 Ni,39 Pt,39 Ag,39 W,39 and a-SiC.41 Figures 2 to 14 graphically show these 
constants with the absorption edges shown in most cases.

Extensive reviews of the properties of aluminum37 and beryllium38 also discuss the effects of 
oxide layers on optical constants and reflectance. Oxide layers on aluminum typically reduce the 
optical constant values by 25 percent in the infrared, 10 to 15 percent in the visible, and very little 
in the ultraviolet.37 As a result of the high values of n and k for aluminum in the visible and infra-
red, there are relatively large variations of optical constants with temperature, but they result in only 
small changes in reflectance.37 The beryllium review38 does not mention any variation of properties 
with temperature. The optical properties of beryllium and all hexagonal metals vary substantially with 
crystallographic direction. This variation with crystallography is shown for the dielectric constants of 
beryllium in Fig. 15.42 The optical constants can be obtained from the dielectric constants using 
the following equations:9

 n = + +{ }[( ) ]//
/

ε ε ε1
2

2
2 1 2

1

1 2
2  (28)

 k = + −{ }[( ) ]//
/

ε ε ε1
2

2
2 1 2

1

1 2
2  (29)

This variation in optical properties results in related variations in reflectance and absorptance 
that may be the main contributors to a phenomenon called anomalous scatter, where the measured 
scatter from polished surfaces does not scale with wavelength when compared to the measured surface 
roughness.43–47

The optical constants reported for SiC are for single-crystal hexagonal material.

Reflectance and Absorptance

Reflectance data in the literature are extensive. Summaries have been published for most metals35–36 pri-
marily at normal incidence, both as deposited films and polished bulk material. Reflectance as a func-
tion of angle is presented for a number of metals in Refs. 48 and 49. Selected data are also included in 
Ref. 50. Temperature dependence of reflectance is discussed in a number of articles, but little measured 
data are available. Absorption data summaries are not as readily available, with one summary35 and many 
articles for specific materials, primarily at laser wavelengths and often as a function of temperature. 
Table 3 lists values of room-temperature normal-incidence reflectance as a function of wavelength, and 
Figs. 16 to 26 show r and a calculated from h and k in the range of 0.015 to 10 µm.35 Figure 2735 shows 
reflectance for polarized radiation as a function of incidence angle for three combinations of n and k, 
illustrating the tendency toward total external reflectance for angles greater than about 80°.
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TABLE 2 n and k of Selected Metals at Room Temperature

Metal eV Wavelength Å µm n k

Aluminum37 300.0 41.3  1.00 0.00
 180.0 68.9  0.99 0.01
 130.0 95.4  0.99 0.02
 110.0 113.0  0.99 0.03
 100.0 124.0  0.99 0.03
 95.0 131.0  1.00 0.04
 80.0 155.0  1.01 0.02
 75.0 165.0  1.01 0.02
 72.0 172.0  1.02 0.00
 50.0 248.0  0.97 0.01
 25.0 496.0  0.81 0.02
 17.0 729.0  0.47 0.04
 12.0 1,033.0 0.10 0.03 0.79
 6.00 2,066.0 0.21 0.13 2.39
 4.00 3,100.0 0.31 0.29 3.74
 3.10 4,000.0 0.40 0.49 4.86
 2.48 5,000.0 0.50 0.77 6.08
 2.07 6,000.0 0.60 1.02 7.26
 1.91 6,500.0 0.65 1.47 7.79
 1.77 7,000.0 0.70 1.83 8.31
 1.55 8,000.0 0.80 2.80 8.45
 1.10  1.13 1.20 11.2
 0.827  1.50 1.38 15.4
 0.620  2.00 2.15 20.7
 0.310  4.00 6.43 39.8
 0.177  7.00 14.0 66.2
 0.124  10.0 25.3 89.8
 0.062  20.0 60.7 147.0
 0.039  32.0 103.0 208.0
Beryllium38 300.0 41.3  1.00 0.00
 200.0 62.0  0.99 0.00
 150.0 82.7  0.99 0.01
 119.0 104.0  1.00 0.02
 100.0 124.0  0.99 0.00
 50.0 248.0  0.93 0.01
 25.0 496.0  0.71 0.10
 17.0 729.0  0.34 0.42
 12.0 1,033.0 0.10 0.30 1.07
 6.00 2,066.0 0.21 0.85 2.64
 4.00 3,100.0 0.31 2.47 3.08
  4,133.0 0.41 2.95 3.14
  5,166.0 0.52 3.03 3.18
  6,888.0 0.69 3.47 3.23
   1.03 3.26 3.96
   3.10 2.07 12.6
   6.20 3.66 26.7
   12.0 11.3 50.1
   21.0 19.9 77.1
   31.0 37.4 110.0
   62.0 86.1 157.0
Copper39 9,000.0 1.38  1.00 0.00
 4,000.0 3.10  1.00 0.00
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Copper39 1,500.0 8.27  1.00 0.00
 1,000.0 12.4  1.00 0.00
 900.0 13.8  1.00 0.00
 500.0 24.8  1.00 0.00
 300.0 41.3  0.99 0.01
 200.0 62.0  0.98 0.02
 150.0 82.7  0.97 0.03
 120.0 103.0  0.97 0.05
 100.0 124.0  0.97 0.07
 50.0 248.0  0.95 0.13
 29.0 428.0  0.85 0.30
 26.0 477.0  0.92 0.40
 24.0 517.0  0.96 0.37
 23.0 539.0  0.94 0.37
 20.0 620.0  0.88 0.46
 15.0 827.0  1.01 0.71
 12.0 1,033.0 0.10 1.09 0.73
 6.50 1,907.0 0.19 0.96 1.37
 5.20 2,384.0 0.24 1.38 1.80
 4.80 2,583.0 0.26 1.53 1.71
 4.30 2,885.0 0.29 1.46 1.64
 2.60 4,768.0 0.48 1.15 2.5
 2.30 5,390.0 0.54 1.04 2.59
 2.10 5,904.0 0.59 0.47 2.81
 1.80 6,888.0 0.69 0.21 4.05
 1.50 8,265.0 0.83 0.26 5.26
 0.950  1.30 0.51 6.92
 0.620  2.00 0.85 10.6
 0.400  3.10 1.59 16.5
 0.200  6.20 5.23 33.0
 0.130  9.54 10.8 47.5
Chromium40 10,000.0 1.24  1.00 0.00
 6,015.0 2.06  1.00 0.00
 5,878.0 2.11  1.00 0.00
 3,008.0 4.12  1.00 0.00
 1,504.0 8.24  1.00 0.00
 992.0 12.5  1.00 0.00
 735.0 16.9  1.00 0.00
 702.0 17.7  1.00 0.00
 686.0 18.1  1.00 0.00
 403.0 30.8  1.00 0.00
 202.0 61.5  0.98 0.00
 100.0 124.0  0.94 0.03
 62.0 200.0  0.88 0.12
 52.0 238.0  0.92 0.18
 29.5 420.0  0.78 0.21
 24.3 510.0  0.67 0.39
 18.0 689.0  0.87 0.70
 14.3 867.0  1.06 0.82
 12.8 969.0  1.15 0.75
 11.4 1,088.0 0.109 1.08 0.69
 7.61 1,629.0 0.163 0.66 1.23

(Continued)
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Chromium40 5.75 2,156.0 0.216 0.97 1.74
 4.80 2,583.0 0.258 0.86 2.13
 3.03 4,092.0 0.409 1.54 3.71
 2.42 5,123.0 0.512 2.75 4.46
 1.77 7,005.0 0.700 3.84 4.37
 1.26 9,843.0 0.984 4.50 4.28
 1.12  1.11 4.53 4.30
 0.66  1.88 3.96 5.95
 0.60  2.07 4.01 6.48
 0.34  3.65 2.89 12.0
 0.18  6.89 8.73 25.4
 0.09  13.8 11.8 33.9
 0.06  20.7 21.2 42.0
 0.04  31.0 14.9 65.2
Gold39 8,266.0 1.50  1.00 0.00
 2,480.0 5.00  1.00 0.00
 2,066.0 6.00  1.00 0.00
 1,012.0 12.25  1.00 0.00
 573.0 21.6  1.00 0.00
 220.0 56.4  0.99 0.01
 150.0 82.7  0.96 0.01
 86.0 144.0  0.89 0.06
 84.5 147.0  0.89 0.07
 84.0 148.0  0.89 0.06
 68.0 182.0  0.86 0.12
 60.0 207.0  0.86 0.16
 34.0 365.0  0.78 0.47
 30.0 413.0  0.89 0.60
 29.0 428.0  0.91 0.60
 27.0 459.0  0.90 0.64
 26.0 480.0  0.85 0.56
 21.8 570.0  1.02 0.85
 19.4 640.0  1.16 0.73
 17.7 700.0  1.08 0.68
 15.8 785.0  1.03 0.74
 12.4 1,000.0 0.10 1.20 0.84
 8.27 1,550.0 0.15 1.45 1.11
 7.29 1,700.0 0.17 1.52 1.07
 6.36 1,950.0 0.20 1.42 1.12
 4.10 3,024.0 0.30 1.81 1.92
 3.90 3,179.0 0.32 1.84 1.90
 3.60 3,444.0 0.34 1.77 1.85
 3.00 4,133.0 0.41 1.64 1.96
 2.60 4,769.0 0.48 1.24 1.80
 2.20 5,636.0 0.56 0.31 2.88
 1.80 6,888.0 0.69 0.16 3.80
 1.40 8,856.0 0.89 0.21 5.88
 1.20  1.03 0.27 7.07
 0.82  1.51 0.54 9.58
 0.40  3.10 1.73 19.2
 0.20  6.20 5.42 37.5
 0.125  9.92 12.2 54.7
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Iron36,40 10,000.0 1.24  1.00 0.00
 7,071.0 1.75  1.00 0.00
 3,619.0 3.43  1.00 0.00
 1,575.0 7.87  1.00 0.00
 884.0 14.0  1.00 0.00
 825.0 15.0  1.00 0.00
 320.0 38.8  0.99 0.00
 211.0 58.7  0.98 0.01
 153.0 81.2  0.97 0.02
 94.0 132.0  0.94 0.05
 65.0 191.0  0.90 0.12
 56.6 219.0  0.98 0.19
 54.0 230.0  1.11 0.18
 51.6 240.0  0.97 0.05
 30.0 413.0  0.82 0.13
 22.2 559.0  0.71 0.35
 20.5 606.0  0.74 0.42
 18.0 689.0  0.78 0.51
 15.8 785.0  0.77 0.61
 11.5 1,078.0 0.11 0.93 0.84
 11.0 1,127.0 0.11 0.91 0.83
 10.3 1,200.0 0.12 0.87 0.91
 8.00 1,550.0 0.15 0.94 1.18
 5.00 2,480.0 0.25 1.14 1.87
 3.00 4,133.0 0.41 1.88 3.12
 2.30 5,390.0 0.54 2.65 3.34
 2.10 5,903.0 0.59 2.80 3.34
 1.50 8,265.0 0.83 3.05 3.77
 1.24  1.00 3.23 4.35
 0.496  2.50 4.13 8.59
 0.248  5.00 4.59 15.4
 0.124  10.0 5.81 30.4
 0.062  20.0 9.87 60.1
 0.037  33.3 22.5 100.0
 0.025  50.0 45.7 141.0
 0.015  80.0 75.2 158.0
 0.010  125.0 120.0 207.0
 0.006  200.0 183.0 260.0
 0.004  287.0 238.0 306.0
Molybdenum39 2,000.0 6.19  1.00 0.00
 1,041.0 11.6  1.00 0.00
 396.0 31.3  1.00 0.01
 303.0 40.9  1.00 0.01
 211.0 58.8  0.99 0.00
 100.0 124.0  0.93 0.01
 60.0 207.0  0.90 0.11
 37.5 331.0  0.81 0.29
 35.0 354.0  0.87 0.38
 33.8 367.0  0.91 0.33
 33.0 376.0  0.90 0.33
 31.4 394.0  0.92 0.31

(Continued)
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Molybdenum39 29.2 424.0  0.84 0.26
 23.4 530.0  0.58 0.55
 17.6 704.0  0.94 1.14
 15.6 795.0  1.15 1.01
 15.0 827.0  1.14 0.99
 14.4 861.0  1.13 1.00
 13.2 939.0  1.20 1.03
 12.0 1,033.0 0.10 1.26 0.92
 11.0 1,127.0 0.11 1.05 0.77
 8.80 1,409.0 0.14 0.65 1.41
 6.20 2,000.0 0.20 0.81 2.50
 4.40 2,818.0 0.28 2.39 3.88
 3.30 3,757.0 0.38 3.06 3.18
 3.10 4,000.0 0.40 3.03 3.22
 2.40 5,166.0 0.52 3.59 3.78
 2.30 5,391.0 0.54 3.79 3.61
 2.20 5,636.0 0.56 3.76 3.41
 2.05 6,052.0 0.61 3.68 3.49
 1.90 6,526.0 0.65 3.74 3.58
 1.70 7,293.0 0.73 3.84 3.51
 1.50 8,266.0 0.83 3.53 3.30
 1.20  1.03 2.44 4.22
 0.58  2.14 1.34 11.3
 0.24  5.17 3.61 30.0
 0.12  10.3 13.4 58.4
 0.10  12.4 18.5 68.5
Nickel39 9,919.0 1.25  1.00 0.00
 4,133.0 3.00  1.00 0.00
 1,771.0 7.00  1.00 0.00
 929.0 13.3  1.00 0.00
 500.0 24.8  1.00 0.00
 300.0 41.3  0.99 0.01
 180.0 68.9  0.98 0.02
 120.0 103.0  0.96 0.05
 84.0 148.0  0.93 0.11
 68.0 182.0  0.98 0.17
 66.0 188.0  1.01 0.16
 64.0 194.0  0.98 0.11
 50.0 248.0  0.93 0.15
 45.0 276.0  0.88 0.13
 35.0 354.0  0.86 0.24
 23.0 539.0  0.92 0.44
 20.5 605.0  0.89 0.49
 13.0 954.0  1.08 0.71
 10.0 1,240.0 0.12 0.95 0.87
 7.20 1,722.0 0.17 1.03 1.27
 6.20 2,000.0 0.20 1.00 1.54
 4.80 2,583.0 0.26 1.53 2.11
 4.15 2,988.0 0.30 1.74 2.00
 3.95 3,140.0 0.31 1.72 1.98
 3.15 3,938.0 0.39 1.61 2.33
 2.40 5,166.0 0.52 1.71 3.06
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Nickel39 1.80 6,888.0 0.69 2.14 4.00
 1.20  1.03 2.85 5.10
 0.45  2.76 4.20 10.2
 0.40  3.10 3.84 11.4
 0.28  4.43 4.30 16.0
 0.22  5.64 4.11 20.2
 0.12  10.3 7.11 38.3
 0.10  12.4 9.54 45.8
Platinum39 2,000.0 6.20  1.00 0.00
 1,016.0 12.2  1.00 0.00
 504.0 24.6  0.99 0.00
 244.0 50.8  0.99 0.01
 121.0 102.0  0.95 0.02
 83.7 150.0  0.88 0.08
 72.9 170.0  0.89 0.10
 53.9 230.0  0.86 0.20
 51.7 240.0  0.88 0.22
 45.6 250.0  0.87 0.16
 32.6 380.0  0.66 0.45
 30.2 410.0  0.70 0.58
 29.5 420.0  0.71 0.57
 28.8 430.0  0.72 0.65
 28.2 440.0  0.72 0.58
 24.8 500.0  0.71 0.72
 20.7 600.0  0.84 0.94
 16.8 740.0  1.05 0.82
 13.2 940.0  1.20 0.93
 12.7 980.0  1.17 0.96
 10.1 1,230.0 0.12 1.36 1.18
 9.05 1,370.0 0.14 1.43 1.14
 8.38 1,480.0 0.15 1.47 1.15
 7.87 1,575.0 0.16 1.46 1.19
 7.29 1,700.0 0.17 1.49 1.22
 6.05 2,050.0 0.20 1.19 1.40
 5.40 2,296.0 0.23 1.36 1.61
 3.00 4,133.0 0.41 1.75 2.92
 2.30 5,390.0 0.54 2.10 3.67
 1.80 6,888.0 0.69 2.51 4.43
 1.20  1.03 3.55 5.92
 0.78  1.55 5.38 7.04
 0.70  1.77 5.71 6.83
 0.65  1.91 5.52 6.66
 0.40  3.10 2.81 11.4
 0.20  6.20 5.90 24.0
 0.13  9.54 9.91 36.7
 0.10  12.4 13.2 44.7
Silver39 10,000.0 1.24  1.00 0.00
 6,000.0 2.07  1.00 0.00
 3,000.0 4.13  1.00 0.00
 1,500.0 8.26  1.00 0.00
 800.0 15.5  1.00 0.00
 370.0 33.5  1.01 0.01

(Continued)
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Silver39 350.0 35.4  1.00 0.00
 170.0 72.9  0.97 0.00
 110.0 113.0  0.90 0.02
 95.0 131.0  0.86 0.06
 85.0 146.0  0.85 0.11
 64.0 194.0  0.89 0.21
 50.0 248.0  0.88 0.29
 44.0 282.0  0.90 0.33
 35.0 354.0  0.87 0.45
 31.0 400.0  0.93 0.53
 27.5 451.0  0.85 0.62
 22.5 551.0  1.03 0.62
 21.0 590.0  1.11 0.56
 20.0 620.0  1.10 0.55
 15.0 827.0  1.24 0.69
 13.0 954.0  1.32 0.60
 10.9 1,137.0 0.11 1.28 0.56
 10.0 1,240.0 0.12 1.24 0.57
 9.20 1,348.0 0.13 1.18 0.55
 7.60 1,631.0 0.16 0.94 0.83
 4.85 2,556.0 0.26 1.34 1.35
 4.15 2,988.0 0.30 1.52 0.99
 3.90 3,179.0 0.32 0.93 0.50
 3.10 4,000.0 0.40 0.17 1.95
 2.20 5,636.0 0.56 0.12 3.45
 1.80 6,888.0 0.69 0.14 4.44
 1.20  1.03 0.23 6.99
 0.62  2.00 0.65 12.2
 0.24  5.17 3.73 31.3
 0.125  9.92 13.1 53.7
Tungsten39 2,000.0 6.20  1.00 0.00
 1,016.0 12.2  1.00 0.00
 516.0 24.0  0.99 0.00
 244.0 50.8  0.99 0.02
 100.0 124.0  0.94 0.04
 43.0 288.0  0.74 0.27
 38.5 322.0  0.82 0.33
 35.0 354.0  0.85 0.31
 33.0 376.0  0.82 0.28
 32.0 388.0  0.79 0.30
 30.5 406.0  0.77 0.29
 23.8 521.0  0.48 0.60
 22.9 541.0  0.49 0.69
 22.1 561.0  0.49 0.76
 16.0 775.0  0.98 1.14
 15.5 800.0  0.96 1.12
 14.6 849.0  0.90 1.20
 11.8 1,051.0 0.11 1.18 1.48
 10.8 1,148.0 0.11 1.29 1.39
 10.3 1,204.0 0.12 1.22 1.33
 7.80 1,590.0 0.16 0.93 2.06
 5.60 2,214.0 0.22 2.43 3.70
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TABLE 2 n and k of Selected Metals at Room Temperature (Continued)

Metal eV Wavelength Å µm n k

Tungsten39 5.00 2,480.0 0.25 3.40 2.85
 4.30 2,883.0 0.29 3.07 2.31
 4.00 3,100.0 0.31 2.95 2.43
 3.45 3,594.0 0.36 3.32 2.70
 3.25 3,815.0 0.38 3.45 2.49
 3.10 4,000.0 0.40 3.39 2.41
 2.80 4,428.0 0.44 3.30 2.49
 1.85 6,702.0 0.67 3.76 2.95
 1.75 7,085.0 0.71 3.85 2.86
 1.60 7,749.0 0.77 3.67 2.68
 1.20  1.03 3.00 3.64
 0.96  1.29 3.15 4.41
 0.92  1.35 3.14 4.45
 0.85  1.46 2.80 4.33
 0.58  2.14 1.18 8.44
 0.40  3.10 1.94 13.2
 0.34  3.65 1.71 15.7
 0.18  6.89 4.72 31.5
 0.12  10.3 10.1 46.4
 0.07  17.7 26.5 73.8
 0.05  24.8 46.5 93.7
Silicon carbide41 30.0 413.0  0.74 0.11
 20.5 605.0  0.35 0.53
 13.1 946.0  0.68 1.41
 9.50 1,305.0 0.13 1.46 2.21
 9.00 1,378.0 0.14 1.60 2.15
 7.60 1,631.0 0.16 2.59 2.87
 6.40 1,937.0 0.19 4.05 1.42
 5.00 2,480.0 0.25 3.16 0.26
 3.90 3,179.0 0.32 2.92 0.01
 3.00 4,133.0 0.41 2.75 0.00
 2.50 4,959.0 0.50 2.68 0.00
 1.79 6,911.0 0.69 2.62 —
 1.50 8,266.0 0.83 2.60 —
 0.62  2.00 2.57 0.00
 0.31  4.00 2.52 0.00
 0.12  6.67 2.33 0.02
 0.11  9.80 1.29 0.01
 0.10  10.40 0.09 0.63
 0.10  10.81 0.06 1.57
 0.10  11.9 0.16 4.51
 0.09  12.6 8.74 18.4
 0.08  12.7 17.7 6.03
 0.05  13.1 7.35 0.27
   15.4 4.09 0.02
   25.0 3.34 —
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FIGURE 2 k for aluminum vs. photon energy.37
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FIGURE 3 n and k for aluminum vs. photon energy.37
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FIGURE 4 n and k for beryllium vs. wavelength.38
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FIGURE 5 n and k for copper vs. wavelength.39
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FIGURE 6 n and k for chromium vs. wavelength.40
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FIGURE 7 n and k for gold vs. wavelength.39
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TABLE 3 Reflectance of Selected Metals at Normal Incidence

Metal eV Wavelength Å µm R

Aluminum36 0.040  31.0 0.9923
 0.050  24.8 0.9915
 0.060  20.7 0.9906
 0.070  17.7 0.9899
 0.080  15.5 0.9895
 0.090  13.8 0.9892
 0.100  12.4 0.9889
 0.125  9.92 0.9884
 0.175  7.08 0.9879
 0.200  6.20 0.9873
 0.250  4.96 0.9858
 0.300  4.13 0.9844
 0.400  3.10 0.9826
 0.600  2.07 0.9806
 0.800  1.55 0.9778
 0.900  1.38 0.9749
 1.00  1.24 0.9697
 1.10  1.13 0.9630
 1.20  1.03 0.9521
 1.30 9,537.0 0.95 0.9318
 1.40 8,856.0 0.89 0.8852
 1.50 8,265.0 0.83 0.8678
 1.60 7,749.0 0.77 0.8794
 1.70 7,293.0 0.73 0.8972
 1.80 6,888.0 0.69 0.9069
 2.00 6,199.0 0.62 0.9148
 2.40 5,166.0 0.52 0.9228
 2.80 4,428.0 0.44 0.9242
 3.20 3,874.0 0.39 0.9243
 3.60 3,444.0 0.34 0.9246
 4.00 3,100.0 0.31 0.9248
 4.60 2,695.0 0.27 0.9249
 5.00 2,497.0 0.25 0.9244
 6.00 2,066.0 0.21 0.9257
 8.00 1,550.0 0.15 0.9269
 10.00 1,240.0 0.12 0.9286
 11.00 1,127.0 0.11 0.9298
 13.00 954.0  0.8960
 13.50 918.0  0.8789
 14.00 886.0  0.8486
 14.40 861.0  0.8102
 14.60 849.0  0.7802
 14.80 838.0  0.7202
 15.00 827.0  0.6119
 15.20 816.0  0.4903
 15.40 805.0  0.3881
 15.60 795.0  0.3182
 15.80 785.0  0.2694
 16.00 775.0  0.2326
 16.20 765.0  0.2031
 16.40 756.0  0.1789
 16.75 740.0  0.1460

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Aluminum39 17.00 729.0  0.1278
 17.50 708.0  0.1005
 18.00 689.0  0.0809
 19.00 653.0  0.0554
 20.0 620.0  0.0398
 21.0 590.0  0.0296
 22.0 564.0  0.0226
 23.0 539.0  0.0177
 24.0 517.0  0.0140
 25.0 496.0  0.0113
 26.0 477.0  0.0092
 27.0 459.0  0.0076
 28.0 443.0  0.0063
 30.0 413.0  0.0044
 35.0 354.0  0.0020
 40.0 310.0  0.0010
 45.0 276.0  0.0005
 50.0 248.0  0.0003
 55.0 225.0  0.0001
 60.0 206.0  0.0000
 70.0 177.0  0.0000
 72.5 171.0  0.0002
 75.0 165.0  0.0002
 80.0 155.0  0.0002
 85.0 146.0  0.0002
 95.0 131.0  0.0003
 100.0 124.0  0.0002
 120.0 103.0  0.0002
 130.0 95.4  0.0001
 150.0 82.7  0.0001
 170.0 72.9  0.0001
 180.0 68.9  0.0000
 200.0 62.0  0.0000
 300.0 41.3  0.0000
Beryllium38 0.020  61.99 0.989
 0.040  31.00 0.989
 0.060  20.66 0.988
 0.080  15.50 0.985
 0.100  12.40 0.983
 0.120  10.33 0.982
 0.160  7.75 0.981
 0.200  6.20 0.980
 0.240  5.17 0.978
 0.280  4.43 0.972
 0.320  3.87 0.966
 0.380  3.26 0.955
 0.440  2.82 0.940
 0.500  2.48 0.917
 0.560  2.21 0.887
 0.600  2.07 0.869
 0.660  1.88 0.841
 0.720  1.72 0.810
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Beryllium38 0.780  1.59 0.775
 0.860  1.44 0.736
 0.940  1.32 0.694
 1.00  1.24 0.667
 1.10  1.13 0.640
 1.20  1.03 0.615
 1.40 8,856.0 0.89 0.575
 1.60 7,749.0 0.77 0.555
 1.90 6,525.0 0.65 0.540
 2.40 5,166.0 0.52 0.538
 2.80 4,428.0 0.44 0.537
 3.00 4,133.0 0.41 0.537
 3.30 3,757.0 0.38 0.536
 3.60 3,444.0 0.34 0.536
 3.80 3,263.0 0.33 0.538
 4.00 3,100.0 0.31 0.541
 4.20 2,952.0 0.30 0.547
 4.40 2,818.0 0.28 0.558
 4.60 2,695.0 0.27 0.575
Copper36 0.10  12.4 0.980
 0.50  2.48 0.979
 1.00  1.24 0.976
 1.50 8,265.0 0.83 0.965
 1.70 7,293.0 0.73 0.958
 1.80 6,888.0 0.69 0.952
 1.90 6,525.0 0.65 0.943
 2.00 6,199.0 0.62 0.910
 2.10 5,904.0 0.59 0.814
 2.20 5,635.0 0.56 0.673
 2.30 5,390.0 0.54 0.618
 2.40 5,166.0 0.52 0.602
 2.60 4,768.0 0.48 0.577
 2.80 4,428.0 0.44 0.545
 3.00 4,133.0 0.41 0.509
 3.20 3,874.0 0.39 0.468
 3.40 3,646.0 0.36 0.434
 3.60 3,444.0 0.34 0.407
 3.80 3,263.0 0.33 0.387
 4.00 3,100.0 0.31 0.364
 4.20 2,952.0 0.30 0.336
 4.40 2,818.0 0.28 0.329
 4.60 2,695.0 0.27 0.334
 4.80 2,583.0 0.26 0.345
 5.00 2,497.0 0.25 0.366
 5.20 2,384.0 0.24 0.380
 5.40 2,296.0 0.23 0.389
 5.60 2,214.0 0.22 0.391
 5.80 2,138.0 0.21 0.389
 6.00 2,066.0 0.21 0.380
 6.50 1,907.0 0.19 0.329
 7.00 1,771.0 0.18 0.271
 7.50 1,653.0 0.17 0.230

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Copper36 8.00 1,550.0 0.15 0.206
 8.50 1,459.0 0.15 0.189
 9.00 1,378.0 0.14 0.171
 9.50 1,305.0 0.13 0.154
 10.00 1,240.0 0.12 0.139
 11.00 1,127.0 0.11 0.118
 12.00 1,033.0 0.10 0.111
 13.00 954.0  0.109
 14.00 886.0  0.111
 15.00 827.0  0.111
 16.00 775.0  0.106
 17.00 729.0  0.097
 18.00 689.0  0.084
 19.00 653.0  0.071
 20.00 620.0  0.059
 21.00 590.0  0.048
 22.00 564.0  0.040
 23.00 539.0  0.035
 24.00 517.0  0.035
 25.00 496.0  0.040
 26.00 477.0  0.044
 27.00 459.0  0.043
 28.00 443.0  0.039
 29.00 428.0  0.032
 30.00 413.0  0.025
 32.00 387.0  0.017
 34.00 365.0  0.014
 36.00 344.0  0.012
 38.00 326.0  0.010
 40.00 310.0  0.009
 45.00 276.0  0.006
 50.00 248.0  0.005
 55.00 225.0  0.004
 60.00 206.0  0.003
 70.00 177.0  0.002
 90.00 138.0  0.002
Chromium36 0.06  20.70 0.962
 0.10  12.40 0.955
 0.14  8.86 0.936
 0.18  6.89 0.953
 0.22  5.64 0.954
 0.26  4.77 0.951
 0.30  4.13 0.943
 0.42  2.95 0.862
 0.54  2.30 0.788
 0.66  1.88 0.736
 0.78  1.59 0.680
 0.90  1.38 0.650
 1.00  1.24 0.639
 1.12  1.11 0.631
 1.24 9,998.0 1.00 0.629
 1.36 9,116.0 0.91 0.631
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Chromium36 1.46 8,492.0 0.85 0.632
 1.77 7,005.0 0.70 0.639
 2.00 6,199.0 0.62 0.644
 2.20 5,635.0 0.56 0.656
 2.40 5,166.0 0.52 0.677
 2.60 4,768.0 0.48 0.698
 2.80 4,428.0 0.44 0.703
 3.00 4,133.0 0.41 0.695
 4.00 3,100.0 0.31 0.651
 4.40 2,818.0 0.28 0.620
 4.80 2,583.0 0.26 0.572
 5.20 2,384.0 0.24 0.503
 5.60 2,214.0 0.22 0.443
 6.00 2,066.0 0.21 0.444
 7.00 1,771.0 0.18 0.425
 7.60 1,631.0 0.16 0.378
 8.00 1,550.0 0.15 0.315
 8.50 1,459.0 0.15 0.235
 9.00 1,378.0 0.14 0.170
 10.00 1,240.0 0.12 0.120
 11.00 1,127.0 0.11 0.103
 11.50 1,078.0 0.11 0.100
 12.00 1,033.0 0.10 0.101
 13.00 954.0  0.119
 14.00 886.0  0.135
 15.00 827.0  0.143
 16.00 775.0  0.139
 18.00 689.0  0.129
 19.00 653.0  0.131
 20.00 620.0  0.130
 22.00 563.0  0.112
 24.00 517.0  0.096
 26.00 477.0  0.063
 28.00 443.0  0.037
 30.00 413.0  0.030
Gold (electropolished)36 0.10  12.40 0.995
 0.20  6.20 0.995
 0.40  3.10 0.995
 0.60  2.07 0.994
 0.80  1.55 0.993
 1.00  1.24 0.992
 1.20  1.03 0.991
 1.40 8,856.0 0.89 0.989
 1.60 7,749.0 0.77 0.986
 1.80 6,888.0 0.69 0.979
 2.00 6,199.0 0.62 0.953
 2.10 5,904.0 0.59 0.925
 2.20 5,635.0 0.56 0.880
 2.30 5,390.0 0.54 0.807
 2.40 5,166.0 0.52 0.647
 2.50 4,959.0 0.50 0.438
 2.60 4,768.0 0.48 0.331

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Gold (electropolished)36 2.70 4,592.0 0.46 0.356
 2.80 4,428.0 0.44 0.368
 2.90 4,275.0 0.43 0.368
 3.00 4,133.0 0.41 0.369
 3.10 3,999.0 0.40 0.371
 3.20 3,874.0 0.39 0.368
 3.40 3,646.0 0.36 0.356
 3.60 3,444.0 0.34 0.346
 3.80 3,263.0 0.33 0.360
 4.00 3,100.0 0.31 0.369
 4.20 2,952.0 0.30 0.367
 4.40 2,818.0 0.28 0.370
 4.60 2,695.0 0.27 0.364
 4.80 2,583.0 0.26 0.344
 5.00 2,497.0 0.25 0.319
 5.40 2,296.0 0.23 0.275
 5.80 2,138.0 0.21 0.236
 6.20 2,000.0 0.20 0.203
 6.60 1,878.0 0.19 0.177
 7.00 1,771.0 0.18 0.162
 7.40 1,675.0 0.17 0.164
 7.80 1,589.0 0.16 0.171
 8.20 1,512.0 0.15 0.155
 8.60 1,442.0 0.14 0.144
 9.00 1,378.0 0.14 0.133
 9.40 1,319.0 0.13 0.122
 9.80 1,265.0 0.13 0.124
 10.20 1,215.0 0.12 0.127
 11.00 1,127.0 0.11 0.116
 12.00 1,033.0 0.10 0.109
 14.00 886.0  0.140
 16.00 775.0  0.123
 18.00 689.0  0.109
 20.00 620.0  0.133
 22.00 563.0  0.164
 24.00 517.0  0.125
 26.00 477.0  0.079
 28.00 443.0  0.063
 30.00 413.0  0.064
Iron36 0.10  12.40 0.978
 0.15  8.27 0.956
 0.20  6.20 0.958
 0.26  4.77 0.911
 0.30  4.13 0.892
 0.36  3.44 0.867
 0.40  3.10 0.858
 0.50  2.48 0.817
 0.60  2.07 0.783
 0.70  1.77 0.752
 0.80  1.55 0.725
 0.90  1.38 0.700
 1.00  1.24 0.678
 1.10  1.13 0.660
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Iron36 1.20  1.03 0.641
 1.30 9,537.0 0.95 0.626
 1.40 8,856.0 0.89 0.609
 1.50 8,265.0 0.83 0.601
 1.60 7,749.0 0.77 0.585
 1.70 7,293.0 0.73 0.577
 1.80 6,888.0 0.69 0.573
 1.90 6,525.0 0.65 0.563
 2.00 6,199.0 0.62 0.563
 2.20 5,635.0 0.56 0.563
 2.40 5,166.0 0.52 0.567
 2.60 4,768.0 0.48 0.576
 2.80 4,428.0 0.44 0.580
 3.00 4,133.0 0.41 0.583
 3.20 3,874.0 0.39 0.576
 3.40 3,646.0 0.36 0.565
 3.60 3,444.0 0.34 0.548
 4.00 3,100.0 0.31 0.527
 4.33 2,863.0 0.29 0.494
 4.67 2,655.0 0.27 0.470
 5.00 2,497.0 0.25 0.435
 5.50 2,254.0 0.23 0.401
 6.00 2,066.0 0.21 0.366
 6.50 1,907.0 0.19 0.358
 7.00 1,771.0 0.18 0.333
 7.50 1,653.0 0.17 0.298
 8.00 1,550.0 0.15 0.272
 8.50 1,459.0 0.15 0.251
 9.00 1,378.0 0.14 0.236
 9.50 1,305.0 0.13 0.226
 10.00 1,240.0 0.12 0.213
 11.00 1,127.0 0.11 0.162
 11.17 1,110.0 0.11 0.159
 11.33 1,094.0 0.11 0.159
 11.50 1,078.0 0.11 0.160
 12.00 1,033.0 0.10 0.163
 12.50 992.0  0.165
 13.00 954.0  0.162
 13.50 918.0  0.159
 14.00 886.0  0.151
 15.00 827.0  0.135
 16.00 775.0  0.116
 17.00 729.0  0.102
 18.00 689.0  0.091
 20.00 620.0  0.083
 22.00 563.0  0.068
 24.00 517.0  0.045
 26.00 477.0  0.031
 28.00 443.0  0.021
 30.00 413.0  0.014
Molybdenum36 0.10  12.40 0.985
 0.20  6.20 0.985
 0.30  4.13 0.983

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Molybdenum36 0.50  2.70 0.971
 0.70  1.77 0.932
 0.90  1.38 0.859
 1.00  1.24 0.805
 1.10  1.13 0.743
 1.20  1.03 0.671
 1.30 9,537.0 0.95 0.608
 1.40 8,856.0 0.89 0.562
 1.50 8,265.0 0.83 0.550
 1.60 7,749.0 0.77 0.562
 1.70 7,293.0 0.73 0.570
 1.80 6,888.0 0.69 0.576
 2.00 6,199.0 0.62 0.571
 2.20 5,635.0 0.56 0.562
 2.40 5,166.0 0.52 0.594
 2.60 4,768.0 0.48 0.582
 2.80 4,428.0 0.44 0.565
 3.00 4,133.0 0.41 0.550
 3.20 3,874.0 0.39 0.540
 3.40 3,646.0 0.36 0.541
 3.60 3,444.0 0.34 0.546
 3.80 3,263.0 0.33 0.554
 4.00 3,100.0 0.31 0.576
 4.20 2,952.0 0.30 0.610
 4.40 2,818.0 0.28 0.640
 4.60 2,695.0 0.27 0.658
 4.80 2,583.0 0.26 0.678
 5.00 2,497.0 0.25 0.695
 5.20 2,384.0 0.24 0.706
 5.40 2,296.0 0.23 0.706
 5.60 2,214.0 0.22 0.700
 6.00 2,066.0 0.21 0.674
 6.40 1,937.0 0.19 0.641
 6.80 1,823.0 0.18 0.592
 7.20 1,722.0 0.17 0.548
 7.40 1,675.0 0.17 0.542
 7.60 1,631.0 0.16 0.552
 7.80 1,589.0 0.16 0.542
 8.00 1,550.0 0.15 0.530
 8.40 1,476.0 0.15 0.495
 8.80 1,409.0 0.14 0.450
 9.20 1,348.0 0.13 0.385
 9.60 1,291.0 0.13 0.320
 10.00 1,240.0 0.12 0.250
 10.40 1,192.0 0.12 0.188
 10.60 1,170.0 0.12 0.138
 11.20 1,107.0 0.11 0.123
 11.60 1,069.0 0.11 0.135
 12.00 1,033.0 0.10 0.154
 12.80 969.0  0.178
 13.60 912.0  0.187
 14.40 861.0  0.182
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Molybdenum36 14.80 838.0  0.179
 15.00 827.0  0.179
 16.00 775.0  0.194
 17.00 729.0  0.233
 18.00 689.0  0.270
 19.00 653.0  0.284
 20.00 620.0  0.264
 22.00 563.0  0.207
 24.00 517.0  0.151
 26.00 477.0  0.071
 28.00 443.0  0.036
 30.00 413.0  0.023
 32.00 387.0  0.030
 34.00 365.0  0.034
 36.00 344.0  0.043
 38.00 326.0  0.033
 40.00 310.0  0.025
Nickel36 0.10  12.40 0.983
 0.15  8.27 0.978
 0.20  6.20 0.969
 0.30  4.13 0.934
 0.40  3.10 0.900
 0.60  2.07 0.835
 0.80  1.55 0.794
 1.00  1.24 0.753
 1.20  1.03 0.721
 1.40 8,856.0 0.89 0.695
 1.60 7,749.0 0.77 0.679
 1.80 6,888.0 0.69 0.670
 2.00 6,199.0 0.62 0.649
 2.40 5,166.0 0.52 0.590
 2.80 4,428.0 0.44 0.525
 3.20 3,874.0 0.39 0.467
 3.60 3,444.0 0.34 0.416
 3.80 3,263.0 0.33 0.397
 4.00 3,100.0 0.31 0.392
 4.20 2,952.0 0.30 0.396
 4.60 2,695.0 0.27 0.421
 5.00 2,497.0 0.25 0.449
 5.20 2,384.0 0.24 0.454
 5.40 2,296.0 0.23 0.449
 5.80 2,138.0 0.21 0.417
 6.20 2,000.0 0.20 0.371
 6.60 1,878.0 0.19 0.325
 7.00 1,771.0 0.18 0.291
 8.00 1,550.0 0.15 0.248
 9.00 1,378.0 0.14 0.211
 10.00 1,240.0 0.12 0.166
 11.00 1,127.0 0.11 0.115
 12.00 1,033.0 0.10 0.108
 13.00 954.0  0.105
 14.00 886.0  0.106

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Nickel36 15.00 827.0  0.107
 16.00 775.0  0.103
 18.00 689.0  0.092
 20.00 620.0  0.071
 22.00 564.0  0.055
 24.00 517.0  0.051
 27.00 459.0  0.042
 30.00 413.0  0.034
 35.00 354.0  0.022
 40.00 310.0  0.014
 50.00 248.0  0.004
 60.00 206.0  0.002
 65.00 191.0  0.002
 70.00 177.0  0.004
 90.00 138.0  0.002
Platinum36 0.10  12.40 0.976
 0.15  8.27 0.969
 0.20  6.20 0.962
 0.30  4.13 0.945
 0.40  3.10 0.922
 0.45  2.76 0.882
 0.50  2.50 0.813
 0.55  2.25 0.777
 0.60  2.07 0.753
 0.65  1.91 0.746
 0.70  1.77 0.751
 0.80  1.55 0.762
 0.90  1.38 0.765
 1.00  1.24 0.762
 1.20  1.03 0.746
 1.40 8,856.0 0.89 0.725
 1.60 7,749.0 0.77 0.706
 1.80 6,888.0 0.69 0.686
 2.00 6,199.0 0.62 0.664
 2.50 4,959.0 0.50 0.616
 3.00 4,133.0 0.41 0.565
 4.00 3,100.0 0.31 0.472
 5.00 2,497.0 0.25 0.372
 6.00 2,066.0 0.21 0.276
 7.00 1,771.0 0.18 0.230
 8.00 1,550.0 0.15 0.216
 9.00 1,378.0 0.14 0.200
 9.20 1,348.0 0.13 0.198
 9.40 1,319.0 0.13 0.200
 10.20 1,215.0 0.12 0.211
 11.00 1,127.0 0.11 0.199
 12.00 1,033.0 0.10 0.173
 12.80 969.0  0.158
 13.60 912.0  0.155
 14.80 838.0  0.157
 15.20 816.0  0.155
 16.00 775.0  0.146
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Platinum36 17.50 708.0  0.135
 18.00 689.0  0.142
 20.00 620.0  0.197
 21.00 590.0  0.226
 22.00 564.0  0.240
 23.00 539.0  0.226
 24.00 517.0  0.201
 26.00 477.0  0.150
 28.00 443.0  0.125
 29.00 428.0  0.118
 30.00 413.0  0.124
Silver36 0.10  12.40 0.995
 0.20  6.20 0.995
 0.30  4.13 0.994
 0.40  3.10 0.993
 0.50  2.48 0.992
 1.00  1.24 0.987
 1.50 8,265.0 0.83 0.960
 2.00 6,199.0 0.62 0.944
 2.50 4,959.0 0.50 0.914
 3.00 4,133.0 0.41 0.864
 3.25 3,815.0 0.38 0.816
 3.50 3,542.0 0.35 0.756
 3.60 3,444.0 0.34 0.671
 3.70 3,351.0 0.34 0.475
 3.77 3,289.0 0.33 0.154
 3.80 3,263.0 0.33 0.053
 3.90 3,179.0 0.32 0.040
 4.00 3,100.0 0.31 0.103
 4.10 3,024.0 0.30 0.153
 4.20 2,952.0 0.30 0.194
 4.30 2,883.0 0.29 0.208
 4.50 2,755.0 0.28 0.238
 4.75 2,610.0 0.26 0.252
 5.00 2,497.0 0.25 0.257
 5.50 2,254.0 0.23 0.257
 6.00 2,066.0 0.21 0.246
 6.50 1,907.0 0.19 0.225
 7.00 1,771.0 0.18 0.196
 7.50 1,653.0 0.17 0.157
 8.00 1,550.0 0.15 0.114
 9.00 1,378.0 0.14 0.074
 10.00 1,240.0 0.12 0.082
 11.00 1,127.0 0.11 0.088
 12.00 1,033.0 0.10 0.100
 13.00 954.0  0.112
 14.00 886.0  0.141
 15.00 827.0  0.156
 16.00 775.0  0.151
 17.00 729.0  0.139
 18.00 689.0  0.124
 19.00 653.0  0.111

(Continued)
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TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Silver36 20.00 620.0  0.103
 21.00 590.0  0.112
 21.50 577.0  0.124
 22.00 564.0  0.141
 22.50 551.0  0.157
 23.00 539.0  0.163
 24.00 517.0  0.165
 25.00 496.0  0.154
 26.00 477.0  0.133
 28.00 443.0  0.090
 30.00 413.0  0.074
 34.00 365.0  0.067
 38.00 326.0  0.043
 42.00 295.0  0.036
 46.00 270.0  0.031
 50.00 248.0  0.027
 56.00 221.0  0.024
 62.00 200.0  0.016
 66.00 188.0  0.016
 70.00 177.0  0.021
 76.00 163.0  0.013
 80.00 155.0  0.012
 90.00 138.0  0.009
 100.00 124.0  0.005
Tungsten36 0.10  12.40 0.983
 0.20  6.20 0.981
 0.30  4.13 0.979
 0.38  3.26 0.963
 0.46  2.70 0.952
 0.54  2.30 0.948
 0.62  2.00 0.917
 0.70  1.77 0.856
 0.74  1.68 0.810
 0.78  1.59 0.759
 0.82  1.51 0.710
 0.86  1.44 0.661
 0.98  1.27 0.653
 1.10  1.13 0.627
 1.20  1.03 0.590
 1.30 9,537.0 0.95 0.545
 1.40 8,856.0 0.89 0.515
 1.50 8,265.0 0.83 0.500
 1.60 7,749.0 0.77 0.494
 1.70 7,293.0 0.73 0.507
 1.80 6,888.0 0.69 0.518
 1.90 6,525.0 0.65 0.518
 2.10 5,904.0 0.59 0.506
 2.50 4,959.0 0.50 0.487
 3.00 4,133.0 0.41 0.459
 3.50 3,542.0 0.35 0.488
 4.00 3,100.0 0.31 0.451
 4.20 2,952.0 0.30 0.440
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Figures 28 to 34 show reflectance for polished surfaces and thin films of Al, Be, SiC, and Ni, 
including effects of oxide films on the surface.51 One effect of absorption is to limit the penetration 
depth of incident radiation. Penetration depth is shown in Fig. 35 as a function of wavelength for 
Al, Be, and Ni.51

Absorption is a critical parameter for high-energy laser components, and is discussed in hundreds 
of papers as a function of surface morphology, angle of incidence, polarization state, and tempera-
ture. Only a few representative examples of this body of work can be cited here. When absorptance 
measurements were made of metal mirrors as a function of angle of incidence, polarization state, and 
wavelength,52 it was found that measured values agreed with theory except at high angles of incidence 
where surface condition plays an undefined role. With the advent of diamond-turning as a mirror-
finishing method, many papers have addressed absorptance characteristics of these unique surfaces as 
a function of surface morphology and angle of incidence, particularly on Ag and Cu mirrors.53,54 It has 
been observed that mirrors have the lowest absorptance when the light is s-polarized and the grooves 
are oriented parallel to the plane of incidence.54 The temperature dependence of optical absorption 

TABLE 3 Reflectance of Selected Metals at Normal Incidence (Continued)

Metal eV Wavelength Å µm R

Tungsten36 4.60 2,695.0 0.27 0.455
 5.00 2,497.0 0.25 0.505
 5.40 2,296.0 0.23 0.586
 5.80 2,138.0 0.21 0.637
 6.20 2,000.0 0.20 0.646
 6.60 1,878.0 0.19 0.631
 7.00 1,771.0 0.18 0.607
 7.60 1,631.0 0.16 0.556
 8.00 1,550.0 0.15 0.505
 8.40 1,476.0 0.15 0.449
 9.00 1,378.0 0.14 0.388
 10.00 1,240.0 0.12 0.287
 10.40 1,192.0 0.12 0.270
 11.00 1,127.0 0.11 0.290
 11.80 1,051.0 0.11 0.318
 12.80 969.0  0.333
 13.60 912.0  0.325
 14.80 838.0  0.276
 15.60 795.0  0.246
 16.00 775.0  0.249
 16.80 738.0  0.273
 17.60 704.0  0.304
 18.80 659.0  0.340
 20.00 620.0  0.354
 21.20 585.0  0.331
 22.40 553.0  0.287
 23.60 525.0  0.252
 24.00 517.0  0.234
 24.80 500.0  0.191
 25.60 484.0  0.150
 26.80 463.0  0.105
 28.00 443.0  0.073
 30.00 413.0  0.047
 34.00 365.0  0.032
 36.00 344.0  0.036
 40.00 310.0  0.045
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FIGURE 16 Reflectance and absorptance for
aluminum vs. wavelength calculated for normal incidence.35 
(With permission.)
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FIGURE 17 Reflectance and absorptance for
copper vs. wavelength calculated for normal incidence.35 (With
permission.)
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FIGURE 18 Reflectance and absorptance for gold 
vs. wavelength calculated for normal incidence.35 (With 
permission.)

1

0.5

0.2

0.1

0.05

R
, A

0.02

0.01
0.01 0.02 0.05 0.1 0.2

Wavelength (μm)

0.5 1 2 5 10

A

Fe

R

R
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vs. wavelength calculated for normal incidence.35 (With 
permission.)
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FIGURE 22 Reflectance and absorptance for platinum 
vs. wavelength calculated for normal incidence.35 (With 
permission.)
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FIGURE 23 Reflectance for the basal plane of hex-
agonal silicon carbide vs. wavelength calculated for normal 
incidence.35 (With permission.)

FIGURE 20 Reflectance and absorptance for molybde-
num vs. wavelength calculated for normal incidence.35 (With 
permission.)
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FIGURE 21 Reflectance and absorptance for nickel 
vs. wavelength calculated for normal incidence.35 (With
permission.)
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FIGURE 24 Infrared reflectance for the basal 
plane of hexagonal silicon carbide vs. wavelength cal-
culated for normal incidence.35 (With permission.)
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FIGURE 25 Reflectance and absorptance for silver 
vs. wavelength calculated for normal incidence.35 (With
permission.)
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vs. wavelength calculated for normal incidence.35 (With
permission.)
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has long been known,55 but measurements and theory do not always agree, particularly at shorter 
wavelengths. Figure 36 shows absorptance of Mo as a function of temperature at a wavelength of 
10.6 µm.55

Mass absorption of energetic photons56 follows the same relationship as described in Eq. (4), but 
with the product mass attenuation coefficient m and mass density r substituted for absorption coef-
ficient a. Table 4 lists mass attenuation coefficients for selected elements at energies between 1 keV 
(soft x rays) and 1 GeV (hard gamma rays). Units for the coefficient are m2/kg, so that when multiplied 
by mass density in kg/m3, and depth x in m, the exponent in the equation is dimensionless. To a 
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FIGURE 36 The 10.6-µm absorptance of Mo 
vs. temperature.53 × is heating and O is cooling. The 
straight line is a least-squares fit to the data.

TABLE 4 Mass Attenuation Coefficients for Photons56 

                      Mass attenuation coefficient (m2/kg)

Atomic 
No.

Photon energy (MeV)

0.001 0.01 0.1 1.0 10.0 100.0 1000.0

Be 4 6.04 × 101 6.47 × 10−2 1.33 × 10−2 5.65 × 10−3 1.63 × 10−3 9.94 × 10−4 1.12 × 10−3

C 6 2.21 × 10−2 2.37 × 10−1 1.51 × 10−2 6.36 × 10−3 1.96 × 10–3 1.46 × 10−3 1.70 × 10−3

O 8 4.59 × 102 5.95 × 10−1 1.55 × 10−2 6.37 × 10−3 2.09 × 10–3 1.79 × 10−3 2.13 × 10−3

Mg 12 9.22 × 101 2.11 1.69 × 10−2 6.30 × 10−3 2.31 × 10–3 2.42 × 10−3 2.90 × 10−3

Al 13 1.19 × 102 2.62 1.70 × 10−2 6.15 × 10−3 2.32 × 10–3 2.52 × 10−3 3.03 × 10−3

Si 14 1.57 × 102 3.39 1.84 × 10−2 6.36 × 10−3 2.46 × 10–3 2.76 × 10−3 3.34 × 10−3

P 15 1.91 × 102 4.04 1.87 × 10−2 6.18 × 10−3 2.45 × 10–3 2.84 × 10−3 3.45 × 10−3

Ti 22 5.87 × 102 1.11 × 101 2.72 × 10−2 5.89 × 10−3 2.73 × 10–3 3.71 × 10−3 4.56 × 10−3

Cr 24 7.40 × 102 1.39 × 101 3.17 × 10−2 5.93 × 10−3 2.86 × 10–3 4.01 × 10−3 4.93 × 10−3

Fe 26 9.09 × 102 1.71 × 101 3.72 × 10−2 5.99 × 10−3 2.99 × 10–3 4.33 × 10−3 5.33 × 10−3

Ni 28 9.86 × 102 2.09 × 101 4.44 × 10−2 6.16 × 10−3 3.18 × 10–3 4.73 × 10−3 5.81 × 10−3

Cu 29 1.06 × 103 2.16 × 101 4.58 × 10−2 5.90 × 10−3 3.10 × 10–3 4.66 × 10−3 5.72 × 10−3

Zn 30 1.55 × 102 2.33 × 101 4.97 × 10−2 5.94 × 10−3 3.18 × 10–3 4.82 × 10−3 5.91 × 10−3

Ge 32 1.89 × 102 3.74 5.55 × 10−2 5.73 × 10−3 3.16 × 10–3 4.89 × 10−3 6.00 × 10−3

Mo 42 4.94 × 102 8.58 1.10 × 10−1 5.84 × 10−3 3.65 × 10–3 6.10 × 10−3 7.51 × 10−3

Ag 47 7.04 × 102 1.19 × 101 1.47 × 10−1 5.92 × 10−3 3.88 × 10–3 6.67 × 10−3 8.20 × 10−3

W 74 3.68 × 102 9.69 4.44 × 10−1 6.62 × 10−3 4.75 × 10–3 8.80 × 10−3 1.08 × 10−2

Pt 78 4.43 × 102 1.13 × 101 4.99 × 10−1 6.86 × 10−3 4.87 × 10–3 9.08 × 10−3 1.12 × 10−2

Au 79 4.65 × 102 1.18 × 101 5.16 × 10−1 6.95 × 10−3 4.93 × 10–3 9.19 × 10−3 1.13 × 10−2
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high approximation, mass attenuation is additive for elements present in a body, independent of 
the way in which they are bound in chemical compounds. Table 4 is highly abridged; the original56 
shows all elements and absorption edges.

Emittance Where the transmittance of a material is essentially zero, the absorptance equals the 
emittance as described above and expressed in Eqs. (15) and (16). Spectral emittance �s is the emit-
tance as a function of wavelength at constant temperature. These data have been presented as absorp-
tance curves in Figs. 16 to 22, 25, and 26. For SiC, �s is given in Fig. 37.57 Spectral emittance of unoxi-
dized surfaces at a wavelength of 0.65 µm is given for selected materials in Table 5.58

Total emittance �t is the emittance integrated over all wavelengths and usually given as a function 
of temperature. The total emittance of SiC is given in Fig. 38,59 and for selected materials in Table 6.60 
Numerous papers by groups at the University of New Orleans (Ramanathan et al.61–65) and at Cornell 
University (Sievers et al.66,67) give high- and low-temperature data for the total hemispherical emit-
tance of a number of metals including Ag, Al, Cu, Mo, W, and AISI 304 stainless steel.

Physical Properties

The physical properties at room temperature of a number of metals are listed in Table 7. the crystal 
form does not appreciably affect the physical properties, but is a factor in the isotropy of thermal 
and mechanical properties. For most metals, resistivity is directly proportional to temperature and 
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TABLE 5 Normal Spectral Emittance of 
Selected Metals (l  = 0.65 µm)58

Metal Emissivity

Beryllium 0.61
Chromium 0.34
Copper 0.10
Gold 0.14
Iron 0.35
Cast iron 0.37
Molybdenum 0.37
Nickel 0.36
80Ni-20Cr 0.35
Palladium 0.33
Platinum 0.30
Silver 0.07
Steel 0.35
Tantalum 0.49
Titanium 0.63
Tungsten 0.43
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TABLE 6 Total Emittance of Selected Materials60

Metal Temperature (°C) Emissivity

80 Ni-20 Cr 100 0.87
 600 0.87
 1300 0.89
Aluminum  50–500 0.04–0.06
Polished 200 0.11
Oxidized 600 0.19
Chromium  50 0.1
Polished 500–1000 0.28–0.38
Copper Oxidized 50 0.6–0.7
 500 0.88
Polished 50–100 0.02
Unoxidized 100 0.02
Glass 20–100 0.94–0.91
 250–1000 0.87–0.72
 1100–1500 0.7–0.67
Gold  
 Carefully polished 200–600 0.02–0.03
 Unoxidized 100 0.02
 Iron, cast  
 Oxidized 200 0.64
 600 0.78
Unoxidized 100 0.21
Molybdenum 600–1000 0.08–0.13
 1500–2200 0.19–0.26
Nickel  
 Polished 200–400 0.07–0.09
 Unoxidized 25 0.045
 100 0.06
 500 0.12
 1000 0.19
Platinum  
 Polished 200–600 0.05–0.1
 Unoxidized 25 0.017
 100 0.047
 500 0.096
 1000 0.152
Silver  
 Polished 200–600 0.02–0.03
 Unoxidized 100 0.02
 500 0.035
Steel  
 304 SS 500 0.35
 Unoxidized 100 0.08
 Tantalum, unoxidized 1500 0.21
 2000 0.26
Tungsten, unoxidized 25 0.024
 100 0.032
 500 0.071
 1000 0.15 



TABLE 7 Composition and Physical Properties of Metals

Metal
Mass Density

103 kg/m3

Electrical
Conductivity

% IACSa

Electrical
Resistivity
Nohm mb Crystal Formc

Chemical Composition
Weight %, Typical Reference

Aluminum: 5086-O 2.66 31 56 fcc 4.0 Mg, 0.4 Mn, 0.15 Cr, bal. Al 84
Aluminum: 6061-T6 2.70 43 40 fcc 1.0 Mg, 0.6 Si, 0.3 Cu, 0.2 Cr, bal. Al 84
Beryllium: I-70-H 1.85 43 40 cph 99.0 Be min., 0.6 BeO, 0.08 Fe, 0.05 C, 0.03

 Al, 0.02 Mg
85

Copper: OFC 8.94 101 17 fcc 99.95 Cu min. 84
Gold 19.3 73 24 fcc 99.99 Au min. 84
Invar 36 8.1 d 820 bcc 36.0 Ni, 0.35 Mn, 0.2 Si, 0.02 C, bal. Fe 86
Molybdenum 10.22 34e 52e bcc 99.9 Mo min., 0.015 C max. 84
Nickel: 200 8.9 18 95 fcc 99.0 Ni min. 84
Nickel: electroless plate 7.75 d 900 fcc 10.5 P, bal. Ni 87
Silicon 2.33 f f dia. cubic 99.99 Si 84
Silicon carbide (SiC): CVD 3.21 f f cubic 99.99 SiC (beta) 88
SiC: reaction sintered 2.91 f f cph + dia. cubic 74.0 SiC (alpha), 26.0 Si 88
Silver 10.49 103 15e fcc 99.9 Ag min. 84
Stainless steel: 304 8.00 d 720 fcc 19.0 Cr, 9.0 Ni, 1.0 Mn, 0.5 Si, bal. Fe 89
Stainless steel: 416 7.80 d 570 distorted bcc 13.0 Cr, 0.6 Mn, 0.6 Mo, 0.5 Si, bal. Fe 89
Stainless steel: 430 7.80 d 600 bcc 17.0 Cr, 0.5 Mn, 0.5 Si, bal. Fe 89
Titanium: 6A14V 4.43 d 1710 bcc + cph 6.0 Al, 4.0 V, bal. Ti 90

aFor equal volume at 293 K.
bAt 293 K.
cfcc = face-centered cubic; cph = close-packed hexagonal; bcc = body-centered cubic.
dNot available.
eAt 273 K.
fDepends on impurity content.
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pure metals generally have increased resistivity with increasing amounts of alloying elements. This is 
shown graphically for copper in Fig. 39.68 Resistivity for a number of pure, polycrystalline metals is 
listed as a function of temperature in Table 8.69

Thermal Properties

The thermal properties of materials were documented in 1970 through 1977 in the 13-volume series 
edited by Touloukian et al.70 of the Thermophysical Properties Research Center at Purdue University. 
The properties database continues to be updated by the Center for Information and Numerical Data 
Analysis and Synthesis (CINDAS).1

Selected properties of coefficient of thermal expansion, CTE, thermal conductivity k, and specific 
heat Cp at room temperature, are listed in Table 9. Maximum usable temperatures are also listed in 
the table.

The CTE of a material is a measure of length change at a specific temperature, useful for deter-
mining dimensional sensitivity to local temperature gradients. The total expansion (contraction) 
per unit length DL/L for a temperature change DT is the area under the CTE vs. T curve between 
the temperature extremes. Table 10 and Figs. 40 through 42 show recommended71,72 CTE vs. T 
relationships for a number of materials. More recent expansion data have been published for many 

FIGURE 39 Electrical resistance of Cu and Cu alloys vs. 
temperature;68 composition is in atomic percent.



TABLE 8 Electrical Resistivity (nohm m) of Pure, Polycrystalline Metals69

Temp. (K) Aluminium Beryllium Chromium Copper Gold Iron Molybdenum Nickel Platinum Silver Tungsten

1 0.0010 0.332 0.020 0.220 0.225 0.0070 0.032 0.02 0.010 0.0002

10 0.0019 0.332 0.020 0.226 0.238 0.0089 0.057 0.154 0.012 0.0014

20 0.0076 0.336 0.028 0.350 0.287 0.0261 0.140 0.484 0.042 0.012

40 0.181 0.367 0.239 1.41 0.758 0.457 0.68 4.09 0.539 0.544

60 0.959 0.67 0.971 3.08 2.71 2.06 2.42 11.07 1.62 2.66

80 2.45 0.75 2.15 4.81 6.93 4.82 5.45 19.22 2.89 6.06

100 4.42 1.33 16.0 3.48 6.50 12.8 8.58 9.6 27.55 4.18 10.2

150 10.06 5.10 45.0 6.99 10.61 31.5 19.9 22.1 47.6 7.26 20.9

200 15.87 12.9 77.0 10.46 14.62 52.0 31.3 36.7 67.7 10.29 31.8

273 24.17 30.2 118.0 15.43 20.51 85.7 48.5 61.6 96.0 14.67 48.2

293 26.50 35.6 125.0 16.78 22.14 96.1 53.4 69.3 105.0 15.87 52.8

298 27.09 37.0 126.0 17.12 22.55 98.7 54.7 71.2 107.0 16.17 53.9

300 27.33 37.6 127.0 17.25 22.71 99.8 55.2 72.0 108.0 16.29 54.4

400 38.7 67.6 158.0 24.02 31.07 161.0 80.2 118.0 146.0 22.41 78.3

500 49.9 99.0 201.0 30.90 39.70 237.0 106.0 177.0 183.0 28.7 103.0

600 61.3 132.0 247.0 37.92 48.70 329.0 131.0 255.0 219.0 35.3 130.0

700 73.5 165.0 295.0 45.14 58.20 440.0 158.0 321.0 254.0 42.1 157.0

800 87.0 200.0 346.0 52.62 68.10 571.0 184.0 355.0 287.0 49.1 186.0

900 101.8 237.0 399.0 60.41 78.60 212.0 386.0 320.0 56.4 215.0
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materials that are too numerous to list here, but those for beryllium73 and beta silicon carbide74 are 
included in Table 10.

Thermal conductivities of many pure polycrystalline materials have been published by the National 
Bureau of Standards75,76 (now National Institute for Science and Technology) as part of the National 
Standard Reference Data System. Selected portions of these data, along with data from Touloukian 
et al.,77,78 and specific data for beryllium79 and beta silicon carbide,80 are listed in Table 11 and shown 
in Figs. 43 through 46.

The specific heat of metals is very well documented.73,81–83 Table 12 and Figs. 47 through 49 show the tem-
perature dependence of this property. Table values are cited in J/kg K, numerically equal to W s/kg K.

Mechanical Properties

Mechanical properties are arbitrarily divided between the elastic properties of moduli, Poisson’s 
ratio, and elastic stiffness, and the strength and fracture properties. All of these properties can be 
anisotropic as described by the elastic stiffness constants, but that level of detail is not included here. 
In general, cubic materials are isotropic in thermal properties and anisotropic in elastic properties. 
Materials of any of the other crystalline forms will be anisotropic in both thermal and elastic prop-
erties. For an in-depth treatment of this subject see, for example, Ref. 4.

TABLE 9 Thermal Properties of Metals at Room Temperature

                 Metal
Coeff. of Thermal

Expansion (ppm/K)

Thermal
Conductivity 

(W/m K)
Specific Heat

(J/kg K)
Maximum

Temperature (K) Reference

Aluminum: 5086-O 22.6 127 900 475 84

Aluminum: 6061-T6 22.5 167 896 425 84

Beryllium: I-70-H 11.3 216 1925 800 85

Copper: OFC 16.5 391 385 400 84

Gold 14.2 300 130 400 84

Iron 11.8 81 450 900 84

Invar 36 1.0 10 515 475 86

Molybdenum 4.8 142 276 1100 84

Nickel: 200 13.4 70 456 650 84

Nickel: Electroless plate (11% P) 11.0 7 460 425 87

 (8% P) 12.8 450 91

Silicon 2.6 156 710 725 84

Silicon Carbide (SiC): CVD 2.2 198 733 1200 88

2.4 250 700 92

SiC: Reaction sintered 2.6 155 670 1100 92

Silver 19.0 428 235 400 84

Stainless steel: 304 14.7 16 500 700 89

Stainless steel: 416 9.5 25 460 500 89

Stainless steel: 430 10.4 26 460 870 89

Titanium: 6A14V 8.6 7 520 650 84



TABLE 10 Temperature Dependence of the Coefficient of Linear Thermal Expansion (ppm/K) of Selected Materials

Temp. (K) 6061 Al Be Cu Au Fe 304 SS 416 SS Mo Ni Ag Si Alpha SiC Beta SiC

5 0.0003 0.005 0.03 0.01 0.02 0.015 0.01

10 0.001 0.02

20 0.005 9.8 4.3 0.3 0

25 0.009 0.63 2.8 0.2 0.4 0.25 1.9 0 0.03

50 0.096 3.87 7.7 1.3 10.5 4.9 1 1.5 8.2 −0.2 0.06

75 0.47 4.3 −0.5 0.09

100 12.2 1.32 10.3 11.8 5.6 11.4 6 2.8 6.6 14.2 −0.4 0.14

125 18.7 2.55

150 19.3 4.01 12.4 7 0.5 0.4

175 20.3 5.54

200 20.9 7.00 15.2 13.7 10.1 13.2 7.9 4.6 11.3 17.8 1.5 1.5

225 21.5 8.32

250 21.5 9.50 14.1 8.8 2.2 2.8

293 22.5 11.3 16.5 14.2 11.8 14.7 9.5 4.8 13.4 18.9 2.6 3.3 3.26

300 11.5 3.4 3.29

350 23.8 3.46

400 25.0 13.6 17.6 14.8 13.4 16.3 10.9 4.9 14.5 19.7 3.2 4 3.62

450 26.3 3.77

500 27.5 15.1 18.3 15.4 14.4 17.5 12.1 5.1 15.3 20.6 3.5 4.2 3.92

600 30.1 16.6 18.9 15.9 15.1 18.6 12.9 5.3 15.9 21.5 3.7 4.5 4.19

700 17.8 19.5 16.4 15.7 19.5 13.5 5.5 16.4 22.6 3.9 4.7 4.42

800 19.1 20.3 17 16.2 20.2 13.8 5.7 16.8 23.7 4.1 4.9 4.62

900 20.0 21.3 17.7 16.4 13.9 6 17.1 24.8 4.3 5.1 4.79

1000 20.9 22.4 18.6 16.6 21.1 13.9 6.2 17.4 25.9 4.4 5.3 4.92

Reference 71 73 71 71 71 71 71 71 71 71 72 72 74
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FIGURE 40 Coefficient of linear thermal expansion of 6061 aluminum alloy,71 beryllium,73 copper,71 gold,71 and silver71 
vs. temperature.

25

20

15

10

5

0 100 200 300 400 500

Temperature (K)

600 700 800 900

Iron

304 SS

416 SS

Nickel

1000
0

C
T

E
 (

pp
m

/K
)

FIGURE 41 Coefficient of linear thermal expansion of iron,71 stainless steel types 30471 and 416,71 and nickel71 vs. 
temperature.
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FIGURE 42 Coefficient of linear thermal expansion of molybdenum,71 silicon,72 and alpha72 and beta74 silicon carbide 
vs. temperature.

TABLE 11 Temperature Dependence of the Thermal Conductivity (W/m K) of Selected Materials

Temp. (K) Pure Al 6061 Al 5086 Al Be Cu Au Fe 304 SS Mo Ni Ag Si Alpha SiC Beta SiC

5 3,810 13,800 2,070 371 73 316 17,200 424
10 6,610 87 8 19,600 2,820 705 1 145 600 16,800 2,110
20 5,650 170 17 60 10,500 1,500 997 277 856 5,100 4,940 950
50 1,000 278 40 140 1,220 420 936 6 300 336 700 2,680 2,872
75 450 197 186 220 207 484 1,510 2,797

100 300 213 64 268 463 345 132 10 179 158 450 884 2,048
123 179
150 200 79 301 428 335 104 12 149 121 432 409
167 970
173 223
200 237 203 93 282 413 327 94 13 143 106 430 264
250 209 103 232 404 320
273 236 109  401 318 84 15 139 94 428 168 202
293 212
298 115 193
300 237 200 398 315 80 15 138 90 427 148 420
400 240 160 392 312 69 17 134 80 420 99
500 237 139 388 309 61 18 130 72 413 76
600 232 126 383 304 55 20 126 66 405 62
700 226 115 377 298 49 21 122 65 397 51
800 220 107 371 292 43 22 118 67 389 42
900 213 98 364 285 38 24 115 70 382 36

1000 89 357 278 33 25 112 72 374 31
Reference 75,76 77 77 79 77 77 77 77 77 77 77 77 78 80
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FIGURE 43 Thermal conductivity of three aluminum alloys75–77 and beryllium79 vs. temperature.
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FIGURE 44 Thermal conductivity of copper,77 gold,77 and silver77 vs. temperature.



PROPERTIES OF METALS  4.61

100000

10000

1000

10

100

0 100 200 300 400 500

Temperature (K)

(b)

600 700 800 900 1000
1

T
h

er
m

al
 c

on
du

ct
iv

it
y 

(W
/m

 K
)

Copper

Gold

Silver

100000

10000

1000

100

10

1 10 100

Temperature (K)

(c)

1000
1

T
h

er
m

al
 c

on
du

ct
iv

it
y 

(W
/m

 K
)

Copper

Gold

Silver

FIGURE 44 (Continued)



4.62  PROPERTIES

1000

900

800

700

600

500

400

300

200

100

0 100 200 300 400 500

Temperature (K)

(a)

600 700 800 900 1000
0

T
h

er
m

al
 c

on
du

ct
iv

it
y 

(W
/m

 K
)

Iron

304 SS

Molybdenum

Nickel

1000

100

10

0 100 200 300 400 500

Temperature (K)

(b)

600 700 800 900 1000
1

T
h

er
m

al
 c

on
du

ct
iv

it
y 

(W
/m

 K
)

Iron

304 SS

Molybdenum

Nickel

FIGURE 45 Thermal conductivity of iron,77 type 304 stainless steel,77 molybdenum,77 and nickel77 vs. temperature. 
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FIGURE 46 Thermal conductivity of silicon77 and alpha78 and beta80 silicon carbide vs. temperature.
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TABLE 12 Temperature Dependence of the Specific Heat (J/kg K) of Selected Materials

Temp. (K) Al Be Cu Au Fe 430 SS Mo Ni Ag Si Beta SiC

5 0.4 0.3 0.2 0.4 0.2
10 1.4 0.4 0.9 1.2 1.7 0.3
13 0.9 0.8 2.6 3.9
20 8.9 1.7 7.5 16 4.6 2.2 5.4 15 3.4
40 78 7.4 58 57 29 21 38 89 45
60 214 29 137 84 84 61 115
75 67 138 100 155 160 170

100 481 177 256 109 213 141 232 187 259
123 250
140 312 314
150 636 119 324 197 214 426
173 400
180 347 366
200 791 1113 124 385 224 383 225 557
220 368
250 855 1536 241 232
260 378 663 700
273 255
293 445 441
298 384 129 237
300 899 1833 712
323 453 236
350 931
366 398
373 2051 261 471 770 880
400 956 134 487
473 266 514 825 1020
477 402
500 995 526
523 541 244
573 271 573 848 1050
600 1034 142 568
623 2574 626
629 656
630 669
631 652
673 1076 2658 277 530 251 864 1150
700 423 617 649
733 526
773 527 257 881 1200
800 2817 147 687 753
873 288 542 262 898
900 2918 452 786 862
973 294 556 913

1000 3022 467 151 1016 971 272

Reference 81,82 73,83 83 83 83 83 83 83 83 83 80
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FIGURE 47 Specific heat of aluminum,81,82 copper,83 gold,83 and silver83 vs. temperature.
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FIGURE 49 Specific heat of beryllium,73,83 silicon,83 and beta silicon carbide80 vs. temperature.
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Elastic Properties The principal elastic stiffnesses Cij of single crystals of some materials are given 
in Table 13. The three moduli and Poisson’s ratio for polycrystalline materials are given in Table 14. 
These properties vary little with temperature, increasing temperature causing a gradual decrease in 
the moduli.

TABLE 13 Elastic Stiffness Constants for Selected Single Crystal Metals

Cubic Metals93

Elastic stiffness (GN/m2)

C11 C44 C12

Aluminum 108.0 28.3 62.0
Chromium 346.0 100.0 66.0
Copper 169.0 75.3 122.0
Germanium 129.0 67.1 48.0
Gold 190.0 42.3 161.0
Iron 230.0 117.0 135.0
Molybdenum 459.0 111.0 168.0
Nickel 247.0 122.0 153.0
Silicon 165.0 79.2 64.0
Silicon carbide94 352.0 233.0 140.0
Silver 123.0 45.3 92.0
Tantalum 262.0 82.6 156.0
Tungsten 517.0 157.0 203.0

Hexagonal Metals C11 C33 C44 C12 C13

Beryllium95 288.8 354.2 154.9 21.1 4.7
Magnesium93 22.0 19.7 60.9 −7.8 −5.0
Silicon carbide94 500.0 521.0 168.0 98.0

TABLE 14 Elastic Moduli and Poisson’s Ratio for Selected Polycrystalline Materials

Materials

Young’s
Modulus 
(GN/m2)

Shear Modulus 
(GN/m2)

Bulk Modulus 
(GN/m2)

Poisson’s 
Ratio Reference

Aluminum: 5086-O 71.0 26.4 0.33 84
Aluminum: 6061-T6 68.9 25.9 0.33 84
Beryllium: I-701-H 315.4 148.4 115.0 0.043 96
Copper 129.8 48.3 137.8 0.343 97
Germanium 79.9 29.6 0.32 97
Gold 78.5 26.0 171.0 0.42 97
Invar 36 144.0 57.2 99.4 0.259 97
Iron 211.4 81.6 169.8 0.293 97
Molybdenum 324.8 125.6 261.2 0.293 97
Nickel 199.5 76.0 177.3 0.312 97
Platinum 170.0 60.9 276.0 0.39 97
Silicon 113.0 39.7 0.42 97
Silicon carbide: CVD 461.0 0.21 80
Silicon carbide: reaction
 sintered

413.0 0.24 88

Silver 82.7 30.3 103.6 0.367 97
Stainless steel: 304 193.0 77.0 0.27 97
Stainless steel: 416 215.0 83.9 166.0 0.283 97
Stainless steel: 430 200.0 80.0 0.27 97
Tantalum 185.7 62.2 196.3 0.342 97
Tungsten 411.0 160.6 311.0 0.28 97
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Strength and Fracture Properties The properties of tensile yield (at 0.2 percent offset), microyield 
strength, ductility (expressed as percent elongation in 50 mm), fracture toughness, flexural strength, 
and mechanical hardness are listed in Table 15. Most of these properties vary with temperature: 
strength and hardness decreasing, and fracture toughness and ductility increasing with temperature.
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TABLE 15 Strength and Fracture Properties for Selected Materials

Material

Yield 
Strength 
(MN/m2)

Microyield 
Strength 
(MN/m2)

Elongation 
(in 50 mm) %

Fracture 
Toughness 

(MN m−3/2)

Flexural 
Strength 
(MN/m2) Hardness∗ Reference

Aluminum: 5086-O 115.0 40.0 22.0 >25.0 — 55 HRB 84

Aluminum: 6061-T6 276.0 160.0 15.0 <25.0 — 95 HRB 84

Beryllium: I-70-H 276.0 30.0 4.0 12.0 — 80 HRB 84,85

Copper 195.0 12.0 42.0 — — 10 HRB 84

Germanium — — — 1.0 110.0 800 HK 84

Gold 125.0 — 30.0 — — 30 HK 84

Invar 36 276.0 37.0 35.0 — — 70 HRB 86

Molybdenum 600.0 — 40.0 — — 150 HK 84

Nickel 148.0 — 47.0 — — 109 HRB 84

Platinum 150.0 — 35.0 — — 40 HK 84

Silicon — — — 1.0 207.0 1150 HK 84

Silicon carbide: CVD — — — 3.0 595.0 2500 HK 80

Silicon carbide:
 reaction sintered

— — — 2.0 290.0 2326 HK 88

Silver 130.0 — 47.0 — — 32 HK 84

Stainless steel: 304 241.0 — 60.0 — — 80 HRB 89

Stainless steel: 416 950.0 — 12.0 — — 41 HRC 89

Stainless steel: 430 380.0 — 25.0 — — 86 HRB 89

Tantalum 220.0 — 30.0 — — 120 HK 84

Tungsten 780.0 — 2.0 — — 350 HK 84

∗HK = Knoop (kg/mm2); HRB = Rockwell B; HRC = Rockwell C.
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5.1 GLOSSARY

 A power absorption

 B magnetic fi eld

 c velocity of light

 D displacement fi eld

 d fi lm thickness

 E applied electric fi eld

 Ec energy, conduction band

 Eex exciton binding energy

 Eg energy band gap

 EH hydrogen atom ionization energy = 13.6 eV

 E electric fi eld
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 En
±  Landau level energy

 En energy, valence band

 eI ionic charge

 g ∗ effective g-factor

 K phonon wave vector

 k extinction coeffi cient

 kB Boltzmann’s constant

 k electron/hole wave vector

 L± coupled LO phonon — plasmon frequency

 me
∗   electron effective mass

 mh
∗   hole effective mass

 mi ionic mass

 mi
'   reduced ionic mass

 mimp impurity ion mass

 ml
∗  longitudinal effective mass

 mo electron rest mass

 mr electron-hole reduced mass

 mt
∗ transverse effective mass

 N volume density

 n refractive index (real part)

 ñ = (n  +  ik) complex index of refraction

 P polarization fi eld

 q photon wave vector

 R power refl ection

 Ry effective Rydberg

 S oscillator strength

 T power transmission

 T temperature

 V Verdet coeffi cient

 a absorption coeffi cient

 aAD absorption coeffi cient, allowed-direct transitions

 aAI absorption coeffi cient, allowed-indirect transitions

 d skin depth or penetration depth

 g phenomenological damping parameter

 Δ spin-orbit splitting energy

 Γ Brillouin zone center

 e dielectric function

 efc(w) free-carrier dielectric function

 eimp(w) impurity dielectric function

 eint(w) intrinsic dielectric function

 elat(w) lattice dielectric function

 e(0) static dielectric constant

 e0 free-space permittivity

 e1 Real (e)

 e2 Im (e)
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 e∞ high-frequency limit of dielectric function

 h impurity ion charge

 l wavelength

 lc cut-off wavelength

 m mobility

 mB Bohr magneton

 n frequency

 s conductivity

 t scattering time

 j work function

 c susceptibility

 c(n) induced nonlinear susceptibility

 Ω phonon frequency

 w angular frequency

 w c cyclotron resonance frequency

 w LO longitudinal optical phonon frequency

 w p free-carrier plasma frequency

 w pv valence band plasma frequency

 wTO transverse optical phonon frequency

5.2 INTRODUCTION

Rapid advances in semiconductor manufacturing and associated technologies have increased the 
need for optical characterization techniques for materials analysis and in situ monitoring/control 
applications. Optical measurements have many unique and attractive features for studying and 
characterizing semiconductor properties: (1) they are contactless, nondestructive, and compat-
ible with any transparent ambient including high-vacuum environments; (2) they are capable 
of remote sensing, and hence are useful for in situ analysis on growth and processing systems;
(3) the high lateral resolution inherent in optical systems may be harnessed to obtain spatial maps of 
important properties of the semiconductor wafers or devices; (4) combined with the submonolayer 
sensitivity of a technique such as ellipsometry, optical measurements lead to unsurpassed analytical 
details; (5) the resolution in time obtainable using short laser pulses allows ultrafast phenomena to 
be investigated; (6) the use of multichannel detection and high-speed computers can be harnessed 
for extremely rapid data acquisition and reduction which is crucial for real-time monitoring appli-
cations such as in in situ sensing; (7) they provide information that complements transport analyses 
of impurity or defect and electrical behavior; (8) they possess the ability to provide long-range, 
crystal-like properties and hence support and complement chemical and elemental analyses; and
(9) finally, most optical techniques are “table-top” procedures that can be implemented by semicon-
ductor device manufacturers at a reasonable cost. All optical measurements of semiconductors rely 
on a fundamental understanding of their optical properties. In this chapter, a broad overview of the 
optical properties of semiconductors is given, along with numerous specific examples.

The optical properties of a semiconductor can be defined as any property that involves the 
interaction between electromagnetic radiation or light and the semiconductor, including absorp-
tion, diffraction, polarization, reflection, refraction, and scattering effects. The electromagnetic 
spectrum is an important vehicle for giving an overview of the types of measurements and 
physical processes characteristic of various regions of interest involving the optical properties of 
semiconductors. The electromagnetic spectrum accessible for studies by optical radiation is depicted in 
Fig. 1, where both the photon wavelengths and photon energies, as well as the common designations for 
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FIGURE 1 The electromagnetic spectrum comprising the optical and adjacent regions of interest: 
(a) characterization techniques using optical spectroscopy and synchrotron radiation and (b) molecular, 
atomic, and electronic processes characteristic in various parts of the electromagnetic spectrum plotted as a 
function of photon energy.1
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the spectral bands, are given.1 Figure 1a shows the various techniques and spectroscopies and their 
spectral regions of applicability. Molecular, atomic, and electronic processes characteristic of various 
parts of the spectrum are shown in Fig. 1b. The high-energy x-ray, photoelectron, and ion desorp-
tion processes are important to show because they overlap the region of vacuum ultraviolet (VUV) 
spectroscopy. The ultraviolet (UV) region of the spectrum has often been divided into three rough 
regions: (1) the near-UV, between 2000 and 4500 Å; (2) the VUV, 2000 Å down to about 400 Å; and 
(3) the region below 400 Å covering the range of soft x-rays, 400 to 10 Å.2 The spectrum thus cov-
ers a broad frequency range which is limited at the high-frequency end by the condition that l >> a, 
where l is the wavelength of the light wave in the material and a is the interatomic distance. This 
limits the optical range to somewhere in the soft x-ray region. Technical difficulties become severe in 
the ultraviolet region (less than 100 nm wavelength, or greater than 12.3 eV photon energies), and 
synchrotron radiation produced by accelerators can be utilized effectively for ultraviolet and x-ray 
spectroscopy without the limitations of conventional laboratory sources. A lower limit of the optical 
frequency range might correspond to wavelengths of about 1 mm (photon energy of 1.23 × 10−3 eV). 
This effectively excludes the microwave and radio-frequency ranges from being discussed in a chap-
ter on the optical properties of semiconductors.

From the macroscopic viewpoint, the interaction of matter with electromagnetic radiation is 
described by Maxwell’s equations. The optical properties of matter are introduced into these equa-
tions as the constants characterizing the medium such as the dielectric constant, magnetic permea-
bility, and electrical conductivity. (They are not actually “constants” since they vary with frequency.) 
From our optical viewpoint, we choose to describe the solid by the complex dielectric constant 
or complex dielectric function e (w). This dielectric constant is a function of the space and time 
variables and should be considered as a response function or linear integral operator. The complex 
index of refractive index ñ is the complex square root of the dielectric function. Its real and imagi-
nary parts are the refractive index n and the extinction coefficient k.

There are a number of methods for determining the optical constants of a semiconductor as a 
function of wavelength. Some of the most common techniques are as follows:

1. Measure the reflectivity at normal incidence or the transmission of a thin slab of known thick-
ness over a wide wavelength range and use a Kramers-Kronig dispersion relation.

2. Measure the transmission of a thin slab of known thickness and the absolute reflectivity at nor-
mal incidence for a uniform bulk isotropic thin slab of known thickness with smooth surfaces 
(front and back).

3. Use a polarimetric method like ellipsometry which involves finding the ratio of reflectivities 
for polarizations perpendicular and parallel to the plane of incidence at a nonnormal incidence 
together with the difference of phase shifts upon reflection. With recent advancements in the 
availability of commercial ellipsometers, this is the most common method in use today.

4. Use detailed computer modeling and fitting of reflection, transmission, and/or ellipsometric 
measurements over a sufficiently large energy range. This method can also be applied in many 
circumstances to obtain the optical constants of anisotropic materials or thin films.

5. Calculate the band structure of a crystalline material using ab initio methods employing the 
local density approximation (LDA) with GW corrections (to correct the bandgap error usually 
found in LDA calculations). Integrate this band structure to determine the joint density of states 
weighted with the probability of optical transitions by the dipole operator matrix elements. If 
this technique is used, the Bethe-Salpeter equations need to be solved to take into account many-
body excitonic effects (electron-hole interactions). Due to recent advances in computer technol-
ogy, the accuracy of this method approaches the accuracy of measurements, especially if large 
samples with high quality cannot be obtained.

These optical constants describe an electromagnetic wave in the medium of propagation; 
the refractive index n gives the phase shift of the wave, and the extinction coefficient k gives the 
attenuation of the wave. In practice, one often uses the absorption coefficient a instead of k because 
of Beer’s law formalism describing the absorption.



5.6  PROPERTIES

The field of optical spectroscopy is a very important area of science and technology since most 
of our knowledge about the structure of atoms, molecules, and solids is based upon spectroscopic 
investigations. For example, studies of the line spectra of atoms in the late 1800s and early 1900s 
revolutionized our understanding of the atomic structure by elucidating the nature of their elec-
tronic energy levels. Similarly for the case of semiconductors, optical spectroscopy has proven 
essential to acquiring a systematic and fundamental understanding of the nature of semiconductors. 
Since the early 1950s, detailed knowledge about the various eigenstates present in semiconductors 
has emerged including energy bands, excitonic levels, impurity and defect levels, densities of states, 
energy-level widths (lifetimes), symmetries, and changes in these conditions with temperature, pres-
sure, magnetic field, electric field, etc. One of the purposes of this chapter is to review and summarize 
the major optical measurement techniques that have been used to investigate the optical properties of 
semiconductors related to these features. Specific attention is paid to the types of information  that 
can be extracted from such measurements of the optical properties.

Most optical properties of semiconductors are integrally related to the particular nature of their 
electronic and vibrational structures.3 These electronic and vibrational dispersion relations are in 
turn related to the type of crystallographic structure, the particular atoms, and their bonding. The 
full symmetry of the space groups is also essential in determining the structure of the energy bands 
and vibrational modes. Group theory makes it possible to classify energy eigenstates, determine 
essential degeneracies, derive selection rules, and reduce the order of the secular determinants 
which must be diagonalized in order to compute approximate eigenvalues. Often, experimental 
measurements must be carried out to provide quantitative numbers for these eigenvalues. A full 
understanding of the optical properties of semiconductors is thus deeply rooted in the foundations 
of modern solid-state physics. In writing this chapter, the authors have assumed that the readers are 
familiar with some aspects of solid-state physics such as can be obtained from an advanced under-
graduate course.

Most semiconductors have a diamond, zincblende, wurtzite, or rock-salt crystal structure. 
Elements and binary compounds, which average four valence electrons per atom, preferentially 
form tetrahedral bonds. A tetrahedral lattice site in a compound AB is one in which each atom A 
is surrounded symmetrically by four nearest neighboring B atoms. The most important lattices 
with a tetrahedral arrangement are the diamond, zincblende, and wurtzite lattices. In the diamond 
structure, all atoms are identical, whereas the zincblende structure contains two different atoms. The 
wurtzite structure is in the hexagonal crystal class, whereas the diamond and zincblende structures 
are cubic. Other lattices exist which are distorted forms of these, and many lattices have no relation 
to the tetrahedral structures.

Band structure calculations show that only the valence band states are important for predict-
ing the following crystal ground-state properties: charge density, Compton profile, compressibility, 
cohesive energy, lattice parameter, x-ray emission spectra, and hole effective masses. In contrast, 
both the valence band and conduction band states are important for predicting the following prop-
erties: optical dielectric constant or refractive index, optical absorption spectrum, and electron effec-
tive masses. Further complexities arise because of the many-body nature of the particle interactions 
which necessitates understanding excitons, electron-hole droplets, polarons, polaritons, etc.

The optical properties of semiconductors cover a wide range of phenomena which are impos-
sible to do justice to in just one short chapter in this Handbook. We have thus chosen to present an 
extensive, systematic overview of the field, with as many details given as possible. The definitions of 
the various optical properties, the figures chosen, the tables presented, and the references given all 
help to orient the reader to appreciate various principles and measurements that form the founda-
tions of the optical properties of semiconductors.

The optical properties of semiconductors are often subdivided into those that are electronic 
and those that are vibrational (lattice related) in nature. The electronic properties concern pro-
cesses involving the electronic states of the semiconductor, while the lattice properties involve 
vibrations of the lattice (absorption and creation of phonons). Lattice properties are of consider-
able interest for heat dissipation, electronic transport, and lifetimes (broadenings) of electronic 
states, but it is the electronic properties which receive the most attention in semiconductors 
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because of the technological importance of their practical applications. Modern-day semiconduc-
tor optoelectronic technologies include lasers, light-emitting diodes, photodetectors, optical 
amplifiers, modulators, switches, etc., all of which exploit specific aspects of the electronic optical 
properties.

Almost all of the transitions that contribute to the optical properties of semiconductors can be 
described as one-electron transitions. Most of these transitions conserve the crystal momentum 
and thus measure the vertical energy differences between the conduction and valence bands. In the 
one-electron approximation, each valence electron is considered as a single particle, moving in a 
potential which is the sum of the core potentials and a self-consistent Hartree potential of the other 
valence electrons.

The phenomena usually studied to obtain information on the optical properties of semiconduc-
tors are (1) absorption, (2) reflection or ellipsometry, (3) photoconductivity, (4) emission, (5) light 
scattering, and (6) modulation techniques. Most of the early information on the optical properties 
of semiconductors was obtained from measurements of photoconductivity, but these measurements 
can be complicated by carrier trapping, making interpretation of the results sometimes difficult. 
Thus, most quantitative measurements are of the type (1), (2), (4), or (5). For example, the most 
direct way of obtaining information about the energy gaps between band extrema and about impu-
rity levels is by measuring the optical absorption over a wide range of wavelengths. This information 
can also be obtained by (2) and (4).

The transient nature of the optical properties of semiconductors is important to establish 
because it gives insight to the various relaxation processes that occur after optical excitation. Because 
of the basic limitations of semiconductor devices on speed and operational capacity, ultrafast studies 
have become an extremely important research topic to pursue. The push to extend the technologies 
in the optoelectronic and telecommunication fields has also led to an explosion in the develop-
ment and rise of ultrafast laser pulses to probe many of the optical properties of semiconductors: 
electrons, holes, optical phonons, acoustic phonons, plasmons, magnons, excitons, and the various 
coupled modes (polaritons, polarons, excitonic molecules, etc.). The time scale for many of these 
excitations is measured in femtoseconds (10−15) or picoseconds (10−12). Direct time measurements 
on ultrafast time scales provide basic information on the mechanisms, interactions, and dynamics 
related to the various optical properties. Some of the processes that have been investigated are the 
carrier lifetime, the formation time of excitons, the cooling and thermalization rates of hot carri-
ers, the lifetime of phonons, the screening of optical-phonon-carrier interactions, the dynamics of 
ballistic transport, the mechanism of laser annealing, dephasing processes of electrons and excitons, 
optical Stark effect, etc. It is not possible in this short review chapter to cover these ultrafast opti-
cal properties of semiconductors. We refer the reader to the many fine review articles and books 
devoted to this field.4,5

The advent of the growth of artificially structured materials by epitaxial methods such as 
molecular beam epitaxy (MBE) has made possible the development of a new class of materials and 
heterojunctions with unique electronic and optical properties. Most prominent among these are 
heterojunction quantum wells and superlattices. The field of microstructural physics has thus been 
one of the most active areas of research in the past decades. The novel properties of nanostructures 
fabricated from ultrathin layers of semiconductors of thicknesses <100 Å stem from microscopic 
quantum mechanical effects. The simplest case to visualize is that of a particle confined in a box 
which displays distinct quantum energy states, the equivalent of which are electrons and holes con-
fined to a thin layer of a material such as GaAs sandwiched between two thick layers of AlAs. The 
new energy states produced by the confinement of the charges in the artificially produced potential 
well can be manipulated, by tailoring the size and shape of the well, to produce a wide variety of 
effects that are not present in conventional semiconductors. Microstructures formed from alternat-
ing thin layers of two semiconductors are called superlattices. They also lead to novel electronic and 
optical behaviors, most notable of which are large anisotropic properties. The ability to “engineer” 
the behavior of these nanostructures has led to an explosion of research and applications that is too 
large to be dealt with in this short review. The reader is referred to several review articles on their 
optical behavior.6,7
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5.3 OPTICAL PROPERTIES

Background

The interaction of the semiconductor with electromagnetic radiation can be described, in the semi-
classical regime, using response functions such as e and c which are defined in the following section. 
The task of the description is then reduced to that of building a suitable model of c and e that takes 
into account the knowledge of the physical characteristics of the semiconductor and the experimen-
tally observed optical behavior. One example of a particularly simple and elegant, yet surprisingly 
accurate and successful, model of e for most semiconductors is the linear-chain description of lat-
tice vibrations.8 This model treats the optical phonons (i.e., the vibrations that have an associated 
dipole moment) as damped simple harmonic motions. Even though the crystal is made up of ≈1023 
atoms, such a description with only a few resonant frequencies and phenomenological terms, such 
as the damping and the ionic charge, accurately accounts for the optical behavior in the far-infrared 
region. The details of the model are discussed in the following section “Optical/Dielectric Response.” 
Such simple models are very useful and illuminating, but they are applicable only in a limited number 
of cases, and hence such a description is incomplete.

A complete and accurate description will require a self-consistent quantum mechanical approach 
that accounts for the microscopic details of the interaction of the incident photon with the speci-
men and a summation over all possible interactions subject to relevant thermodynamical and statis-
tical mechanical constraints. For example, the absorption of light near the fundamental gap can be 
described by the process of photon absorption resulting in the excitation of a valence band electron 
to the conduction band. In order to obtain the total absorption at a given energy, a summation has 
to be performed over all the possible states that can participate, such as from multiple valence bands. 
Many-body effects (the Coulomb attraction between the photoexcited electron and hole) also need 
to be considered for an accurate description. Thermodynamic considerations such as the population 
of the initial and final states have to be taken into consideration in the calculation as well. Hence, a 
detailed knowledge of the specimen and the photon-specimen interaction can, in principle, lead to a 
satisfactory description.

Optical/Dielectric Response

Optical Constants and the Dielectric Function In the linear regime for an isotropic solid, the 
dielectric function e and the susceptibility c are defined by the following relations:9

 D E P= +ε0
 (1)

 D 1 E= +ε χ0( )  (2)

 D E E= = +ε ε ε( )1 2i  (3)

where E, D, and P are the free-space electric field, the displacement field, and the polarization field 
inside the semiconductor; e0 is the permittivity of free space; and e and c are dimensionless quanti-
ties, each of which can completely describe the optical properties of semiconductors. The refractive 
index ñ of the material is related to e as shown below:

 �n n ik= = +ε  (4)
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The real and imaginary parts of the refractive index, n and k, which are also referred to as the 
optical constants, embody the linear optical property of the material. The presence of k, the imag-
inary component, denotes absorption of optical energy by the semiconductor. Its relationship to 
the absorption Coefficient is discussed in the following section. “Reflection, Transmission, and 
Absorption coefficients.” In the spectral regions where absorptive processes are weak or absent, as 
in the case of the sub-bandgap range, k is very small, whereas in regions of strong absorption, the 
magnitude of k is large. The optical constants for a large number of semiconductors may be found 
in Refs. 10 and 11. The variation in the real part n is usually much smaller. For example, in GaAs, 
at room temperature, in the visible and near-visible region extending from 1.4 to 6 eV, k varies 
from <10−3 at 1.41 eV which is just below the gap, to a maximum of 4.1 at 4.94 eV.12 In compari-
son, n remains nearly constant in the near-gap region extending from 3.61 at 1.4 eV to 3.8 at 
1.9 eV, with the maximum and minimum values of 1.26 at 6 eV and 5.1 at 2.88 eV, respectively. 
The real and imaginary components are related by causal relationships that are also discussed in 
the following sections.

Reflection, Transmission, and Absorption Coefficients The reflection and transmission from a sur-
face at normal incidence are given by
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 T R= −( )1  (7)

where �r  is the complex (Fresnel) reflection coefficient (consisting of a magnitude and a phase q) and 
R and T are the reflectance and transmission, describing the ratio of the reflected and transmitted 
intensity relative to the incident intensity. For a thin slab, in free space, with thickness d and complex 
refractive index ñ, the appropriate expressions are:13
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where �r1 and �r2 are the Fresnel reflection coefficients at the first and second interfaces, respectively, 
and l is the free-space wavelength.

For most cases of optical absorption, the energy absorbed is proportional to the thickness of 
the specimen. The variation of intensity inside the absorptive medium is given by the following 
relationship:

 I x I x( ) ( ) exp( )= ⋅ − ⋅0 α  (9)

and the absorption coefficient a is related to the optical constants by

 α π λ= 4 k/  (10)

Here we note that a (measured in cm−1) describes the attenuation of the radiation intensity rather 
than that of the electric field.
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In spectral regions of intense absorption, all the energy that enters the medium is absorbed. The 
only part of the incident energy that remains is that which is reflected at the surface. In such a case, 
it is useful to define a characteristic “skin” thickness that is subject to an appreciable density of opti-
cal energy. A convenient form used widely is simply the inverse of a; that is, 1/a. This skin depth (or 
penetration length) is usually denoted by d:

  δ
α

= 1
  (11)

The skin depths in semiconductors range from >100 nm near the bandgap to <5 nm at the higher 
energies of ≈6 eV.

Kramers-Kronig Relationships A general relationship exists for linear systems between the real and 
imaginary parts of a response function as shown in the following:
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where s0 is the dc conductivity.
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where P denotes the principal part of the integral. These are referred to as the Kramers-Kronig dis-
persion relationships.14,15 An expression of practical utility is one in which the experimentally mea-
sured reflectance R at normal incidence is explicitly displayed as shown:

  θ ω ω
π

ω ω
ω ω

( )
( ( ))= − ′

′ −
∞

∫P
n R dΙ

2 20

  (16)

This is useful since it shows that if R is known for all frequencies, the phase q of the Fresnel reflection 
coefficient can be deduced, and hence a complete determination of both n and k can be accomplished. 
In practice, R can be measured only over a limited energy range, but approximate extrapolations can 
be made to establish reasonable values of n and k.

The measurement of the reflectivity over a large energy range spanning the infrared to the 
vacuum ultraviolet, 0.5 to 12 eV range, followed by a Kramers-Kronig analysis, used to be the 
main method of establishing n and k.16 However, the advances in spectroscopic ellipsometry in 
the past 20 years have made this obsolete in all but the highest energy region. A Kramers-Kronig 
analysis of reflectance data also has experimental difficulties related to surface roughness and native 
oxides, which are more easily corrected with ellipsometry than with reflectivity measurements. The 
Kramers-Kronig relations are still important today, since they place consistency conditions on opti-
cal constants determined from ellipsometry.

Above 12 eV, the higher energy reflectance is dominated by the valence band plasma edge wPV 
and, hence, takes the following forms for e(w), �n(w), and R(w):
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Sum Rules Having realized the interrelationships between the real and imaginary parts of the 
response functions, one may extend them further using a knowledge of the physical properties of 
the semiconductor to arrive at specific equations, commonly referred to as sum rules.14,15 These 
equations are useful in cross-checking calculations and measurements for internal consistency or 
reducing the computational effort. Some of the often-used relations are shown below:
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where wPV is the valence band plasma frequency.
The dc static dielectric constant, e(0), may be expressed as

  ε
π

ε ω
ω
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2 2

0
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∞

∫ d   (23)

The reader is referred to Refs. 14 and 15 for more details.

Linear Optical Properties

Overview The optical properties of semiconductors at low enough light levels are often referred 
to as linear properties in contrast to the nonlinear optical properties described later. There are 
many physical processes that control the amount of absorption or other optical properties of a 
semiconductor. In turn, these processes depend upon the wavelength of radiation, the specific 
properties of the individual semiconductor being studied, and other external parameters such as 
pressure, temperature, etc. Just as the electrical properties of a semiconductor can be controlled 
by purposely introducing impurity dopants (both p and n type) or affected by unwanted impuri-
ties or defects, so too are the optical properties affected by them. Thus, one can talk about intrinsic 
optical properties of semiconductors that depend upon their perfect crystalline nature and extrinsic 
properties that are introduced by impurities or defects. Many types of defects exist in real solids: 
point defects, macroscopic structural defects, etc. In this section we review and summarize intrinsic 
linear optical properties related to lattice effects, interband transitions, and free-carrier or intraband 
transitions. Impurity- and defect-related extrinsic optical properties are also covered in a separate 
section and in the discussion of lattice properties affected by them. Figure 2 schematically depicts 
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various contributions to the absorption spectrum of a typical semiconductor as functions of wave-
length (top axis) and photon energy (bottom axis). Data for a real semiconductor may show more 
structure than shown here. On the other hand, some of the structure shown may be reduced or not 
actually present in a particular semiconductor (e.g., impurity absorption, bound excitons, d-band 
absorption). Table 1 shows the classification of the optical responses of the semiconductor to light 
in various wavelength regions showing the typical origin of the response and how the measure-
ments are usually carried out. At the longest wavelengths shown in Fig. 2, cyclotron resonance (CR) 
may occur for a semiconductor in a magnetic field, giving rise to an absorption peak correspond-
ing to a transition of a few meV energy between Landau levels. Shallow impurities may give rise to 
additional absorption at low temperatures, and here a 10 meV ionization energy has been assumed. 
If the temperature was high enough so that kBT was greater than the ionization energy, the absorp-
tion peak would be washed out. At wavelengths between 5 and 50 μm, a new set of absorption peaks 
arises due to the vibrational modes of the lattice. In ionic crystals, the absorption coefficient in the 
reststrahlen region may reach 105 cm−1, whereas in homopolar semiconductors like Si and Ge, only 
multiphonon features with lower absorption coefficients are present (around 5 to 50 cm−1).

Models of the dielectric function The interaction of light with semiconductors can be com-
pletely described by the dielectric function, e(w). The dielectric function e(w) may be divided into 
independent parts to describe various physical mechanisms so long as the processes do not interact 
strongly with each other; this is an approximation, referred to as the adiabatic approximation which 
simplifies the task at hand considerably.17 The major players that determine the optical behavior of 
an intrinsic semiconductor are the lattice, particularly in a nonelemental semiconductor; the free 
carriers (i.e., mobile electrons and holes) and the interband transitions between the energy states 
available to the electrons. These three mechanisms account for the intrinsic linear properties that 
lead to a dielectric function as shown:

 ε ω ε ω ω ε ωint lat fc inter( ) ( ) ( ) ( )= + +ε   (24)

The addition of impurities and dopants that are critical to controlling the electronic properties leads 
to an additional contribution, and the total dielectric response may then be described as shown:

 ε ω ε ω ε ω( ) ( ) ( )int imp= +  (25)
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FIGURE 2 Absorption spectrum of a typical semiconductor showing 
a wide variety of optical processes.
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Lattice Absorption

Phonons The dc static response of a semiconductor lattice devoid of free charges to an external 
electromagnetic field may be described by the single real quantity e(0). As the frequency of the elec-
tromagnetic radiation increases and approaches the characteristic vibrational frequencies associated 
with the lattice, strong interactions can occur and modify the dielectric function substantially. The 
main mechanism of the interaction is the coupling between the electromagnetic field with the oscil-
lating dipoles associated with vibrations of an ionic lattice.8 The interactions may be described, quite 
successfully, by treating the solid to be a collection of damped harmonic oscillators with a character-
istic vibrational frequency wTO and damping constant g. The resultant dielectric function may be 
written in the widely used CGS units as:

 ε ω ε
ω

ω ω ωγlat
TO

TO
2 2(

( ) ( )
)

= ∞ +
− −
S

i

2

 (26)

where S is called the oscillator strength and may be related to the phenomenological ionic charge ei, 
reduced mass ′mi , and volume density N, through the equation
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TABLE 1 Classification by Wavelength of the Optical Responses for Common Semiconductors

Wavelength (nm) Responses Physical Origin Application Measurement Tech.

l > l TO 
Far-IR and micro 

wave region

Microwave 
R and T 

Plasma R and T

Free-carrier plasma Detectors
Switches

R, T, and A∗ 
Microwave techniques
Fourier Transform
Spectrometry (FTS), FT-SE

l LO < l < l TO
Reststrahlen region

Reststrahlen R Optical phonons in ionic crystals Absorbers
Filters

R, T, and A 
FTS & Dispersion 

spectrometry (DS), FT-SE

l ∼ l LO, l TO, l P
Far-IR region

Far-IR A Optical phonons, impurities 
(vibrational and electronic), 
free carriers, intervalence 
transitions

Absorbers
Filters

R, T, and A 
FTS, DS, and FT-SE

l LO > l > l G 
Mid-IR region

Mid-IR T and A Multiphonon, multiphoton 
transitions, impurities 
(vibrational and electronic), 
intervalence transitions 
excitons, Urbach tail

Detectors
Switches
Absorbers
Filters

R, T, and A 
Ellipsometry 
FTS and DS

l < lG 
IR, visible, and UV

R, T, and A Electronic interband transitions Reflectors
Detectors

Reflection
Ellipsometry

l ∼ l W 
UV, far-UV

Photoemission Fermi energy to vacuum-level 
electronic transitions

Photocathodes
Detectors

High-vacuum spectroscopy 
techniques,
UV ellipsometry

l W > l > ≥a R, T, and A Ionic-core transitions Detectors Soft x-ray and synchrotron-
based analyses

Diffraction Photo—ionic-core interactions X-ray optics and 
monochromators

X-ray techniques

∗R, T, and A—Reflection, transmission, and absorption. SE—Spectroscopic ellipsometry.
Note: P—Plasma; G—Energy gap; W—Work functions; a—lattice constant.
TO, LO—Transverse and longitudinal optical phonons.
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In the high frequency limit of e(w), for w >> wTO, (but well below the onset of interband absorption)

  ε ω ε( )→ ∞  (28)

The relationship may be easily extended to accommodate more than one characteristic vibrational 
frequency by summing over all phonon modes i:
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It is worth noting some important physical implications and interrelations of the various parameters 
in Eq. (26).

For a lattice with no damping, it is obvious that e(w) displays a pole at wTO and a zero at a well-
defined frequency, usually referred to by wLO. A simple but elegant and useful relationship exists 
between these parameters as shown by

  
ε
ε
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ω
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∞
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⎛
⎝⎜

⎞
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TO

  (30)

which is known as the Lyddane-Sachs-Teller relation.18

The physical significance of wTO and wLO is that these are the transverse and longitudinal optical 
phonon frequencies with zero wave vector, K, supported by the crystal lattice. The optical vibrations 
are similar to standing waves on a string. The wave pattern, combined with the ionic charge distri-
bution, leads to oscillating dipoles that can interact with the incident radiation and, hence, the name 
optical phonons. e(w) is negative for wTO ≥ w ≥ wLO, which implies no light propagation inside the 
crystal and, hence, total reflection of the incident light. The band of frequencies spanned by wTO and 
wLO is referred to as the reststrahlen band.

The reflectivity spectrum of AlSb19 is shown in Fig. 3. It is representative of the behavior of most 
semiconductors. Note that the reflectivity is greater than 90 percent at ≈31 μm in the reststrahlen 
band spanned by the longitudinal and transverse optical phonons. The two asymptotic limits of the 

reflection tend to [( ( ) ( )ε ε0 0− +1)/( 1)]2 and [( ,ε ε∞ ∞− +1)/( 1)]2  respectively, compare Eqs. (5) 

and (6). The effects of the phonon damping are illustrated in Fig. 4.20 For the ideal case with zero 
damping, the reflection in the reststrahlen band is 100 percent. Since absolute reflectance measure-
ments are very difficult to carry out experimentally, the reststrahlen region is nowadays often inves-
tigated with infrared ellipsometry. Note that for the elemental semiconductors such as Si and Ge, 
the lack of a dipole moment associated with the optical vibrations of the lattice leads to the absence 
of any oscillator strength and hence no interaction with the radiation. The reflection spectrum will, 
therefore, show no change at or near the optical phonon frequencies. The optical phonon frequen-
cies (wLO and wTO) and wavelengths and e(0) and e∞ for the commonly known semiconductors are 
presented at the end of this chapter in Table 11. For elemental semiconductors, e(0) = e∞.

The optical phonons wLO and wTO are the frequencies of interest for describing the optical inter-
actions with the lattice. In addition, the lattice is capable of supporting vibrational modes over a 
wide range of frequencies extending from 0 to wLO(Γ), the LO phonon frequency at the center of 
the Brillouin zone, Γ, as discussed by Cochran in Ref. 21. The vibrational modes can be subdivided 
into two major categories. The first are optical phonons that possess an oscillating dipole moment 
and therefore can interact with light. The second group is the acoustic phonons; that is, sound-
like vibrations that do not possess a dipole moment and hence are not of primary importance in 
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determining the optical properties. For the optical band, only the K ≈ 0 modes are important since a 
strong interaction is precluded for other modes due to the large mismatch in the wave vectors asso-
ciated with the light and vibrational disturbances.

The simple treatment so far, though very useful, is limited to the most obvious and strongest 
aspect of the interaction of light with the lattice. However, many weaker but important interaction 
mechanisms have not yet been accounted for. An attempt to produce a complete description starts 
with the consideration of the total number of atoms N that makes up the crystal. Each atom pos-
sesses three degrees of freedom, and hence one obtains 3N degrees of freedom for the crystal, a very 
large number of magnitude, ≈1024. The complexity of the description can be readily reduced when 
one realizes the severe restriction imposed by the internal symmetry of the crystal. The vibrational 
characteristics now break up into easily understandable normal modes with well-defined physical 
characteristics. The translational symmetry associated with the crystal makes it possible to assign a 
definite wave vector to each lattice mode. In addition, the phonons can be divided into two major 
classes: the optical vibrations, which we have already discussed, and the acoustic vibrations, which, 
as the name implies, are sound-like vibrations. The acoustic phonons for |K| → 0 are identical to the 
sound waves. Hence, specifying the type of phonon, energy, wave vector, and polarization uniquely 
describes each vibrational mode of the crystal. The conventional description of phonons is achieved 
by graphically displaying these properties in a frequency versus K plot, as shown in Fig. 5 for GaAs.22 
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The energies of the phonons are plotted as a function of the wave vector along the high-symmetry
directions for each acoustic and optical branch. It can be shown that the number of acoustic 
branches is always three, two of transverse polarization and one longitudinal, leaving 3p-3 optical 
branches, where p is the number of atoms in the primitive cell. The majority of the most important 
semiconductors fall into the three cubic classes of crystals—namely, the diamond, zincblende, and 
the rock-salt structures that contain two atoms per primitive cell and hence possess three acoustic 
and three optical branches each.23 However, more complicated structures with additional opti-
cal phonon branches can be found. The most important group among the second category is the 
wurtzite structure displayed by CdS, CdSe, GaN, InN, AlN, etc., which contains four atoms in the 
primitive cell and hence two additional sets of optical phonon branches.23 The specific symmetry 
associated with the vibrational characteristics of each mode is used to distinguish them as well as 
their energies at the high-symmetry points in the phonon dispersion curves.

Multiphonon absorption It has already been pointed out that the interaction of light with 
phonons is restricted to those with K ≈ 0. This is true only when single-phonon interactions are 
considered in ideal crystals. Higher-order processes, such as multiphonon absorption, can acti-
vate phonons with K ≠ 0.23,24 Symmetry considerations and their implication on the multiphonon 
absorption are discussed by Birman in Ref. 25. In multiphonon processes, the total momentum of 
the interacting phonons will be 0, but many modes with K ≠ 0 can participate in the interaction.

The energy and momentum conservation conditions may be expressed as follows:

  � �ω = ∑ Ωi
i

  (31)

  � �q K= ≈∑ i
i

0   (32)

where �w is the energy of the absorbed photon, �Ωi is the energy of the phonons, and �q and �Ki are 
the corresponding momenta. Any number of phonons can participate in the process. However, the 
strength of interaction between the incident photon and the higher-order processes falls off rapidly 
with increasing order, making only the two- or three-phonon processes noteworthy in most semicon-
ductors. The well-defined range that spans the phonon energies in most semiconductors, extending 
from 0 to the LO phonon energy at the center of the zone Γ, restricts the n-phonon process to a max-
imum energy of n�wLO(Γ). Among the participating phonons, those with large values of K and those 
in the vicinity of the critical points are the most important owing to their larger populations. These 
factors are important in understanding the multiphonon absorption behavior, as we now discuss.23,24

Multiphonon processes may be subdivided into two major categories: (1) sum processes where 
multiple phonons are created, and (2) difference processes in which both phonon creation and 
annihilation occur with a net absorption in energy. The former process is more probable at higher-
incident photon energies and the converse is true for the latter. The reduction of the equilibrium 
phonon population at low temperatures leads to a lower probability for the difference process, and 
hence it is highly temperature dependent.

The multiphonon interactions are governed by symmetry selection rules in addition to the 
energy and momentum conservation laws stated earlier. A list of the possible combination pro-
cesses is presented in Table 2 for the diamond structure and Table 3 for the zincblende structure. 
Representative multiphonon absorption spectra are presented in Figs. 6 and 7 for Si26 and GaAs.27 
The Si wTO and wLO frequency of ∼522 cm−1 is indicated in the spectrum for reference. Note that the 
absence of a dipole moment implies that wTO and wLO are degenerate, and no first-order absorp-
tion is present. In contrast, for GaAs the very large absorption associated with the one-phonon 
absorption precludes the possibility of obtaining meaningful multiphonon absorption data in the 
reststrahlen band that spans the ∼269 to 295 cm−1 (∼34–37 meV) spectral region. The multiphonon 
spectra obtained from GaAs are displayed in Fig. 7a and b. The absorption associated with the 
multiphonon processes is much smaller than the single-phonon process. However, the rich struc-
ture displayed by the spectra is extremely useful in analyzing the lattice dynamics of the material. In 
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addition, in applications such as windows for high-power lasers, even the small absorption levels can 
lead to paths of catastrophic failure. 

Impurity-related vibrational optical effects The role of impurities is of primary importance in 
the control of the electrical characteristics of semiconductors and hence their technological appli-
cations. This section outlines the main vibrational features of impurities and the resulting modi-
fication of the optical properties of these semiconductors. Impurities can either lead to additional 
vibrational modes over and beyond that supported by the unperturbed lattice or they can activate 
normally inactive vibrational modes.28 The perturbation of the lattice by a substitutional impurity is 
a change in the mass of one of the constituents and a modification of the bonding forces in its vicin-
ity. If the impurity is much lighter than the host atom it replaces, high-frequency vibrational modes 
above wLO(Γ), the maximum frequency supported by the unperturbed lattice, are introduced. These 
vibrational amplitudes are localized in the vicinity of the impurity and hence are known as local 
vibrational modes (LVM). For heavier impurities, the impurity-related vibrations can occur within 
the phonon band or in the gap between the acoustic and optical bands. These modes are referred to 
as resonant modes (RM) or gap modes (GM).28

The qualitative features of an impurity vibrational mode can be understood by considering a simple 
case of a substitutional impurity atom in a linear chain. The results of a numerical calculation of a 48-
atom chain of GaP are presented in Figs. 8 and 9.28 The highly localized character can be seen from Fig. 9. 
Note that the degree of localization reduces with increasing defect mass for a fixed bonding strength.

TABLE 2 Infrared Allowed Processes in the Diamond Structure24

Two-Phonon Processes

TO(X) + L(X)
TO(X) + TA(X)

L(X) + TA(X)
TO(L) + LO(L)
TO(L) + TA(L)
LO(L) + LA(L)
LA(L) + TA(L)

TO(W) + L(W)
TO(W) + TA(W)

L(W) + TA(W)

TABLE 3 Infrared Allowed Processes in the Zincblende Structure24

Two-Phonon Processes

2LO(Γ), LO(Γ) + TO(Γ), 2TO(Γ)
2TO(X), TO(X) + LO(X), TO(X) + LA(X), TO(X) + TA(X)
LO(X) + LA(X), LO(X) + TA(X)
LA(X) + TA(X)
2TA(X)
2TO(L), TO(L) + LO(L), TO(L) + LA(L), TO(L) + TA(L)
2LO(L), LO(L) + LA(L), LO(L) + TA(L)
2LA(L), LA(L) + TA(L)
2TA(L)
TO1(W) + LO(W), TO1(W) + LA(W)
TO2(W) + LO(W), TO2(W) + LA(W)
LO(W) + LA(W), LO(W) + TA1(W), LO(W) + TA2(W)

LA(W) + TA1(W), LA(W) + TA2(W)
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The absorption band produced by the LVM has been successfully used in impurity analyses. 
Figure 10 shows the IR absorption spectrum associated with interstitial oxygen in Si taken at the 
National Institute of Standards and Technology (NIST), and Fig. 11 displays the absorption spec-
trum from a carbon-related LVM in GaAs.29,30 Note that the multiple peaks in the high-resolution 
spectrum are a consequence of the mass perturbations to the local environment resulting from the 
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two naturally occurring isotopes of Ga. The fine structure in the spectrum helps identify the site 
occupied by C as belonging to the As sublattice. When accurate calibration curves are available, the 
concentration of the impurity can be determined from the integrated intensity of the LVM band. 
The LVM frequencies of a number of hosts and impurities are presented in Table 4.28 The symmetry 
of the point group associated with the defect is Td. The use of LVM in the study of complex defects, 
particularly those that involve hydrogen, has led to a wealth of microscopic information not easily 
attainable by any other means.31

The quantitative accuracy obtainable from LVM analysis may be illustrated by a simple harmonic 
model calculation. In such an approximation, the total integrated absorption over the entire band 
may be expressed as:32

  α ω π η∫ =d
N

nm c
2 2 2

imp

  (33)

where N is the volume density of the impurity and h and mimp are the apparent charge and mass of 
the impurity ion; c is the velocity of light. n is the refractive index of the host crystal. h is an empiri-
cally derived parameter that is specific to each center, that is, a specific impurity at a specific lattice 
location. Once calibration curves are established, measurement of the intensity of absorption can be 
used to determine N. Figure 12 displays a calibration used to establish the density of interstitial oxy-
gen.33 Such analyses are routinely used in various segments of the electronic industry for materials 
characterization.

The effect of the impurities can alter the optical behavior in an indirect fashion as well. The pres-
ence of the impurity destroys translational symmetry in its vicinity and hence can lead to relaxation 
of the wave-vector conservation condition presented earlier in Eq. (32). Hence, the entire acoustic 
and optical band of phonons can be activated, leading to absorption bands that extend from zero 
frequency to the maximum wLO(Γ). The spectral distribution of the absorption will depend on the 
phonon density-of-states modulated by the effect of the induced dipole moment.28 The latter is a 
consequence of the perturbation of the charge distribution by the impurity. The perturbation due 
to defects may be viewed in a qualitatively similar fashion. For instance, a vacancy may be described 
as an impurity with zero mass.

TABLE 4 Localized Modes in Semiconductors28

Host and Impurity Mode Frequency (temp. K) Defect Symmetry; Method of Observation

Diamond N
Silicon

1340(300) Td , A
∗

10B 644(300), 646(80) Td ; A
11B 620(300), 622(80) Td ; A
As 366(80) Reson. Td ; A
P 441 Reson, 491(80) Reson. Td ; A
14C 570(300), 573(80) Td ; A
13C 586(300), 589(80) Td ; A
12C 605(300), 680(80) Td ; A
O
GaAs

Bands near 30, 500, 1100, 1200 Complex; A, R, T

Al 362(80), ≈ 371(4.2) Td ; A, R, T
P 355(80), 353(300), ≈ 363(4. 2) Td ; A, R, T
SiGa 384(80) Td ; A
SiAs 399(80) Td ; A

∗A—absorption; T—transmission; R—reflection; Reson. —resonant mode.



OPTICAL PROPERTIES OF SEMICONDUCTORS  5.21

Interband Absorption

Absorption near the fundamental edge The fundamental absorption edge is one of the most strik-
ing features of the absorption spectrum of a semiconductor. Within a small fraction of an electron 
volt at an energy about equal to the energy gap Eg of the material, the semiconductor changes from 
being practically transparent to completely opaque—the absorption coefficient changing by a factor 
of 104 or more. This increased absorption is caused by transitions of electrons from the valence band 
to the conduction band. This characteristic optical property is clearly illustrated in Fig. 13, which shows 
the transmission versus wavelength for a number of major semiconductors.34 At the lower wavelengths, 
the transmission approaches zero which defines a cutoff wavelength lc for each material. For example, 
lc ≈ 7.1 μm for InSb; lc ≈ 4.2 μm, PbTe; lc ≈ 3.5 μm, InAs; lc ≈ 1.8 μm, GaSb and Ge; lc ≈ 1 μm, Si; and 
lc ≈ 0.7 μm for CdS. At much longer wavelengths than the edge at lc, lattice and free-carrier absorp-
tion become appreciable and the transmission drops. Studies of the fundamental absorption edge thus 
give values for the energy gap and information about the states just above the edge in the conduction 
band and below it in the valence band. Properties of these states are important to know since they are 
responsible for electrical conduction. Details of the band structure near the band extrema can be deter-
mined from the position and shape of the absorption edge and from its temperature, magnetic field, 
pressure, impurity concentration, and other parameters’ dependence. Finally, this fundamental gap 
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region is important because usually it is only near the energy gap that phenomena such as excitons 
(both free and bound), electron-hole drops, donor-acceptor pairs, etc., are seen.

Interband transitions near the fundamental absorption edge are classified as (1) direct or verti-
cal or (2) indirect or nonvertical. The momentum of light (�q = �nw/c) is negligible compared to 
the momentum of a k-vector state at the edge of the Brillouin zone. Thus, because of momentum 
conservation, electrons with a given wave vector in a band can only make transitions to states in a 
higher band having essentially the same wave vector. Such transitions are called vertical transitions. 
A nonvertical transition can take place, but only with the assistance of phonons or other entities 
which help preserve momentum.

Direct transitions The interband absorption coefficient depends upon the band structure and 
photon energy �w. Use of quantum mechanics and, in particular, time-dependent perturbation 
theory becomes necessary.35 For a nonzero momentum (dipole) matrix element, a simple model 
gives for allowed direct transitions

 α ωAD AD= −C Eg( ) /� 1 2   (34)

The coefficient CAD involves constants, valence and conduction band effective masses, matrix ele-
ments, and only a slight dependence on photon energy. The absorption strengths of direct-gap semi-
conductors are related to their density of states and the momentum matrix element that couples the 
bands of interest. Many semiconductors such as AlAs, AlP, GaAs, InSb, CdS, ZnTe, and others have 
allowed direct transitions; many complex oxides, such as Cu2O, SiO2, and rutile, have forbidden 
direct absorption.

Figure 14 shows the spectral variation of the absorption coefficient for pure InSb at a tempera-
ture of 5 K compared to various theoretical predictions.36 We note the extremely sharp absorption 
edge which is fit best by the (�w – Eg)

1/2 dependence near the edge. However, a big deviation from the 
experimental data occurs at higher photon energies. Consideration of two more details allows a better 
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fit: (1) use of a more complicated band model from Kane37 which predicts a more rapidly increasing 
density of states than for the simple bands, and (2) taking into account a decrease in the optical matrix 
element at the higher photon energies because of the k-dependence of the wave functions. The calcu-
lated curves in Fig. 14 were arbitrarily shifted so that they look like a better fit than they are. The actual 
calculated absorption is a factor of about 15 too low at high energies. This discrepancy was attributed 
to the neglect of exciton effects which can greatly affect the absorption as discussed later. Modern cal-
culations (including the Bethe-Salpeter corrections for many-body effects to the local density approxi-
mation) have much better accuracy in describing the optical absorption due to excitons. 

Figure 15 shows the absorption behavior of GaAs at room temperature compared with calcula-
tions based on Kane’s theory.38 Below about 103 cm−1, the absorption decreases much more slowly 
than predicted and absorption is even present for energies below Eg. In practice, there seems to exist 
an exponentially increasing absorption edge rule (called Urbach’s rule) in most direct transition 
materials which is found to correlate reasonably well with transitions involving band tails. These 
band tails seem to be related to disorder, such as doping effects, phonon-assisted transitions, and the 
broadening of electronic states due to electron-phonon interactions.

Indirect transitions Semiconductors such as GaP, Ge, and Si have indirect gaps where the 
maximum valence band energy and minimum conduction band energy do not occur at the same 
k value. In this case, the electron cannot make a direct transition from the top of the valence band 
to the bottom of the conduction band because this would violate conservation of momentum. 
Such a transition can still take place but as a two-step process requiring the cooperation of another 
particle and which can then be described by second-order perturbation theory. The particle most 
frequently involved is an intervalley phonon of energy � ΩK which can be either generated or 
absorbed in the transition. (In some cases, elastic scattering processes due to impurity atoms or 
dislocations must be considered; they are less frequent than the phonon interactions in high-purity 
crystals.) The photon supplies the needed energy, while the phonon supplies the required momen-
tum. The transition probability depends not only on the density of states and the electron-phonon 
matrix elements as in the direct case, but also on the electron-phonon interaction which is tem-
perature dependent.

Calculations of the indirect-gap absorption coefficient give for the allowed indirect transitions

  α ω ωAI AI
(abs)

AI
(em)= + − + − −C E C Eq g q g( ) ( )� � � �Ω Ω2 22   (35)
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where the superscripts (abs) and (em) refer to phonon absorption and emission, respectively. This 
expression is only nonzero when the quantities in parentheses are positive, that is, when �w ± �Ωq > Eg. 
We note that the phonon energies are usually small (≤ 0.05 eV) compared to the photon energy of 
about 1 eV and thus for the case of allowed indirect transitions with phonon absorption

  α ωAI AI
abs)

g≈ −C E( ( )� 2

�w − Eg), much faster than the half-power 
dependence of the direct transition as seen in Eq. (34).

Figure 16 shows the variation of the absorption coefficient of GaP with photon energy at room 
temperature near the indirect edge.39 A reasonable fit to the experimental data of Spitzer et al.40 is 
obtained indicating that, for GaP, allowed indirect transitions dominate. Further complications arise 
because there can be more than one type of phonon emitted or absorbed in the absorption process. 
Transverse acoustic (TA), longitudinal acoustic (LA), transverse optic (TO), and longitudinal optic 
(LO) phonons can be involved as shown in the absorption edge data of GaP, as seen in Fig. 17.41 The 
phonon energies deduced from these types of experimental absorption edge studies agree with those 
found from neutron scattering.

Both indirect and direct absorption edge data for Ge are shown in Fig. 18, while the analysis 
of the 300 K data is plotted in part b.42 At the lowest energies, a rises due to the onset of indirect 
absorption as seen by the a1/2 dependence on photon energy. At higher energies, a sharper rise is 
found where direct transitions occur at the zone center and an a2 dependence on energy is then 
seen. Note the large shifts of Eg with temperature for both the direct and indirect gaps. Also, the 
direct-gap absorption is much stronger than that of the indirect-gap absorption.
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Excitons Among the various optical properties of semiconductors, the subject of excitons has 
one of the dominant places because of their remarkable and diverse properties. Studies of exci-
ton properties represent one of the most important aspects of scientific research among various 
solid-state properties. According to Cho,43 there are a number of reasons for this: (1) excitonic phe-
nomena are quite common to all the nonmetallic solids—semiconductors, ionic crystals, rare gas 
crystals, molecular crystals, etc.; (2) the optical spectra often consist of sharp structure, which allows 
a detailed theoretical analysis; (3) theories are not so simple as to be understood by a simple applica-
tion of atomic theory or the Bloch band scheme, but still can be represented by a quasi-hydrogen-
like level scheme; (4) sample quality and experimental techniques have continually been improved 
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with subsequent experiments proving existing theories and giving rise to new ones; and (5) the 
exciton is an elementary excitation of nonmetallic solids, a quantum of electronic polarization. It 
has a two-particle (electron and hole) nature having many degrees of freedom, and, along with the 
variety of energy-band structures, this leads to a lot of different properties from material to mate-
rial or from experiment to experiment. Table 5 gives a definition of the major types of excitons in a 
glossary obtained from Hayes and Stoneham.44 Many examples exist in the literature involving work 
on excitons in semiconductors to understand their nature and to determine their properties. Besides 
the references cited in this chapter, the authors refer the reader to the more detailed work presented 
in Refs. 45 and 46.

An electron, excited from the valence band to a higher energy state in the conduction band, can 
still be bound by the Coulomb attraction to the hole that the electron leaves in the valence band. 
This neutral bound-electron hole pair is called an exciton which can move throughout the crystal. 
Excitons are most easily observed at energies just below Eg using optical absorption or photolumi-
nescence measurements. There are two models used for describing excitons in solids, named after 
Frenkel and Wannier. In a solid consisting of weakly interacting atoms, Frenkel considered excitons 
as described by excitations of a single atom or molecule.47 An excited electron describes an orbit of 
atomic dimensions around an atom with a vacant valence state. The empty valence state acts as a 
mobile hole since the excitation can move from one atom to another. These tightly bound excitons 
are similar to an ordinary excited state of the atom, except that the excitation can propagate through 
the solid. The radius of the Frenkel exciton is on the order of the lattice constant. Frenkel excitons 
are useful to describe optical properties of solids like alkali halides and organic phosphors.

Wannier (or also called Mott-Wannier) excitons are also electrons and holes bound by Coulomb 
attraction.48,49 In contrast to the Frenkel exciton, the electron and hole are separated by many lattice 
spacings producing a weakly bound exciton which is remarkably similar to a hydrogen-atom-like 
system. Since the electron and hole are, on the average, several unit cells apart, their Coulomb inter-
action is screened by the average macroscopic dielectric constant, e∞, and electron and hole effective 
masses can be used. Their potential energy –e2/e∞r is just that of the hydrogen atom (except for e∞). 
The binding energy of the free exciton (relative to a free electron and free hole) is then given by the 
hydrogen-atom-like discrete energy levels plus a kinetic energy term due to the motion of the exciton:

TABLE 5 A Glossary of the Main Species of Excitons44

Exciton In essence, an electron and hole moving with a correlated motion as an 
electron-hole pair

Wannier exciton Electron and hole both move in extended orbits; energy levels related to 
hydrogen-atom levels by scaling, using effective masses and dielectric 
constant; occurs in covalent solids such as silicon

Frenkel exciton Electron and hole both move in compact orbits, usually essentially localized 
on adjacent ions; seen in ionic solids, such as KCl, in absorption

Self-trapped exciton One or both carriers localized by the lattice distortion they cause; observed in 
ionic solids, such as KCl, in emission

Bound exciton Only a useful idea when a defect merely prevents translational motion of an 
exciton and does not otherwise cause significant perturbation

Core exciton Lowest-energy electronic excitation from a core state, leaving an unoccupied 
core orbital (e.g., the 1 s level of a heavy atom) and an electron in the 
conduction band whose motion is correlated with that of the core hole

Excitonic molecule Complex involving two holes and two electrons
Multiple bound excitons Complex of many holes and a similar number of electrons, apparently 

localized near impurities; some controversy exists, but up to six pairs of 
localized carriers have been suggested

Exciton gas High concentration of electrons and holes in which each electron remains 
strongly associated with one of the holes (as insulating phase)

Electron-hole drops High concentration of electrons and holes in which the motions are plasma-
like (a metallic phase), not strongly correlated as in excitons
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me
∗ ≈ 0.21 mo, mh

∗ ≈ 0.64 mo, and e∞ ≈ 8.9; here 
mr ≈ 0.158mo and R ≈ 27 meV. The Bohr radius for the n = 1 ground state is about 30 Å.

A series of excitonic energy levels thus exists just below the conduction band whose values 
increase parabolically with k and whose separation is controlled by n. Excitons are unstable with 
respect to radiative recombination whereby an electron recombines with a hole in the valence band, 
with the emission of a photon or phonons. These excitonic levels are shown in Figs. 19 and 20. For 
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FIGURE 19 Exciton levels in relation to the 
conduction-band edge, for a simple band structure with 
both conduction and valence band edges at near k = 0.
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FIGURE 20 Energy levels of a free exciton created in a direct process. Optical 
transitions from the top of the valence band are shown by the arrows; the longest 
arrow corresponds to the energy gap.
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many semiconductors only a single peak is observed, as shown in Fig. 21 for GaAs.50 However, even 
though only one line is observed, the exciton states make a sizable contribution to the magnitude of 
the absorption near and above the edge. At room temperatures, the exciton peak can be completely 
missing since the binding energy is readily supplied by phonons. In semiconductors with large 
enough carrier concentrations, no excitons exist because free carriers tend to shield the electron-
hole interaction. Neutral impurities can also cause a broadening of the exciton lines and, at large 
enough concentrations, cause their disappearance.

Extremely sharp exciton states can often be seen as shown in Fig. 22, which shows the absorption 
spectrum of a very thin, very pure epitaxial crystal of GaAs.51 The n = 1, 2, and 3 excitons are clearly 
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FIGURE 21 Observed exciton absorption spectra in GaAs at 
various temperatures between 21 and 294 K. Note the decrease in 
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seen followed by excited states with n > 3 leading smoothly into the continuum. The dashed line, cal-
culated neglecting the effects of excitons, illustrates how important exciton effects are in understanding 
the optical properties of semiconductors and confirms the qualitative picture of exciton absorption. 

Excitons in direct-gap semiconductors such as GaAs are called direct excitons. For indirect-gap 
semiconductors like Si or GaP, the absorption edge is determined by the influence of indirect exci-
tons as revealed by the shape of the absorption. Such indirect-exciton transitions have been observed 
in several materials including Ge, Si, diamond, GaP, and SiC.

Real semiconductor crystals contain impurities and defects which also can affect the optical 
properties related to excitonic features, in addition to their causing impurity/defect absorption. A 
bound exciton (or bound-exciton complex) is formed by binding a free exciton to a chemical impu-
rity atom (ion), complex, or a host lattice defect. The binding energy of the exciton to the defect 
or impurity is generally weak compared to the free-exciton binding energy. These bound excitons 
are extrinsic properties of the semiconductor; the centers to which the free excitons are bound can 
be either neutral donors or acceptors or ionized donors or acceptors. They are observed as sharp-
line (width ≈ 0.1 meV) optical transitions in both absorption and photoluminescence spectra. The 
absorption or emission energies of these bound-exciton transitions always appear below those of 
the corresponding free-exciton transitions. Bound excitons are very commonly observed because 
semiconductors contain significant quantities of impurities or defects which produce the required 
binding. These complexes are also of practical interest because they characterize the impurities often 
used to control the electrical properties of semiconductors as well as being able to promote radiative 
recombination near the band gap. Bound excitons exhibit a polarization dependence similar to the 
free-exciton states from which they originated.

At higher densities of free excitons and low temperatures, they can form an electron-hole droplet 
by condensing into a “liquid” phase. This condensed phase occurs for electron-hole concentrations 
of about 2 × 1017 cm−3 and can be thought of as an electron-hole plasma with a binding energy of 
several meV with respect to the free excitons.52

Polaritons Interesting optical effects arise when one considers explicitly the influence of 
longitudinal and transverse optical phonons on a transverse electromagnetic wave propagating 
through the semiconductor. This influence can be taken into account via the dielectric function of 
the medium. Dispersion curves that arise do not conform either to the photon or to the phonon. 
The coupling between the photon and phonon becomes so strong that neither can continue to be 
regarded as an independent elementary excitation, but as a photon-phonon mixture! This mixture 
can be regarded as a single quantity which can be interpreted as a new elementary excitation, the 
polariton.53 Similar couplings exist between an exciton and the photon. It is an important consider-
ation for interpreting some optical processes involving Raman and luminescence measurements.

High-energy transitions above the fundamental edge The optical properties of most semiconduc-
tors have been thoroughly investigated throughout the visible and ultraviolet regions where transi-
tions above the fundamental gap energy give rise to properties strongly dependent upon photon 
energy. This regime is dominated by optical absorption and reflection of a photon arising from both 
valence and core electron transitions from the ground state of the system into various bound, auto-
ionizing, continuum, or other excited states. The sum of all excitations—both bound (nonionizing) 
and ionizing—gives the total absorption coefficient and the complex dielectric constant at each 
photon energy hv. Photoemission or photoelectron spectroscopy measurements in this high-energy 
regime provide an alternative to ultraviolet spectroscopy for providing detailed information on 
the semiconductor. (See the electromagnetic spectrum in Fig. 1 in the Introduction for a reminder 
that photoemission measurements overlap UV measurements.) Electrons may be ejected from the 
semiconductor by high-energy photons as shown in Fig. 23.54 Their kinetic energies are measured 
and analyzed to obtain information about the initial electron states. Ionizing excitations involve 
electron excitations into unbound states above the vacuum level. These excitations result in photo-
emissions depicted for the two valence bands and the core level shown. For photoemission involving 
one-electron excitations (usually dominant), binding energies EB of valence and core levels are given 
directly by the measured kinetic energies E (from N(E) in the figure and energy conservation):

  E hv EB = − − φ   (40)
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Here j is the work function (usually about 2 to 5 eV for most clean solids) which is known or 
easily measured. X-ray photoemission spectroscopy (XPS) is usually used to study core states and 
ultraviolet photoemission spectroscopy (UPS) to study valence band states. Photoemission tech-
niques are also used for the study of surface states. Synchrotron radiation provides an intense source 
of light over a large spectral region. By measuring the angular distribution of the emitted UPS elec-
trons, a direct determination of the E versus k relation for the valence band of GaAs can be made.

There are several regions of importance that must be considered in describing the optical prop-
erties of this high-energy region. Figure 24 shows the regions for InSb that are representative of the 
results for other semiconductors.55 InSb is a narrow gap material with a direct bandgap of 0.17 eV at 
room temperature, so what is shown is at much greater energies than Eg. Sharp structure associated 
with transitions from the valence band to higher levels in the conduction band characterize the first 
region that extends to about 8 to 10 eV. This behavior is also characteristic for group-IV and other 
III-V compound semiconductors, see Fig. 25 which displays the imaginary part of the dielectric 
function for Si and GaAs. To show how this type of optical spectra can be interpreted in terms of the 
materials energy band structure, consider Fig. 26 which shows the spectral features of e2 for Ge in a 
and the calculated energy bands for Ge in b.57,58 Electronic transitions can take place between filled 
and empty bands subject to conservation of energy and wave vector. The initial and final electron 
wave vectors are essentially equal, and only vertical transitions between points separated in energy 
by �w = Ec(k) − Ev(k) are allowed.

The intensity of the absorption is proportional to the number of initial and final states and usually 
peaks when the conduction and valence bands are parallel in k-space. This condition is expressed by

  ∇ − =k c vE k E k[ ( ) ( )] 0   (41)

Places in k-space where this is true are called critical points or Van Hove singularities. The experi-
mental peaks can be sharp as shown in Fig. 26a because interband transitions in very pure crystals 
are not appreciably broadened by damping, and thus the lineshapes are determined primarily by the 
density of states, especially at low temperature. At room temperature, the broadening is dominated 
by electron-phonon scattering. Much information is available from the data if a good theory is used. 
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Figure 26b shows pseudopotential energy-band calculations that show the special points and special 
lines in the Brillouin zone that give rise to the data shown in a. Band structure calculations using the 
local density approximation (see Fig. 26) are unable to predict the correct location of the peaks in the 
dielectric function. In general, the calculated gap is lower than the experimentally observed one (see 
Fig. 26). Considerable improvement to the accuracy of the excited states is possible when employ-
ing GW corrections to the band structure. While these corrections give an accurate band structure 
(Fig. 25, dashed line), they still ignore the excitonic interactions between the electron and hole par-
ticipating in the interband transition and thus underestimate the magnitude of the absorption. Quite 
recently, a number of groups have been successful in considering excitonic Coulomb effects in their 
calculations using the Bethe-Salpeter equations. Modern calculations of the band structure and the 
dielectric function are almost as accurate as the best experimental methods, see Fig. 25.59

The second region in Fig. 24 extends to about 16 eV and shows a rapid decrease of reflectance 
due to the excitation of collective plasma oscillations of the valence electrons. The behavior in this 
second “metallic” region is typical of the behavior of certain metals in the ultraviolet. One can think 
of the valence electrons as being essentially unbound and able to perform collective oscillations. 
Sharp maxima in the function −Im e −1, which describes the energy loss of fast electrons traversing 
the material, have been frequently associated with the existence of plasma oscillations.

In the third region, the onset of additional optical absorption is indicated by the rise in reflec-
tance. This structure is identified with transitions between filled d bands below the valence band 
and empty conduction band states. As shown in Fig. 27, the structure in region three is present in 
other III-V compounds, but is absent in Si which does not have a d-band transition in this region.60 
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Other structure at higher photon energies is observed for Si as shown in Fig. 28 which shows the 
imaginary part of the dielectric constant of Si from 1 to 1000 eV.56,61 The large peaks on the left are 
due to excitations of valence electrons, whereas the peaks on the right are caused by excitation of 
core electrons from L shell states. K shell electrons are excited at energies beyond the right edge of 
the graph (beyond 1000 eV).

Elemental and compound semiconductors can often be mixed to form mixed-crystal alloys, such 
as Al1-xGaxAs or Si1-xGex. The former alloy is used for optoelectronic applications (e.g., CD players), 
while the latter is found in high-end microprocessors or cellular telephones. The vibrational spectra 
of such alloys show multimode behavior (i.e., Si-Si, Ge-Ge, and Si-Ge vibrations in Si1-xGex  alloys) 
with phonon mode energies depending on the masses of the atoms. In the visible and UV spectral 
range, on the other hand, the peaks in the dielectric function given by the energy of the critical 
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points shift roughly linear with composition as shown in Fig. 29. The dielectric function of such 
alloys is known with very high accuracy (often also as a function of strain) and used in the produc-
tion of modern microelectronic circuits to measure thickness and composition of semiconductor 
alloy films.62,63

Free Carriers

Plasmons Semiconductors, in addition to a crystal lattice that may be ionic, may contain free 
charges as well.

The free-carrier contribution to the dielectric function is given by Maxwell’s equation in CGS 
(Centimeter, Gram, Second) system of units

  ε ω πσ
ωfc( )= − i

4
  (42)
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The task of establishing the functional form of e(w) hence reduces to one of determining the con-
ductivity at the appropriate optical frequencies.

The response of a charge to an externally applied field may be described by classical methods, 
assuming a damping or resistive force to the charge that is proportional to the velocity of the 
charge. This simplification is known as the Drude approximation,64 and it leads to the following 
relationship:

  σ τ
ωτ

=
−

Ne

m i

2 1
1∗ ( )

  (43)

and is related to the dc conductivity by the relationship:

  σ τ( )0 2= Ne m/ ∗   (44)

where N is the free-carrier density, 1/t is the constant of proportionality for the damping force, and 
t is a measure of the electron-electron collision time. Now,
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wp is the plasma frequency that describes oscillations of the plasma, that is, the delocalized charge cloud

  ω π
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m
2

24=
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∗   (46)

against the fixed crystal lattice.
In an ideal plasma with no damping, the e(w) reduces to

  ε ω
ω
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( )= −1
2

2

p
  (47)

e(w) is negative for w < wp, which leads to total reflection and, hence, the term plasma reflectivity.
The phenomenon of optical reflection from a plasma reflection and the relationship to the free-

carrier density are illustrated in Fig. 30 using the far-infrared reflection spectrum from a series of 
PbTe samples with hole densities extending from 3.5 × 1018 cm−3 to 4.8 × 1019 cm−3.65 The plasma 
frequency increases with increasing carrier density as described by Eq. (46).

Coupled plasmon-phonon behavior Most semiconductor samples contain free carriers and pho-
nons, and the frequencies of both are comparable. Hence, a complete description of the far-infrared 
optical properties has to take both into account. This can be achieved readily using Eq. (45) to 
describe the free carriers. The combined e(w) may then be expressed as
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A good example of the accurate description of the far-infrared behavior of a semiconductor is pre-
sented in Fig. 31.66 The ellipsometric angles Ψ (related to reflectivity) and Δ (related to the polarization 
phase shift) of 4H SiC in the vicinity of the reststrahlen band (phonon absorption near 900 cm−1) are 
affected by the free-carrier effects and the anisotropy of the crystal. All the major features in the com-
plicated spectrum can be well described using the simple oscillatory models described.

The coexistence of phonons and plasmons leads to a coupling between the two participants.67 Of 
particular interest are the coupled plasmon-LO phonon modes denoted by L+ and L− that are exhibited 
as minimas in the reflection spectra. As explained earlier, the LO phonon frequencies occur at the zeros 
of the dielectric function e(w). In the presence of plasmons, the zeros are shifted to the coupled mode 
frequencies L+ and L−. These frequencies can be determined directly for the case of no damping for 
both the phonon and the plasmon as shown below:

  L /LO LO LO± ∞= + ± − + −1
2

4 1 02 2 2 2 2 2 2{( ) [( ) ( (ω ω ω ω ω ω ε εp p p ))] }/1 2   (49)

Note that the presence of the plasmon introduces an additional low frequency zero at L–. The rela-
tionship of the L+ and L− frequencies with the carrier density is presented in Fig. 32.69 The existence 
of the coupled modes were predicted by Varga67 and later observed using Raman scattering68,69 and 
far-infrared reflectivity.70
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Impurity and Defect Absorption The extended electronic states, excitons, lattice vibrations, and 
free carriers discussed thus far are all intrinsic to the pure and perfect crystal. In practice, real-life 
specimens contain imperfections and impurities. The characteristic optical properties associated 
with impurities and defects are the subject of discussion in this section. Two representative examples 
of the most widely observed effects, namely, shallow levels and deep levels in the forbidden gap, are 
considered in the following discussion.

Some of the effects due to impurities are considered in other parts of this chapter: impurity-
related vibrational effects were considered under “Lattice”; excitons bound to impurity states were 
discussed under “Excitons”; and impurity-related effects in magneto-optical behavior are dealt with 
under “Magnetic-Optical Properties.” In addition to these effects, optical absorption due to electronic 
transitions between impurity-related electronic levels may also be observed in semiconductors.

The presence of impurities in a semiconductor matrix leads to both a perturbation of the 
intrinsic electronic quantum states and the introduction of new states, particularly in the forbidden 
energy gap. The major classes of electronic levels are the shallow levels that form the acceptor and 
donor states and lie close to the valence and conduction band extremes, respectively, and those that 
occur deep in the forbidden gap. The former are well known and are critical in controlling the elec-
trical behavior of the crystal, and the latter are less well known but are, nevertheless, important in 
determining the sub-bandgap optical behavior.

Direct transitions from the shallow levels to the closest band extrema can be observed in the 
far-infrared transmission spectra of many semiconductors. An elegant example of this property is 
illustrated with the spectrum obtained from a high-purity Si wafer71 as displayed in Fig. 33. Sharp, 
well-resolved absorption features from electronic transitions due to B, P, As, and Al are present, as 
are additional features perhaps from unidentified impurities. Note that both acceptors and donor 
bands are observable due to the highly nonequilibrium state in which the specimen was maintained 
through the use of intense photoexcitation.
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Electronic transitions from impurity- and defect-related levels deep in the forbidden gap can sig-
nificantly alter the sub-bandgap behavior. One of the best known examples of this is the native defect 
level known as EL2 in GaAs. The level occurs 0.75 eV below the conduction band extremum, and, 
when present, it can completely dominate the subband gap absorption. The absorption spectrum 
recorded from a GaAs sample containing EL2 is presented in Fig. 34.72 The onset of the absorption 
at 0.75 eV is due to transitions to the conduction band extremum at the direct gap, and the features 
at 1.2 and 1.4 eV are due to transitions to higher-lying extrema.72 The figure also shows two spec-
tra that exhibit the well-known photoquenching effect associated with EL2. When the specimen is 
subjected to intense white light radiation, the EL2 absorption is quenched, leaving only the band-to-
band transitions with an onset at Eg which occurs at ≈1.5 eV at 10 K.

Phosphorus

Wavenumber (cm–1)

Tr
an

sm
is

si
on

 (
%

) 

320

15

25

35

45

55

65

75

85

95

350 380 410 440 470 500

Boron
1.6 × 1013

atoms/cm3

Aluminum
1.6 × 1013

atoms/cm3

Arsenic
2.1 × 1013

atoms/cm3
5X

FIGURE 33 Total impurity spectrum of a 265-Ω-cm n-type Si sam-
ple obtained by the simultaneous illumination method. The input power 
to the illumination source was about 50 W.71

10 K

a

b

c

0.8
0

2

4

1.0 1.2

Energy (eV)

a 
(c

m
–1

)

1.4

FIGURE 34 EL2 optical absorp-
tion spectra recorded at 10 K in the same 
undoped semi-insulating GaAs material. 
Curve a: after cooling in the dark; curves 
b and c: after white light illumination for 
1 min and 10 min, respectively.72



OPTICAL PROPERTIES OF SEMICONDUCTORS  5.39

1s      2p

1s      3p (calc.)

1s      4p (calc.)

5p
4p
3p
2p

1s

5.
86

 m
eV

1s      5p (calc.)

1s      conduction band (calc.)

Photon energy (meV)

R
el

at
iv

e 
ph

ot
oc

on
du

ct
iv

e 
re

sp
on

se
 (

V
/W

)

3
0

0.2

0.4

0.6

0.8

1.0

4 5 6 7 8 9 10

T = 4.2 K
ND = 4.8 × 1013cm–3

NA = 2.1 × 1013cm–3

FIGURE 35 Far-infrared photoconductivity spectrum of a high-purity GaAs 
sample showing the measured transition energies and those calculated from the 
hydrogenic model using the (1s → 2p) transition energy. The hydrogenic energy 
level diagram is shown in the inset.73

Optical measurements of shallow impurities in semiconductors have been carried out by absorp-
tion (transmission) and photoconductivity techniques. The photoconductivity method is a particularly 
powerful tool for studying the properties of shallow impurity states, especially in samples which are too 
pure or too thin for precise absorption measurements. In most cases, this type of photoconductivity 
can only be observed in a specific temperature range, usually at liquid helium temperatures. Figure 35 
shows the photoconductivity response of a high-purity GaAs sample with specific transition energies 
that correspond to hydrogenic-like transitions.73 If the excited states of the impurity were really bound 
states, electrons in these states could not contribute to the conductivity of the sample, and the excited 
state absorption would not result in peaks in the photoconductivity spectrum. However, there have 
been several suggestions as to how the electrons that are excited from the ground state to higher bound 
excited states can contribute to the sample’s conductivity. First, if the excited state is broadened signifi-
cantly by interactions with neighboring ionized donor and acceptor states, it is essentially unbound or 
merged with the conduction band. Other mechanisms for impurity excited-state photoconductivity 
all involve the subsequent transfer of the electron into the conduction band after its excitation to the 
excited state by the absorption of a photon. Mechanisms that have been considered for this transfer 
include (1) impact ionization of the electrons in the excited state by energetic free electrons, (2) ther-
mal ionization by the absorption of one or more phonons, (3) photoionization by the absorption of a 
second photon, and (4) field-induced tunneling from the excited state into the conduction band. All of 
these mechanisms are difficult to describe theoretically.

Magneto-Optical Properties

Background Phenomena occurring as a result of the interaction of electromagnetic radiation with 
solids situated in a magnetic field are called magneto-optical (MO) phenomena. Studies of MO 
phenomena began in 1845 when Michael Faraday observed that the plane of vibration of polarized 
light rotated as it propagated through a block of glass in a strong magnetic field. By the 1920s, most 



5.40  PROPERTIES

MO effects were fairly well understood in terms of the classical dynamics of an electron in a magnetic 
field. However, when semiconductors were first investigated in the early 1950s, a quantum mechanical 
interpretation of the MO data in terms of the energy-band structure was found to be necessary. MO 
spectroscopy was developed in the 1950s and 1960s as a powerful tool for characterizing the funda-
mental electronic properties of semiconductors. Cyclotron resonance experiments using microwaves, 
interband studies using broadband visible and infrared sources, and finally lasers were used to charac-
terize the symmetry of band structures, as well as properties such as energy gaps, effective masses, and 
other band parameters. The two major limitations of the classical theory are that no effects depend-
ing on the density of states are predicted and no effects of electron spin are included.

Table 6 presents an overview of the typical types of magneto-optical phenomena observed in semi-
conductors and the information that can be determined from the experimental measurements. Four 
classes of MO phenomena can be distinguished: those arising from (1) interband effects, (2) excitonic 
effects, (3) intraband or free-carrier effects, and (4) impurity magnetoabsorption effects. Further clari-
fication can then be made by determining whether the effect is absorptive or dispersive, resonant or 
nonresonant, and upon the relative orientation of the magnetic field to the direction of propagation 
of the electromagnetic radiation and its polarization components. Resonant experiments usually pro-
vide more detailed information about the band structure of a semiconductor and often are easier to 
interpret. There is thus a wide variety of effects as shown which can give different types of information 
about the crystal’s energy-band structure, excitonic properties, and impurity levels. Before summariz-
ing and discussing each of these magneto-optical effects, it is necessary to briefly describe the effects of 
a magnetic field on the energy-band structure of a semiconductor.

Effect of a Magnetic Field on the Energy Bands Magneto-optical experiments must be analyzed 
with specific energy-band models in order to extract the related band parameters and to empha-
size the underlying physical concepts with a minimum of mathematical complexity. Most often, 
one deals with only the highest valence bands and the lowest conduction bands near the for-
bidden energy-gap region. If simple parabolic bands are assumed, a fairly complete analysis of 
the MO experiments is usually possible, including both the resonant transition frequencies and 
their line shapes. On the other hand, if more complicated energy bands (e.g., degenerate, non-
parabolic) are needed to describe the solid, the detailed analysis of a particular experiment can be 
complicated.

The effect of a magnetic field on a free electron of mass m∗ was determined in 1930 by Landau, 
who solved the Schroedinger equation. The free electrons experience a transverse Lorentz force 
which causes them to travel in orbits perpendicular to the magnetic field. The resulting energy 
eigenvalues corresponding to the transverse components of the wave vector are quantized in terms 
of harmonic oscillator states of frequency wc, while a plane-wave description characterizes the 
motion along the magnetic field. The allowed energy levels, referred to as Landau levels, are given by

 E n
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2 2
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B   (50)

where n is the Landau level number (0, 1, 2, . . .), wc (the cyclotron frequency) is equal to eB/mc
∗, and 

mc
∗ is the cyclotron effective mass. The middle term represents the energy of an electron moving 

along the direction of the B field in the z direction; it is not quantized. The first term represents the 
quantized energy of motion in a plane perpendicular to the field. The last term represents the effect 
of the electron’s spin; g∗ is the effective spectroscopic g-factor or spin-splitting factor and

  μB / V/T= = × −e m meo� 2 5 77 10 2.   (51)

is the Bohr magneton. The g-factor in a semiconductor has values quite different from the usual 
value of two found for atomic systems (e.g., for narrow-energy gaps and a strong spin-orbit interac-
tion, g∗ can be large and negative).
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TABLE 6 Magneto-Optical Phenomena and Typical Information Obtainable

Magneto-Optical Effect Some Information or Properties Obtainable

Interband effects

In transmission
Band-to-band magnetoabsorption....................................... Energy gaps, effective masses, g-factors, higher band 

parameters
Faraday rotation (resonant and nonresonant)..................... Energy gaps, effective masses
Faraday ellipticity (nonresonant)......................................... Relaxation times
Voigt effect (resonant and nonresonant) ............................. Effective masses
Cross-field magnetoabsorption

In reflection
Magnetoreflection ................................................................. Studies of very deep levels or where absorption 

is high, similar information as in transmission 
magnetoabsorption

Kerr rotation
Kerr ellipticity

        Magneto-excitonic effects
In transmission, reflection, and photoconductivity Diamagnetic and Zeeman shifts and splittings; energy 

gap; effective reduced-mass tensor; effective Rydberg; 
anisotropy parameter; dielectric tensor components; 
effective g-factors; effective masses; quality of materials, 
structures, alloys and interfaces

Intraband or free-carrier effects

In transmission
Cyclotron resonance (resonant)........................................... Effective masses, relaxation times, nonparabolicity
Combined resonance............................................................. Same information as cyclotron resonance plus g-factors
Spin resonance....................................................................... g-factors
Phonon-assisted cyclotron resonance harmonics................ Same information as cyclotron resonance plusphonon 

information 
Faraday rotation (resonant and nonresonant) .................... Carrier concentration, effective masses; use for impure 

materials, flexible, can be used at high temperature
Faraday ellipticity (nonresonant)
Voigt effect (nonresonant)
Interference fringe shift (nonresonant)
Oscillatory variation of the Shubnikov-de Haas type ......... Carrier concentration

In reflection
Magnetoplasma reflection .................................................... Effective masses, carrier concentration
Magnetoplasma rotation (Kerr effect)
Magnetoplasma ellipticity

Impurity magneto-absorption
Zeeman and diamagnetic effect-type behavior of impurities Hydrogenic impurity information, binding energy, effective 

masses, effective Rydberg, central cell corrections, static 
dielectric constant; both impurity and Landau level 
information; impurity information as above plus Landau-
level information related to effective masses and g-factors

Photoionization behavior (transitions from ground state 
of impurity to Landau levels).............................................
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Figure 36 shows schematically the effect of a magnetic field on a simple parabolic direct gap 
extrema at k = 0. The quasi-continuous parabolic behavior of the nondegenerate conduction and 
valence bands at B = 0 (shown in a) is modified by the application of a magnetic field into Landau 
levels as shown in b. Each Landau level is designated by an integer n = 0, 1, 2, 3, . . . . Finally, in Fig. 37, 
the Landau effects are shown schematically for zincblende energy bands when both spin and valence 
band degeneracy are taken into account for both B = 0 (a) and B ≠ 0 (b).74 With spin included, the 
valence band splits into the Γ8 and Γ7 bands with spin-orbit splitting energy Δ. The quantization of the 
bands into Landau levels is illustrated in the right-hand side of the figure. The Pidgeon and Brown75 

model has been successfully used to describe the magnetic field situation in many semiconductors, 
since it includes both the quantum effects resulting from the partial degeneracy of the p-like bands 
and the nonparabolic nature of the energy bands. The a-set levels are spin-up states, and the b-set, the 
spin-down states. These large changes in the E versus k relations of the bands when a magnetic field is 
applied also means large changes in the density of states which become periodic with a series of peaks 
at energies corresponding to the bottom of each Landau level. This oscillatory variation in the density 
of states is important for understanding the various oscillatory phenomena in a magnetic field and is a 
key advantage of using magnetic fields to study semiconductors.

Interband Magneto-Optical Effects Interband transitions in a magnetic field connect Landau-level 
states in the valence band to corresponding states in the conduction band. Thus, they yield direct 
information concerning energy gaps, effective masses, effective g-factors, and higher band param-
eters. The strongest allowed transitions are those that are proportional to the interband matrix ele-
ment p = − (i �/mo)〈s|pj|xj〉, where j = x, y, z.

This matrix element directly connects the p-like valence band (x, y, z) which is triply degenerate 
with the s-like conduction band through the momentum operator pj. The transition energies can 
be calculated directly from a knowledge of the selection rules and use of an energy-band model. 
The selection rules are given by76

sL: a(n) → a(n − 1), b(n) → b(n − 1)

sR: a(n) → a(n + 1), b(n) → b(n + 1)

p : a(n) → b(n + 1), b(n) → a(n − 1)

k = 0
B = 0

(a) (b)

k = 0
B > 0
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FIGURE 36 Landau levels for simple bands.
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where sL, sR, and p are left circular, right circular, and linear (e || B) polarizations. As discussed ear-
lier, a and b denote the spin-up and spin-down states, and n the Landau-level number. Often, sharp 
optical transitions between the Landau levels are observed, providing highly accurate information 
about the fundamental band parameters such as the energy gap Eg, effective masses of the electrons 
and holes, higher band parameters, etc.

InSb is a material in which interband effects have been studied very extensively; thus, it is a good 
representative example. Even though it is a narrow-gap semiconductor and thus has a small exciton 
binding energy, Weiler77 has shown that excitonic corrections must be made to properly interpret 
the magnetic-field-dependent data. This shall be discussed in more detail in the next section. The 
band models discussed earlier predict that there is an increase in the energy of the absorption edge 
with magnetic field because of the zero point energy 1/2�wc of the lowest conduction band. At larger 
photon energies, transmission minima (absorption maxima) which are dependent upon magnetic 
field are observed. By plotting the photon energy positions of the transmission minima against 
magnetic field, converging, almost linear plots are obtained as shown in Fig. 38.75 Extrapolation of 
the lines to zero field gives an accurate value for the energy gap. Use of a band model and specific 
transition assignments further allow the determination of other important band parameters, such as 
effective masses and g-factors.

Magnetoreflection Besides the changes in absorption brought about by the magnetic field, there 
are changes in the refractive index. Since the reflectivity depends upon both the real and imaginary 
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parts of the index, clearly it is affected by the field. Interband transitions are often observed in reflec-
tion because of the high absorption coefficients. In addition, modulation spectroscopy techniques, 
in which a parameter such as stress, electric field, wavelength, magnetic field, etc. is periodically 
varied and the signal synchronously detected, provide several orders of magnitude enhancement in 
the sensitivity for observing resonant transitions. This is especially important for the observation of 
higher energy transitions lying far away from the energy of the fundamental gap. Figure 3978 shows 
the stress-modulated magnetoreflectance spectra for the fundamental edge region, the interpreta-
tion of which must involve the effect of excitons on the transitions. Quantitative information about 
the split-off valence to conduction band edge in GaAs is also obtainable from magnetoreflection.79 

Faraday rotation A plane-polarized wave can be decomposed into two circularly polarized waves. 
The rotation of the plane of polarization of light as it propagates through the semiconductor in a 
direction parallel to an applied magnetic field is called the Faraday effect, or Faraday rotation. The 
amount of rotation is usually given by the empirical law � = VBl, where � is the angle of rotation, V 
is the Verdet coefficient, B is the magnetic field value, and l is the thickness. The Verdet coefficient is 
temperature, wavelength, and sometimes field dependent. The Faraday effect can then be understood 
in terms of space anisotropy effects introduced by the magnetic field upon the right and left circularly 
polarized components. The refractive indices and propagation constants are different for each sense 
of polarization, and a rotation of the plane of polarization of the linearly polarized wave is observed. 
The sense of rotation depends on the direction of the magnetic field. Consequently, if the beam is 
reflected back and forth through the sample, the Faraday rotation is progressively increased. When 
measurements are thus made, care must be taken to avoid errors caused by multiple reflections. 
Faraday rotation may also be considered as birefringence of circularly polarized light.

If absorption is present, then the absorption coefficient will also be different for each sense of 
circular polarization, and the emerging beam will be elliptically polarized. Faraday ellipticity speci-
fies the ratio of the axes of the ellipse.

Faraday rotation can be observed in the Faraday configuration with the light beam propagat-
ing longitudinally along the B-field direction. Light propagating transverse to the field direction is 
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designated as the Voigt configuration. Two cases must be distinguished—the incident beam may be 
polarized so that its E field is either parallel or perpendicular to B. The Voigt effect is birefringence 
induced by the magnetic field and arises from the difference between the parallel and perpendicular 
indices of refraction in the transverse configuration. It is usually observed by inclining the incident 
plane-polarized radiation with the electric vector at 45° to the direction of B. The components 
resolved parallel and perpendicular to B then have different phase velocities and recombine at the 
end of the sample to give emerging radiation which is elliptically polarized. Measurements of this 
ellipticity then determine the Voigt effect.

The interband Faraday effect is a large effect and is therefore useful for characterizing semicon-
ductors. For frequencies smaller than the frequency corresponding to the energy gap, the interband 
Faraday effect arises from the dispersion associated with the interband magnetoabsorption. In this 
region, it has been used to determine energy gaps and their pressure and temperature dependence. 
Since the beam propagates through the crystal in a transparent region of the spectrum, it may be 
attractive to use in certain applications. For example, in GaAs,80 at long wavelengths the Faraday 
effect has a positive rotation, while near the gap the Verdet coefficient becomes negative. For fre-
quencies equal to or larger than the frequency corresponding to the energy gap, the Faraday rotation 
is dominated by the nearest magneto-optical transition. Oscillatory behavior, like that seen in the 
magnetoabsorption, is also often observed.

Diluted magnetic semiconductors (DMS) are a class of materials that have attracted considerable 
scientific attention. Any known semiconductor with a fraction of its constituent ions replaced by 
some species of magnetic ions (i.e., ions bearing a net magnetic moment) can be defined as a mem-
ber of this group. The majority of DMS studied so far have involved Mn+2 ions embedded in various 
II–VI hosts. The optical properties of DMS are controlled by the interaction between the localized 
magnetic moments of Mn+2 and the conduction and/or valence band electrons (referred to as the 
sp-d interaction), which results in features unique to DMS. The best known (and quite spectacu-
lar) of these are the huge Faraday rotations of the visible and near-infrared light in wide-gap DMS. 
The origin of the large rotations is the sp-d exchange interaction which makes the band structure 
much more sensitive to the strength of external magnetic fields than in ordinary semiconductors. 
Figure 40 shows the Faraday effect in Cd1−xMnxSe(x = 0.25) at T = 5 K.81 Each successive peak repre-
sents an additional Faraday rotation of 180°. 
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Excitonic magneto-optical effects As described earlier, a free exciton consists of an electron 
and hole bound together electrostatically. When the pair has an energy less than that of the energy 
gap, they orbit around each other. If the orbital radius is large compared with the lattice constant, 
they can be approximately treated as two point charges having effective masses and being bound 
together by a Coulomb potential that gives rise to a hydrogen-atom-like behavior. In the presence of 
a magnetic field, excitons give rise to Zeeman and diamagnetic effects analogous to those in atomic 
spectra. Fine structure can occur due to motions other than the simple orbiting of an electron and 
hole—the carriers can have intrinsic motion, motion around an atom, spin motion, and motion of 
the complete exciton through the lattice. Some of these motions may even be coupled together.

Bound excitons (or bound-exciton complexes) or impurity-exciton complexes are extrinsic 
properties of materials. Bound excitons are observed as sharp-line optical transitions in both photo-
luminescence and absorption. The bound exciton is formed by binding a free exciton to a chemical 
impurity atom (or ion), a complex, or a host lattice defect. The binding energy of the exciton to the 
impurity or defect is generally smaller than the free-exciton binding energy. The resulting complex is 
molecular-like (hydrogen-molecule-like), and bound excitons have many spectral properties analo-
gous to those of simple diatomic molecules.

The application of a magnetic field to samples where excitonic features are observed in the 
absorption spectra results in line splittings, energy shifts, and changes in linewidths. These arise 
from diamagnetic and Zeeman effects just as in atomic or molecular spectroscopy. The treatment 
of the problem of an exciton in a magnetic field in zincblende-type structures is difficult due to the 
complexity of the degenerate valence band. Often a practical solution is adopted that corrects the 
interband model calculations for exciton binding energies that are different for each Landau level. 
Elliott and Loudon showed that the absorption spectrum has a peak corresponding to the lowest 
N = 0 hydrogen-like bound state of the free exciton, which occurs below the free interband transi-
tion by the exciton binding energy EB.82 Weiler suggests that for transitions to the conduction band 
Landau level n, the exciton binding energy EB can be approximated by74

  E n R nB B /( ) . [ ( )] /≈ +1 6 2 1 1 3γ   (52)

where R is the effective Rydberg,

  R R mo o= μ ε/ ( )0   (53)

Ro = 13.6 eV, e (0) is the static-dielectric constant, m is the reduced effective mass for the transition, 
and g B is the reduced magnetic field

  γ μB /= m S Ro 2   (54)

and

  S eB mo= � /   (55)

Thus after calculating the interband transition energy for a particular conduction band Landau level 
n, one subtracts the above binding energy to correct for exciton effects.

Nondegenerate semiconductors, in particular, materials belonging to the wurtzite crystal 
structure, have been extensively studied both with and without a magnetic field. Exciton states in 
CdS have been studied by high-resolution two-photon spectroscopy in a magnetic field using a 
fixed near-infrared beam and a tunable visible dye laser.83,84 Figure 41 shows the photoconductive 
response versus total photon energy near the A-exciton region.83 The two-photon transitions involve 
P states, and both 2P and 3P states are clearly seen. As the field is increased, both Zeeman splittings 
and diamagnetic shifts occur. Figure 42 shows both experimental and theoretical transition energies 
versus B field.83 Excellent agreement is obtained by using variational calculations that have been suc-
cessfully used to describe impurity atoms in a magnetic field.
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Intraband or Free-Carrier Effects

Cyclotron resonance Cyclotron resonance absorption of free carriers is the simplest and most 
fundamental magneto-optical effect and provides a direct determination of carrier effective masses. 
Classically, it is a simple phenomenon—charged particles move in circular orbits (in planes perpen-
dicular to the direction of the magnetic field) whose radii increase as energy is absorbed from the 
applied electric fields at infrared or microwave frequencies. After a time t, a collision takes place and 
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the absorption process begins again. From the resonance relation wc = eB/m∗, extensive and explicit 
information about the effective masses and the shape of energy surfaces near the band extrema can 
be obtained. Excellent reviews of cyclotron resonance have been previously published by McCombe 
and Wagner85,86 and Kobori et al.87

A classical example of the explicit band structure information that can be obtained from cyclotron 
resonance experiments is given for Ge. Figure 43 shows the microwave absorption for n-type ger-
manium at 4.2 K for four different B-field directions, each peak corresponding to a specific electron 
effective mass.88 Figure 44 shows the orientation dependence of the effective masses obtained from the 
cyclotron resonance experiments which demonstrates that there is a set of crystallographically equiva-
lent ellipsoids oriented along all 〈111〉 directions in the Brillouin zone.89 Figure 45 shows the band 
structure of Ge that these measurements helped to establish90: a illustrates the conduction band minima 
along the 〈111〉 direction at the zone edge and b, the eight half-prolate ellipsoids of revolution or four 
full ellipsoids. The longitudinal and transverse masses are m ml o

∗ =1 6.  and mt
∗ = 0.082mo, respectively. 

Both holes and electrons could be studied by using light to excite extra carriers. This illustrates the use of 
cyclotron resonance methods to obtain band structure information. Since that time, numerous experi-
ments have been carried out to measure effective mass values for carriers in various materials.

The beginning of modern magneto-optics in which “optical” as opposed to “microwave” techniques 
were used, began in 1956 with the use of infrared frequencies at high magnetic fields. Far-infrared lasers 
are extremely important for modern-day measurements of cyclotron resonance as seen in Fig. 46 for n-
type InSb.91 At low temperatures, only the lowest CR transition C1 (0+ to 1+) is seen. Raising the tempera-
ture populates the higher-lying Landau levels, and other CR transitions are seen at different fields because 
of the nonparabolicity of the conduction band which gives rise to an energy-dependent effective mass. At 
13 K, a second transition C2 (0− to 1−) is seen and at 92 K, C3 (1+ to 2+). The low field feature denoted by 
I is called impurity cyclotron resonance because, although it is a neutral donor excitation, its appearance 
resembles that of the regular CR magnetoabsorption. It results from neutral donors exhibiting a Zeeman 
transition (1s → 2p+), the transition energy of which is much larger than the ionization energy. The I sig-
nal gradually disappears as the temperature increases because the donors become ionized.

Cyclotron resonance also serves as a valuable tool for materials characterization through making 
use of the cyclotron resonance linewidth and intensity. Resonance linewidths can differ considerably 
from sample to sample. This difference in linewidth is attributed to differences in impurity content, 
with the higher-purity samples having the narrowest linewidths and largest intensities. Figure 47 
shows the electron CR signals for both n-type and p-type GaAs crystals with low compensation.87 
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The observed large difference in linewidths is primarily considered to reflect the difference in the 
electron-donor and electron-acceptor scattering rates.

An electron placed in the conduction band of a polar insulator or semiconductor surrounds itself 
with an induced lattice-polarization charge. The particle called a polaron consists of the electron 
with its surrounding lattice-polarization charge. The term magnetopolaron is also often referred to 
as a polaron in a magnetic field. Landau-level energies of these magnetopolarons are shifted relative 
to those predicted for band electrons. These energy shifts give rise to polaron effects that are most 
clearly evident in optical experiments such as cyclotron resonance. The review by Larsen provides an 
annotated guide to the literature on polaron effects in cyclotron resonance.92

Free-carrier Faraday rotation and other effects Observation of free-carrier rotation was first 
reported in 1958. It is best understood as the differential dispersion of the cyclotron resonance absorp-
tion, and, as such, it is an accurate method for determining carrier effective masses. It can be measured 
off resonance and detected under conditions which preclude the actual observations of cyclotron reso-
nance absorption. Cyclotron resonance is a more explicit technique which enables carriers of different 
mass to be determined by measuring different resonant frequencies. The Faraday effect is an easier and 
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FIGURE 46 Thermal equilibrium resonance traces in 
n-type InSb at various temperatures. At 4.8 K, only the low-
est cyclotron transition C1(0+ → 1+) and impurity cyclotron 
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the signal I disappears on complete ionization of donors, 
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more flexible technique, but is less explicit, since the dispersion involves the integral of all CR absorp-
tion. Also, it is unable to detect any anisotropy of the effective mass in a cubic crystal.

Other free-carrier effects are ellipticity associated with the Faraday rotation, the Voigt effect, and 
the magnetoplasma effect on the reflectivity minimum.

Impurity magnetoabsorption Impurity states forming shallow levels (i.e., those levels separated 
from the nearest band by an energy much less than the gap Eg) can be described by the effective 
mass approximation. This simple model for impurities is that of the hydrogen atom with an elec-
tron which has an effective mass m∗ and the nuclear charge reduced to e/e∞, by the high-frequency 
dielectric constant of the crystal. This hydrogen-atom-like model leads to a series of energy levels 
leading up to a photoionization continuum commencing at an energy such that the electron (hole) 
is excited into the conduction (or valence) band.

The effect of a magnetic field on impurity levels and the related optical transitions is one of the 
most important tools for the study of the electronic states in semiconductors. The reason for this is 
that a magnetic field removes all degeneracies including the Kramers’ degeneracy due to time rever-
sal. It can produce new quantization rules, and it is a strong perturbation which is not screened like 
the Coulomb interactions.

For donor states with an isotropic conduction band minimum, as in GaAs or InSb, the hamilto-
nian acquires terms which are linear (Zeeman term) and quadratic (diamagnetic) in magnetic field. 
In this case, perturbation theory is appropriate to use until one considers transitions to very high 
quantum numbers or very high fields. Often complicated variational procedures must be used for 
accurate solutions. In the high field limit where �wc/R >> 1 or for high energies, the impurity level 
quantum numbers do not provide a proper classification, and, instead, the states should be related 
to the continuum Landau levels. The effect of a magnetic field on acceptor impurity states is more 
complicated because of band degeneracy and of spin-orbit coupling. Also for acceptors, one can be 
in the high field limit at relatively small values of the field for shallow levels and for excited states.

High-resolution photoconductivity measurements in high-purity GaAs indicate that the behavior 
of shallow donors in GaAs deviates from that predicted by the simple hydrogenic model. Figure 48 
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FIGURE 48 The photoconductivity due to the (1s → 2p, 
m = +1) transition as a function of magnetic field for two differ-
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shows that, under high resolution, the single (1s → 2p) transition observed at lower resolution actually 
consists of several different unresolved transitions.93 The photoconductive response is shown for two 
different high-purity GaAs samples. The magnetic field range shown covers about 1 kG at around 15 kG. The 
different transitions labeled A, B, C, and D each correspond to a different donor species, and variation 
of the amplitude of these transitions in different samples results from the different relative concentra-
tions of the particular donor species. Thus, the use of magnetic fields in studying the absorption prop-
erties of shallow impurities provides an analytical method of characterizing impurities. Because of the 
central-cell corrections (chemical shifts), different impurities of the same type (donor or acceptors) 
can be distinguished and identified by back-doping experiments.

Semiconductor Nanostructures: Low Dimensional Systems Development of growth techniques 
such as molecular beam epitaxy and metal organic chemical vapor deposition have made possible 
the precise growth of high-quality, layered, semiconductor heterostructures. Various sequences of 
thin film layers can be grown to form quantum wells, wires, and dots as well as superlattices and 
heterojunctions. In these low dimensional systems, the quantization effect of the magnetic field is 
significantly enhanced, leading to a wealth of new ways to characterize these structures. We refer the 
readers to recent books that review these systems.94,95

Nonlinear Optical Properties of Semiconductors

Background The study and characterization of nonlinear optical properties of semiconductors are 
increasingly important topics for research and development, with new effects being discovered and 
useful nonlinear optical devices being constructed. The underlying cause of these nonlinear optical 
effects lies in the interaction of electromagnetic radiation with matter. Each nonlinear optical pro-
cess may be thought to consist of the intense light first inducing a nonlinear response in a medium 
and then the medium in reacting, modifying the optical fields in a nonlinear way. There is a wide 
variety of nonlinear optical phenomena in semiconductors, leading to many papers on the subject 
of nonlinear properties. It is thus not possible here to do justice to this field. We refer the reader to 
Chap. 10, “Nonlinear Optics.”96 Here, we give a brief overview of the nonlinear optical processes 
starting from Maxwell’s equations and describe and categorize some important second- and third-
order nonlinear processes and properties.

Theoretical Overview of Nonlinear Optical Processes and Properties

Maxwell’s equations and polarization power series expansion All electromagnetic phenomena are 
governed by Maxwell’s equations for the electric and magnetic fields E (r, t) and B (r, t) or by the 
resulting wave equations

  ∇⋅∇+
⎡

⎣
⎢

⎤
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c t
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∂
∂t 2 2
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4

( , )E r P r(
π

  

(56)

 ∇⋅ = − ∇⋅E r P r( (, )t t4π , )  

Here, P is the generalized electric polarization which includes not only the electric dipole part but 
all the multiple contributions. In general, P is a function of E which describes fully the response of 
the medium to the field. It is often known as the constitutive equation since all optical phenomena 
would be predictable and easily understood from it and its solution for the resulting set of Maxwell’s 
equations with appropriate boundary conditions. Unfortunately, this equation is almost never pos-
sible to solve exactly, and physically reasonable approximations must be resorted to for progress to 
occur.



OPTICAL PROPERTIES OF SEMICONDUCTORS  5.53

Most nonlinear optical properties can be described in terms of a power series expansion for the 
induced polarization. (This assumes that E is sufficiently weak.) Since lasers are most often used to 
observe nonlinear optical effects, one usually deals with the interaction of several monochromatic or 
quasi-monochromatic field components, and E and P can be expanded into their Fourier components as

  E r E q P r P q( , ) ( , ), ( , ) ( , )t ti
i

i i i
i

= =∑ ∑ω ω   (57)

where

  E q E q r( ) ( )exp( ) . .i i i i ii i tω ω ω= ⋅ − +c c   (58)

The induced polarization is usually written as

  

P q q E q q q q( , ) ( , ) ( , ) (( ) ( )

,
i i i i i i

j k
i i kω χ ω ω χ= ⋅ + = +∑1 2 ,, ): ( , ) ( , )ω ω ω ω ωi j k j j k k= + E q E q

++ = + + = + +∑χ ω ω ω ω ω( )

, ,

( , ) ( ,3

j k l
i j k l i j k l jq q q q E q: jj k k l l) ( , ) ( , )E q E qω ω +�

 
 (59)

It is, however, sometimes more convenient to use E(r, t) and P(r, t) directly instead of their Fourier 
components, especially when dealing with transient nonlinear phenomena.

In the electric dipole approximation, c(n)(r, t) is independent of r, or c(n) (k, w ) is independent 
of q, and the equations become simpler to write and to work with. These c(n) are the susceptibilities, 
with c(1) = linear electric dipole susceptibility and c(2) (c(3)) = nonlinear second-order (third-order) 
susceptibility tensor. Both absorptive and refractive effects can be described in terms of these com-
plex electric susceptibilities, which have real and imaginary parts for each tensor element. These 
linear and nonlinear susceptibilities characterize the optical properties of the medium and are 
related to the microscopic structure of the medium. Knowledge of c(n) allows, at least in principle, to 
predict the nth-order nonlinear optical effects from Maxwell’s equations. Consequently, much effort 
(both experimentally and theoretically) has gone into determining the c(n).

The definitions of the nonlinear susceptibilities in the literature vary and have led to some confu-
sion. Shen reviews these definitions and the reasons for the confusion.97 In addition to some intrin-
sic symmetries, the susceptibilities must obey crystallographic symmetry requirements. The spatial 
symmetry of the nonlinear medium imposes restrictions upon the form of the various c(n) tensors. 
Butcher has determined the structure of the second- and third-order tensors for all crystals.98 One 
important consequence is that, for media with inversion symmetry, c(2) ≡ 0, and thus c(3) represents 
the lowest-order nonlinearity in the electric-dipole approximation. Of the 12 nonzero elements, 
only 3 are independent. These susceptibility tensors must transform into themselves under the point 
group symmetry operations of the medium.

It is often convenient to discuss the various optical processes which might occur in terms of whether 
they are active or passive. Passive processes involve energy or frequency conservation, and the material 
medium acts basically as a catalyst. The susceptibilities are predominantly real for passive processes. Of 
course, as resonances are approached, susceptibilities become complex and may even become totally 
imaginary. These passive nonlinear optical phenomena are listed in Table 7.99 Active nonlinear optical 
phenomena are listed in Table 8.99 In general, energy is exchanged between the radiation and the mate-
rial only for the active processes. We also note that second-order effects are always passive.

Second-order nonlinear optical properties Most existing nonlinear optical devices are based upon 
second-order nonlinear optical effects that are quite well understood. Here, we assume the presence 
of only three quasi-monochromatic fields

  E E E E= + +( ) ( ) ( )ω ω ω1 2 3   (60)
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and

  ω ω ω1 2 3= | |∓   (61)

Thus, Eq. (56) can be decomposed into three sets of equations for each E(wi). They are then nonlin-
earity coupled with one another through the polarizations

  P E E E( ) ( ) ( ) ( | |) ( ) (( ) ( )ω χ ω ω χ ω ω ω ω1
1

1 1
2

1 2 3 2= ⋅ + = ± : ωω3)   (62)

The second-order nonlinear processes are then described by the solutions of the coupled-wave 
equations with the proper boundary conditions. c(2) = 0 for materials with a center of inversion. 
The coefficient c(2) is a third-rank tensor. Some second-order processes include sum- and differ-
ence-frequency mixing, the electro-optic linear Kerr effect, the inverse electro-optic effect, para-
metric amplification and oscillation, and second-harmonic generation. The past emphasis has been 

TABLE 7 Passive Nonlinear Optical Phenomena99

Frequencies of 
Incident Fields

Frequencies of Fields 
Generated by the Polarization 

of the Medium Susceptibility Process (Acronym)

w1
No polarization 0(e = 1) Vacuum propagation (VP)

w1 w1 c(1)(w1; w1) Linear dispersion (LD)

w1, w2 w3[w3 = w1 + w2] c(2)(w3; w1, w2) Sum mixing (SM)

w1 w3[w3 = 2w1] c(2)(w3; w1, w1) Second-harmonic generation 
(SHG)

w1, 0 w1 c(2)(w1; w1, 0) Electro-optic linear Kerr effect 
(EOLKE)

w1 w2, w3[w1 = w2 + w3] c(2)(w2; −w3, w1) Difference-frequency mixing 
(DFM)

w1 w2[w1 = 2w2] c(2)(w2; −w2, w1) Degenerate difference-frequency 
(DDF)

w1
0 c(2)(0; −w1, w1) Inverse electro-optic effect 

(IEOE)

w1, w2, w3 w4[w4 = w1 + w2 + w3] c(3)(w4; w1, w1, w1) Third-harmonic generation 
(THG)

w1, w2 w3, w4[w1 + w2 = w3 + w4] c(3)(w3; −w4, w1, w2)
c(3)(w4; −w3, w1, w2)

Four-wave difference-frequency 
mixing processes (FWDFMP)

w1 w2, w3, w4[w1 = w2 + w3 +w4] c(3)(w2; −w3, −w4, w1)

w1 w1 c(3)(w1; w1, −w1, w1) Intensity-dependent refractive 
index (IDRI)

w1, 0 w1 c(3)(w1; 0, 0, w1) Quadratic Kerr effect (QKE)

w = 0 indicates the presence of a uniform electric field.

TABLE 8 Active Nonlinear Optical Phenomena99

 Susceptibility  Process

c(1)(w1; w1) Linear absorption (w1 ≈ w10)

c(3)(w2; w1, −w1, w2) Raman scattering (w2 ≈ w1 �w10)

c(3)(w1; w1, −w1, w1) Two-photon absorption (2w1 ≈ w10) or
 Saturable absorption (w1 ≈ w10)

c(5)(w2; w1, w1, −w1, −w1, w2) Hyper-Raman scattering (w2 ≈ 2w1 �w10)
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on finding new nonlinear crystals with a large c(2). Semiconductor crystals have received much 
attention: III-V compounds like GaAs and InSb, II-VI compounds like ZnS and CdSe, I-III-VI com-
pounds like AgGaS2 and CuInS2, and II-IV-V compounds like CdSiAs2 and ZnGeP2.

In most applications of second-order nonlinear optical effects, it is important to achieve phase-
matching conditions

  Δq q q q= − − =1 2 3 0   (63)

where qi is the wave vector of E(wi). This ensures an efficient energy conversion between the pump 
field(s) and the signal field.

The intensity of the electric field of a laser can produce photons at multiples of the frequency 
of the probing light signal (w0). Second harmonic generation has been widely used to character-
ize interfaces between silicon and thin dielectric films as well as thin metal films.100 There are two 
sources of second harmonic light at the interface between dielectric films and centro-symmetric 
crystals such as silicon. One is due to the weak electric quadrupole contribution, and the second 
is due to a surface dipole contribution.101,102 The dipole contribution is stronger than the second 
harmonic signal from the quadrupole one. The detailed crystalline symmetry along the probe beam 
direction results in a rotational dependence to the quadrupole signal. The surface dipole contribu-
tion is strongly affected by chemical changes in the interface making it an ideal means of character-
izing subtle process-induced changes in the dielectric film stack used for transistor applications.101 
The second harmonic intensity, I, from a p- or s-polarized probe and a p- or s-polarized SHG signal 
for the Si(100) crystal face are
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Here, the a coefficients are due to either a surface dipole contribution a(0) or a bulk quadrupole a(4) 
contribution. Φ is the angle between the [ ]0 01  crystal axis and the projection of the wave vector 
of the second harmonic light on the surface. The SHG signal is also strongly influenced by electric 
fields present in the sample. Changes in the electric field due to trapped charge in hafnium oxide 
have been characterized using the changes in a(0) due to annealing temperature.101 Both the phase 
and amplitude of the second harmonic signal from Si(100) surfaces have been measured by SHG.102

Third-order nonlinear optical properties In materials with inversion symmetry, third-order 
processes are the dominant nonlinearity. These processes are described by a fourth-rank nonlinear 
susceptibility tensor c(3) whose contribution to the polarization is given according to Eq. (59) by

 P E E E( ) ( ) ( ) ( ) ( )( )

, ,

ω ω ω ω ω ω ω ω ωi
j k l

i j k l j k l= = + +∑ 3 :   (64)

In general, this nonlinearity will provide a coupling between four electromagnetic waves. Depending 
on whether the susceptibility tensor elements are real or imaginary and on whether some of the 
frequencies are identical or different, a large variety of physical phenomena can be understood and 
accounted for: third-harmonic generation, two-photon absorption, saturable absorption, intensity-
dependent index of refraction, stimulated Raman effect, anti-Stokes generation, stimulated Raleigh 
scattering, modulation of the index of refraction, and self-focusing of light. We concentrate on dis-
cussing only a few of the most pertinent cases of interest.
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Third-harmonic generation Here, the output frequency w4 = w1 + w2 + w3 = 3w1, since w1 = w2 = w3. 
The polarization at the frequency w4 will generate radiation at the third-harmonic frequency. The 
quantum process responsible for the harmonic generation may be described as a scattering process 
in which three quanta at the fundamental frequency are annihilated and one quantum at the third-
harmonic frequency is created. The system remains in the ground state, although three virtually 
excited states are involved in the scattering process. Since the phases are important, the process is 
actually an interference between many four-photon scattering processes.

Two-photon absorption Here, for example, w1 = –w2 = w3 = w4 and Δk = 0, and the nonlinear 
polarization has components described by

  P E E E( ) ( ) ( ) ( ) ( )( )ω χ ω ω ω ω ω ω ω4
3

4 1 2 3 1 2 3= = + − + ∗:   (65)

The nonlinear susceptibility c(3) is purely imaginary, but positive. One can define an absorption 
coefficient proportional to the intensity itself. In the important case of resonance, the sum of two 
frequencies of the exciting field is approximately equal to a transition frequency of the medium, 
wab = 2w1, where �wab is the energy difference between two levels |a〉 and |b〉 with the same parity.

The TPA coefficient can be expressed in terms of a third-order nonlinear susceptibility tensor by 
solving the wave equation using the slowly varying amplitude approximation. The explicit expression 
for b is related to the imaginary part of the third-order electric dipole susceptibility tensor which 
depends upon the crystal class and laser electric field direction, for example, in crystals with 43  m 
symmetry (e.g., Hg1-xCdx Te, GaAs, InSb, etc.) and the electric field along the [001] direction,103
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where the convention used is that of Maker and Terhune (1965).104

Since c(3) is a second-rank tensor, there are, in general, nine terms contributing to b with mag-
nitudes which vary with orientation. However, in most systems the symmetry is such that there are 
relations between some of the terms. For example, in crystals with 43 m symmetry, there are three 
possible values of c for each b, and for crystals with m3m symmetry, there are four possible values. 
These can, in general, be measured by using both linearly and circularly polarized light. It is not 
always possible to sort out all the different TPA spectra simply by changing the sample orientation 
or the light polarization because of the competing process of absorption by second-harmonic-
produced light.

5.4 MEASUREMENT TECHNIQUES

Overview

The ability to measure the optical response of a semiconductor specimen precisely under well-
controlled environmental conditions is of obvious importance in the determination of the optical 
properties of semiconductors. The significant resolution with which optical spectra can be mea-
sured makes it possible to perform precise determinations of the intrinsic properties such as the 
energy separation between electronic states, lattice vibration frequencies, as well as extrinsic proper-
ties due to impurities. The wealth of information that can be obtained and the direct relevance to 
device-related issues has led to much effort being expended in developing techniques and apparatus 
to perform a wide range of measurements. This chapter reviews the most widely used procedures 
and optical components employed in these investigations.

Optical studies, except in rare instances, are contactless and noninvasive. These attractive fea-
tures have led to widespread use of the techniques in both scientific analyses and, more recently, 
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in manufacturing environments. Specific procedures and experimental apparatus and variations of 
them are too numerous to be dealt with in this brief chapter. The motivation here is, therefore, to set 
forth the essentials and dwell on the major aspects of each technique covered, as well as to provide 
some references which contain more details than could be given here.

The essence of spectroscopic investigations is to determine the interaction of a light beam, with 
a well-defined wavelength, intensity, polarization, and direction, with a semiconductor specimen, in 
most cases from the point of view of the light beam. Figure 49 schematically displays this light-speci-
men interaction. Upon interacting, both the specimen and the light beam will change, and the experi-
mental task is to precisely measure the change in the properties of the light beam. The changes may be 
classified into the linear and nonlinear regimes based on whether or not the response of the specimen 
is linear with respect to the incident power. The interactions may be elastic or inelastic; the light beam 
may also undergo a change in all aspects except its wavelength or photon energy in the former, and the 
wavelength can also be modified in the latter. These terms arise from the elastic or inelastic interac-
tion of the photon with the specimen where the incident photon energy is preserved or modified in 
the process. The incident light beam may be reflected, scattered, and transmitted by the specimen. In 
addition to these processes, a properly excited specimen may emit light as well. The last process, known 
as luminescence, may also be exploited to gain an insight into the physical behavior of the material.

The linear, elastic regime covers most of the procedures used to elucidate the equilibrium prop-
erties related to the optical constants, n and k, introduced previously. The techniques used are com-
prised of reflection and transmission spectroscopies where the energy reflection R and transmission 
T of the specimen are studied as function of the wavelength, polarization, and angle of incidence. 
The net energy absorption A may be determined from R and T as follows: A = (1 – R – T).

As discussed earlier, a complete knowledge of R or T over a large range of energies is required to 
determine both n and k. Such a task is usually difficult. A more convenient and accurate procedure 
is to measure the change in polarization properties of an obliquely incident plane-polarized light 
beam after it interacts with the specimen. This procedure, called ellipsometry, uses the polarization 
change of the incident beam in the material to extract n and k as well as the thickness of each layer 
of a multilayer structure.105,106 The underlying principles and a more detailed discussion follow.

The nonlinear and inelastic spectroscopic procedures have been popular since the advent of 
lasers. The very large power densities achievable using lasers over the wide range of energies extend-
ing from the far-infrared (FIR) to the UV have driven the rapid developments in this field. At high 
excitation powers, the absorption of light energy can become superlinear due to the presence of 
higher-order interactions as discussed previously. Exploitation of these specific interactions as a 
means of gaining information regarding the specimen is the content of nonlinear spectroscopic 
techniques. On the other hand, the high degree of wavelength purity and coherence offered by lasers 
is exploited to perform inelastic spectroscopic analyses such as Raman107 and Brillouin107 spectros-
copies. The crux of these techniques is to project a high-power highly coherent laser beam onto a 
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FIGURE 49 Schematic of interaction of light with semi-
conductors showing the linear, nonlinear, elastic, and inelastic 
processes.
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specimen and observe the scattered part of the intensity. The scattered part will be dominated by 
light with the same wavelength as the incident laser beam; that is, the elastic part, but a small part, 
usually <10−8 of the original intensity, can be observed with well-defined frequency shifts. These 
additional frequency bands, similar to the sidebands that arise as a consequence of intensity modu-
lation, can be analyzed to provide crucial information regarding the specimen. For instance, optical 
phonons can interact with the incoming laser photon and energy-shift it by an amount equal to 
a multiple of the phonon energy. Hence, an analysis of the frequency-shifted bands in the Raman 
spectrum can be used to establish phonon energies. The major task of Raman spectroscopy is to iso-
late the very weak frequency-shifted component in the scattered beam.107

Light emission is important for both spectroscopic analysis and device applications and, hence, 
has commanded a large amount of attention.108,109 Any excited semiconductor will emit light as a 
means of relaxing to its equilibrium state. Under proper excitation, such as with above-bandgap 
radiation, the light emission can be made quite intense and can then be easily recorded and sub-
jected to spectroscopic analyses. Within the specimen, the above-bandgap photoexcitation leads to a 
transition of the electron from a valence band to the conduction band, followed by a rapid process 
of thermalization whereby the excited electron and hole reach their respective band extrema and 
recombine from there radiatively; that is, by emitting the potential energy in the form of a photon. 
The photoexcited free electrons and holes may also form an exciton, or interact with the impurity 
states in the forbidden band, or both. The final recombination can be mediated by a large number 
of such intermediate processes, and, hence, the luminescence spectra can display a very rich and 
complicated structure. The most important aspect of the luminescence spectrum is the fact that 
nearly all the interactions involve impurity and defect states in the forbidden band. Add to this the 
rapid thermalization and large self-absorption effects for emission of light with energies greater 
than the gap, and luminescence is almost entirely a sub-bandgap tool dominated by the impurities 
and defects present in the semiconductor.

The major categories of spectroscopic procedures are grouped by the energy range of photons 
used. The commonality of the instrumentation for a given wavelength range accounts for this cat-
egorization. The lowest energy region in the FIR spans the phonon energies and a variety of other 
possible excitations such as plasmons (free-carrier oscillations), magnons, and impurity-related 
electronic and vibrational excitations. The energy-bandgap of semiconductors ranges from 0 for 
HgTe to >5 eV110 in diamond and can hence occur anywhere from the far-infrared to the vacuum 
ultraviolet. For two of the most important electronic materials, namely Si and GaAs, the gaps occur 
in the near-infrared at 0. 8 and 1.5 eV,110 respectively. Hence, the mid- and near-infrared investiga-
tions have largely been confined to the study of impurity states within the forbidden gap. The elec-
tronic band transitions dominate the higher energies.

Instrumentation

The major components of a spectroscopic system are schematically displayed in Fig. 50. Light from 
the broadband source enters a monochromator fitted with a dispersion element that separates the 
various wavelength components and allows a chosen narrow spectral band of light to interact with 
the specimen. A detector converts the intensity information in the beam to an electrical or digital 
signal that can then be recorded by a computer or other recording device and then analyzed. Passive 
components such as lenses and mirrors, filters, polarizers, light pipes, and optical fibers, etc., that are 
needed to tailor the behavior of the system also form an integral part of the experimental apparatus. 
A short discussion of each of the major components follows.

Sources

Broadband The ideal broadband source should emit light with sufficient intensity in the 
wavelength band of interest, possess a stable output and exhibit a minimum amount of noise, and 
display a slowly varying spectral character; that is, the source should not possess intense spectral 
features that will interfere with the measurement procedure.111 All these characteristics can be 
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satisfied by blackbodies, and, if blackbodies with high enough temperatures can be fabricated, they 
would be ideal sources for any wavelength region. However, this is not possible since the operating 
temperatures required to obtain workable energy densities in the ultraviolet are extremely large. 
Hence, blackbody sources are usually restricted to wavelengths in the red-yellow region start-
ing at ≈500 nm or larger and ending at ≈2000 μm in the FIR. The incandescent lamp with a hot 
filament is the best known BB source. Gas emission lamps such as high-pressure arc lamps and 
low-pressure discharge lamps are useful in the visible and ultraviolet region. Their main feature is 
the ability to produce a large intensity in the upper energy regions. However, the inherent atomic 
processes and associated line spectra that are present make using these somewhat complicated. 
Care should be exercised to avoid wavelength regions where intense spectroscopic features arise 
from the discharge medium. The unavoidable electronic activity in the discharge media can also 
be a source of noise.

Laser Laser sources are required in applications where large intensities are essential, as in the 
studies of nonlinear optical phenomena using Raman scattering or photoluminescence techniques. 
Lasers are currently available from the UV to the FIR, and often both cw and pulsed operations are 
possible.112 The argon and krypton ion lasers with emissions in the visible and near-infrared regions, 
the Nd:YAG with a 1.06 μm emission, and the CO2 laser with emission in the 9.2 to 10.8 μm range 
have been the workhorses for a wide variety of semiconductor investigations.

Since efficient laser operation requires a set of excitable electronic or vibrational levels properly 
arranged to produce population inversion and sufficient amplification, intense laser emission is usu-
ally confined to specific wavelengths. However, the use of optically excited dye lasers and tunable 
solid-state lasers such as the Ti:sapphire lasers can be used to fill the wavelength regions in between 
most of the visible and near-infrared regions.

The semiconductor lasers that are currently available extend in wavelength from the red to the 
far-infrared. The III-V alloy-based double heterostructure lasers, fabricated from Alx Ga1−x As and 
In1−xGaxAs, are particularly efficient in the near-infrared region. The IV–VI alloy-based lasers, fab-
ricated from Pb1−xSnxTe, operate at considerably longer wavelengths of ≈10 μm; a small range of 
emission wavelength tunability has been achieved based on the change of the band gap with the 
temperature. The intense interest in the development of blue-green laser emission is now having 
substantial influence.

Spectrometers and Monochromators

Dispersion spectrometers The monochromator or the spectrometer is the heart of the spec-
troscopic apparatus, and the dispersion element that analyzes the light is the main component of 
the monochromator.113 The simplest and best known dispersion unit is the transparent prism. The 
physical mechanism that leads to the dispersion is the inherent dispersion in the optical refractive 
index n of the prism material over the wavelength range of interest. Prism-based monochromators 
work very well and are still employed. They possess a large throughput; that is, they transmit a large 
fraction of the incident intensity but suffer from limited resolution since the degree of dispersion is 
restricted by the characteristics of the prism material.

Specimen Detector

Recorder

Monochromator
Spectrometer

Source

FIGURE 50 Schematic of a spectroscopic measurement apparatus.
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The most widely used dispersion element is the diffraction grating which is a collection of finely 
spaced grooves or slits. Diffraction from the multiple slits leads to a dispersive action. The dispersion 
is given by the following relationship: nl = d sin (q).

The fact that the degree of dispersion can be controlled by the slit spacing reduces the complexity 
of design and fabrication when compared to the prism. Gratings have a drawback in that they dis-
play multiple orders, and hence the throughput at any given order is likely to be very high. Blazing 
(i.e., control of the shape of the groove) can be used to increase energy in a given band in a particu-
lar order to reduce this shortcoming. Both transmission and reflection gratings can be fabricated as 
well as concave gratings that both disperse and focus the light beam. The major manufacturing 
flaw in grating fabrication that used mechanical devices was that groove spacing was not well con-
trolled and hence the flawed grating led to the appearance of spectroscopic artifacts that were called 
“ghosts.” The advent of holographic grating fabrication procedures has eliminated these difficulties.

Fourier-transform spectrometers An alternate method for performing spectroscopic measure-
ments is the use of Michelson’s interferometer.114 Figure 51 displays the layout of the interferometer. 
The approach in this procedure is to divide the white-light beam from the source into two wave-
fronts, introduce a path difference x between the two, recombine them, and record the interference-
modulated intensity as a function of x. The recorded intensity variation B(x) is known as the 
interferogram, and a Fourier transformation of I(x) will yield the spectral distribution of the white 
light. Experimentally, this is achieved as shown in Fig. 51. The incident beam from the source is col-
limated by lens l1, split into two wavefronts by the beam splitter S. The two wave fronts are directed 
to a movable mirror, M1, and a fixed mirror, M2. The reflected beams are combined at the detector 
where the intensity is recorded as a function of x, the path difference between M1 and M2. The spec-
trum B(w) is related to I(x) by the following relationship:

  
B( ) [ ( ) ( )]cos( )ω πω= − ∞∫ I x I x dx

0

∞
2

  (67)
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FIGURE 51 Schematic of the Fourier-transform interfer-
ometer.
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This procedure of measuring the spectra is referred to as Fourier-transform spectroscopy and 
contains two major advantages: the throughput advantage and the multiplex advantage, both of 
which greatly add to the ultimate signal-to-noise ratios that can be achieved as compared to mea-
surements performed with grating spectrometers under comparable conditions of illumination 
and recording times. The throughput advantage arises from the fact that improved resolution is not 
achieved at the expense of reducing slits and reduced throughput, and the multiplex advantage is a 
consequence of the fact that all wavelength channels are observed all the time as opposed to a one-
channel-at-a-time measurement constriction in the dispersion-based instruments.

These significant advantages come with a price. The much larger signal intensities are likely to be 
seen by the detector and place stringent conditions on the detector performance in its dynamic range 
and linearity. Less-than-optimum performance may lead to significant distortions in the transformed 
spectrum that are not intuitively evident. The FT spectrometer was used first in the far-infrared, soon 
after the advent of high-speed computers that were capable of performing the Fourier transforma-
tions. However, the advances in the technology of designing and fabricating complicated optical 
elements and computer hardware have contributed greatly to the advancement of the field, and FT 
spectrometers are now available that cover a wide spectral region extending from FIR to the VUV.

Detectors The photomultiplier (PMT)115 is a widely used light detector that is a vacuum-tube-
based device that uses a photoemitter followed by a large (>105) amplification stage so that very low 
signal levels can be detected. The wavelength band that the detector responds to is determined by the 
photocathode and window characteristics. Photomultipliers are particularly useful when low-light-
level detection is needed as in Raman spectroscopy, but their use is largely confined to the visible 
and near-infrared as a consequence of the limitation in obtaining photoemitters for lower energies. 
Use of fluorescent phosphors can extend the upper working region of the PMTs to the VUV and 
beyond. Since they are vacuum-based devices, they are fragile and have to be handled with care.

Solid-state detectors115 which are almost entirely fabricated from semiconductors have advanced 
to a state where, in many applications, they are preferable to PMTs. The simplest semiconductor 
detector is the photoconductor (PC), where absorption of an above-band-gap photon leads to an 
increase in conductivity. Semiconducting PC detectors are, therefore, sensitive to any radiation with 
an energy larger than the bandgap. Since the bandgap of semiconductors extends all the way from 0 
in HgTe to >5 eV in diamond,110 detectors that function over a very large energy range can be fabri-
cated. Photovoltaic detectors, as the name implies, employ the photovoltaic effect in a p-n junction 
and can also detect above-bandgap radiation.

The explosive growth in semiconductor technology that has led to large-scale integration has 
benefited spectroscopic experimenters directly in the field of detectors. Imaging devices such as the 
CCD (charge-coupled device) array have been incorporated in spectroscopy. The array detectors 
combined with a dispersion spectrometer can be used for observing multiple channels simultane-
ously. This has led to an advantage similar to the multiplex advantage in the Fourier spectrometer. 
In addition, the low noise levels present in these detectors, particularly when they are cooled, have 
had a large impact on high-sensitivity spectroscopic analysis. Commercially available CCDs are fab-
ricated and, hence, have a lower energy limit of 0.8 eV, the bandgap of Si. However, some linear and 
2D arrays, fabricated from InSb and HgCdTe, with longer wavelength response are also available.

Major Optical Techniques

Advances in semiconductor physics have relied on measuring fundamental material and device 
properties, measuring the quality of the material, and accurately determining the details of 
thin films, quantum wells, and other microstructures that control or affect device performance. 
Properties that need to be determined therefore include basic band structure properties such as 
energy gaps, the presence and concentration of impurities and defects, alloy parameters, layer 
thicknesses, homogeneity, and uniformity. A very practical review, “Optical Characterization in 
Microelectronics Manufacturing” describes in detail six techniques: ellipsometry, infrared spec-
troscopy, microscopy, modulation spectroscopy, photoluminescence, and Raman scattering.116 The 
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discussion of each technique indicates the basic semiconductor quantities measured, gives the scien-
tific basis of the technique, and indicates how the measurement is made. Illustrative examples from 
the literature are discussed in detail, showing applications to important semiconductor materials. 

Much of the basic physics concerning the optical functions of silicon and related materials has 
been known since the 1950s. Jellison has reviewed the understanding of the physics of optical mea-
surements in the interest of providing the background required for understanding the many optical 
techniques.117 The practical value of spectroscopic ellipsometry in gate dielectric metrology for the 
semiconductor industry is well known and has been documented by Clive Hayzelden.118 Finally, we 
point out that there are important applications in real-time monitoring of film growth, etching, and 
surface modification using spectroscopic ellipsometry measurements with monolayer precision.119

Reflection and Transmission/Absorption Measurements of the power reflection, transmission, 
and absorption, R, T, and A, respectively, are the simplest and most direct methods of spectroscopic 
analyses of semiconductor materials. The measurements are simple to perform so long as satisfac-
tory spectroscopic apparatus is available in the wavelength region of interest. The major drawback is 
the less-than-satisfactory absolute accuracies with which the measurements can be performed.

The measurements are usually conducted at near-normal incidence for convenience; normal 
incidence measurements are difficult to perform and oblique incidence measurements are difficult 
to analyze. Once the major elements of the spectroscopic system— namely, the source, monochro-
mator, and detector—have been chosen, the R measurements are obtained by directing the light 
beam on the specimen and measuring the incident and reflected intensities with the detector. The 
experimental R is determined by ratioing the incident and reflected power, I0, and IR, respectively.

 R
I

I
R=
0

 (68)

The spectral behavior of the measurement apparatus will not affect the final result so long as they 
remain fixed during the observation of I0 and IR. A change in the source intensity or the response 
of the detector will be reflected in the measurement. Since the measurement conditions cannot be 
identical in the two measurements, this is an unavoidable source of error.

Several arrangements have been attempted to minimize such an error. The most direct approach 
is to hold the optical path fixed and instead of measuring I0 and IR; one measures IREF , and IR, where 
IREF is the reflected intensity from a well-calibrated reference surface. A ratio of these two measure-
ments leads to the following relationship:
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A knowledge of RREF , the known reflectivity of the reference surface, may then be used to extract 
R. This procedure works well and has been employed widely in the infrared region, where reference 
surfaces from metal mirrors with ≈100 percent reflectivity and stable blackbody sources are avail-
able. For the visible and higher-energy regions that use gas lamp sources that tend to be not as stable 
as blackbody sources, the reference method is not satisfactory. The procedure used to overcome 
the short-term variations in the lamp intensity was to perform the ratioing at each measurement 
wavelength. Such a “real-time” ratioing arrangement used a dynamical arrangement with a rotating 
optical element that directed the light beam alternately to the reference and the sample. Many such 
configurations were used, and a good example of a particularly ingenious arrangement is presented 
in Fig. 52. The essence of this rotating light pipe reflectometer120 was the rotating light pipe that 
sampled the incident and reflected beam alternately at a frequency of ≈70 Hz, a frequency large 
enough to remove any errors due to variations in the lamp intensity.

The use of reflectometers for the spectroscopic analysis of semiconductors in the visible and 
near-visible regions has been limited since the advent of the spectroscopic ellipsometer. However, 
they are still used at higher energies and in applications where their simplicity makes them attrac-
tive, for example, to monitor thin films in semiconductor device fabrication. 
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Recent advances in optics have pushed the energy range of commercial reflectometers to just 
beyond 10 eV (120 nm) and ellipsometers to just beyond 8 eV (150 nm). Reflectometers and ellip-
someters are both currently used for measurement of dielectric film thickness during the manufac-
ture of integrated circuits and other semiconducting multilayer film measurements. The reflectivity 
spectrum obtained from three SiO2 films on Si is presented in Fig. 53.121 The results of the computer 
fit are also displayed. The thicknesses determined from the reflection analyses agree to within ≈0.5 
percent of the values obtained from ellipsometric values. As illustrated in the figure, the change in 
the spectral shape from the 200-nm-thick film to 100 nm is much greater than that between the 
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100- and the 50-nm films which points to reducing sensitivity to film thickness determination as 
the films get thinner. The ultra-precise measurement of film thickness for dielectric films less than
2 nm in thickness requires use of ellipsometry.

The techniques used to measure the transmission spectra are almost identical to those used for 
reflection except that nature provides a perfect reference, namely, the absence of the sample in the beam. 
The sample-in/sample-out reference intensity ratioing works satisfactorily. Since transmission measure-
ments are mainly confined to energies below the forbidden gap and hence lower energies covered by 
blackbody sources, the difficulties faced by high-energy reflectivity analysis have not been as keenly felt.

The absorption of energy of a specimen may be determined from a knowledge of R and T. The most 
important absorption mechanism is that associated with the electronic transitions discussed previ-
ously. The absorption edge spectra for a number of semiconductors were reproduced in Fig. 13. The 
sub-bandgap region has been studied extensively using absorption spectroscopy where the spectra are 
dominated by impurity-related effects. The absorption from the electronic transitions associated with 
a number of impurities in Si was presented earlier in Fig. 33. The impurity-related vibrational features 
and the lattice phonon bands can be observed as discussed under the section, “Lattice.” The collective 
charge carrier oscillations and impurity to band-type transitions may also be observed in this region.

Modulation Spectroscopy A very useful variation of the reflection and transmission analysis is the 
use of modulation techniques that produce a periodic perturbation of a property of the specimen or 
the light beam and detect in-phase changes in R and T. The schematic diagram of a measurement 
apparatus is presented in Fig. 54.122 The capacity of lock-in amplifiers for very large amplifications of 
> 105 with a concomitant reduction in broadband noise is the heart of the procedure. Modulations 
in R and T, namely, ΔR and ΔT, of 10−5 can be easily detected. This means the modulating pertur-
bation can be quite small and accessible in routine experimental systems. In the simplest cases, the 
modulation response of a specimen to a property x may be expressed as follows:

 Δ ΔR
dR
dx

x= ⋅  (70)

where Δx is the intensity of modulation. The modulated property may be internal to the specimen, 
such as the temperature and pressure, or external, such as the wavelength or polarization of the 
probe. The most attractive feature, from a measurement point of view, is the fact that modulation 
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spectra are derivative-like and hence suppress slowly varying background structure and emphasize 
features in the vicinity of the critical points in the electronic band structure. Figure 55 presents a 
comparison of the reflective spectrum of GaAs in the 0 to 6 eV region and a wavelength-modulated 
spectrum and an electric-field-modulated spectrum.123 Note the narrow linewidths and larger 
signal-to-noise ratios in both the WMR (wavelength modulation reflectance) and ER (electroreflec-
tance) spectra. For instance, the E0 + Δ0, indistinguishable in R, is clearly observable in both WMR 
and ER. These techniques are crucial in providing accurate values of the interband transition ener-
gies, which result in a better understanding of the electronic band structure of a material.

A variety of modulation procedures, underlying mechanisms, measured specimen properties, and 
other salient features are presented in Table 9.123 The techniques are broadly classified as internal or 
external modulation to signify if the perturbation is intrinsic to the measurement approach, as in the 
case of WMR, or is external, as in the case of ER where an externally applied electric-field modulation 
is needed at the specimen surface. Temperature, stress, and magnetic-field modulation are included 
for completion. Compositional modulation that compares two nearly identical alloy samples is less 
frequently used to investigate semiconductors. Spectroscopic ellipsometry, to be discussed later, may 
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TABLE 9 Characteristics of Some Commonly Used Modulation Techniques123

Technique Name Type Variable

Sample 
Parameters 

Affected Lineshape Type
Principal Parameters 

Measured Principal Advantages Disadvantages

Wavelength 
modulation: 
energy derivative 
reflectance

Internal Scalar Wavelength l; 
energy �w

— 1st derivative Eg, g Universal applicabil-
ity; minimal sample 
preparation; fast, 
convenient

Measurement system 
can generate intrinsic 
structure, not easy to 
eliminate

Spectroscopic 
ellipsometry

Internal Scalar Wavelength l; 
energy �w

— Absolute Dielectric function As energy derivative 
reflectance but on e1, 
e2 directly

Strongly influenced by 
surface preparation 
and thin films

Composition mod-
ulation

Internal Scalar Sample com-
pared to con-
trol sample

— Complicated Doping, alloying 
effects

Obtains differences for 
parameters impos-
sible to vary cyclically

Two samples/beam 
motion involved; 
alignment and surface 
preparation critical

Thermomodulation External Scalar Temperature T Threshold Eg; 
broadening 
parameters g

1st derivative Eg, g, dEg/dT, dg /dT Wide applicability; 
identifies Fermi-level 
transitions in metals

Slow response (1–40 Hz); 
broad spectra

Hydrostatic 
pressure

External Scalar Pressure P Threshold Eg 1st derivative Deformation 
potentials 

Cannot be modulated; 
must be used in
conjunction with 
another technique

Light modulation 
(photoreflectance) 
(photovoltage)

External Scalar 
or
tensor

Intensity I of 
secondary 
beam

Carrier con-
centration or 
surface elec-
tric field

Complicated Eg Convenient; minimal 
sample preparation 
required

Effect on material usu-
ally not well-defined

Uniaxial stress External Tensor Stress X Threshold 
Eg; matrix 
elements

1st derivative Eg, g  symmetries; 
deformation 
potentials

Symmetry 
determination

Difficult to modu-
late; limited to high 
fracture/yield stress 
materials

Electric field External Tensor Field E Electron 
energy E(k) 
oscillations

3rd derivative (low) 
Franz-Keldysh 
symmetries 
(high)

Eg, g
Effective masses in 

VUV; impurity 
concentrations

Very high resolution; 
only high-resolution 
technique usable

Requires certain
resistivity ranges

Magnetic field External Tensor Field H Election energy 
levels

Landau levels Eg, effective masses Extremely high
resolution

Advantages realized only 
for lower conduction 
band minima

5
.6
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also be considered to be a polarization-modulation technique. Modulation techniques are useful in 
yielding crystal properties such as the electronic transition energies as well as information regarding 
the perturbation mechanism such as the electro-optic or magneto-optic effects.

A widely used and very useful form of a modulation technique for the study of semiconductors 
is the electric-field-modulated reflection spectroscopy, referred to as electroreflectance. The basis of 
the procedure is the electric-field-induced changes in the optical response.

The electric-field-induced perturbations can be treated in detail by considering the effects of the 
applied potential on the electronic band structure. For relatively weak fields (i.e., for field strengths 
not large enough to modify the band structure significantly), the major perturbation mechanism 
may be considered to be the acceleration of the electron to a successive set of momentum states. The 
perturbation to ε(E, E), for such a simple case may be expressed as:123

 Δ Ωε ε= ⋅( )
[ ( )]

� 3

2

3

3
2

3E E
E E

∂
∂  (71)

where E is the energy and

 ( ) ( ) ( )||� �Ω 3 2 2 2 8= e E / μ  (72)

e is the electronic charge, and  μ|| the effective mass parallel to E. 
When the field is large, the electroreflectance spectra display oscillatory structure, known as Franz-

Keldysh oscillations, and ΔR/R has a more complicated functional form that can be found in Ref. 124.
In practical terms, the oscillations may be analyzed to determine �Ω and, hence, the strength of 

the electric field that causes the perturbation.
A particularly attractive and widely used form of electroreflectance is the contactless form of 

electric-field-modulated reflectivity known as photoreflectance (PR).125 In this procedure, one uses 
the electric-field modulation produced near the surface of the specimen by a chopped laser beam to 
modulate the reflectivity of a weak probe beam. PR is observable when there is band bending at the 
surface of the semiconductor such as that observed in damaged oxide layers on silicon.126,127

The sharp features in the PR spectrum associated with the critical points in the electronic den-
sity of states including the direct gap Eg may be employed to determine the transition’s energies 
accurately. The information obtained using ER and PR was instrumental in leading to a detailed 
understanding of the band structure of semiconductors. The variation of the critical point energies 
with alloy composition has been used to understand the electronic behavior as well as characterize 
semiconductor alloys.128 Similar studies have been used extensively in the study of microstructures, 
where PR is particularly useful since it allows the observation of the gap as well as several additional 
higher-energy transitions as shown in Fig. 56.129 Distinct transition from both the well and the bar-
rier region can be observed, and, hence, a complete picture of the microstructure can be obtained. 
The electric-field-induced Franz-Keldysh oscillations in the ER and PR line shapes have been used 
to establish the electric field strengths,124,130 and, more recently, a similar technique has been used 
to measure the electric field strength in the surface region of GaAs and the effects of passivation130 
as shown in Fig. 57. The electric field strength can be determined from the slope of the inset in Fig. 
57. Since PR measurements can be performed at room temperature with minimal sample prepara-
tion, it is attractive for routine characterization. Commercial PR spectrometers are now available for 
use in semiconductor fabrication. Several excellent reviews of the applications of PR are available. 
A compilation of activity may be found in the Proceedings of the 1990 International Conference 
on Modulation Spectroscopy131 and the review by Glembocki and Shanabrook,132 and the reader is 
referred to them for more details. A more recent reference is the third International Workshop on 
Modulation Spectroscopy of Semiconductor Structures, July 3–5, 2008, Wrocław, Poland.

Ellipsometry The reflection and transmission measurements discussed in the previous section 
consider the ratio of the incident to the reflected or transmitted optical power and hence ignore 
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any information carried by the phase change suffered by the incident beam. A complete descrip-
tion of the reflection or transmission process will have to include the phase information as well. 
Ellipsometry attempts to obtain part of the phase information by measuring the phase difference, 
introduced upon reflection, between the normal components of obliquely incident plane-polarized 
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light. Even though the absolute phase suffered by each component is not measured, the phase dif-
ference may be measured easily as an ellipticity in the polarization state of the reflected light, hence, 
the name ellipsometry. Recent developments in ellipsometry as well as handbooks covering practical 
applications can be found in Refs. 133, 134, 135, 136, and 137.

The intrinsic sensitivity of ellipsometry may be illustrated by considering a thin film with thick-
ness d, refractive index n, and measurement wavelength l. The phase change in the reflected com-
ponent can be measured to a precision of 0.001° in ellipsometers which translates to a sensitivity of 
approximately 10−4l in thickness. Such extraordinary precision may be used for the study of sub-
monolayer films or as a real-time monitor for measuring very small changes in materials’ properties. 
With recent advances in instrumentation, the lower wavelength limit has been extended to below 
135 nm (9.5 eV). As an example, Figure 58 shows the dielectric functions of Si and SiO2 between 
0.7 eV and 9.5 eV. Due to the extended spectral limit into the VUV, ellipsometry has become attrac-
tive to study wide-bandgap semiconductors, insulators, oxides, and very thin films.138 

Recent extensions of ellipsometry to long wavelength now permit investigation of lattice vibra-
tions (phonons) and free-charge carriers (plasmons) in complex semiconductor layer structures.139 

The infrared dielectric function is sensitive to strain, composition, and ordering. Furthermore, 
concentration, mobility, and effective mass parameters can be determined from far-infrared 
magneto-optic generalized ellipsometry measurements.140−143. Even the sign of the free-charge 
carrier can be determined, just as in an electrical Hall effect measurement. Finally, magneto-optic 
generalized ellipsometry has even been extended into the terahertz frequency domain using an 
intense terahertz synchrotron source at wavelengths from approximately 30 to 270 cm−1 (0.9–8.1 
THz).144 Even Landau transitions could be seen in a two-dimensionally confined electron system in 
a grapheme sample.

Luminescence The process of luminescence, as described earlier, occurs in a suitably excited 
specimen. It is a mechanism through which the excited specimen relaxes to the equilibrium 
state.108,109 Hence, unlike reflection and transmission spectroscopies, luminescence procedures 
concentrate on the relaxation of the specimen and often lead to complementary information. 
For instance, impurities in semiconductors (particularly at low concentrations) are impossible 
to detect through reflection and more difficult to detect by absorption than by luminescence. 
Luminescence spectroscopy is thus an important part of the analysis of the optical behavior of 
semiconductors.108 Moreover, since one of the main applications of semiconductors is in the 
arena of light emitters including lasers, the study of luminescence provides direct access to device 
optoelectronic information.

Photon energy (eV)
0

–20

0

20e 1 e 2

40

60

2 4 6 8 10
0

10

20

30

40

50

FIGURE 58 Real (solid) and imaginary (dashed) parts of the dielec-
tric function of Si determined using VUV spectroscopic ellipsometry. For 
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short-dashed line.138
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Luminescence processes may be induced by excitations that produce free electron-hole (e-h) 
pairs that may recombine across the bandgap or through defect- and impurity-related intermediate 
steps and emit a photon. The excitations employed most often are (1) an incident intense above-
bandgap radiation such as from a laser source, (2) an incident electron beam, (3) electrical injection 
of electrons and/or holes through an appropriate contact, and (4) thermal excitation. These proce-
dures are known as photoluminescence (PL), cathodoluminescence (CL),145 electroluminescence 
(EL),146 and thermoluminescence (TL), respectively. The most widely used technique for the analy-
sis of semiconductor materials is PL. Cathodoluminescence measurements are usually conducted in 
a scanning electron microscope (SEM). The SEM electron beam can be focused to a spot size 1000 Å 
and can be scanned over the area of the sample. Hence, much work has been performed in CL imag-
ing of wafers where one can obtain not only spectroscopic information but also spatial details. 
Electroluminescence is the most difficult to obtain because of the complexity of producing appro-
priate contacts. However, in terms of application, EL is the most important since a light emitter has 
to be able to produce light in an efficient manner under electrical excitation. Thermoluminescence 
is a technique used with insulators and wide-gap materials and is not widely employed in the analy-
sis of the commercially important materials such as GaAs and Si. The principles of luminescence 
and the optical information regarding the semiconductor that can be obtained are discussed in the 
next section using PL.

Photoluminescence Luminescence processes may be excited using an above-bandgap-beam of 
light that leads to the creation of an electron-hole pair that may recombine across the gap and emit 
a photon with energy equal to the gap Eg. This process is schematically displayed in Fig. 59.109 Two 
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possibilities are shown: namely, the direct-gap and the indirect-gap semiconductors. The recombi-
nation will be direct in the former and will have to involve an additional participant, mostly a pho-
non, to conserve momentum in the latter. This is the simplest possible recombination mechanism. 
Several additional routes exist for the relaxation that involves impurities. The photoexcited charges 
may recombine with ionized acceptors (A) and donors (D) with or without involving a phonon. The 
process may also be more complicated where, for example, an electron may be trapped by an ionized 
donor which may subsequently recombine with a hole at a neutral acceptor, leading to a donor-
acceptor pair (DAP) transition. In addition, recombination may also occur through the annihilation 
of excitons considered further in this section.

Excitons, as discussed earlier, are hydrogen-like two-particle electron-hole combinations that are 
not included in the one-electron energy band description of the solid. The strong Coulomb interac-
tion between the electron and the hole leads to the excitonic coupling.

As the excitation intensity increases, so does the population of the excitons. Higher-order 
interactions can occur between excitons and entities, such as biexcitons, and may be observed. 
Under intense excitation, the electrons and holes form a liquid state known as the electron-hole 
liquid. The presence of impurities and defects can also significantly alter the nature of the lumi-
nescence spectra, in particular the excitonic behavior. The electric field in the vicinity of the 
impurity can trap and localize excitons. Such an interaction leads to bound excitons; the binding 
energy of the bound exciton EBE will, in addition to Eex given in Eq. (37), contain a localization 
part as shown:

 EBE ex= +E δ  (73)

The impurity potential that confines an exciton to a given center depends on both the impu-
rity and its local environment. Hence, the impurity-bound excitonic features can be very rich and 
informative. A detailed knowledge of the PL excitonic spectrum may be used to identify both the 
chemical species and its environment, as is demonstrated later on. The observed luminescent pho-
ton energy at low temperatures may be written as

 E Eg= − EBE  (74)

Transitions from a free electron or hole to a neutral acceptor or donor, respectively, will occur at 
the following energies:

 E E Eg= − ion  (75)

where Eion is the relevant ionization energy. A complete description of the free-to-bound transition 
will have to take into account both the dispersion of the band in the vicinity of the minima and the 
population distribution. For the donor-to-acceptor transition, an additional electrostatic energy 
term e2/e(0)rsep will have to be accounted for as shown:

 E E E E
e

rg A D= − + +(
( )

)
2

0ε sep  (76)

where rsep is the distance that separates the two participating centers. The last term is needed to 
account for the electrostatic energy of the final ionized state of both centers. All of the transitions 
discussed may occur with phonon participation, and hence the emission energies should be reduced 
by the quantum of the energy of the phonon; multiple phonons may also be involved in more com-
plex spectra.

The measurement of PL is, in most cases, routine and straightforward, which partly accounts for 
its popularity as a materials characterization technique. The laser provides the excitation and the 
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dispersive spectrometer along with a sensitive detector, the detection. The sample should be cooled 
to ≈5 K so that the temperature-induced broadening is kept to a minimum and the population of 
the processes with a small activation energy, such as the excitons, is sufficiently high to perform 
accurate measurements. Photoluminescence measurements may also be performed using Fourier 
transform (FT) spectrometers. The main advantage is the extraordinary resolution that can be 
achieved with the FT systems.

The extension of PL into a tool with quantitative accuracy, particularly in very high-purity Si, 
has demonstrated the versatility of the analysis.147 The paths of luminescence decay in high-purity 
Si are schematically presented in Fig. 60. The first step in the excitation process is the creation of 
electron-hole pairs, which subsequently can undergo a wide variety of processes before recombina-
tion. Figure 60 represents the possible intermediate states that eventually lead to radiative recombi-
nations. A typical spectrum obtained from a sample containing 1.3 × 1013 cm−3 B, 1.8 × 1012 cm−3 P, 
and 3 × 1011 cm−3, As is presented in Fig. 61.147 The spectrum displays both the no-phonon (NP) 
component (shown as an inset) and TA, TO, and LO phonon-assisted features for the free exciton 
(FE) and the impurity-related bound exciton features. The measurement was performed at 4.2 K. 
Since B is an acceptor and P and As are donors in Si, electrical transport analyses are not sufficient to 
fully analyze the impurities. In contrast, all three impurities can be unambiguously identified using 
PL. In addition, when dependable calibration curves are available, the concentration of each species 
can also be established. A representative calibration curve is presented in Fig. 62 for the impurities B, 
Al, and P.147 Note that quantitative measurements can be performed down to 1012 cm−3 for all three 
impurities. In the case of B, in ultrapure samples, measurements can be performed to levels as low as 
∼1010 cm−3.

Next, we turn our attention to GaAs, which is a direct-bandgap material and hence exhibits 
efficient luminescence. Figure 63a displays a representative spectrum from a high-quality MOCVD-
grown sample doped with C and Zn measured using an FT spectrometer.148 The spectra shown are 
intense, sharp, and well-resolved near the band edge, with excitonic features appearing slightly below 
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FIGURE 61 Photoluminescence spectrum from a Si sample doped with 
1.3 × 1013 cm−3 B, contaminated with 1.8 × 1012 cm−3 P, and 3 × 1011 cm−3 As.147

the band gap of ≈1.519 eV at 4.2 K. The near-edge features, labeled (A0, X) and (D0, X), are due to 
excitons bound to neutral donors and acceptors, and the deeper-lying features are the free-to-bound 
transition to the C acceptor, (e, C  0) and the donor-acceptor-pair transitions, (D0, Zn0), and (D0, C0), 
to the Zn and C centers, respectively. An expanded high-resolution version of the same spectrum, in the 
vicinity of (A0, X) region, is displayed in Fig. 63b.148 Note the impressive resolution obtainable in the 
FT system and the clear resolution of the excited states associated with the bound exciton.

The use of PL techniques may be extended deeper in the infrared region as well. Deep levels asso-
ciated with impurities such as Fe, Cr, and Ag in GaAs are known to produce luminescence bands at 
∼0.35, ∼0.6, and ∼1.2 eV.149 The narrow-gap semiconductors such as InAs, InSb, and HgCdTe lumi-
nesce in the 100 to 200 meV region farther into the infrared region. An example of the PL spectra 
observed from Hg0.78Cd0.22 Te narrow-gap alloy150 is displayed in Fig. 64. The spectra, in compari-
son to those presented earlier, are rather featureless due to the fact that the effective masses in the 
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FIGURE 63 (a) Representative PL spectrum from MOCVD-grown GaAs.148 (b) High-resolution, near-
band edge spectrum of the same sample as in (a).148
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narrow-gap semiconductors tend to be small, and hence the excitonic binding energies are small as 
well. Therefore, sharp, well-resolved spectra are not normally observed. The observation of lumines-
cence is much more difficult in narrow-gap semiconductors.

The luminescence processes described provide information on the relaxation mechanisms 
and hence are heavily weighted toward transitions that involve only the first excited state and the 
final ground state of a system. A complete study of a recombination process, for instance the FE, 
requires information regarding the higher excited states. This can be achieved by a variation of 
the PL procedure known as photoluminescence excitation (PLE) spectroscopy. The crux of this 
technique is to concentrate on the PL response with respect to the excitation wavelength and 
thereby to determine the excitation resonances. Since the resonances occur when the excitation 
photon energy matches the excited energies, information regarding the excited states may be 
elucidated. The principle is illustrated with Fig. 65, where an attempt is made to determine the 
process that the photoexcited electron-hole pair undergoes before the formation of a free exciton 
in high-purity CdTe.151 The spectrometer was set to the FE energy of 1.596 eV, and the excita-
tion photon energy was scanned from 1.6 to ∼1.8 eV. The excitation wavelength may be scanned 
using a dye laser as shown in Fig. 65. Two PLE spectra obtained at 1.8 and 20.6 K are displayed in 
Fig. 65. The strong oscillatory behavior, with spacing of 21 meV, demonstrates a cascade process 
through intermediate states separated by the LO phonon energy of 21 meV. This study illustrates 
the importance of the LO phonon in the electron-hole relaxation process and yields information 
regarding electronic states that lie above the conduction band extremum, involving the hot elec-
tron behavior.
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Inelastic Light Scattering (Raman and Brillouin) The elastic interaction of the incident photon 
with the specimen implies a process where the energy or wavelength of the photon is preserved. For 
instance, reflection and transmission spectroscopies involve the measurement of the fraction of the 
incident beam that is reflected or transmitted with no change in the incident wavelength. The vast 
majority of the incident photons undergo only elastic interactions, but a tiny fraction, of the order 
of ∼10−8, are subjected to inelastic scattering. Inelastic interactions, though very few, are extremely 
important as probes of the properties of the specimen. The advent of high-powered coherent laser 
sources and sensitive detectors has made the measurement of the scattered spectra straightforward, 
leading to an explosive growth in the last 20 years. Several excellent reviews may be found in the five 
volumes on light scattering, edited by Cardona and Guntherodt.152 A good introduction to the pro-
cedure and theory may be found in Ref. 153.

The experimental procedure involves projecting a high-power laser beam onto a specimen, 
collecting the back-scattered light, and performing a spectrum analysis and detection. Multiple-
dispersion stages are needed for improved resolution and filtering out of the unwanted elastically 
scattered beam. A typical set of spectra measured from GaAs68 is presented in Fig. 66. The axes for 
the spectra are the detected intensity and the frequency shift suffered by the incident light. The 
intense peak at 0 cm−1 is the elastically scattered peak. The spectrum at the room temperature of 
∼300 K displays both the frequency up-shifted and down-shifted components labeled as Stokes and 
anti-Stokes features corresponding to the TO phonon interaction; these correspond to microscopic 
processes where the incident photon loses or gains energy due to TO phonon emission or absorp-
tion, respectively. At lower temperatures, additional features labeled L+ and L− appear near the TO 
peak as well as a broad feature in the 0 to 100 cm−1 region. These features originate from charge car-
riers and were discussed in earlier sections.

The inelastic scattering techniques are usually divided into two categories, namely, Brillouin and 
Raman scattering. The former covers low frequencies extending from 0 to ∼10 cm−1, while the latter 
spans the higher frequencies. The low-frequency Brillouin scattering measurements provide access 
to information on properties of acoustic phonons, spin waves, etc., and involve the use of special-
ized spectrometers needed to remove the very intense elastic peak.154 The position of the elastic peak 
is taken to be the reference zero position, and the scattered spectrum is measured with respect to 
the zero position; that is, the spectrum is recorded as a function of the frequency shift and not the 
absolute frequency. Raman scattering is, in general, easier to perform and more informative for the 
study of semiconductors and hence is emphasized in this section.
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FIGURE 66 Typical Raman spectrum in GaAs, with n = 1.4 × 1018 cm−3, at 
300, 30, and 5 K showing the lineshape change with temperature.69
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The techniques reviewed so far all involve first-order interactions that provide direct information 
regarding the electronic, vibrational, and impurity-related behavior of semiconductors. In contrast, 
inelastic light scattering such as Raman and Brillouin scattering involves the electron-phonon or other 
quasi-particle interactions and hence can provide additional information regarding these interactions. 
In addition, since inelastic scattering involves a higher-order interaction, processes that are inactive in 
first-order may be investigated. For instance, the optical phonons in Si do not possess a dipole moment 
and therefore do not interact with infrared radiation but can be clearly observed in Raman scattering.

The response of the specimen may be expressed, through the susceptibility c.155 However, the 
presence of the inelastic interactions will give rise to additional contributions. Consider the example 
of lattice vibrations and their influence on c in the visible-frequency range. Since the lattice vibra-
tional frequencies correspond to far-infrared light frequencies, no direct contribution is expected. 
However, the lattice vibrations can influence c even in the visible-frequency range in an indirect 
fashion by a small amount. The influence of this interaction may be expressed as follows:
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where uj and uj are the displacements associated with the normal modes of lattice vibrations or pho-
nons. The first term contains the elastic term, and the second and third terms denote the second- 
and third-order inelastic interactions with the phonons. Note that the form of c shown here differs 
from that used previously in nonlinear optics because it is expressed explicitly in terms of the pho-
non coordinates. Assuming sinusoidal oscillations for the incident radiation E and the phonons uj, 
the polarization induced in the specimen may be expressed as follows:

 P E= + ′ ± + ′′∑χ ω χ ω ω χo o o o o o oexp( ) exp{ ( ) }i t u i t u ui
i

i i j
iij

i ji t∑ ± ±exp{ ( )}ω ω ωo  (78)

The source of the inelastically scattered or frequency-shifted components is immediately apparent.
The scattered intensity, assuming only second-order interactions, is usually expressed in terms of 

a differential cross section; that is, scattered energy per unit time in the solid angle dΩ as follows:
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where êi and ês denote the polarization state of the scattered and incident light, ws the frequency of 
the scattered beam, and V the scattering volume.

c  ′ and c  ″ are Raman tensors whose symmetry properties may be calculated from a knowledge of 
the structure of the crystals.156 The notation used to express the combination of incident and scat-
tered beam directions and polarizations is as follows: a(b, c)d, where a and d denote the incident and 
scattered directions, and b and c denote the respective polarizations. Using the cubic crystal axes x, y, 
and z, the selection rules may be expressed as follows.

Back scattering from (100) surface:

TO—disallowed for any combination of incident and scattered beam configurations

LO—allowed only for crossed polarizations; that is, z(x, y) z  and z(y, x) z , where z  is the opposite 
direction to z.

Similar selection rules may be derived for other orientations and crystal structures.
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A microscopic description of the scattering event considers quantum mechanical details using 
perturbation theory. The incident photon with frequency wi and wave vector ki produces a transi-
tion from the initial state i to a virtual state b where the incident photon is annihilated, followed by a 
transition to the final state f, accompanied by the emission of the “scattered” photon with frequency 
and wave vector vs and qs, respectively. The entire process is part of a complete quantum mechanical 
event and will be governed by momentum, energy, and symmetry conservation rules shown as
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where Ω and K denote the frequency and wave vector of the participating phonon. The exact forms of 
the scattering cross section will depend on the details of the interactions and are reviewed in Ref. 153.

One of the most powerful aspects of Raman scattering is the ability to perform resonance excita-
tion. When the incident photon energy or the scattered photon energy matches an intrinsic excita-
tion energy, a substantial increase in the scattered intensity is observed. This ability to resonate has 
been used for both an understanding of the details of the scattering process and applications in 
which the source of the scattering can be selected. For instance, the study of a particular impurity in 
a large matrix may be conducted by tuning the resonance to match that of the impurity. Examples 
of resonance studies are discussed in the following sections.

The power and versatility of Raman scattering to probe many important properties of semicon-
ductors have been exploited for a wide variety of characterizations. Figure 67 schematically displays 
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the broad areas where Raman scattering has been employed.157 The study of materials, devices, and 
microstructural properties include chemical, structural, and electronic properties. The develop-
ments in microscopic measurements and analysis have opened up new applications as well. The 
measurement of the temperature in a spot ≈1 μm in diameter is one such example that is discussed 
in the following sections.

The most dominant Raman-scattering mechanism in semiconductors is that due to phonons—
in particular, the optical phonons at the center of the Brillouin zone—namely, TO (Γ) and LO (Γ). 
Even though a semiconductor crystal can support a variety of vibrations, the momentum conserva-
tion requirements restrict the interaction of the incident photon to only the TO (Γ) and LO (Γ). 
The position and shape of the spectra contain important information regarding the structural state 
of the material: the presence of strain will be reflected as shifts in the line position; degraded crystal 
quality due to multiple grains and concomitant distributed strain will lead to a broadening of the 
lineshape. The effects of crystal damage on the Raman spectrum as a result of ion implantation 
in GaAs is displayed in Fig. 68.158 Note the large increase in the linewidth of the LO (Γ) feature. In 
addition, a series of new structures, not present in the undamaged sample, can also be observed. 
These have been interpreted to be the result of relaxing the momentum conservation laws and hence 
the activation of phonon-scattering processes not normally allowed in a good crystal. A simple 
interpretation of the broadening of the LO lineshape was provided using a phonon confinement 
model, where the LO phonon is described as being confined to small damage-free regions. The shift 
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in the position of the LO peak and the full-width-at-half-maximum were related to the diameter of 
the undamaged region. The information obtained is useful in characterizing lattice damage, amor-
phous materials, and degrees of recovery during annealing.

As explained earlier, Raman processes can involve higher-order interactions that involve more 
than one phonon. Hence, multiphonon scattering can be performed, and information comple-
mentary to that discussed in the section entitled “Lattice” on the infrared absorption properties 
can be obtained. The Raman spectra obtained from Si159 are displayed in Fig. 69. The spectra were 
recorded at room temperature where X′ = (100), Y′ = (011), and Z′ = ( )011 . The irreducible repre-
sentation of the phonons involved is also noted in the figure. Note the strong peak at ∼522 cm−1 
which is due to the degenerate TO(Γ)/LO(Γ) phonons that are not observable in infrared absorp-
tion measurements. Additional bands present in the 200 to 400 cm−1 and the 600 to 1000 cm−1 
range are due to multiphonon scattering processes. The ability to employ polarization selection 
rules has been used effectively to isolate the symmetry character of the underlying vibrational 
features and can be used to eventually identify the source of the various features. Such studies are 
useful both in understanding the optical behavior of Si and in illuminating the lattice dynamical 
properties of the material.

In crystals that contain a substantial number of free carriers, the incident photon can scatter off col-
lective charge oscillations, known as plasmons, as discussed earlier. The Raman spectra measured from 
three GaAs samples160 with electron densities ranging from 1.95 × 1018 to 6.75 × 1018 cm−3 are pre-
sented in Fig. 70. The observed features in addition to the LO phonon peak at ∼293 cm−1 are due to the 
coupled LO phonon-plasmon features, also discussed earlier. The variation of the L+ mode frequencies 
with the carrier density may be calculated and compared to measurements, as was shown in Fig. 32. 
The shape of the L+ and the L− features can be used to deduce the mobility of the carriers as well. The 
uniqueness of the Raman results is that they can be employed to study the behavior of carriers near the 
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surface. Since the incident laser light with a photon energy of ∼2.5 eV penetrates only 1000 Å into the 
sample, the Raman results represent only the behavior of this near-surface region.

The single-particle nature of the free carriers can also be probed by Raman scattering.69 
The mechanism responsible for the interaction is the scattering of the carriers from inside the 
Fermi-surface to momentum states that lie outside, the total change in momentum being equal 
to that imparted by the photons. The integrated effect in the case of the spherical Fermi-surface 
in GaAs is displayed in Fig. 71. The Fermi wave vector is denoted by pF and that of the electron is 
p. The wave-vector change as a result of the scattering is q. Two cases of small and large q and the 
resultant single-particle spectrum at 0 K are shown. The net effect in the first case will be a linear 
increase followed by a rapid fall, and, when q is large, the spectrum displays a band-like behavior as 
shown. The single-particle spectrum measured from a sample of n-GaAs161 is presented in Fig. 72. 
The measurements were performed using the 6471 Å line of the Kr+ laser at 10 K. The ability to 
probe the Fermi sphere directly, using a spectroscopic technique, can lead to valuable insights into 
the electronic distributions that are complementary to those obtained from transport studies that 
usually provide only information regarding integrated effects of all the carriers.

The effect of resonance enhancement, as mentioned earlier, is one of the most powerful features 
of Raman scattering. The effect can be illustrated with the variation of the scattering intensity of the 
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FIGURE 72 Single-particle spectra and coupled LO 
phonon-plasmon modes (L±) for n-GaAs, n = 1.3 × 1018 

cm−3. Temperature: 10 K. Excitation: 6471 Å. The interband 
transition energy from the split-off valence band to the 
Fermi level is very close to the laser photon energy. Estimated 
luminescence background is shown by the dashed line.161
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optical phonons in CdS with the incident photon energy as discussed in Ref. 162. An order-of-mag-
nitude enhancement was observed as the excitation energy approached the energy gap at ∼2.6 eV 
for all the observed phonon modes. In addition, the TO modes both displayed a reduction before a 
large enhancement as Eg was approached. The reduction was interpreted as the result of a destruc-
tive interference between the resonant and nonresonant terms that contribute to the scattering cross 
section. Resonance Raman-scattering studies can therefore shed light on the microscopic details of 
the scattering process.

The application of Raman scattering to the localized vibration due to impurities is illustrated in 
Fig. 73 which presents the data obtained from B-doped Si.163 In most cases, the density of the impuri-
ties needs to be quite high to be observable in Raman scattering. However, rapid advances in the mea-
surement procedures may improve the sensitivities. Direct measurement of the electronic transitions 
related to dopant ions can also be observed in Raman scattering. A good example is the electronic 
interbound state transitions from three donors in GaP.164 The normally symmetric, threefold degener-
ate 1S state of the donor, split into a 1S(A1) singlet and a 1S(E) doublet due to the interaction with the 
conduction band valleys in the indirect-gap GaP was clearly observed as well-resolved peaks.164 The 
Raman spectra are sensitive to the impurity electronic states and provide a tool to probe them as well.

5.5 ACKNOWLEDGMENTS

The authors express their deep appreciation for the help rendered by Erik Secula in preparing the 
manuscript.

5.6 SUMMARY AND CONCLUSIONS

An overview of the optical properties of semiconductors has been presented in this chapter. 
These properties form the foundation for understanding and utilizing the wide variety of opti-
cal devices manufactured today. A number of materials can be used together with electronic 
circuits to generate, detect, and manipulate light signals leading to the field of optoelectronics. 
Semiconductor materials are becoming increasingly important for use in optoelectronic devices: 
devices can be made very small, leading to a high degree of compactness and compatibility with 
other electronic and optical functions; they are robust and highly reliable; they are highly effi-
cient as light-generating sources with internal efficiencies sometimes approaching 100 percent; 
they are capable of large power dissipation, of very high frequency performance, and can access 
an enormous range of wavelengths; and performances can be tuned over wavelength, frequency, 
and efficiency.165 Table 10 lists some of the most important materials and their applications for 
optoelectronics.165

In conclusion, Table 11 presents some of the important parameters for the most common 
semiconductors that determine the optical behavior of each material. The forbidden-energy gap 
and higher-energy critical point energies are listed along with optical phonon energies, dielec-
tric constants, refractive index at energies below the energy gap, and free exciton binding energy. 
Closely related transport parameters such as the charge carrier effective masses and the mobilities 
are also included for completion. The reader is referred to Palik’s compilation in Refs. 10 and 11 for 
refractive indices for several semiconductors over a wide range of energies. Additional information 
may also be obtained from many comprehensive collections of physical parameters such as those 
presented in the Landolt and Bornstein Tables,166−169 which are now available on the Internet.170 A 
more concise semiconductor data handbook was recently published by O. Madelung, and much 
of the data, figures, references, and more detailed information were shifted to an accompanying 
CD-ROM.171



TABLE 10 Some Important Semiconductor Materials and Applications for Optoelectronics165

Material Type Substrate Devices
Wavelength 
Range (μm) Applications

Si IV Si Detectors, solar cells 0.5–1 Solar energy conversion, e.g., watches, calcu-
lators, heating, cooling, detectors

SiC IV SiC Blue LEDs 0.4 Displays, optical disk memories, etc.

Ge IV Ge Detectors 1–1.8 Spectroscopy

GaAs III–V GaAs LEDs, lasers, detectors, solar cells, 
imagers, intensifiers, electro-optic 
modulators, optoisolators

0.85 Remote control TV, etc., video disk players, 
range-finding, solar energy conversion, 
optical fiber communication systems (local 
networks), image intensifiers

AlGaAs III–V GaAs LEDs, lasers, solar cells, imagers 0.67–0.98

GaInP III–V GaAs Visible lasers, LEDs 0.5–0.7 Displays, control, compact disk players, laser 
printers/scanners, optical disk memories, 
laser medical equipment

GaAlInP III–V GaAs Visible lasers, LEDs 0.5–0.7

GaP III–V GaP Visible LEDs 0.5–0.7

GaAsP III–V GaP Visible LEDs, optoisolators 0.5–0.7

InP III–V InP Solar cells 0.9 Space solar cells

InGaAs III–V InP Detectors 1–1.67 Optical fiber communications (long-haul 
and local loop)

InGaAsP III–V InP Lasers, LEDs 1–1.6

InAlAs III–V InP Lasers, detectors 1–2.5

InAlGaAs III–V InP Lasers, detectors 1–2.5

GaSb/GaAlSb III–V GaSb Detectors, lasers 2–3.5 Imaging

GaAlInN III–V Quartz, GaN, AlN IR to UV source and detector 0.25–0.7 Displays, optical disk memories, bio detectors, 
solar cells, photochemistry, traffic lights, etc.

CdHgTe II–VI CdTe IR detectors 3–5 and 8–12 Infrared imaging, night vision sights, mis-
sile seekers, and many other military 
applications

ZnSe II–VI ZnSe Short LED, lasers 0.4–0.6 Commercial applications (R&D stage only)

ZnS II–VI ZnS Short LED, lasers 0.4–0.6

Pb compounds IV–VI Pb Compounds IR lasers, detectors 3–30 Spectroscopy, pollution monitoring
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TABLE 11 Material Parameters1

Eg Higher-Energy Transitions (≈300 K)

Material
Type 
(I/D)

300 K
(eV)

77 K 
(eV)

≈0 K
(eV)

dEg/dT
(10−4eV/K)

E0

(eV)
E0 + Δ0

(eV)
E1 

(eV)
E1 + Δ1 

(eV)

Si I 1.1242(a-1) 1.169(a-1) 1.170(a-1) −2.8(a-2) 4.185(4.2 K)(a-3) 4.229(4.2 K)(a-3) 3.40(a-4)

Ge I 0.664(b-1) 0.734(b-1) 0.744(b-2) −3.7(b-3) 0.888(10 K)(b-4) 1.184(10 K)(b-4) 2.05(b-5) 2.298(b-6)

a-Sn D 0(c-1) 0(c-1) 0(c-1) 0 −0.42(85 K)(c-2) 0.8(10 K)(c-2) 1.316(c-3) 1.798(c-3)

GaAs D 1.424(d-1) 1.5115(d-2) 1.51914(d-3) −3.9(d-4) Eg 1.760(d-5) 2.915(d−6) 3.139(d-6)

AlAs I 2.153(e-1) 2.223(e-1) 2.229(e-1) −3.6(e-1) 3.02(e-2) 3.32(e-2) ~3.9(e-2) ~4.1(e-2)

InAs D 0.354(f-1) 0.404(f-2) 0.418(f-3) −3.5(f-4) Eg 0.725(f-1) 2.5(f-5) 2.75(f-5)

InP D 1.344(g-1) 1.4135(g-2) 1.4236(g-3) −2.9(g-2) Eg 1.45(g-4) 3.158(g-5) 3.28(g-6)

InSb D 0.18(h-1) 0.23(h-2) 0.2368(h-2) −2.7(h-2) Eg 1.16(h-3) 1.88(h-4) 2.38(h-4)

GaP I 2.272(i-1) 2.338(i-2) 2.350(i-1) −3.7(i-2) 2.780(i-3) 2.860(i-3) 3.785(10 K)(i-3) 3.835(10 K)(i-3)

ZnS (cubic) D 3.68(j-1)  3.78(j-1) −4.7(j-2) Eg 3.752(15 K)(j-3) 5.73(j-1)

ZnSe D 2.70(k-1)  2.8215(k-2) −4.8(k-3) Eg 3.12(k-1) 4.77(k-1) 4.97(k-1)

ZnTe D 2.30(l-1)  2.3941(l-2) −4.1(l-1) Eg 3.18(l-3) 3.64(l-3) 4.22(l-3)

CdTe D 1.505(m-1) 1.583(m-2) 1.6063(m-3) −2.9(m-4) Eg 2.1(m-5) 3.31(m-6) 3.87(m-5)

HgTe D 0(n-1) 0(n-1) 0(n-1) 0 −0.106(n-1) 1.08(n-2) 2.12(n-2) 2.78(n-2)

CdS (Hexagonal) D 2.485(o-1) 2.573(o-1) 2.5825(o-2) +4.1(o-1) Eg   

PbS D 0.42(p-1) 0.307(p-2) 0.286(p-3) +5.2(p-3) Eg  1.85(p-4)  

PbTe D 0.311(q-1) 0.217(q-2) 0.188(q-1) +4.5(q-3) Eg  1.24(q-4)  

PbSe D 0.278(r-1) 0.176(r-2) 0.1463(r-3) +4.0(r-4) Eg  1.59(r-5)

GaN (hexagonal) D 3.39(s-1) 3.503(s-2) Eg

AlN (hexagonal) D 6.13(t-1) 6.19(t-1,2) Eg

InN (hexagonal D 1.89(u-1) Eg

Material

Eex (FE)

(eV) e (0) e ∞
n(λ)

λ > λc

dn/dT

(10−4/K)

�wTO

(eV) �wLO(eV)
µe

2(cm2/

(V ⋅ s)

µh
2(cm2/

(V ⋅ s) me
∗ /m0

7 mh
∗  /m0

7

Si 0.014(a-5) 11.9(a-6) 11.9(a-6) 3.4179(10 μm)(a-7) 1.3(a-8) 0.0642(a-9) 0.0642(a-9) 1,500(a-10) 450(a-10) 0.983(a-10) 0.165(a-10)

          0.194(a-10) 0.496(a-10)

Ge 0.00415(b-7) 16.2(b-8) 16.2(b-8) 4.00319(10 μm)(b-9) 4.0(b-10) 0.0373(b-11) 0.0373(b-11) 3,900(b-12) 1900(b-12) 1.643(b-12) 0.045(b-12)

          0.0824(b-13) 0.286(b-12)

a−Sn 0 24(c-4) 24(c-4) — — 0.0244(c-5) 0.0244(c-5) 1,400(c-6) 1200(c-6) 0.028(c-2) 0.195(c-2)

GaAs 0.0042(d-7) 13.18(d-8) 10.89(d-8) 3.298(5 μm)(d-9) 1.5(d-10) 0.0333(d-11) 0.0362(d-11) 8,500(d-12) 400(d-12) 0.067(d-12) 0.082(d-12)

AlAs 0.02(e-1) 10.06(e-3) 8.16(e-3) 2.87(2 μm)(e-4) 1.2(e-5) 0.04488(e-6) 0.05009(e-6) 300(e-7) 200(e-8) 1.13(e-2) 0.1535(e-9)

          0.194(e-2) 0.4096(e-9)

InAs 0.0017(f-3) 15.15(f-6) 12.25(f-6) 3.42(10 μm)(f-7)  0.0269(f-8) 0.0296(f-8) 3,300(f-8) 460(f-8) 0.023(f-8) 0.4(f-8)

InP 0.0051(g-3) 12.61(g-7) 9.61(g-7) 3.08(5 μm)(g-8) 0.83(g-9) 0.0377(g-10) 0.0428(g-10) 4,600(g-11) 150(g-11) 0.077(g-11) 0.64(g-11)
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Material

Eex (FE)

(eV) e (0) e ∞
n(λ)

λ > λc

dn/dT

(10−4/K)

�wTO

(eV) �wLO(eV)
µe

2(cm2/

(V ⋅ s)

µh
2(cm2/

(V ⋅ s) me
∗ /m0

7 mh
∗ /m0

7

InSb 0.00052(h-5) 16.8(h-6) 15.68(h-7) 3.953(10 μm)(h-8) 4.7(h-9) 0.0223(h-10) 0.0237(h-10) 80,000(h-11) 1250(h-11) 0.0145(h-11) 0.40(h-11)

GaP ≈0.02(i-1) 11.11(i-4) 9.11(i-4) 2.90(10 μm)(i-5)  0.0455(l-6) 0.050(i-6) 110(i-7) 75(i-7) 0.82(i-7) 0.60(i-7)

ZnS (cubic) 0.036(j-4) 5.1(j-5) 2.95(j-6) 2.2014(10 μm)(j-7) 0.46(j-8) 0.03397(j-9) 0.04364(j-10) 165(j-10) 5(j-11) 0.28(j-12) 0.49(j-12)

ZnSe 0.018(k-4) 9.6(k-5) 6.3(k-5) 2.410(10 μm)(k-6) 0.52(k-7) 0.02542(k-8) 0.03099(k-8) 600(k-9) 100(k-10) 0.142(k-11) 0.57(k-12)

ZnTe 0.0132(1-2) 10.1(1-4) 7.28(1-5) 2.64(5 μm)(1-6)  0.02194(1-7) 0.02542(1-7) 330(1-8)  0.11(1-9) 0.6(1-10)

CdTe 0.0132(m-3) 10.2(m-7) 7.1(m-7) 2.684(5 μm)(m-8)  0.0174(m-7) 0.0208(m-9) 1,050(m-10) 100(m-10) 0.1(m-11) 0.4(m-12)

HgTe 0 21.0(n-3) 15.2(n-3) —  0.01463(n-4) 0.0171(n-4) 35,000(n-5)  0.031(n-6) 0.42(n-7)

CdS (Hexagonal) 0.0274(0-3) 8.7(e11(0))(0-4) 5.53(e11∞)(0-4) 2.227(10 μm)⊥c(0-5) 0.6(0-5) see(o-6) see(o-6) 340(o-7) 50(o-7) 0.21(o-7) 0.8(o-7)

  9.25(e33(0))(0-4) 5.5(e33∞)(0-4) 2.245(10 μm)||c(0-5) 0.62(0-5)       

PbS  169(p-5) 17.2(p-5) 3.68(16 μm)(p-6)  0.00810(p-7) 0.02539(p-7) 600(p-8) 700(p-8) 0.1053(p-9) 0.1053(p-9)

          0.0804(p-9) 0.0754(p-9)

PbTe  414(q-5) 33(q-6) 5.66(10 μm)(q-7)  0.00399(q-5) 0.01414(q-8) 6,000(q-9) 4000(q-9) 0.243(q-10) 0.313(q-10)

          0.0244(q-10) 0.0244(q-10)

PbSe  210(r-6) 22.9(r-7) 4.75(10 μm)(r-8)  0.00546(r-9) 0.0165(r-10) 1,000(r-11) 800(r-12) 0.073(r-13) 0.0683(r-13)

          0.044(r-13) 0.0344(r-13)

GaN (Hexagonal) 8.9(s-3) 5.35(s-3) 0.0661 (A1)
(s-1)

0.0694 (E1)
(s-1)

0.0911 (A1)
(s-1)

0.092 (E1)
(s-1)

1000(s-4) 30(s-5) 0.19 (transverse); 

0.23

(longitudinal)(s-6)

AlN (Hexagonal) 8.5(t-3) 4.77(t-3) 0.075 (A1)
(t-1)

0.0832 (E1)
(t-1)

0.110 (A1)
(t-1)

0.113 (A1)
(t-1)

135(t-4) 14(s-5) 0.33 (transverse); 

0.33

(longitudinal)(t-5)

InN (Hexagonal) 15.3(s-3) 8.4(s-3) 0.0496 (A1)
(u-2)

0.060 (E1)
(u-2)

0.0707 (E1)
(u-2) 3200(u-3)

1Most values quoted are at ≈300 K, except where indicated.
2Highest values reported.
3Longitudinal effective mass.
4Transverse effective mass.
5Light-hole effective mass.
6Heavy-hole effective mass.
7Band extrema effective masses are obtained from low-temperature measurements. See quoted references for more details.

a-Si
(a-1)W. Bludau, A. Onton, and W. Heinke, J. Appl. Phys. 45:1846 (1974).
(a-2)H. D. Barber, Sol. St. Electronics 10:1039 (1967).
(a-3)D. E. Aspnes and A. A. Studna, Solid State Communications 11:1375 (1972).
(a-4)A. Duanois and D. E. Aspnes, Phys. Rev. B. 18:1824 (1978).
(a-5)K. L. Shaklee and R. E. Nahory, Phys. Rev. Lett. 24:942 (1970).
(a-6)K. V. Rao and A. Smakula, J. Appl. Phys. 37:2840 (1966).
(a-7)C. D. Salzberg and J. J. Villa, J. Opt. Soc. Am. 47:244 (1957).
(a-8)M. Cardona, W. Paul, and H. Brooks, J. Phys. Chem. Solids 8:204 (1959).
(a-9)G. Dolling, Inelastic Scattering of Neutrons in Solids and Liquids, vol. II, IAEA, Vienna, 1963, p. 37.
(a-10)S. M. Sze, Physics of Semiconductor Devices, 2nd ed., John Wiley, New York, 1981, p. 849.

b-Ge
(b-1)G. G. Macfarlane, T. P. McLean, J. E. Quarinaton, and V. Roberts, Phys. Rev. 108:1377 (1957).
(b-2)S. Zwerdling, B. Lax, L. M. Roth, and K. J. Button, Phys. Rev. 114:80 (1959).
(b-3)T. P. McLean, in Progress in Semiconductors, vol. 5, A. F. Gibson (ed.), Heywood, London, 1960.
(b-4)D. E. Aspnes, Phys. Rev. B 12:2297 (1975).
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(b-5) A. K. Gosh, Phys. Rev. 165:888 (1968).
(b-6) L. Vina and M. Cardona, Physica 117B and 118B:356 (1983).
(b-7) V. I. Sidorov and Ya. E. Pokrovski, Sov. Phys. Semicond. 6:2015 (1973).
(b-8) F. A. D’Altroy and H. Y. Fan, Phys. Rev. 103:671 (1956).
(b-9) R. P. Edwin, M. T. Dudermel, and M. Lamare, Appl. Opt. 21:878 (1982).
(b-10) See (a-8).
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6.1 INTRODUCTION

Optical instruments and telescopes rely on black baffle and vane surfaces to minimize the effect of stray 
light on overall system performance. For well-designed and well-baffled systems, the black surfaces chosen 
for the baffles and vanes can play a significant role in reducing the stray light on the detector.1–8 In space-
borne systems, a large number of black surfaces play an important role. An excellent and comprehensive 
review of infrared surfaces is given by Persky.9 Additional infrared measurements of materials are given by 
Miller10 and Persky and Szczesniak.11 Black surfaces are also used extensively in solar collector applications. 
Excellent reviews of spectrally selective surfaces for heating and cooling applications are found in Hahn and 
Seraphim12 and in Granqvist13. In many solar applications, high solar absorptance is desired along with low 
thermal emittance.14 In general, surfaces for solar applications will not be addressed in this chapter.

Black coatings are also used in radiometric detectors.15 Because the surface needed is often small, 
these surfaces may be even more specialized than the black coatings used for stray light reduction 
in optical instruments. This chapter will concentrate on the selection and characterization of black 
surfaces chosen for stray light suppression and suitable for application to relatively large areas of an 
optical system or optical test bed. Some examples of these uses are seen in Table 1. 

The optical system designer has a wide repertoire of baffle surfaces from which to choose. 
Summaries of optical properties of materials were given by Wolfe,16 Pompea et al.,4 and McCall et al.17 
Reviews of materials by McCall18 and Smith and Howitt19 emphasized the ultraviolet/visible and 
infrared properties, respectively. A number of company databases of scattering data are available, 
including one using the same instrument (for bidirectional scatter distribution function or BSDF 
measurements at 0.5145 μm) for approximately 15,000 data runs!20 Large amounts of BSDF data are 
at Breault Research Organization and a BSDF database format has been proposed by Klicker et al.21 An 
organized effort to create specialized databases of optical properties of surfaces applicable to both 
ground- and space-based instruments has been undertaken and is proving to have great utility.22

The choices of optical black surfaces are usually first narrowed by the nature of the application, 
the substrates available or possible, the wavelength or bandpasses of interest, the angles at which 
the surfaces must be nonreflective, and a host of system issues and environmental factors.5 As the 
system performance requirements have become more stringent, an array of surfaces has become 
available to meet these requirements. Many paints (e.g., Chemglaze Z306, SolarChem) (Table 2); 
anodized surfaces (e.g., Martin Black, Infrablack, Tiodize) (Table 3); etched, electrodeposited, and 
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TABLE 1 Possible Uses for Black Surfaces in Optical Systems and Test Beds

Apertures and 
field stops Baffles Barrels Blackbodies Choppers Cold shields

Detector
housings

Dewar interiors Enclosures and 
testing struc-
tures

Lens edges Laser light traps Radiometers Radiators Simulators and 
targets

Surface Name or 
Designation

Manufacturer and/or Distributor 
(contact person) Historical Notes Surface Type Main Literature References

Aeroglaze L300 Lord Corporation
Chemical Products Division
Industrial Coatings
2000 West Grandview Boulevard
P.O. Box 10038
Erie, PA 16514–0038

Formerly called 
Chemglaze L300

Paint 24

Chemglaze Z004 Lord Corporation
Erie, Pa.

 Paint 24

Aeroglaze Z302 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z302

Paint 25, 26, 24

Aeroglaze Z306 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z306

Paint 27, 24, 28, 29, 30, 31, 20, 32, 33, 
19, 34, 35, 36, 37, 38, 39, 40, 41, 42

Aeroglaze Z306 
with microspheres

Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z306 with 
microspheres

Paint 43, 44, 45, 28, 24

Aeroglaze Z307 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z307 
(conductive)

Paint 24

Aeroglaze Z313 Lord Corporation
Erie, Pa.

Formerly called 
Chemglaze Z313 

Paint 35, 24

Ames 24E
Ames 24E2

NASA Ames
Research Center
Moffet Field, Calif.
S. Smith
Sterling Software
1121 San Antonio Rd.
Palo Alto, CA 94303

 Paint 4, 46, 47, 34

Cardinal 6450 Cardinal Industrial Finishes
1329 Potrero Ave.,
So. El Monte,
CA 91733-3088

Formerly called 
“Cardinal 6550”

Paint 48, 35

Cornell Black Prof. J. Houck
Department of Astronomy
Cornell University
Ithaca, NY 14853

 Paint 39, 32, 33, 19, 49

DeSoto Flat Black PRC-Desoto International, Inc.
5454 San Fernando Rd.
Glendale, CA 91203

 Paint 50, 35

Electrically 
Conductive Black 
Optical Paint

Jet Propulsion Laboratory, Caltech,
4800 Oak Grove
Dr. Pasadena, CA 91109

Has no tradename Paint 51, 52, 53

TABLE 2 Painted Surfaces

(Continued)
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Surface Name or 
Designation

Manufacturer and/or Distributor 
(contact person) Historical Notes Surface Type Main Literature References

IITRI Bone Black 
D-111 (IITRI 
D111)

IIT Research Institute
10 West 35th Street
Chicago, IL 60616

 Paint 25, 54, 32, 34, 55, 38

LMSC Black Lockheed Palo Alto Research Lab  Painted multi-
player coating

32, 33, 19, 55

MH21-1 IIT Research Institute
Chicago, Ill.

 Paint 54

MH55 IIT Research Institute
Chicago, Ill.

 Paint 54

MH2200 IIT Research Institute
Chicago, Ill.

Formerly 3M’s ECP 
2200 paint, but sold 
to IIT

Paint 26, 27, 56, 54, 57, 33, 19, 35, 58

Solarchem Eastern Chem Lac Corporation
1080-T Eastern Ave.
Malden, MA 02148

 Paint 4

463-3-8 Akzo Nobel Coatings, Inc.
434 W. Meats Avenue
Orange, CA 92665

Formerly called 
“Cat-a-lac 463-3-8” 
diffuse black paint

Paint 27, 56, 59, 60, 30, 58, 42, 55, 41

443-3-8 Akzo Nobel Coatings, Inc.
Orange, Calif.

Formerly called
“Cat-a-lac 443-3-8”

Paint 61, 25, 56, 59, 60, 58, 55, 41

443-3-17 Akzo Nobel Coatings, Inc.
Orange, Calif.

Formerly called 
“Sikkens 443-3-17” 
glossy black

Paint 26, 60

Source: Adapted from McCall.23

TABLE 2 Painted Surfaces (Continued)

TABLE 3 Anodized Surfaces

Surface Name Manufacturer Notes Surface Type Main Literature References

Infrablack Lockheed Martin, 
Denver CO 80201

For Al substrates 
only

Anodization 
process

43, 62, 63, 3, 64, 4, 46

Martin Black Lockheed Martin  
Denver, CO

For Al substrates 
only

Anodization 
process

43, 25, 65, 62, 66, 63, 67, 3, 45, 68, 59, 
69, 70, 32, 33, 46, 34, 35, 58, 55, 29, 
38, 31, 64, 4, 20, 71, 39, 72, 37, 41, 38

Martin Black, enhanced Lockheed Martin 
Denver, Colo.

For Al substrates 
only

Anodization 
process

63, 31, 4

Martin Black, posttreated Lockheed Martin 
Denver, Colo.

For Al substrates 
only

Anodization 
process

63

Source: Adapted from McCall.23

plasma-sprayed metal surfaces (Table 4) are now available to meet quite specific optical and system 
performance and environmental requirements.

New classes of surfaces are also being developed to give selected performance at specific angles 
and wavelengths. Other materials are being developed for applications where “hardened” laser-resistant 
or radiation-resistant materials are needed. A third area where much development is currently taking 
place is in the area of materials that are able to withstand severe and unusual forms of environmental 
exposure for long periods.



TABLE 4 Other Processes

Surface Name Manufacturer Notes Surface Type Main Literature References

Black chrome-type surfaces Lockheed Martin Denver, Colo. For many kinds of metal sub-
strates

Electrodeposition process 63, 4, 41

Black cobalt-type surfaces 
(Cobalt black)

Lockheed Martin Denver, Colo.
And many more companies

For many kinds of metal sub-
strates; references to black cop-
per, black, steel, etc., are covered 
by black cobalt

Electrodeposition processes, and 
can be followed by chemical or 
thermal oxidation

63, 4, 73, 74

Black nickel (NBS black) 
(Ball black)

Ball Aerospace Electro-Optics 
Engineering Dept. P.O. Box 1062 
Boulder CO 80306 and many others

For many kinds of metal sub-
strate; Ball improved the patent 
developed by NBS

Deposition and etching process 65, 19, 29, 50, 37, 75, 76

Black Kapton film DuPont Wilmington, DE 19898  Foil 35

Black Tedlar film DuPont TEDLAR / Declar PPD, 
D-12082 1007 Market Street 
Wilmington, DE 19898

 Foil 35

Boron black Lockheed Martin Denver, Colo. For many kinds of metals Plasma spray deposition process 4, 63

Boron carbide Lockheed Martin Denver, Colo. For Ti substrates only Proprietary process 4

Silicon carbide Lockheed Martin Denver, Colo. And 
more companies

For many kinds of metals Chemical vapor deposition 4

Textured surfaces NASA Ames Research Center Moffet 
Field, Calif. (Sheldon Smith)
Spire Corporation Patriots Park, 
Bedford, MA 01730
Optics MODIL, Oak Ridge National 
Lab Oak Ridge, TN 37831-8039

For many kinds of metal
substrates

Either:
—sputtered coated
—ion beametched
—sputter coated then
etched

77, 78, 79, 29, 80, 37, 81, 
82, 79, 83

Black optical thin-film 
interference coatings

National Research Council of 
Canada Thin Films, Institute for 
Microstructural Sciences Montreal 
Road, Building M-36 Ottawa, 
Ontario, Canada, K1A OR6

For metal, dielectric, or other 
substrates

Vacuum deposition techniques:
—sputter deposition
—ion vapor deposition
—resistance-heated source
—electron-beam gun deposition

84, 85, 86, 87

Source: Adapted from McCall.23
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The surface morphology of a “black” or diffusely scattering surface is only one determinant of its 
complex optical properties. However, for many surfaces, surface roughness plays a most significant 
role. This can be illustrated in Figs. 1 to 8, scanning electron micrographs of some important black 
or diffuse surfaces. The size and shapes of the surface features provide a valuable indication of how 
light will be absorbed and scattered or diffracted by such a surface. The creation and design of new 

FIGURE 1 Scanning electron micrograph of Martin Optical Black, an anodized alumi-
num surface for ultraviolet, visible, and infrared use. (Photo courtesy of Don Shepard, Lockheed 
Martin, Denver.)

FIGURE 2 Scanning electron micrograph of Ball Black, an etched electroless nickel 
surface applicable to a variety of substrates. (Photo courtesy of Arthur Olson, Ball Aerospace 
Systems Group, Boulder, Colorado.)
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FIGURE 3 Scanning electron micrographs of Ball Black, an etched electroless nickel 
surface applicable to a variety of substrates. This surface is representative of a class of etched 
electroless nickel surfaces. (Photo courtesy of Arthur Olson, Ball Aerospace Systems Group, 
Boulder, Colorado.)

FIGURE 4 Scanning electron micrograph of a sputtered beryllium surface. (Photo cour-
tesy of Roland Seals, Optics MODIL, Oak Ridge National Laboratory.)
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FIGURE 5 Scanning electron micrographs of Ames Perfect Diffuse Reflector (PDR) at 
24 magnification. (Photo courtesy of Sheldon Smith, NASA Ames Research Center and Sterling 
Federal Systems, Palo Alto, Calif.)

FIGURE 6 Scanning electron micrographs of Ames 24E at 24× magnification. (Photo 
courtesy of Sheldon Smith, NASA Ames Research Center and Sterling Federal Systems, Palo Alto, 
Calif.)
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FIGURE 7 Scanning electron micrograph of a textured graphite surface created by bom-
barding a carbon surface with positive argon ions. (Photo courtesy of Chuck Bowers, Hughes 
Aircraft, El Segundo, Calif.)

FIGURE 8 Scanning electron micrograph of Orlando Black surface, produced by elec-
trodeposition of copper and subsequent oxidation in a proprietary process. (Photo courtesy of 
D. Janeczko, Martin Marietta Electronic Systems, Orlando, Fla.)
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surfaces will be touched upon later, in the section on design techniques for creating new surfaces for 
specific applications.

This chapter gives a summary of the materials used in a variety of optical systems (with an 
emphasis on those that are currently available) and describes their optical and material properties 
so that the optical designer can begin the material selection process. As such, it is rather an extreme 
condensation of the data available. However, even the data presented here cannot be considered very 
definitive. There are a number of reasons for inconsistencies and ambiguities in the data presented. 
First, many of these surfaces and the processes that create them are evolving, and improving con-
tinuously. Even though the actual surface may change, the name may not. Thus, optical measure-
ments of the same named surface that are separated by several years may not be consistent, even if 
the measurement techniques are consistent.

A second cause of inconsistency among data sets comes from the remeasurement of 
“archival”samples. When new measurement techniques or improved instruments become avail-
able, or the needs of a program demand new measurements, archival samples are retrieved and 
remeasured. Sometimes these archival samples may not have been stored properly and may not be 
in pristine or original condition. Other times, these samples may never have been archival in qual-
ity. They may have been marketing samples made without specific quality control and distributed 
widely. These measurements still enter the body of literature with the reader usually unaware of the 
important circumstances. For robust samples, poor storage may be of little importance. For more 
exotic materials (e.g., specialized baffles for space applications) that must be handled carefully, lack 
of proper handling can be of great importance. In this latter case, the measurements made on these 
degraded surfaces may not be representative.

Wolfe 88 compares the theory and experiments for bidirectional reflectance distribution function 
(BRDF) measurements of microrough surfaces. The BRDF of a surface is very useful in understand-
ing the optical performance of a surface and is defined as the ratio of scattered radiance [W/(cm2sr)] 
to surface irradiance (W/cm2). Its units are inverse steradians. Radiance is used in the definition of 
BRDF in order to make the BRDF independent of the parameters of the measuring instrument, such 
as the detector aperture and distance to the detector. BRDF measurements can be made by a variety 
of instruments and can be made for any number of wavelengths. For example, BRDF measurements 
of surfaces have been made in vacuum ultraviolet to far-infrared wavelengths. However, the most 
common BRDF measurements that are made on black surfaces are probably made at convenient 
laser wavelengths of 0.6328 and 10.6 μm. It is important to keep in mind that these measurements 
may be of less predictive value if the system is operating at a substantially different wavelengths than 
where the measurements were made. 

To make a BRDF measurement requires a light source, a sample mounted and illuminated by 
that source from a variety of angles, a detector to measure the scatter from the sample, and the computer/
electronics package to accurately record the detection of the scattered light as a function of angle of 
incidence and detection angle.

While the optical properties of surfaces can be described or characterized through the use of 
specular and diffuse reflectance measurements, the use of BRDF measurements are very useful in 
characterizing both highly specular and highly diffuse surfaces and provide an excellent way to char-
acterize the optical properties of any surface. The BRDF can be used to describe the angle-dependent 
optical scatter from any surfaces. The angular distribution of scatter can be used, in conjunction 
with computer modeling to calculate if the scatter from a black surface will be a limiting factor in 
the resolution or noise level of an optical system. BRDF measurements of surfaces are also used in 
computer graphics visualization programs to illustrate what a surface may look like under various 
illumination conditions. For some types of black surfaces, the angular distribution of scatter can 
be used to calculate a variety of surface parameters (e.g., surface roughness) if certain assumptions 
about the surface can be made. For opaque black surfaces, appropriate BRDF measurements in the 
wavelengths, angles, polarizations, and so on of interest have proven to be one of the best overall 
descriptors of the optical properties of the surface.

Measurements of optical quantities such as the BRDF, that are by definition measurement-device-
independent, can also show large variations.89,90 No attempt has been made in this chapter to recon-
cile measurement discrepancies; indeed, no attempt to even identify the areas where conflicting data 



6.10  PROPERTIES

occur is made. This would be a herculean task, but more importantly, it is probably unnecessary. The 
variations in the measurement process ensure that the optical description of black surfaces is still an 
order-of-magnitude science, or, at best, a half-an-order-of-magnitude science. Optical practitioners 
should use their own safety factor or better yet, have their own measurements made.5,17

6.2  SELECTION PROCESS FOR BLACK BAFFLE 
SURFACES IN OPTICAL SYSTEMS

The selection of black surfaces is a systems issue; it must be addressed early and consider all aspects 
of system design and performance. It must also be examined from a total system performance per-
spective. Cost and schedule considerations have important effects on the decision and need to be 
taken seriously. A baffle structure that cannot be built with surfaces that cannot be coated is not a 
desirable state of affairs!

Similarly, proper financial and schedule support must be present. Black surfaces need to be taken 
as seriously as any other optical components, such as mirror surfaces or the thin films that act as fil-
ters. They deserve serious treatment in their design, fabrication, procurement, and testing. They are 
not last-minute design decisions or items to be created at the last minute. Since the baffle design and 
choice of surfaces often sets the final system performance (especially in infrared systems), it makes 
little sense to expend great energy and money to optimize other more traditional system compo-
nents while ignoring stray light design and the surfaces so important in the design.

Figures 9 and 10 are a comparison of two processes that could lead to the selection of surfaces for 
an application. Figure 9 shows a process where design activities are done sequentially. In this process, 
stray light issues (including black surface issues) are left to the end of the program. In practice, with 
limited budgets, stray light and other fundamental system engineering issues are often not addressed 
at all in this process, or are addressed only at stages in the program where the system design is fro-
zen, or cannot be changed without great expense. At this stage, when fundamental problems are 
found, they often have severe performance, budget, and schedule penalties. That many stray light 
and black surface problems are rectified (with severe penalties to schedule and budget) at late stages 
in programs attests to the overall importance of black surfaces to the ultimate success of a system.

Performance
specifications

Align and
test

Optical
design

Where do the
baffles go?

Which black
surface?

Opto-mechanical
layout

Procure
components

Optical
engineering

detailed design

Tolerance
analysis

Image quality
specification met?

Build Yes

No

What about
stray light?

FIGURE 9 When selection of black surfaces is left to the end of a program, serious risks to the program are likely. (From 
Pompea and McCall.5)
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In an integrated systems engineering or concurrent engineering environment, illustrated in 
Fig. 10, the selection process begins early. There are many iterations of the design in the early stages, 
and close work among designers of different disciplines is essential. The level of detail increases with 
time, but no fundamental issues are decided without addressing their implication for the system and 
for each subsystem. This process is far superior to the one in the first flowchart, in which the surface 
selection process is treated as a trivial one and one waits until the end of the program to evaluate 
candidate surfaces. A review of general aspects of selection with emphasis on the system level issues 
inherent in the selection process is given by Pompea and McCall,5 McCall et al.,17 and Pompea.91

Once it has been decided to use black surfaces in an optical system, a whole host of system-
level issues must be addressed to determine an appropriate coating or coatings. The high-level 
items include (1) purpose and position of the surface in the instrument, (2) wavelength(s) and 
waveband(s) of interest, (3) general robustness of the surface, (4) nature of the installation process, 
(5) environment of the optical system, (6) availability, (7) cost, (8) substrate, and (9) other mission 
or system requirements.

For systems that operate over a wide wavelength range, the selection process may be difficult 
because data may not be available over the entire wavelength range of interest. For example, the next 
generation of infrared and submillimeter telescopes are being designed for wavelengths between 
about 10 and 800 μm. Baffle coatings must be adequate over this entire wavelength range.

The position of the coating in the system and its function at that location is a critical item. For 
positions where the incident radiation is nearly normal to the surface, the optical considerations 
become less critical, since the reflectance at near-normal incidence does not vary as significantly at 
this angle for the most often used surfaces. Also, the BRDF is usually at its lowest value. There is a 
wealth of data at these near-normal incident angles.4

The corollary is that if surfaces must be used close to grazing incidence, the optical properties 
become extremely important to understand (and quantify for system predictions) just as the amount 
of data becomes vanishingly small.6 Although there is sufficient optical data on specular reflections 
from specular surfaces, there is relatively little information on specular reflections from diffuse sur-
faces, let alone BRDFs at large angles of incidence. For these reasons, optical designers try to use lambertian-
like surfaces at near to normal incidence light paths as possible.

The robustness of the surface in its environment is a complex subject. Some specific areas that will 
be addressed here are the atomic oxygen environment of low earth orbit, outgassing in the vacuum of 
space, and particle generation by surfaces. The practical considerations of expense, schedule, ease of 

• Image quality
• Image stability
• Stray light
• Etc.

Performance
specifications

Analysis

• Optical design
• Optical engineering
• Baffle design
• Black surfaces
• Etc.

FIGURE 10 The most effective context for black surface selection is near the beginning of the 
program. This flowchart illustrates the early phase of a system-oriented design process. (From Pompea 
and McCall.5)
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cleaning, exportability, and availability of specialized surfaces all play important roles. For a unique 
space instrument, there are different manufacturing considerations than for a large-volume produc-
tion process. The installation process is often overlooked. It often plays a key role in the successful use 
of many surfaces.

Exposed spacecraft surfaces often must not contribute to spacecraft charging problems. Some 
nonconductive surfaces support the buildup of charges that can create large electrical potentials 
between spacecraft components, or the spacecraft and the plasma and subsequent damage may 
result. This is particularly important in the region near a detector, which is often very charge-sensitive. 
Surfaces such as Martin Black do not support charges in excess of 200 V, since the coating can leak 
charge to the aluminum substrate. Textured metallic coatings, as a general rule, do not have surface 
charging problems. Some paints as well (e.g., Aeroglaze Z307) are designed to be conductive. Table 5 
describes several surfaces used for thermal control in space craft. Some of these surfaces are designed 
to be conductive, to avoid charging effects. For space applications where charge buildup is not criti-
cal, nonconductive surfaces may be used.

Other considerations are the ability of a surface to withstand vibration, acceleration, elevated 
temperatures, thermal cycling, chemical attack (including atomic oxygen), solar and nuclear radia-
tion, micrometeoroids, and moisture.

For the coating of baffle and (particularly) vane surfaces in ground-based telescopes, a further 
consideration may often be important. The baffle and vane surfaces in telescopes often have a large 
view angle or geometrical configuration factor (GCF) with the sky. This is particularly true for 
telescopes that operate without an enclosure or with a very large slit or opening to the night sky. In 
this case, the black baffle and vane surfaces must not radiatively couple strongly to the night sky. If 
there is a substantial view to the sky, and the emissivity of the surface is high, it will cool below the 
air temperature. This can create temperature-induced “seeing” effects which degrade image quality. 
The requirement that a surface be strongly absorbing of visible light, yet a poor emitter in the infra-
red is often a difficult one to meet. Table 6 gives the absorptivity and emissivity of some widely used 
surfaces.

In many laboratory or instrument applications, the use of one of a few standard black coatings 
or surfaces (such as the now unavailable 3M Black Velvet 101-C10) was entirely adequate to achieve 
the necessary performance of the optical system. In these applications, if the stray light performance 
was inadequate, it usually indicated that the stray light design, not the choice of black surface, was 
in error. The explanation was that the ignorance of some of the principles of stray light design could 
produce system performance five orders of magnitude worse than a poor choice of surfaces. The vis-
ibility of surfaces from the detector and the paths from those surfaces to the front of the instrument 
(not the optical properties or blackness of the surface) largely determine the total system perfor-
mance. In stray light terminology, the GCF (geometrical configuration factor of surfaces) is more 
important than the BRDF (bidirectional scatter characteristics of surfaces).

TABLE 5 Black Nonconductive and Electrically Conductive Paints and Coatings for Space Use

Name Type of Coating Binder Solar Absorptivity Thermal Emittance

ML-210-IB Thermal control Inorganic 0.98±0.02 0.91±0.02

RM-550-IB Thermal control Inorganic 0.97±0.02 0.91±0.02

TMD-560-IB Thermal control Inorganic 0.95±0.02 0.91±0.02

AZ-1000-ECB Thermal control 
conductive

Inorganic 0.97±0.02 0.89±0.02

MLS-85-SB Thermal control Organic 0.98±0.02 0.91±0.02

MLS-85-SB-c Thermal control 
conductive

Organic 0.98±0.02 0.91±0.02

Source: Courtesy of J. Zweiner, AZ Technology, Huntsville, Alabama.
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6.3  THE CREATION OF BLACK SURFACES
FOR SPECIFIC APPLICATIONS

The optical properties in the visible (e.g., BRDF at 0.6328 μm) at near-normal incidence between 
painted black surfaces and more specialized high-performance black surfaces usually do not dif-
fer by more than a factor of 10. For infrared and ultraviolet wavelengths, the performance of more 
specialized surfaces is far superior to many paints by a much larger factor. The optical designer must 
take care not to overspecify the optical performance properties required for a baffle surface. The 
lowest reflectance surface is not necessary for all applications. On the other hand, the choice of low-
performance coatings has important consequences.

Some systems have been designed with an excessive number of vanes on their baffles. In these 
cases, the baffle system is probably too heavy, costs more than necessary to manufacture, and the 
excessive number of vane edges may be introducing extra diffraction effects that degrade the per-
formance. The advantage of the high-performance coatings often lies not only in their optical 
properties, but in the considerable experience of their manufacturers in working on baffle systems, 
the reliability and consistency in the application process, and the superior documentation of the 
optical performance characteristics. The environmental resistance of the high-performance coatings 
is generally much better and much better documented than paints that are used for a wide variety of 
applications.

TABLE 6 Black Coatings

αs εn

Anodize Black 0.88 0.88

Carbon Black Paint NS-7 0.96 0.88

Cat-a-lac Black Paint 0.96 0.88

Chemglaze Black Paint Z306 0.96 0.91

Delrin Black Plastic 0.96 0.87

Ebanol C Black 0.97 0.73

Ebanol C Black-384 ESH∗ UV 0.97 0.75

GSFC Black Silicate MS-94 0.96 0.89

GSFC Black Paint 313-1 0.96 0.86

Hughson Black Paint H322 0.96 0.86

Hughson Black Paint L-300 0.95 0.84

Martin Black Paint N-150-1 0.94 0.94

Martin Black Velvet Paint 0.91 0.94

3M Black Velvet Paint 0.97 0.91

Paladin Black Lacquer 0.95 0.75

Parsons Black Paint 0.98 0.91

Polyethylene Black Plastic 0.93 0.92

Pyramil Black on Beryllium Copper 0.92 0.72

Tedlar Black Plastic 0.94 0.90

Velestat Black Plastic 0.96 0.85

∗Note: Solar absorptivity (0.3 to 2.4 μm) and normal emittance (5 to 35 μm) 
of black coatings.
Source: From Henniger.92
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Black Surfaces as Optical Design Elements

The systems approach to the choice of black surfaces in optical systems that has been stressed here 
has led to the rule of thumb in stray light design that the choice of a black surface’s optical proper-
ties should not be the first design issue considered. If the performance of the preliminary design is 
inadequate, the designer should look at the design carefully, rather than look for a better black sur-
face to boost the performance. A flaw in the general system design is probably more responsible for 
the performance than the “blackness” of surfaces.

One reason for this approach is that the choice of a different black surface may not improve 
the performance, if the surface is used in the system in certain ways (e.g., grazing incidence). 
An important equalizing factor among many black surfaces is that they become highly specular 
when used at angles significantly different from normal incidence. This optical performance 
characteristic makes it critical for the baffle designer to conceptualize the paths and ranges of 
angles that are required, and to avoid using a surface where its performance is requried at graz-
ing incidence or close to it. The writing of scatter specifications is discussed by Stover,93 and 
Breault2 discusses sources of BRDF data and facilities where BRDF measurements are routinely 
made.

Black surfaces can be contaminated and their absorbing or diffuse structure can be destroyed by 
improper handling. This can lead to a significant degradation in their optical properties. A margin 
of safety should always be included in the performance estimates.

Many specific high-performance applications today require that black surfaces must become 
critical design elements that are used with only small “safety” factors. First, all of the principles 
of stray light design are used. If the required performance is barely achievable without opti-
mizing the choice of black surfaces, then considerable attention must be paid to the choice of 
surfaces. Sometimes, designers must often use several black surfaces in an instrument or tele-
scope; each particular black surface is used where its performance is optimal. In the past few 
years, a variety of black surfaces have become available to supplement the old standbys such as 
3M Black Velvet (the mainstay of laboratories 10 years ago), and Chemglaze Z306 (now called 
Aeroglaze Z306) and Martin Black (the standard bearers for space instruments in the 1980s). 
Since the applications for these blacks are so specific, we refer to them as designer blacks. This 
term refers not only to new classes of surfaces that have been developed, but also to the creativ-
ity of optical and material scientists in modifying existing surfaces to create special properties 
for specific applications.

This new array of designer optical blacks can still be subdivided into the traditional cat-
egories of specular blacks and diffuse (lambertian) blacks. Glossy or specular black surfaces 
have been used for vane cavities and their use is reviewed by Freniere94 and Freniere and 
Skelton.61 The approach is to reflect unwanted radiation out of the system or to attenuate it 
while tightly controlling its reflected direction. The use of specular baffles (reflective black 
or shiny) requires considerable care to avoid sending specular beams further into the instru-
ment at some particular narrow angles.59,95 The increasing sophistication of stray light analy-
sis programs makes this analysis much more complete. The most widely used specular black 
surfaces are Chemglaze Z302 and a paint formerly called Cat-a-lac Glossy Black, now avail-
able from Akzo as 463-3-8.

The lambertian black surface is often the most desirable type of surface to use in baffled tele-
scopes and instruments. However, there is no true lambertian black, though several are extremely 
close for a near-normal angle of incidence. All diffuse blacks have larger BRDFs at large angles of 
incidence. Furthermore, these black surfaces can be further categorized by the wavelengths where 
they absorb best, the general categories being the ultraviolet, visible, near-infrared, middle-infrared, 
and far-infrared. They can also be distinguished by their degree of resistance to the atomic oxygen 
found in low earth orbit, their resilience under laser illumination, and their performance at narrow 
laser wavelengths or specific angles of incidence. The method of manufacture and the performance 
of these specialized surfaces may be proprietary or classified. Even if the general qualities of these 
surfaces that perform in these areas are known, the full range of test results on them often are not 
readily available.
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Design Techniques for Creating Black Surfaces

Four general tools are available to the black surface designer to tailor the optical properties. Many 
highly absorbing surfaces use several of these effects to good advantage. The first tool is to use 
absorbing compounds in the surface. Examples of this are the organic black dye, which is a good 
visible absorber, in the Martin Black anodized surface and the carbon black particles found in many 
paints. Similarly, for the infrared paints, the addition of silicon carbide particles provides good 
absorption near 12 μm. The addition of compounds may create quite different properties at visible 
and infrared wavelengths; a visual observation of blackness is no guarantee of its infrared properties. 
The converse is also true. Titanium dioxide is a good infrared absorber, but is very reflective in the 
visible region. “Black,” therefore, means absorptive in the wavelength region being discussed.

The addition of large (relative to the wavelength of interest) cavities, craters, or fissures in the 
surface can aid in the absorption process by requiring the radiation to make multiple reflections 
within the material before it leaves the surface. The same effect is achieved by growing large angular 
projections from a flat substrate. Each reflection allows more of the radiation to be absorbed. For 
example, a surface with a reflectivity of 15 percent (a rather poor black) becomes a very good black 
if the light can scatter or reflect three times within the surface before it exits. After three internal 
reflections, the 15 percent reflectivity black has become a (0.15)3 or 0.34 percent reflective surface. 
The NBS Black and Ball Black surfaces are good examples of this; they are shiny electroless nickel 
surfaces until etched. After etching, the surface is filled with a plethora of microscopic, cavities that 
absorb enough light to create a surface that is black to the eye.

Black appliqués can also be used to create rough absorbing surfaces.96 These surfaces can be 
“tuned” for different wavelengths or for maximum absorptance at certain angles of incidence. This 
can be done by angling fibers or surface structure to provide cavities that are oriented normal to the 
angle of incidence. These materials have low reflectance at a variety of incident angles.96–98

Aerogels can also be used to create very black surfaces. Aerogels are highly porous materials 
nanometer-scale structures that can be synthesized through the removal of the pore-filling liquid. 
Of particular interest are carbon aerogels consist of 10-nm-sized particles, which are amorphous, 
connected in an interconnected network with approximately 10- to 50-nm pores and a pore volume 
of  over 80 percent. Since carbon has inherent absorption in the infrared, this innately rough surface 
can have extremely low reflectivities over a broad wavelength range (e.g., 2 to 14 μm).99

The third phenomenon is the use of scattering from the surface structure, from particles in the 
surface coating, or from the substrate to diffuse the incoming beam over a hemispherical solid angle. 
Even without any absorption, this dilution factor can be very important in destroying specular 
paths, particularly in the far-infrared, where broad wavelength absorption is difficult. For an intro-
duction to surface roughness and scattering phenomena, see  Refs. 33, 46, 93, and 100. An in-depth, 
very readable, treatment of scattering by small particles is given by Bohren and Huffman.101

The fourth phenomenon is based on optical interference of light in thin films. A black optical 
thin-film multilayer structure can significantly enhance, through optical interference, the amount 
of absorption of light in a multilayer structure over that of intrinsic absorption alone.87 The black 
layer system technology has been used successfully in a range of applications.84–87,102,103 Optical thin 
films provide tremendous design flexibility. The reflectance, absorptance, and transmittance can be 
tailored as a function of angle and wavelength. Black multilayers may have a higher cost per unit of 
surface area, are generally limited to small surfaces, and have a strong angular sensitivity. This last 
characteristic can be used to great advantage for specialized applications. The films (especially those 
deposited by ion-beam process) are durable and are suitable for space use.

There is no ideal black surface. For good absorption across a wide wavelength band (e.g., 0.5 to 
20 μm), the surface might be excessively thicker than is needed for a narrowband application. Even 
a “perfect” absorbing surface has disadvantages associated with higher emissivity (e.g., the surface 
radiates to the detector). In practice, even specular surfaces can be acceptable as black baffle 
surfaces under the right circumstances, although they are much more difficult to use. By design, 
they must direct the energy out of the system or in a direction that is not harmful to the system 
performance.95,104,105 Their alignment is critical and there are caveats for their use.59 The “blackest” 
surface is not necessarily the best for a specific application.
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In some other applications, a combination of low absorptance and high emittance are desir-
able. High emittance-low absorptance coatings are possible using a combination of techniques or 
surfaces.  For example, a potassium silicate binder with zinc oxide or zinc orthotitanate particles can 
be applied to an anodized aluminum surface. In this case, the absorptance is less than 0.16 and the 
emittance is about 0.92.106 

6.4  ENVIRONMENTAL DEGRADATION
OF BLACK SURFACES

Contamination control for terrestrial and spaceborne sensors is a very rapidly developing and 
important area. A good introduction to the field with extensive references is given in Refs. 2, 107 to 109. 
A good review of contamination assessment techniques given by Heaney110 and Nahm et al.111 
discusses scattering from contaminated surfaces. The prevention, detection, and removal of con-
tamination should be important considerations early in the design of the sensor.

Three areas of great interest for spaceborne sensors are the effects of atomic oxygen, outgassing 
effects, and particle generation by surfaces. A large number of other effects can also influence the 
performance of surfaces or of the systems where those surfaces are installed over short or long peri-
ods. These include adhesion of coatings, radiation effects on coatings, thermal cycling effects, vac-
uum ultraviolet effects, and electrostatic charging effects, to name a few. It would be helpful if each 
new coating developed could be tested by a suite of tests relevant to the area of concern, similar to 
what was done in cryomechanical tests of Ames 24E2 infrared black coating.34 All too often, the tests 
are done on different formulations at different labs and with different degrees of care. This makes it 
extremely difficult for the optical designer to have the data necessary to make good decisions.

The surface contamination of a black surface as well as aging effects can affect its optical proper-
ties. However, the effect of contaminants from black surfaces on mirror scatter in the optical system 
is much more pronounced. Williams and Lockie112 use the BRDF as the sensitive parameter to judge 
the effects of dust, hydrocarbon oil, acrylic, and peelable coating residue on low-scatter mirror sur-
faces. Young113 describes the effect of particle scatter on mirrors. Shepard et al.71 have suggested that 
scattering properties of black baffle surfaces may be temperature-dependent. This may be a result of 
chemical changes in the surface or in changes to the surface as absorbed molecules are released at 
increased temperatures. Further work should be done at the temperatures of interest.

A large number of studies have been done to describe the behavior of black baffle surfaces to 
intense exposure to high-powered lasers and radiation, where damage to the surface is widespread. 
Accurate results can often be obtained using other vehicles to deliver energy into the surface. For 
example, rapid pulsed, low-energy electron beam irradiation of optical surfaces is described by 
Murray and Johnson114 as a cost effective way to test for radiation hardness. Black baffle surfaces are 
vulnerable even at low fluences because of their great absorptivity. The damage mechanisms are not 
well understood. Many of the damage mechanisms are related to the thermal shocks produced by 
rapid heating of a surface of thin layers on different materials. The destruction of surfaces not only 
reduces the ability of the surface to absorb stray radiation, but often also creates a contaminating 
cloud of particles that can greatly affect the optical system.

Atomic Oxygen Effects

Spacecraft surfaces on the early space-shuttle flights showed significant weight loss and aging effects. 
For example, on STS-1 the forward bulkhead camera blanket was milky yellow after the flight and 
the white paints on the suttle exhibited exposure-related degradation effects. On later flights, surfaces 
such as Kapton showed significant mass losses. These effects were attributed to the interaction of the 
surfaces with the atomic oxygen present in low earth orbit.115 The atomic oxygen attacks the binder 
materials in paints, thus removing mass, and causes glossy surfaces to become more lambertian.116 
Carbon particles are released when the binder is removed. The weight loss is due both to chemical 
processes and to erosional (kinetic energy) processes.



CHARACTERIZATION AND USE OF BLACK SURFACES FOR OPTICAL SYSTEMS  6.17

A second problem is that many surfaces have a glow associated with them when exposed to the 
atomic oxygen. Both of these phenomena undermine the effectiveness of baffle surfaces on space 
instruments. The effect of exposure to atomic oxygen on anodized black surfaces (Martin Black 
and Enhanced Martin Black) has been measured and simulations of atomic oxygen exposure on 
Chemglaze (now called Aeroglaze) Z306 paint has been done with a plasma etch chamber.64

These tests showed that a carbon-black-based paint could be significantly degraded by atomic 
oxygen over time while anodized surfaces exhibited only small changes in their surface morphologies 
or in their visible and near-infrared reflectances. The graying of some smooth painted black surfaces 
is somewhat compensated for by an etching process that roughens these surfaces. If the exposure 
times are short, the etching action of the atomic oxygen may even improve the scattering properties 
of paints. However, removed material may show up on optical surfaces, degrading the optical perfor-
mance, and it should be obvious that long exposure times would remove too much of the coating.

In general, however, the optical properties of surfaces degrade during longer exposure times and 
at higher atomic oxygen flux levels. Experiments in space on the long duration exposure facility 
(LDEF) have indicated how the properties of materials change after nearly six years of exposure to 
atomic oxygen. For Chemglaze (now called Aeroglaze) Z306 paint, for example, this exposure has 
led to a loss of the binder material117 and to loss of pigment. Some ion-textured surfaces were also 
flown as part of this experiment and showed high stability in the space environment.79 The effects of 
space exposure on infrared baffle coatings were described by Blue and Perkowitz118 who showed that 
long-term exposure decreased the reflectance of these surfaces.

Outgassing

For space applications, the amount of outgassed material and its composition are of great importance. 
One of the primary dangers is that the outgassed products may form a film with undesirable properties 
on optical components. This hazard of space exposure is particularly relevant for cooled systems. For 
cryogenic systems, the continued outgassing of materials as they break down after long exposure to the 
space environment becomes an additional source of contamination on optical surfaces. Outgassing is 
also of concern for severe environments on the ground, though the correlation between vacuum testing 
and a behavior of black surfaces under severe heat in air is not well understood. For the context of this 
chapter, only vacuum outgassing measures will be considered. In either case, the condensation of volatile 
materials on optical components can lead to catastrophic system failure.

The two primary measures or tests of outgassing are the total mass loss (TML) and the percent col-
lected volatile condensable materials (CVCM). An American Society for Testing and Materials (ASTM) 
Standard Test Method was developed for this purpose and is called E 595-77/84. Several NASA pub-
lications give values for TML and CVCM (Ref. 119 gives the most extensive listing; see also Ref. 120). 
For example, measurements at Goddard Space Flight Center of Chemglaze (now Aeroglaze) Z306 
black urethane paint give a TML of 0.92 percent and a CVCM of 0.03 percent. Wood et al. shows 
the near-infrared absorption due to the outgassing products of Aeroglaze Z306 black paint. For the 
paint, the total mass loss was 2.07 percent. Ames28 reports outgassing problems with Aeroglaze Z306 
if exposed to temperatures greater than 40°C after a room temperature cure. However, many poten-
tial space material outgassing problems with this and other surfaces can be avoided completely with 
proper bakeout procedures. In 1993, a low volatile version of Z306 was being developed.

A third measure of outgassing relates to the water content of the material or surface. The water 
vapor regained (WVR) is a measure of the amount of water readsorbed/reabsorbed in 24 hours, while 
the sample is exposed to 25°C and 50 percent relative humidity (for extensive listings, see Ref. 119). 
This determination is done after the vacuum tests for TML and CVCM.

Particle Generation

Materials for space use must be able to withstand launch vibration without generating an excessive 
number of particles. This is not simply a coating or surface problem—it is a dynamics and substrate 
problem as well. The details of the baffle design and assembly play an important role in the generation 
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of particles. If a baffle surface is grossly distorted by the launch vibration, the adhesion of the black 
surface should not be blamed for the failure; the baffle design failed. A common source of particle 
generation is abrasion between coated baffle surfaces. For severe vibration environments and for 
fragile surfaces, special considerations are necessary.70 Similarly, surfaces must be able to withstand 
thermal cycling without producing particles. As painted materials outgas and their composition is 
altered, particles in the paint can become dislodged.

Materials used in baffles can also get dusty or contaminated by exposure to outgassing products 
from the spacecraft. For an accessible ground-based black surface, normal cleaning procedures 
appropriate to the surface may be used, if they do not damage the texture or optical properties of 
the surface. For a baffle system already in space, the cleaning procedures developed to clean mir-
rors in situ may apply. These techniques include laser cleaning, plasma or ion cleaning, and jet snow 
cleaning (see, e.g., Ref. 121, and other papers in Ref. 109).

Baffle Material for Extreme Environments

One important form of degradation for earth-based materials involves the exposure of the surface 
to the elements of temperature cycling, sunlight, humidity, and other factors of its operating envi-
ronment. This combination is a severe test of many surfaces. Unfortunately, there is very little data 
published on the environmental degradation of black surfaces that are exposed to the outdoor envi-
ronment, or to high temperatures, such as might be found in a closed automobile in the summer. 
Often, a black surface that is very ordinary in its optical properties is chosen for use in an extreme 
environment. The reason is that it was the first surface that did not peel or fade significantly.

Space-based surfaces must withstand severe launch vibrations, temperature extremes, collisions 
with space debris and micrometeoroids, and exposure to ultraviolet radiation. Military missions 
have also added the requirement that these materials be hardened against nuclear or laser threats. 
For example, these baffle surfaces and their associated optics must still perform after exposure to 
high-power lasers.

In the simplest sense, these black surfaces must be able to either selectively reject laser radia-
tion (a difficult requirement) or be able to absorb significant amounts of energy and not degrade. 
Most of the coatings have been developed for application to substrates, which can survive high 
temperatures, such as molybdenum, beryllium, tungsten, carbon/carbon, and titanium, because of 
their ability to withstand high flux densities of laser light. Generally, painted surfaces are completely 
inadequate. Even anodized surfaces on aluminum may not be adequate at these flux densities.

6.5  OPTICAL CHARACTERIZATION
OF BLACK SURFACES

The baffle designer must be concerned about the optical properties of black surfaces over a large 
range of wavelengths and angles of incidence. Wolfe16 summarizes the relevant design data. 
Performance measurements, such as measurements of the specular reflectance and total hemispheri-
cal reflectance over a range of wavelengths are now supplemented by a more complete characteriza-
tion of these optical surfaces: the bidirectional reflectance distribution function (BRDF).122 BRDF 
has units of inverse steradians and is usually measured at several discrete wavelengths, which are 
easily generated by the most common lasers. In particular, measurements at the HeNe laser wave-
lengths of 0.6328 μm and at the CO2 wavelength of 10.6 μm are particularly valuable for visible and 
infrared applications. There is a notable shortage of BRDF data in the ultraviolet, from 1 to 4 μm, 
and for far-infrared wavelengths.

BRDF measurements at the same wavelength have the additional advantage that they are directly 
comparable. As Smith and Wolfe123 point out, the directional reflectivity of a surface is convolved 
with the instrument function (a weighted mean of the detector solid angle), a unique characteris-
tic of each reflectometer. An approximate deconvolution of the instrument function can be easily 
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performed by dividing the measured reflectance by the projected measurements, which are instru-
ment independent as mentioned in ASTM Standard E12.09. However, simple specular reflectance 
measurements and spectra made on different instruments must first be divided by the projected 
detector solid angle before being compared. Several studies89,90 have detailed the variation between 
BRDF measurements made in different laboratories. With the advent of the ASTM standard, greater 
congruence among BRDF measurements in the future is probable.

Because of the value of BRDF measurements in comparing the scattering characteristics of surfaces, 
a large set of BRDF data of black baffle materials that have traditionally been used in optical devices of 
all types, as well as the scattering functions of some new materials are presented in this chapter. These 
measurements may be compared to previous measurements made on other instruments.67

The specular and total hemispherical reflectance data thus become most valuable in describ-
ing some general characteristics of a surface over a wide wavelength range, while the BRDF data at 
a wavelength of particular interest allow the designer to characterize the angular scattering of the 
surface for angles of incidence of interest and for view angles from the detector. The total integrated 
scatter also is extremely useful for surface roughness determination.93

This chapter provides the optical designer a useful summary of data. Sufficient data are presented 
to allow a determination of which surfaces might be appropriate for a given task. The data generally 
can be divided into two forms, the first being specular and hemispherical reflectance data over a 
wavelength range. These data allow the designer to choose a surface with the right basic properties 
over the wavelength range of interest. BRDF measurement provides a second form of data. The data 
are usually presented for a few characteristic angles of incidence (5°, 30°, 45°, and 60° are the most 
common) at each wavelength. These BRDF measurements are particularly useful as input to optical 
modeling or stray light modeling programs.

In stray light analysis programs such as APART,124 ASAP,125 and GUERAP,126 as well as many 
other modeling programs, it is the mathematical value of the bidirectional reflectance distribution 
function that is used by the program models. In these programs, a library of BRDF functions for the 
most common surfaces is available for use by the analyst. For surfaces that do not explicitly have a 
BRDF associated with them in the code, the BRDF values can be input.

In most baffle designs, surfaces are used at angles not represented by the available BRDF measure-
ments. Some surfaces are even used at angles close to grazing incidence where few measurements 
have been made. For these areas, the data available for the models are very limited, and often generous 
extrapolations are needed. A smooth transition between measurements at different angles or at very 
large angles of incidence, or from one wavelength to another is often assumed. The more unusual 
or nonrandom the surface, the more these assumptions or extrapolations should be questioned. 
Examples of how BRDF measurements are made and used in system designs and analysis are found 
in, for example, Refs. 3, 43, and 127 to 130.

Black surfaces are also used in radiators used for the thermal control of spacecraft. The hemi-
spherical reflectivity can provide a general indication of the optical properties for a thermal analysis. 
The normal emittance at room temperature is also an important quantity for spacecraft design. 
Table 7 gives the hemispherical reflectance and normal emittance of some surfaces. Radiatively 
cooled surfaces are important for space infrared telescopes and, if designed properly, can provide 
a reliable means of reducing background radiation. Because of on-orbit degradation, the radiators 
must be sized for the appropriate performance at the end of the mission.

For these applications, the absorptivity and emissivity of surfaces as a function of wavelength 
and temperature must be well understood. Thus, room temperature measurements of normal emit-
tance may not be very useful if the surface is to be used at cryogenic temperatures. Stierwalt41,132 has 
contributed greatly to the measurement of far-infrared emissivity of black materials. Clarke and 
Larkin133 describe measurements on a number of black surfaces suitable for radiometry detectors 
where a low reflectance is needed, independent of wavelength. For opaque surfaces, the spectral 
emittance at a given wavelength is equal to the spectral absorptance, which is equal to one minus the 
spectral reflectance.

These parameters are very sensitive to coating thickness and may change with exposure to ultra-
violet radiation from the sun, with damage from solar electron and proton radiation, damage from 
space debris and micrometeoroids, and with outgassing. In practice, the solar absorptance is measured 



TABLE 7 Hemispherical Reflectance and Emittance of Some Common Spacecraft Surfaces

Surface Thickness

Hemispherical reflectance at 546 nm (incidence angle, degrees)

20 40 60 70 80
Normal Emittance 

(300 K)

Cat-a-lac Black 463-3-8 0.002" 0.054 0.061 0.096 0.141 0.223 0.891

Black Velvet 401-C10 0.025" 0.035 0.036 0.047 0.058 0.085 0.911

Chemglaze Z306 0.005" 0.048 0.052 0.074 0.098 0.144 0.915

Chemglaze Z306 with silica powder  0.031 0.033 0.040 0.050 0.070 0.912

Chemglaze Z306 with 3M glass microballoons left 
on 20-μm screen

0.006" 0.040 0.048 0.068 0.090 0.130 0.920

Chemglaze Z306 with 3M glass microballoons left 
on 44-μm screen

0.010" 0.036 0.040 0.055 0.070 0.097 0.923

Chemglaze Z306 with 3M glass microballoons left 
on 63-μm screen

0.011" 0.037 0.040 0.053 0.064 0.084 0.923

Scotchlite Brand Reflective Sheeting #3285 Black  0.059 0.062 0.095 0.156 0.318 0.909

Scotchlite Brand Reflective Sheeting “C” Black W/A 
#234

 0.146 0.130 0.129 0.135 0.157 0.846

NiS-dyed Anodized Al from Light Metal Coloring 
Corp.

 0.056 0.061 0.097 0.151 0.333 0.912

Sandoz-Bk Organic Black anodized Al from Almag 
Co.

 0.041 0.048 0.064 0.082 0.129 0.884

Black Chrome anodized Al from Goddard SFC  0.028 0.031 0.053 0.083 0.156 0.625

NiS-dyed anodized Al from Langley Research Center  0.050 0.053 0.083 0.138 0.253 0.915

NiS-dyed anodized Al, substrate blasted with glass 
shot, from Light Metals Coloring Corp.

 0.045 0.049 0.073 0.100 0.146 0.920

Source: Data courtesy of J. Heaney, Goddard Space Flight Center.131
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by obtaining the reflectance from 0.3 to 2.4 μm, the region containing 95 percent of the sun’s energy. 
The normal emittance is determined using an infrared spectrophotometer over the wavelength range 
5 to 35 μm, where close to 90 percent of the energy of a 300 K blackbody is emitted (see Table 6). 
While these measurements are useful for design of radiators that operate near room temperature, 
further measurements are required in order to predict a surface’s thermal emittance at lower operat-
ing temperature.

6.6  SURFACES FOR ULTRAVIOLET
AND FAR-INFRARED APPLICATIONS

Many surfaces are multipurpose and are useful for a variety of wavelengths. Before discussing the 
properties of these surfaces, it may be instructive to look at several surfaces that are used for ultra-
violet and far-infrared applications. In these wavelength regions, the performance of black surfaces 
is often critical to the performance of the optical instrument.

Black Surfaces for Ultraviolet Applications

For space telescopes or instruments operating in the ultraviolet, surfaces such as Martin Black have 
been used successfully. However, very few measurements of candidate baffle material have been 
made at wavelengths less than 0.3 μm (300 nm) and even fewer have been made at shorter ultra-
violet wavelengths. Jelinsky and Jelinsky40 studied the performance characteristics of a variety of 
surfaces and surface treatments for use on baffle materials in the Extreme Ultraviolet Explorer. They 
determined some scattering characteristics of several materials at 30.4, 58.4, and 121.6 nm.

Heaney131 has made some pioneering bidirectional measurements at 15°, 45°, 75°, and 85° at 
58.4 nm (584 Å) of candiate baffle materials for space instrument applications. Interestingly, two of 
his samples are “bare” aluminum with no applied coating. The natural oxide present on uncoated 
aluminum samples is strongly absorbing at this wavelength and, by itself, reduces the reflectances to 
below 5 percent at near-normal incidence. The baffle surface candidates are described here and their 
optical properties are presented in the figures.

Roughened aluminum: Aluminum 6061 alloy, sheet finish, sandblasted to an unspecified degree 
of surface roughness. Uncoated (Fig. 11).

Gold iridite: Aluminum with a chromate surface coating produced in a room temperature chemi-
cal conversion process (Fig. 12).

Black nickel: Aluminum with a black nickel surface that was produced in an electroplating pro-
cess with NiS and ZnS (Fig. 13).

Copper black: An aluminum substrate coated with approximately 80 to 100 nanometers of evapo-
rated Cu to provide a conductive layer and then overcoated with an evaporated Cu black deposited 
at a chamber pressure in the 10–3 torr range (Fig. 14).

Black paint: An aluminum substrate painted with a carbon-loaded black silicone paint (NSB69-82) 
(Fig. 15).

Aluminum, grooved and blazed: An aluminum plate, 6061 alloy, with grooves cut at a blaze angle of 
about 20°, with a period of 1.1 mm, a depth of 0.4 mm, and otherwise uncoated (Figs. 16, 17, and 18).

Surfaces for Far-Infrared (>30 lm) Use

In the far-infrared wavebands, many surfaces such as paints, which have good visible absorptance, 
lose their absorbing and scattering characteristics. Although measurements have only been made 
at wavelengths longer than 15 μm on a few surfaces, the data suggest that most surfaces do not 
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FIGURE 11 BRDF of roughened aluminum. Instrument profile and 
perfect diffuse reflector shown for reference. Wavelength is 58.4 nm. (From 
Heaney.131)
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FIGURE 12 BRDF of gold iridite. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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FIGURE 13 BRDF of black nickel. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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FIGURE 14 BRDF of evaporated Cu black. Instrument profile and perfect 
diffuse reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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FIGURE 15 BRDF of NSB69-82 black paint. Instrument profile and 
perfect diffuse reflector shown for reference. Wavelength is 58.4 nm. (From 
Heaney.131)
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FIGURE 16 BRDF of aluminum, grooved and blazed, with grooves paral-
lel to angle of incidence. Instrument profile and perfect diffuse reflector shown 
for reference. Wavelength is 58.4 nm. (From Heaney.131)
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FIGURE 17 BRDF of aluminum, grooved and blazed, with grooves 
perpendicular to angle of incidence. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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FIGURE 18 BRDF of aluminum, grooved and blazed, with grooves 
perpendicular to angle of incidence. Instrument profile and perfect diffuse 
reflector shown for reference. Wavelength is 58.4 nm. (From Heaney.131)
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perform well as “blacks” for long wavelength operation.41,133 Smith32 points out that many coatings 
become transparent at longer wavelength and the substrate roughness enters strongly into the scat-
tering characteristics. An example of this is Infrablack, a rough anodized surface that was previously 
described. The approach has been carried further in Ames 24E.134 A number of approaches and sur-
faces have been developed to create effective surfaces at these wavelengths.

A model has been constructed33 to describe the effect of coating roughness and thickness on the specu-
lar reflectance. Smith and Howitt19 survey materials for infrared opaque coatings (2 to 700 μm). They 
highlight the value of silicon carbide and carbon black for far-infrared absorption. Smith 32,33,39,46,57,72,134–137 
provides much of the reference work in this area.

The optical properties of the several infrared coatings and surfaces are given in Figs. 19 to 24. For 
applications in laboratories and in calibration facilities, surfaces like velvet, commando cloth, and even 
neoprene may be used. The long-wavelength measurements on these surfaces are given in Figs. 25 to 
32. The long-wavelength coatings may be grouped into a few basic categories discussed here. As this 
area is one of rapid development for space infrared telescopes and space radiators, there will likely be 
many new approaches in the next few years.

Multiple-Layer Approach For reducing the far-infrared reflectance of baffles, a technique of using 
antireflection surfaces composed of multiple layers with a different refractive index in each layer was 
discussed by Grammar et al.55 For such a coating to be effective, it must match the optical constants 
of free space with the large constants of the baffle substrate.
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Teflon Overcoat A polytetrafluoroethylene (Teflon) spray-on lubricant was used as an antireflection 
overcoat for opaque baffle surfaces in the far-infrared and submillimeter by Smith.50 A thick Teflon 
overcoat created by spraying Teflon Wet Lubricant reduced the specular reflectance at millimeter and 
infrared wavelengths by a factor of two. The refractive index of the coating plays a more significant 
role than the thickness.

Cornell Black Houck49 created a far-infrared black paint based on adding large particles of grit 
(silicon carbide #80 and #180 grit) to 3M Black Velvet Nextel 101-C10. This paint could be repeat-
edly cycled to cryogenic temperatures with no flaking or peeling. The far-infrared properties of 
Cornell Black are described by Smith.32,33 Since this 3M paint is no longer available, Cornell Black is 
not now generally used. The ECP-2200 (now called MH2200) replacement for 3M Black Velvet was 
studied by Smith and Howitt19 in an effort to create a paint similar to Cornell Black. Houck49 gives 
complete instructions for making the Cornell Black paint.
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Infrablack Infrablack is a black anodized surface generally applied to 6061 Aluminum.31,64,138 It 
is highly suitable for space radiators, infrared baffles, and for applications where a high emissivity 
is desired. The specular reflectance of the Infrablack is conservatively one order of magnitude less 
than that of Martin Black across the spectral region from 12 to 500 μm. The reduced reflectance 
of Infrablack is attributed to a large increase in the roughness of its substrate prior to anodization. 
The diffuse reflectance characteristics of the Infrablack are different from Martin Black at the longer 
wavelengths. At 12 and 50 μm, the BRDF of Infrablack is considerably less than that of Ames 24E, 
while at 100 and 200 μm they are comparable.
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FIGURE 26 Reflectance of commando cloth on aluminum from 100 to 10 wave numbers 
(100 to 1000 μm). (From Heaney.131)
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FIGURE 28 Reflectance of neoprene on aluminum from 100 to 10 wave numbers (100 to 1000 μm). 
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Ames 24E and Ames 24E2 Ames 24E is a new coating developed at NASA’s Ames Research Center.46 
The coating is a very rough, very thick, highly absorbing coating composed largely of SiC grit and 
carbon black, and has very low far-infrared reflectance.46 BRDF measurements show that this sur-
face is a model lambertian surface at a wavelength of 10.6 μm at near-normal incidence. Ames 24E 
is nearly lambertian at longer wavelengths, even at 200 μm.

Ames 24E2 is a formulation using ECP-2200, carbon black, silicone resin, and #80 silicon carbide 
grit. The coating was developed for far-infrared space telescopes and can pass severe cryogenic 
cycling and vibration tests.34 The coating is considerably less reflective at 100 μm than Ames 24E 
and has excellent absorption out to about 500 μm. Smith137 has also developed a highly lambertian, 
diffuse reflectance standard, which he calls PDR, for perfect diffuse reflector. It shows lambertian 
behavior from 10 to about 100 μm.

6.7 SURVEY OF SURFACES WITH OPTICAL DATA

A Note on Substrates and Types of Coatings

Many different substrates are employed for baffle and vane surfaces. In particular, for space or cryo-
genic use, the 6000 series of alloys of aluminum (particularly 6061) are popular. They represent the 
baseline by which other materials are judged. Titanium and graphite epoxy are also widely used, and 
beryllium and carbon fiber substrates are becoming more common. For high-temperature applica-
tions or for resistance to lasers, materials with high melting points such as nickel, molybdenum, and 
carbon/carbon are used.
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The distinction between substrate and surface or surface coating is blurry. When paints or other 
coatings are applied to a substrate, the distinction between the two is very clear. However, many sur-
faces today involve an extensive alteration of the substrate before the “coating” is applied. They may 
chemically alter the substrate to create the surface coating, which is an integral part of the substrate. 
In these cases, the use of the word substrate only serves as a description of the material that must be 
altered to create the black surface.

The classification of surfaces by substrate and/or type of coating or surface treatment is only one 
of the many ways available. However, it is a very useful form of classification, and will be used here.

6.8 PAINTS

Paints are easy to apply and their availability and usually low price make them ideal for laboratory 
experiments and instruments. However, their high outgassing rates and, in some cases, the large 
number of particles that can be liberated from them compromise their use in space-based applica-
tions. However, there are many space-qualified paints that have been flown in space. Notable among 
them is Aeroglaze Z306, and the derivatives of this basic paint system that have been developed at 
Goddard Space Flight Center.

The way that paint may be applied can greatly affect the optical properties. The most obvious are 
the number of coats and the thickness; the substrate preparation also plays a critical role. Brown27 
describes the effects of number of coats on optical performance for three diffuse paints. The impor-
tance of developing a procedure for painting that incorporates the paint manufacturers’ application 
recommendations cannot be overstated. This procedure must also include process control require-
ments, cleanliness requirements, application process and surface preparation requirements, safety 
requirements, quality assurance requirements, and storage shipping requirements, as McCall18 
describes in detail. A short description of a few of the more common paints is given here. Table 2 
gives further reference data on these and other paints.

3M Paints and Their Current Derivatives

3M Nextel Black Velvet Several varieties of 3M Black Nextel paint from Minnesota Mining and 
Manufacturing Company have seen extensive use in ground-based instruments and were considered 
as standards for black coatings. These paints consisted of pigments with approximately 20 percent 
carbon black and 80 percent silicon dioxide. However, most of them are presently unavailable. Those 
that are available are manufactured under license by other companies. The optical properties of the 
original paint are given in Fig. 33.

The paint labeled 3M 101-C10 historically was one of the most widely used laboratory black 
paints; however, it is no longer made. Redspot Paint and Varnish (Evansville, Indiana) now makes 
a similar paint, but uses resin instead of glass microspheres, making it unsuitable for space applica-
tions according to Ames.28 Two other paint varieties in the same line were 3M401-C10 and 3M3101 
(see Figs. 34 and 35), apparently available from Red Spot Paint and Varnish.

The 3M Nextel Black Velvet was replaced by 3M SCS-2200 (3M Brand ECP-2200) (see Fig. 35). 
The optical differences between the original and its replacement are discussed by Willey et al.42 Illinois 
Institute of Technology now produces the ECP-2200 under the name MH2200 (see following).

Nextel 2010 A sprayable Nextel 2010 Velvet paint is available from the German company 
Mankiewicz Gebr. & Co., Hamburg, and has been used on several ground-based astronomical 
instruments, where cryogenic cycling durability is important. The 2010 surface has an outgassing 
rate of 1.3 × 10–4 g/cm2 at 84°F (29°C) in a 20-hour test at 10–5 to 10–6 torr. The solar alpha of this 
surface (from the company literature) is about 0.97 and the normal emittance is about 0.95.

The total emissivity of different black surfaces was investigated with regard to their being used 
as a total radiation standard in the temperature range –60 to +180°C by Lohrengel.139 The investiga-
tions showed that the matte varnish Nextel Velvet Coating 2010 black with an emissivity of 0.951 was 
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best suited for these purposes. Additional changes to the surface (sprinkling of Cu globules, etching) 
could be made to increase the total emissivity by a further 0.007 or 0.016, respectively. The present 
availability of this paint from U.S. manufacturers is unknown.

Nextel Brand Suede Coating Series 3101-C10 C-10 is the black variety of this paint, available 
from Red Spot (see references). It is a low-gloss paint, with reasonable abrasion resistance (see Fig. 36). 
It has a soft-cushioned feel and suedelike appearance and was used on office equipment, furniture, 
and electronic equipment housings. The manufacturer recommends it for interior use only.

MH 2200 MH2200 (formerly ECP-2200, which was derived from the original 3M Nextel Black 
Velvet) is a one-part, flat black, nonselective solar absorber coating designed for high-temperature 
service (Fig. 37). When applied to aluminum substrates, the coating integrity and its “solar absorp-
tion” of 0.96 are unaffected by temperatures to about 500°C. The coating is 43 percent solids in 
xylene and is intended for nonwear applications. ECP-2200 is available from IIT Research Institute. 
It is touted as the substitute for 3M Nextel Black, but does not have the low BRDF at visible wave-
lengths of its former relative. It has a normal emittance of 0.95 at 10.6 μm and an absorptance of 
0.96 over the wavelength range of 0.35 to 2.15 μm. Its emittance is 0.86 on an aluminum substrate 
(normal emittance at 75°F from 2 to 25 μm).

Aeroglaze Z Series Aeroglaze (formerly Chemglaze) Z306 diffuse black paints are part of the Z line 
of single-package, moisture-curing, ASTM Type II, oil-free polyurethanes.24 This paint has excellent 
chemical, solvent, and (if used with a primer) salt-spray resistance. This is a popular paint for aerospace 
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use, especially after the discontinuation of 3M’s 401-C10 Black Velvet Nextel.28 For space use, the 
Aeroglaze 9924 and Aeroglaze 9929 primers are recommended. The optical properties are given in 
Figs. 34 and 38 to 43.

A low volatile version of the paint is being developed. In a version developed at Goddard Space 
Flight Center (based on the Z306)44 glass microballoons are added to reduce the specular com-
ponent, though the particles may be a source of particulate contamination. Other versions were 
developed at Goddard based on the Z004 paint. Goddard Black is a generic term for several paints 
of composition and optical properties different from Z306. This name is often incorrectly applied to 
the modified Z306 described here.

Akzo Nobel Paints Three paints sold formerly under the label Cat-a-lac are now known as Akzo 463-
3-8 (formerly Cat-a-lac 463-3-8 diffuse black), 443-3-8 (formerly Cat-a-lac 443-3-8) (see Figs. 34 and 
43 to 46) and 443-3-17 (formerly called Sikkens 443-3-17). The Bostic name is also formerly associated 
with these same paints. The 463-3-8 is the most diffuse of the three blacks, and the other two are con-
sidered “glossy.” It is an epoxy-based system with low outgassing and low reflectance.

Cardinal Black From Cardinal Industrial Finishes. Optical data are given in Fig. 47.

Cat-a-lac Black (Former Name) This is an epoxy system with low outgassing and low reflectance. 
It is now manufactured by Sikkens Aerospace Finishes (see Akzo in the tables for address) and is 
described here.

DeSoto Black The PRC DeSoto Black is a flat black paint most suitable for the range 0.2 to 2.5 μm. 
It has a reflectance of between 2 and 3 percent over this range. Its emissivity is 0.960 compared to a 
300 K blackbody, while its absorptivity over the solar spectrum is 0.924. DeSoto Black can meet out-
gassing requirements for space applications when vacuum baked. The weight loss is typically below 
0.5 percent and the volatile condensable material is below 0.5 percent, similar to 3M Black Velvet.140 
A BRDF curve is given in Fig. 35.
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incidence. (From Viehmann and Predmore.35)
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FIGURE 45 Total hemispherical 
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Akzo 463-3-8) on bare aluminum. (From 
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Floquil: Black for Lens Edges Lewis et al.141 discuss experiments to find low-scatter blackening 
components for refractive elements. With index of refraction matching, gains of several magnitudes 
in lower BRDF can be achieved over other edge-blackening techniques. The paint Floquil (Polly S 
Corporation) has been used as an edge-blackening compound and is discussed by Lewis. Smith and 
Howitt19 give a specular reflectance curve for Floquil in the infrared from 20 to 200 μm.

Parson’s Black Prior to 1970, Parson’s Black was a standard black reference.

SolarChem SolarChem is a black paint with excellent visible absorbing properties and has been 
suggested as a replacement for the unavailable 3M Nextel Black. The visible BRDF of SolarChem has 
a flat profile at near-normal angles of incidence (Fig. 48), while the 10.6-μm BRDF of SolarChem 
shows quite a different shape.88 The surface is highly specular at 10.6 μm.

Anodized Processes

Anodized processes can produce fine black surfaces. The condition of the substrate plays an impor-
tant role in the overall scattering properties of the surfaces. A common technique is to sandblast 
(vapor hone) the surface before anodization. Many varieties of grit may be used and each will produce 
a different kind of surface treatment. Sometimes, small pieces of grit can become embedded in the 
surface and this may affect the anodizing process. The BRDF of sandblasted aluminum surfaces are 
given in Figs. 49 and 50. Table 3 gives reference data on anodized surfaces.
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Martin Black Martin Black is an anodized aluminum surface that is made microrough by a special 
anodization process developed by Lockheed Martin, Denver.142,143 It is made black from the inclusion 
of an aniline dye that is sealed into the surface. It was developed for the Skylab program and has been 
used on a wide variety of space instruments operating at vacuum ultraviolet to far-infrared wave-
lengths. The surface is rough, and scattering at several fundamentally different scale lengths occurs.

Special care in handling surfaces of this class is needed since the surface morphology consists of 
pyramids extending from the surface, and these features are easily crushed. The surface is still quite 
black, however, even if some surface damage occurs. The surface morphology works well for space 
applications as it does not support electrical potentials higher than 200 V, is not affected by tempera-
tures as high as 450°C, by hard vacuum, or by ultraviolet radiation. It also has very low outgassing rates 
and will not delaminate even under severe environmental conditions.144 It passes NASA SP-R-0022A 
specifications for outgassing.

The surface is also highly resistant to chemical attack by atomic oxygen prevalent in low earth 
orbit.64 BRDF measurements of Martin Black show its lambertian character at 0.6328 and 10.6 μm. 
The reflectance spectrum shows significant reflectances at about 2.5 and 5 μm; at other wavelengths, 
the reflectance is low. The optical data are given in Figs. 36, 51, and 52.

Enhanced Martin Black Enhanced Martin Black is similar in its properties to Martin Black, but was 
created to provide an even more durable surface for long exposure to atomic oxygen in low earth orbit. 
Experiments aboard the space shuttle confirm this superiority in the shuttle orbit environment.64 The 
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process refinements also reduced the near- and middle-infrared reflectances from about 40 percent at 
2.3 μm to about 25 percent and from about 15 percent at 5.5 μm to about 3.5 percent, while maintain-
ing an absorption of about 99.6 percent in the visible region.

Posttreated Martin Black Another variation of the Martin Black surface is designed for near-infrared 
applications. Posttreated Martin Black uses hydrogen fluoride to further reduce the near-infrared reflec-
tance peak and eliminate the middle-infrared reflectance peak of Martin Black. The area under the 2.3-μm 
peak of Martin Black has been reduced by about two-thirds and the 5.8-μm peak of Martin Black has 
been eliminated.
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FIGURE 51 Visible (0.6328 μm) BRDF of Martin Black at 5° angle of 
incidence. (From Pompea et al.4)
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FIGURE 52 Infrared (10.6 μm) BRDF of Martin Black at 5° angle of 
incidence. (From Pompea et al.4)
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Infrablack Infrablack is another anodized surface from Martin Marietta, which relies upon a very 
rough substrate to produce a diffusing and absorbing surface for wavelengths up to 750 μm.138,145 
It was developed for the next generation of far-infrared NASA telescopes. It has also been used in 
experiments to measure the Stefan-Boltzmann constant where a “blackbody” surface with very high 
emissivity was needed. This type of surface can also be used in space radiators where high emissivity 
is beneficial. Like other anodized surfaces in this class, the Infrablack surface is fragile and care in 
handling is needed to avoid crushing the surface structure. As with Martin Black, even a mistreated 
or crushed surface will still be significantly more light absorbing than most other black surfaces. 
Infrablack can be tuned for maximum absorption between 100 and 500 μm. The BRDF in the vis-
ible and infrared for Infrablack is similar to Martin Black and Enhanced Martin Black; all exhibit 
relatively lambertian behavior in the visible at near-normal angles of incidence (Figs. 53 and 54).
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FIGURE 53 Visible (0.6328 μm) BRDF of Infrablack at 5° angle of inci-
dence. (From Pompea et al.4)
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DEEP SPACE BLACK DEEP SPACE BLACK (N-Science/Advanced Surface Technologies, Arvada, 
Colorado) shares many if not most characteristics of Martin Optical Black, a similar specialized 
anodization process. Like Martin Black it is extremely absorptive over a wide range of wavelengths 
from ultraviolet to the infrared and is best used on 6061 aluminum. The surface has good mechani-
cal stablility. The surface can be fine tuned for better performance in the near-infrared (1 to 5 μm) 
and for maximal durability in the low-earth orbit space environment. The total hemispherical 
reflectance in the 0.4- to 0.7-μm range is 0.37 and 0.78 percent in the 0.4- to 1.0-μm range. Like 
Martin Black, the surface does not support an electrical potential greater than 200 V and is robust 
under vibration and cryogenic cooling. When cryogenically cooled the surface has an emissivity in 
the far-infrared region (7 to 120 μm) of 0.985 or better. 

This surface is used in controlling stray light or as black surface with high emissivity in a variety 
of optical systems such as detector cold shields and assemblies, detector calibration sources and 
blackbody cavities, thermal control and radiator surfaces, and spacecraft applications such as star 
trackers and cameras. DEEP SPACE BLACK is available in three variations:

DEEP SPACE BLACK-VIS: DSB-VIS is optimized for performance in the visible wavelength regime. 

DEEP SPACE BLACK-Full Spectrum Basic: DSB-FSB is optimized to provide best performance over 
the largest wavelength regime possible. DEEP SPACE BLACK-Full Spectrum Enhanced: DSB-FSE is 
a special variant of DSB-FSB that has a more robust finish with the same outstanding optical char-
acteristics of the FSB. DSB-FSE provides a somewhat improved optical performance in the near- and 
middle-IR. The performance in the visible region of the spectrum is maintained. This product is more 
suited to spacecraft applications, including those applications concerned with LEO environments.

Tiodize V-E17 Surface The Tiodize process is an electrolytic-conversion hard coating of titanium 
using an all-alkaline, room-temperature bath. It produces an antigall coating with good optical 
properties. The process can be used on all forms of titanium and its alloys and has been used in a 
wide variety of space vehicles and aircraft. The Ultra V-E17 coating is a black organic coating which 
changes the absorptivity and emissivity of titanium (0.62 and 0.89, respectively) to 0.89 and 0.91, 
respectively. The emittances were determined from a 25-point integration between 4.8 and 26.2 μm. 
The absorptance was determined by a 19-point integration between 0.32 and 2.1 μm. The surface 
has a total mass loss (TML) of 0.91 percent and no detectable volatile condensable material (VCM) 
in tests run at Ford Aerospace.146 Its interaction with atomic oxygen is unknown.

TRU-Color Diffuse Black An electrolytic coloring process from Reynolds Aluminum.

Hughes Airborne Optical Adjunct Coating A cleanable specular black for use at 1 to 10 μm.

Etching of Electroless Nickel

The etching of electroless nickel provides a black coating useful for many applications. Some refer-
ence data on several electroless nickel processes are presented in Table 4. Kodama et al.147 developed 
optical absorbing black films of etched nickel-phosphorus alloy deposited on substrates using an 
electroless plating process. Results of varying the plating and etching bath components and condi-
tions were studied. They produced an optical absorber with a spectral reflectance of about 0.1 to 
0.2 percent in the wavelength range of 488 to 1550 nm. The absorber showed substantial immunity 
to degradation in two accelerated-aging environments: 2000 hours in a dry-heat environment at 
100°C, and 2000 hours in a damp-heat environment at 85°C and 85 percent relative humidity.

NBS Black This is a blackened electroless nickel surface developed for use as a solar collector at 
the National Bureau of Standards (now NIST) in Gaithersberg, MD.75,76,148 It consists of an electro-
less nickel-phosphorous coating that can be plated onto a wide variety of substrates such as metals, 
glass, ceramics, and plastics. This coating is subsequently etched using nitric acid, creating conically 
shaped holes into the surface, which act as light traps.
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The specular reflectance is less than 1 percent over the range of 0.32 to 2.4 μm, making it an 
extremely black coating (Figs. 55 and 56). As this surface finish was developed for solar collectors, 
the surface has a high value for absorptivity (0.978), but a low value for room-temperature emis-
sivity (about 0.5). The surface is moderately durable as the surface’s relief consists of conical holes 
into the surface. The NBS Black process has been modified resulting in the next surface, which has 
greater infrared absorption.

Ball Black Ball Black is an optical black surface produced with modifications to the techniques just 
described—the selective etching on an electroless nickel surface to produce a multiplicity of conical 
light traps in the surface.29,65 The surface appears intensely black to the eye. The surface, however, 
is still an unaltered nickel-phosphorous deposit with the same chemical properties as the unetched 
surface, which was shiny. Ball Black can be plated on aluminum, beryllium, copper, stainless steel, 
invar, polycarbonate and ABS plastics, titanium, and some magnesium alloys. Since this process 
involves only deposition and etching of a metallic material, problems with outgassing or volatization 
of the surface in a vacuum are minimal.

The surface is able to withstand rapid changes in temperature, with immersion into boiling water 
after being at liquid nitrogen temperature. The surface is sensitive to handling, though less so than 
surfaces like Martin Black. Small blemishes in the surface can be restored by re-etching without replat-
ing. The solar absorptivity can be made to vary between 0.71 and 0.995 and its room-temperature 
emissivity can be tailored to values between 0.35 and 0.94 by changes in the etching parameters. The 
directional reflectance increases by less than a factor of two from 1.5 to 12 μm. It has a BRDF of about 
6 × 10–2 at normal incidence at 0.6328 μm. See Figs. 57 and 58 for optical data.

Plasma-Sprayed Surfaces

Boron Black Martin Marietta Boron Black is a surface that is black in the visible (solar absorptivity 
between 0.89 and 0.97, and emissivity of at least 0.86) and black in the infrared149 (Fig. 59). Boron 
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Black is a plasma-sprayed surface and can probably be applied to most metallic substrates. It has 
been applied to molybdenum, nickel, and titanium substrates. It offers a low-atomic-number surface 
with good optical properties and the ease of a plasma-spray deposition. The infrared BRDFs show a 
profile characteristic of a surface with lambertian profiles at near-normal angles of incidence.

Boron Carbide This is a Martin Marietta proprietary process. The boron carbide surface is applied 
to a titanium substrate. A 10- to 15-μm layer of B4C is applied in a proprietary plasma-spraying 
process. BRDF measurements at 30° angle of incidence at two wavelengths illustrate that this surface 
is more lambertian in the visible.

Beryllium Surfaces Porous surfaces or those with steep-walled features which can trap radiation have 
been developed using plasma-sprayed beryllium and sputter-deposited beryllium by workers at Oak 
Ridge82,150,151 and at Spire Corp.152 who are developing baffles that can operate in severe environments.
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Plasma-sprayed beryllium samples appear visually rough with a matte gray finish. The specular 
reflectance is approximately constant at about 1.6 percent from 2 to 50 μm, while the BRDF is lam-
bertian in character at near-normal angles of incidence with a value of about 5 × 10–2 sr–1, equivalent 
to a total hemispherical reflectance of about 15 percent.

Beryllium surfaces with varying thicknesses and columnar grain sizes can also be created by low-
temperature magnetron sputtering. The surfaces can then be chemically etched to enhance their 
absorptive properties. These surfaces exhibit less than 2 percent specular reflectance at near-infrared 
wavelengths. Very thick surfaces (350 μm) exhibit specular reflectances of less than 0.5 percent up to 
50 μm wavelength.

A sputtered coating of Be on a Be surface can be made more absorptive through exposure to an 
oxygen plasma to form a layer of BeO on the surface of the coating.29 Optical data are presented in 
Figs. 57, 58, 60, and 61.
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of incidence. (From Pompea et al.4)
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Ion Beam-Sputtered Surfaces

Ion beam-sputtering processes can roughen surfaces of a large variety of compositions. An excellent 
review is by Banks in Cuomo et al.77 (see also Ref. 78). A variety of sputtering processes can create 
rough features of various geometries that decrease specular reflections and create a black-appearing 
surface from a light-appearing substrate. Since the roughness is integral to the surface, these surfaces 
often have desirable environmental resistance to atomic oxygen. However, these surfaces also have 
tremendous surface area for trapping of contaminants and thus a potential for large outgassing rates 
if preventative steps are not taken. These surfaces are expensive to make in large areas, though they 
are becoming less expensive as coating facilities are built to harness this technology. They do have 
tremendous potential as diffuse baffle surfaces and as high-emittance surfaces for high-temperature 
space radiators.154,155 They are also cleanable and very durable.

Lompado et al.29 and Blatchley et al.83 describe several textured aluminum surfaces and give plots 
of their total hemispherical reflectance in the 0.4- to 1.0-μm range, as well as BRDF plots at 0.6328 
and 10.6 μm (Fig. 60).

Electrodeposited Surfaces

Refer to Table 4 for further reference data on these surfaces.

Black Cobalt Black cobalt is a patented surface developed at Martin Marietta156 which appears 
black in the visible, with a solar absorptivity of at least 0.96 and emissivity of at least 0.6. It is applied 
by an electrodeposition process to a substrate of nickel, molybdenum, or titanium; other substrates 
are also expected to work. It can be used at higher temperatures than anodized aluminum surfaces 
such as Martin Black. It is stable against loss of absorptivity at temperatures greater than 450°C for 
prolonged periods. The surface is not a lambertian surface at 10.6 μm (Fig. 62).

Black Chrome A black chrome surface developed for aerospace use157 is black in the visible and 
is created by an electroplating process on a conducting substrate. Many metallic substrates can be 
used and samples on molybdenum, nickel, and titanium have been made. The preferred substrates 
are titanium and molybdenum. The coating process involves electrodeposition using chromium and 
chromium oxides. The visible BRDF is flat (Fig. 63), while the infrared profile shows the surface to 

100

90

80

Measured

From manufacturer’s
literature

B
al

l b
la

ck

70

60

50

40

30

20

10

0

R
ef

le
ct

an
ce

 (
%

)

Su
p

er
 d

es
ot

h
an

e
3M

 E
C

P
 2

20
0

A
n

od
iz

ed
 B

e
C

he
m

gl
az

e 
Z

 3
06

B
la

ck
 r

ef
er

en
ce

C
ar

bo
n

 lo
ad

ed
 te

fl
on

G
la

ss
B

or
on

 n
it

ri
de

Io
n

 im
pl

an
te

d 
SI

A
n

n
ea

le
d 

io
n

 im
pl

an
te

d 
SI

U
n

im
pl

an
te

d 
SI

A
lu

m
in

a
M

ar
ti

n
 B

la
ck

G
ra

ph
it

e 
w

oo
l

Sh
ee

t 
gr

ap
h

it
e

C
at

-a
-l

ac
 b

la
ck

N
ex

te
l s

u
ed

e
Pa

rs
on

’s
 b

la
ck

La
m

p 
bl

ac
k

V
u

lc
an

 b
la

ck
P

E
E

K So
la

r 
ch

em
R

oc
kw

el
l C

P
 b

la
ck

A
er

oj
et

 b
la

ck
O

p
to

–l
in

e

FIGURE 61 Total hemispherical reflectance data for baffle materials at
10.6 μm. The shaded measurements are from the manufacturer’s literature and 
have not been independently verified. (From Johnson.153)



6.54  PROPERTIES

be largely specular in its scattering profile. The solar absorptivity is at least 0.95 and the emissivity 
can be tailored in the range of 0.4 to 0.8. The surface has excellent adhesion to the substrate.

Orlando Black Optical Coating A dendritic surface is produced by the electrodeposition of copper 
in a proprietary copper-plating formulation (Janeczko158). The dendritic structure is then oxidized 
to form smaller structures superimposed on the larger ones. The surface has excellent broadband 
absorption properties from 0.4 to 14 μm and good absorptance at nonnormal angles of incidence 
(Fig. 64). It may be suitable for use at shorter wavelengths. The surface is usable in vacuum envi-
ronments as well as a thermal reference in FLIR systems. A wide variety of materials can be coated 
including ABS plastic, nylon, Ultem, Noryl, fiberglass-reinforced epoxy, glass, stainless steel, copper, 
brass, nickel, aluminum, gold, and beryllium oxide. Dimensional allowances must be made for the 
thickness of the finish (approximately 0.001 in).
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incidence. (From Pompea et al.4)
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Other Specialty Surfaces

Refer to Table 4 for further data on some of these surfaces.

Acktar Black Coatings (Acktar Ltd., Kiryat-Gat, Israel)  Aktar makes a number of black coatings 
including Nano Black, Magic Black, Vacuum Black, Fractal Black, Ultra Black, and Metal Velvet. 
These inorganic coatings each have a wide range of working temperatures, very low outgassing 
(CVCM) in the 0.001 percent range and RML in the 0.167 percent range. Additionally the coatings 
have excellent adhesion to aluminum, copper, stainless steel, invar, kovar, glass, ceramics, polyimide, 
nickel, magnesium, titanium and other metals. There are options to make the coatings electrically 
conductive or nonconductive. The company also makes high emissivity foils.

Carbon Nanotubes and Nanostructured Materials Carbon nanotube arrays can also be used to 
create ultrablack surfaces. These surfaces are not yet practical for many applications but may have 
utility in specialized areas. For example, Yang et al.159 have demonstrated that low-density vertically 
aligned carbon nanotube arrays can be engineered to have an extremely low index of refraction. The 
nanoscale surface roughness of the arrays contributes to an ultralow diffuse reflectance of 1 × 10–7; 
an order-of-magnitude lower compared to commercial low-reflectance standard carbon. The nano-
tube arrays can have an integrated total reflectance of 0.045 percent making it among the darkest 
materials ever fabricated.

Vorobyev and Guo160 and Paivasaari et al.161 have also showed that laser ablation and altering of 
metallic surfaces can lead to greatly enhance optical absorptance.

Nanostructuring alone can enhance the absorptance by a factor of about three or more. The 
physical mechanism of the increased absorption is due to several effects including nanostructural, 
microstructural, and macrostructural surface modifications. The value of femtosecond laser ablation 
techniques using high fluences with a large number of applied pulses in reducing surface reflectivity 
may be applicable for a wide variety of metallic surfaces. Currently the process is time consuming 
for large area surfaces.

DURACON (American IMEX Corporation, Monroe, CT) DURACON is another high emissivity 
(>0.98 over the 0.55- to 1.8-μm range; >0.95 over the 2- to 20-μm wavelength range) durable black 
coating used in applications that cover a variety of wavelengths, especially the middle-infrared. It has 
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good thermal diffusivity and the interesting property that its conductivity can be tailored from low 
resistivity (less than 700 Ω cm) to nearly an insulating surface. Thus, it can be used in environments 
where electrostatic discharge may be damaging to dielectric and insulating surfaces. It has good 
adherence and can be used on ceramic, glass, composite, plastic, and metal surfaces. It is durable to 
handling, unlike some anodized surfaces with surface structures that can be damaged by abrasion or 
direct compression. It also has very good ability to withstand wind shear at high Mach numbers and 
to withstand thermal cycling to 1000°F.

The surface can be applied by brush on, spray, or dip coating and any damaged areas can be 
repaired using a brushed on application of a fresh layer. The product is reported to be ready for nor-
mal regular use in 2 hours after this repair.

Electrically Conductive Black Paint Birnbaum et al.51 developed an electrically conductive, flat 
black paint for space use in places such as Jupiter’s radiation belts where spacecraft charging effects 
can be important. Its small resistivity prevents the buildup of charge on the surface. It has a visual 
reflectance of less than 5 percent and other desirable optical properties.

Epner laser black (Brooklyn, New York) This makes a well-known coating used in a variety of 
application. Laser Black is a multilayer metallic oxide that has a microdendritic structure susceptible 
to crushing. This inorganic coating does not outgas and when vibrated ultrasonically in acetone 
shows no flaking or chipping. It has good durability at cryogenic temperatures and can be applied to 
any metallic substrate and most plastics. It requires a deposition of copper approximately 10 to 12 μm 
thick. Laser Black is used in cold shields for micro-bolometers and in baffles.

Ebanol C This specialty cupric oxide coating can be applied per MIL-C-14550 undercoat and 
MIL-F-495 processes: immersion in a zincate bath followed by a high cyanide, low copper bath, and 
copper strike and dip in an Ebanol C solution.9

High-Resistvity Coatings Strimer et al.162 describe a number of black surfaces with high electrical 
resistivity for visible and infrared applications.

Sputtered and CVD Surfaces Carbon, quartz, and silicon surfaces have been modified by sputtering 
or by chemical vapor deposition163–165 to create surfaces that are black over the wavelength range of 1 to 
15 μm. The textured surfaces are produced by sputtering with a low-energy (e.g., 500 eV) broadbeam 
ion source while adding impurities to the surface. The results from sputtering with this seeding pro-
cess are structures in the form of cones, pyramids, and ridges. The exact nature of the surfaces created 
depends on the substrate temperature, ion and impurity fluxes, and the impurity species. The reflectiv-
ity of one modified silicon surface was below 1 percent throughout 1- to 25-μm wavelength range.

Silicon Carbide A silicon carbide surface for high-temperature applications was developed at 
Martin Marietta for application to a carbon-carbon substrate. It is applied to a hot substrate by a 
chemical vapor deposition process. The visible BRDF is flat, while the infrared profiles show the 
surface’s specular nature at the longer wavelength.4

IBM Black (Tungsten Hexafluoride) This is a surface being produced at Martin Marietta, Orlando, 
using a process licensed from IBM. Any material that can tolerate 400°C can be used as a substrate 
for this process which involves vapor deposition of tungsten. The surface has dendritic structures 
that form light-absorbing traps. The surface looks like a collection of obelisks, does not outgas, and 
is rugged to the touch. Optical properties and an SEM photograph of the surface are given by Willey 
et al.42 The surface is very black in the 1- to 2-μm wavelength range.

ZO-MOD BLACK ZO-MOD BLACK (ZYP Coatings, Oak Ridge, Tenn.) is a high-emissivity coating 
applied like paint to ceramic porous and fibrous structures. On heating, a hard abrasion- and chemical-
resistant, calcia-stabilized zirconium oxide coating is formed. The coating has high emissivity. The 
coating has been used inside of ceramic furnaces.
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Gold Black Gold blacks are fragile surfaces made by evaporating gold in a low-pressure atmo-
sphere of helium or nitrogen. The surface has good visible light absorption. The preparation and 
optical properties of gold blacks are given by Harris and McGinnies,166 Blevin and Brown,167 and 
Zaeschmar and Nedoluha.168

Flame-Sprayed Aluminum Flame-sprayed aluminum is a very durable and very rough surface that 
has uses as an infrared diffuse reflectance standard. The parameters of the flame-spray process must 
be tightly controlled to create a similar surface each time.

Black Glass Black glass is available from Schott Glass Technologies, Duryea, Pa., in a glass called 
UG1, which is an ionically colored glass. Star Instruments, Flagstaff, Ariz., produces a glossy black 
glass called LOX8. It is a low-expansion copper glass with a coefficient of expansion of about 30 times 
lower than Pyrex.

Black Kapton The optical properties of Black Kapton are given in Fig. 65.

Other Surfaces Some other data is given for specular metallic anodized baffle surfaces (Fig. 66). 
This kind of basic treatment is adequate for some applications. The BRDF of Beta cloth is given in 
Fig. 67. Figure 68 shows the potential of various structured carbon surfaces to be highly absorbing 
over a wide range of angles. These kind of surfaces have great potential for the future.
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6.9 CONCLUSIONS

Black surfaces are used as optical elements in a variety of ways. There is a great choice of surfaces 
available, but the selection of the appropriate surface is often problematical. The consequences of 
choosing the wrong surface are often quite severe.

For the selection process to be most effective, it must be done as early as possible. While the opti-
cal data on surfaces is relatively extensive, the data are often inconsistent or are not available for the 
particular wavelength of interest. The creation of large databases of optical and material properties 
is a great aid to the optical designer and materials consultant. Of great concern for space materials is 
the lack of very long term environmental test data. The synergistic effect of a number of degrading 
influences (e.g., solar ultraviolet, charging effects, atomic oxygen) is unknown for many interesting 
and potentially effective space materials. The use of specialized surfaces that can be tailored for very 
specific applications is an emerging trend and is likely to continue.

When black surfaces are used effectively in optical systems, the performance of the system can be 
greatly enhanced. However, when other approaches to stray light control are not implemented, even 
the “blackest” possible surfaces cannot establish the desired system performance. This cruel fact is a 
persuasive basis for an integration of black surface selection into the general stray light design stud-
ies, which today are nearly mandatory for the design of high-performance optical devices.
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7.1 INTRODUCTION

Scope of Chapter

In the broadest sense of the term, an optical filter is any device or material which is deliberately 
used to change the spectral-intensity distribution or the state of polarization of the electromagnetic 
radiation incident upon it. The change in the spectral intensity distribution may or may not depend 
on the wavelength. The filter may act in transmission, in reflection, or in both.

Filters can be based on many different physical phenomena, including absorption, refraction, inter-
ference, diffraction, scattering, and polarization. For a comprehensive review of this broader topic the 
interested reader is referred to the chapter entitled “Coatings and Filters” which appeared in the first 
edition of the Handbook of Optics.1 This chapter deals only with filters that are based on absorption and 
interference of electromagnetic radiation in thin films. Optical thin-film coatings have numerous appli-
cations in many branches of science and technology and there are also many consumer products that use 
them. The spectral region covered in this chapter extends from about 0.003 to 300 μm (3 to 3 × 105 nm), 
although the main emphasis is on filters for the visible and adjacent spectral regions.

The discussion in this chapter is largely confined to generic thin-film filters, such as antireflec-
tion coatings, cutoff filters, narrowband transmission or rejection filters, reflectors, beam splitters, 
and so forth. Filters for very specific applications, such as filters for colorimeters and other scientific 
instruments, color correction filters, and architectural coatings, are, as a rule, not treated. Of the 
filters described, many are available commercially while others are only research laboratory proto-
types. This review does not cover thin-film filters whose properties can be changed by external elec-
tric or magnetic fields, temperature, or illumination level.

In this introductory section some general considerations on the use of optical filters are pre-
sented. In the following sections, the theory of optical multilayers and the methods for their deposi-
tion and characterization are briefly discussed. These sections are useful for gaining a proper under-
standing of the operation, advantages, and limitations of optical coatings. The remaining sections 
then describe the properties of various generic thin-film filters.

For further information on this subject the interested reader is particularly encouraged to con-
sult the books by Macleod,2 Rancourt,3 and Baumeister.4

7.1
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General Theory of Filters 

There are many different ways of describing the performance of optical coatings and filters. For 
example, transmission and reflection filters intended for visual applications are adequately described 
by a color name alone, or by reference to one of the several existing color systems (see Chap. 10, Vol. III). 
There also exist other specialized filter specifications for specific applications. However, the most 
complete information on the performance of a filter is provided by spectral transmittance, reflec-
tance, absorptance, and optical density curves. This is the method adopted in this chapter.

Referring to Fig. 1, at a wavelength l the spectral transmittance T(l) of a filter placed between 
two semi-infinite media is equal to the ratio of the light intensity of that wavelength transmitted 
IT(l) by the filter to that incident I0(l) upon it,

  T
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λ λ
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The spectral reflectance R(l) of a filter is defined in a similar way,
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At non-normal incidence the component of the intensity perpendicular to the interface must be 
used in the above equations.2 The relationship between the transmittance T(l) and the density D(l) 
of a filter is given by

  D
T

( ) log
( )

λ
λ
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  (3)

In this chapter, transmittances and reflectances will be plotted using either linear or logarithmic scales. 
The logarithmic scale is particularly well suited whenever accurate information about the low trans-
mission or reflection region is to be conveyed. However, this is done at the expense of detail at the high 
end of the scale. A variant, the decibel scale, equal to –10D(l), is frequently used in the telecommuni-
cations field. Wavelengths are normally specified in micrometers (μm) because this is the most convenient 
unit for the whole spectral range covered in this chapter. In the following discussions the dependence of 
the transmittance, reflectance, and absorptance on wavelength will be implicitly assumed.
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FIGURE 1 Specular transmission and reflection of 
light by a plane-parallel plate (see Sec. 7.1, subsection 
“General Theory of Filters”). 
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Transmission and Reflection of Coatings on a Substrate

Many multilayer coatings are deposited onto a transparent or partially transparent substrate. 
Both the multilayer and the substrate contribute to the overall performance of the filter. For 
example, absorption in the substrate is frequently used to limit the transmission range of the filter. 
Reflectances at the filter interfaces need also to be considered. However, they can be reduced by anti-
reflection coatings, or by cementing several components together.

In general, a filter can consist of multilayer coatings deposited onto one or both sides of a sub-
strate. The overall transmittance Ttotal of a filter can be expressed in terms of the internal, or intrin-
sic transmittance t  of the substrate and the transmittances T1, T2 and internal reflectances R1, R2 of 
each surface of the substrate (Fig. 1).

The internal transmittance t of a substrate is defined to be the ratio of the light intensity I″ just 
before reaching the second interface to the intensity I′ just after entering the substrate (Fig. 1):

 τ = ′′
′

I
I

  (4)

Expressions for the evaluation of the transmittance T and reflectance R of multilayer coatings are 
given in Sec. 7.2, subsection “Matrix Theory for the Analysis of Multilayer Systems.”

Providing that the incident light is not coherent, there will be no interference between the 
beams reflected from the two surfaces of a substrate, even when the surfaces are plane parallel. A 
summation of all the partial reflections leads to the following expression for the overall spectral 
transmittance Ttotal of a filter:

  T
T T

R Rtotal =
−

1 2

1 2
21

τ
τ

  (5)

The reflection coefficients of uncoated interfaces can be calculated from Eq. (80), providing that the 
complex refractive indices of the substrate and of the medium are known. If all the materials in the 
filter are nonabsorbing, then 

  T
T T

R Rtotal =
−

1 2

1 21
  (6)

If R1 is small, an appropriate expression for Ttotal is

  T R R Ttotal ≈ − −[ ( )]1 11 2 2   (7)

However, this last approximation is not valid in general; some infrared substrate materials have 
high-reflection coefficients and in such cases Eq. (6) must be used.

Transmission Filters in Series and Parallel

To obtain a desired spectral transmittance it is frequently necessary to combine several filters. One 
common approach is to place several filters in series (Fig. 2a).

Because of the many different partial reflections that may take place between the various sur-
faces, precise formulas for the resulting transmittance are complicated.5 Accurate calculations are 
best carried out using matrix methods.6

To a first approximation, the resultant transmittance T′ of a filter system consisting of k indi-
vidual filters placed in series is given by

  ′≈ ′ ′ ′ ′T T T T Tk1 2 3 �  (8)
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Here Ti′ is the total transmittance of filter i. This expression is valid only if the reflectances of the 
individual filters are small or if the interference filters are slightly inclined to one another and the 
optics are arranged in such a way that the detector sees only the direct beam.

Under other circumstances the use of this expression with interference filters can lead to serious 
errors. Consider two separate filters placed in series and let T1′, T2′, R1′ and R2′ correspond to the 
transmittances and reflectances of the two filters. If T1′ = T2′ = R1′ = R2′ = 0.5, then according to
Eq. (8), the resulting transmittance will be T′ = 0.25. For this simple case the precise expression can 
be derived from Eq. (5) and is given by

  ′=
′ ′

− ′ ′
T

T T

R R
1 2

1 21
  (9)

Evaluating this expression one obtains T′ = 0.33. This is significantly different from the result 
obtained from the application of Eq. (8).

Some spectral transmittance curves cannot be easily designed by placing filters in series alone. 
For certain applications it is quite acceptable to place filters not only in series, but also in parallel.7 
This introduces areas as additional design parameters. Thus, for example, the effective spectral 
transmittance T′ of the filter shown in Fig. 2c would be given by

  ′= ′ + ′ + ′ + ′
⎛

⎝
⎜

⎞

⎠
⎟T

a
A

T
b
A

T
c
A

T
d
A

Ta b c d   (10)

where
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The latter are given by
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  (11)

Great care must be exercised when using such filters. Because the spectral transmittance of each zone 
of the filter is different, errors will result unless the incident radiation illuminates the filter uniformly. 
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T´ Tá Td́TćTb́

FIGURE 2 Transmission filters arranged in series and 
in parallel. The filters can be air-spaced (a), (c) or cemented (b). 
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Similar care must be used when employing the filtered radiation. One way proposed to alleviate 
these problems is to break the filter down into a large number of small, regular elements and to 
reassemble it in the form of a mosaic.8

Reflection Filters in Series

If radiation is reflected from k different filters, the resultant reflectance R′ will be given by

  R R R R Rk
′ = ′ ⋅ ′ ⋅ ′ ′

1 2 3�   (12)

which is analogous to Eq. (8) for the resultant tansmittance of filters placed in series. Many of 
the considerations of that section also apply here. For instance, R′ will be significant only at those 
wavelengths at which every one of the reflectors has a significant reflectance. Metal layers (Sec. 7.15, 
subsection “Reducing Reflection with a Thin Metal Film”) and thin-film interference coatings can 
be used exclusively or in combination.

For the sake of convenience the number of different reflecting surfaces used is normally 
restricted. The outlines of some possible reflector arrangements given in Fig. 3 are self-explanatory. 
The arrangement shown in Fig. 3b does not deviate or displace an incident parallel beam. The num-
ber of reflections depends in each case on the lengths of the plates and on the angle of incidence of 
the beam. Other arrangements are possible.

Clearly, reflection filters placed in series require more space and are more complicated to use 
than transmission filters. But if in a given application these shortcomings can be accepted, multiple-
reflection filters offer great advantages, which stem mainly from the nature of the reflectors available 
for their construction (see Sec. 7.16, subsection “Multiple Reflection Filters”).

7.2  THEORY AND DESIGN OF OPTICAL
THIN-FILM COATINGS

Design Approaches

A thin-film designer may be asked to design a multilayer coating in which the transmittance, reflec-
tance, and/or absorptance values are specified at a number of wavelengths, angles, and polarizations 
of the incident light. The designer may be required to provide a coating with many other more 

(a)

(b)

(c)

(d)

FIGURE 3 Various arrangements (a) to (d) for 
multiple-reflection filters. 
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complicated properties, including integral quantities such as CIE color coordinates, solar absorp-
tance, or emissivity.9 The parameters that can be used to reach these goals are the number of layers 
in the multilayer, its overall thickness, the layer thicknesses and the refractive indices and extinction 
coefficients of the individual layers and of the surrounding media. Clearly, the more demanding the 
performance specifications, the more complex the resulting system. Many different methods have 
been developed for the design of multilayer coatings. For a good overview of this topic the interested 
reader is referred to the books by Macleod,2 Knittl,10 and by Furman and Tikhonravov.11 Here only 
the most important methods will be mentioned.

Graphical vector methods provide the most understanding of the problem, but the necessary 
approximations limit them to the solution of problems in which the final reflectance is not too high. 
Admittance diagrams and similar chart methods do not suffer from this limitation, but they are best 
applied to problems in which the specifications are relatively simple.12 Many problems can be solved 
using the known properties of periodic multilayer systems.13 Analytical synthesis methods yield 
solutions to problems in which quite complex spectral transmittance or reflectance curves are specified.14,15 
However, solutions frequently obtained in this way call for the use of inhomogeneous layers that are 
often more difficult to deposit, or for homogeneous layers with optical constants that are outside the 
range of known materials. Numerical design methods are the most flexible of all because they can 
be applied to problems with very complex specifications requiring a large number of layers for their 
solution.16,17 They are usually based on the matrix theory of optical multilayer systems and are par-
ticularly powerful for the solution of complicated spectral problems when combined with analytical 
methods.

Matrix Theory for the Analysis of Multilayer Systems 

If electromagnetic radiation falls onto a structure consisting of thin films of several different materi-
als, multiple reflections will take place within the structure. Depending on the light source and the 
layer thicknesses, the reflected beams may be coherent and interfere with one another. This optical 
interference can be used to design optical multilayer filters with widely varying spectral character-
istics. In this section the basic equations for thin-film calculations are presented and some general 
properties of interference filters are listed. For a thorough discussion of this topic the reader is 
referred to the work of Macleod2,18 and Thelen.19

Consider the thin-film system consisting of L layers shown in Fig. 4. The construction parameters 
comprise not only the refractive indices nj and the thicknesses dj of the layers j = 1, 2, . . . L, but also 
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FIGURE 4 Construction parameters of a multilayer. 
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the refractive indices ns and nm of the substrate and the incident medium. The angle of incidence q, 
the wavelength l, and the plane of polarization of the incident radiation are the external variables of the 
system. It should perhaps be mentioned here that in some application areas it is more customary to 
use the grazing angle of incidence qg , where qg = 90 – q. 

The most general method of calculating the transmittance T and the reflectance R of a multilayer 
from the above quantities is based on a matrix formulation20,21 of the boundary conditions at the 
film surfaces derived from Maxwell’s equations.21

It can be shown that the amplitude reflection r and transmission t coefficients of a multilayer 
coating consisting of L layers bounded by semi-infinite media, for the general case of obliquely inci-
dent light, are given by

  r
E H

E H
m m m

m m m

=
−
+

η
η

  (13)

and

  t
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m m m
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η

  (14)
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Em and Hm are the electric and magnetic vectors, respectively, in the incident medium, and M is a 
product matrix given by

  M M M M M M= −L L j1 2 1� �   (16)

In the above equation Mj is a 2 × 2 matrix that represents the jth film of the system:
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  (17)

where

  δ π
λ

θj j j jn d= 2
( cos )   (18)

the quantity njdj cosqj is the effective optical thickness of the layer j for an angle of refraction qj. In 
Eqs. (13) to (17) h represents the admittance of the medium, substrate, or layer and is given by

  η θ
θ

=
n

p

n
cos
cos

-polarization

ss-polarization

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
  (19)

depending on whether the incident radiation is polarized parallel (p) or perpendicular (s) to the 
plane of incidence. Clearly, for normal incidence of light, the value of the admittance is equal to the 
refractive index. The angle qj is related to the angle of incidence q0 by Snell’s law

  n nm j jsin sinθ θ0 =   (20)
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The intensity transmittance and reflectance are

  T ts

m

=
η
η

| |2   (21)

  R r=| |2   (22)

and the phase changes on transmission and reflection, fT and fR, are given by

  φT t=arg   (23)

  φR r=arg   (24)

More often than not, multilayer coatings are specified in terms of T and R and the phase changes 
on reflection and transmission are usually not of direct interest to the users. Exceptions are reflec-
tors for interferometers.22 It has also been found that specifying certain values of jT, jr was useful in 
controlling the solution type obtained by some thin-film design methods.23

If the materials in a multilayer are all nonabsorbing, then T + R = 1. Should one or more materi-
als absorb, then in the above equations the refractive indices of these materials must be replaced by 
their complex refractive indices ñ, defined by

  �n n ik= −   (25)

where k is the extinction coefficient of the material. Even though all the elements of the layer matrix 
for such a material are now complex, its determinant will still be unity. The absorptance of the mul-
tilayer is then calculated from

  A T R= − −1   (26)

Certain important general conclusions about the properties of multilayer filters can be drawn from 
the above equations.

1. The properties of thin-film systems vary with angle of incidence [Eqs. (18), and (19)]. For some 
applications this is the major disadvantage of interference filters compared to absorption filters.

2. This variation depends on the polarization of the incident radiation [Eq. (19)]. The following 
equations define T and R for obliquely incident nonpolarized radiation:

  T T Tp s= +1
2

( )   (27)

  R R Rp s= +1
2

( )   (28)

 The dependnce of T and R on polarization has been used for the design of polarizers (see
Chap. 13, Vol. I). However, like the angular variation, it is a disadvantage for most other applica-
tions. Many researchers have investigated ways of reducing these effects.13,24–27 

3. Transmittance curves of nonabsorbing multilayers composed of layers whose optical thicknesses 
are all multiples of l/4 show symmetry about l0 when plotted on a relative wavenumber scale l0 /l 
[Eqs. (17)and (18)].

4. A proportional change of all the thicknesses of a nonabsorbing multilayer results merely in a dis-
placement of the transmittance curve on a wave-number scale [Eq. (18)]. Thus a thin-film design 
can be utilized in any part of the spectrum subject only to the limitations imposed by the disper-
sion of the optical constants of the materials used.

5. The reflectance and absorptance of a filter containing absorbing layers will depend, in general, 
on which side of the filter the radiation is incident (Fig. 5). However, the transmittance does not 
depend on the direction of the incident light.
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An important parameter is the electric field amplitude squared, |E|2. The susceptibility of a mul-
tilayer to high-power laser damage is proportional to the highest value of this quantity within the 
multilayer. One way to evaluate E is to subdivide each layer of the system into Lsub sublayers (Fig. 6) 
and to evaluate the partial matrix products Pj,

  P Sj k
k

jp ip

ip p
=
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FIGURE 5 Spectral characteristics of a thin chro-
mium alloy film on glass. Curve 1: transmittance; curves 
2 and 3: reflectance from the glass and air sides, respec-
tively. (After Liberty Mirror.28)
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the electric field within a multilayer (see Sec. 7.2, subsection 
“Matrix Theory for the Analysis of Multilayer Systems”).
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for all L sublayers, where Sk is the matrix of the kth sublayer. Then, the electric field amplitude at a 
point j in the multilayer is given in terms of the elements of the total and partial product matrices by 
the following expression:29

  E
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  (30)

The analysis of optical thin-film systems [with computer programs based on Eqs. (13) to (30)] is relatively 
simple. The design of filters with any but the simplest spectral characteristics is a more complicated 
problem and one of the methods listed in Sec. 7.2, subsection “Design Approaches” must be used.

7.3 THIN-FILM MANUFACTURING CONSIDERATIONS

The optical, mechanical, and environmental properties of multilayer coatings depend on the materi-
als used, on the deposition process and on the surface quality of the substrate.

There are many different methods for the deposition of thin films.30–32 Some of the more com-
mon processes are reviewed below. The deposition methods and process parameters used affect the 
microstructure of the resulting layers. The films can be dense with an amorphous or a microcrystal-
line structure, or they may exhibit a columnar growth with considerable voids. The optical constants 
clearly depend on this microstructure and films of the same materials may sometimes have very dif-
ferent properties, depending on how they were deposited (see, for example, Ref. 33). The individual 
films in a multilayer may be under tensile or compressive stress and, unless materials and film thick-
nesses are selected to compensate for these stresses, the overall stress may be large enough to distort 
the substrate or cause the multilayer to break up. The mechanical properties of multilayer coatings 
also critically depend on the microstructure of the films. An excellent discussion of the effects of 
microstructure on the various properties of optical coatings has been given by Macleod.18

Optical Coating Materials 

Many different materials have been used in the past for the construction of optical multilayer coatings. 
Some of the compounds used for the deposition of nonabsorbing layers for the ultraviolet, visible, and 
infrared parts of the spectrum are cryolite (1.35), LiF (1.37), MgF2 (1.39), ThF4 (1.52), CeF3 (1.62), PbF2 
(1.73), ZnS (2.30), ZnSe (2.55), Si (3.5), Ge (4.20), Te (4.80), PbTe (5.50), and the oxides SiO2 (1.48), 
Al2O3 (1.60), MgO (1.72), Y2O3 (1.82), Sc2O3 (1.86), SiO (1.95), HfO2 (1.98), ZrO2 (2.10), CeO2 (2.20), 
Nb2O5 (2.20), Ta2O5 (2.10), and TiO2 (2.45). The numbers in parenthesis represent the approximate 
refractive indices at the midpoints of the material transparency range. Some of the metals used in the 
same wavelength range for the deposition of reflecting or absorbing layers are Ag(0.12 - i3.45), 
Al(1.02 - i6.85), Au(0.31 - i2.88), Cu(0.83 - i2.60), Ni(1.80 - i3.33), Cr(3.18 - i4.41), Inconel(2.94 - i2.92), 
and Rh(2.00 - i5.11). The complex refractive indices of the metals given in the brackets correspond to a 
wavelength of 0.56 μm. The above values are approximate and are intended as a rough guide only. More 
extensive listings of coating materials are given, for example, by Macleod2 and Costich.34 

As already mentioned, the properties of multilayers depend on the materials used for their con-
struction. For example, layers made of oxides are, as a rule, harder than those made of fluorides, sul-
phides, or semiconductors. They are therefore preferred for use on exposed surfaces. Semiconductor 
materials should be avoided in filters that are to be used over a wide range of temperatures because 
their optical constants can change significantly. Some metals are soft and easily damaged while oth-
ers tarnish when exposed to the atmosphere. Such coatings require further protective coatings, or 
should be cemented between two transparent plates. Other materials require the precoating with 
adhesion layers to ensure a good bond to the substrate. For example, frequently a Ni adhesive layer is 
deposited onto glass before coating with Au.
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Evaporation

Conventional (nonreactive) or reactive evaporation from resistance, induction or electron beam gun 
sources is a low energy process (~0.1 eV) and the resulting films frequently have a porous struc-
ture. The porosity may vary with the material, the substrate temperature, the residual pressure in 
the deposition chamber, the deposition rate and angle of incidence of the vapour on the substrate. 
Values of porosities ranging from 0 to 40 percent have been observed. On exposure to the atmo-
sphere some of the voids in the film may adsorb water vapor. This increases the effective refractive 
index of the films and results in a shift of the spectral features of the multilayer towards longer 
wavelengths (“ageing”). This shift is partially reversible—by placing the filter in an inert atmosphere 
or in a vacuum, or on heating, some of the adsorbed water vapor can be removed. Unless it has been 
allowed for at the design stage, such ageing can render some filters useless.

The microstructure of the films can be significantly affected by bombarding the substrate during 
deposition with energetic ions from an auxilliary ion beam source.35–37 The additional energy (~50 to 
100 eV) results in denser films. Hence, coatings produced by ion-assisted deposition have higher refrac-
tive indices and exhibit less or no ageing on exposure to the atmosphere.

The ion-plating process can result in even denser coatings.38–40 In this high deposition rate pro-
cess the starting material must be a good conductor and is usually a metal. Argon and a reactive gas 
species are introduced into the chamber and, together with the evaporant, are ionized. The ions are 
then accelerated to the substrate with energies of the order of 10 to 50 eV. Transparent films with 
near-bulklike densities and low temperature variation of refractive index can be obtained by this 
process. For most materials the layers are glasslike and the interfaces remain smooth. This results 
in a lower scatter. Plasma-ion-assisted deposition is a process that also produces such good quality 
coatings, but it has the advantage over the ion-plating process that it does not require a conducting 
evaporant, so that fluorides and other nonconducting materials can be deposited with it. 41–43

Conventionally evaporated thin films can be under compressive or tensile stresses. If not con-
trolled, these stresses can distort the substrate or cause the multilayer to break up. The magnitudes 
of the stresses depend on the material and on the deposition conditions. It is often possible to select 
the materials and process parameters so that the stresses of the various layers counteract each other. 
In contrast, almost all ion-plated layers are under compressive stress. It is therefore more difficult to 
produce stress-compensated multilayers by this process. 

Sputtering 

Reactive or nonreactive DC, RF, AC, or pulsed magnetron sputtering are also used to deposit optical 
multilayer coatings. Very many varients of this process exist.44 Most are significantly slower than 
evaporation and the targets can be quite expensive. Filters produced by magnetron sputtering may 
therefore also be more expensive. However, the process is stable, provides excellent control over 
the thicknesses of the layers and can be readily scaled to provide uniform coatings over large areas. 
Both metal and metal oxide layers can be produced. Sputtering is an energetic process and results in 
dense, bulklike layers that exhibit virtually no ageing.

In ion-beam sputtering an energetic beam of inert ions is aimed at a target made of the material 
that is to be deposited. Atoms or clusters of atoms of the material are dislodged from the target and 
land on the substrate with a high energy (about 10 to 200 eV). This is the slowest physical vapor 
thin-film deposition method described here and it cannot yet be readily scaled for the coating of 
large components. However, it yields the highest quality coatings. Many of the high reflectance coat-
ings for laser gyros, in which no significant losses can be tolerated, are produced in this way.

Deposition from Solutions

In this procedure the substrate is either dipped in an organo-metallic solution and withdrawn at 
a very steady rate from it, or the solution is applied from a pipette onto a spinning substrate. The 
substrate is then placed in an oven to drive off the solvent. The thickness of the film depends on the 
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concentration of the solvent and on the rate of withdrawal or spinning. Other factors that influence 
the process are temperature and humidity, as well as the freshness of the solution. Although it yields 
quite porous films, this method is of interest because many of the layers produced in this way have 
a high laser damage threshold. The process has also been adapted for the coating of quite large area 
substrates with multilayer antireflection coatings for picture frame glass and for display windows. 

Other Deposition Methods

Great strides have been made in the development of various chemical vapor deposition methods for 
the production of optical coatings.45 These processes often take place in the presence of plasmas 
operating at microwave and/or radio frequencies. The advantage of this approach is that it is rela-
tively easy to produce robust layers with intermediate optical constants through the use of appropri-
ate mixtures of two or more reactant gases. However, most of the reactants used are toxic and their 
handling requires special care.

Atomic layer deposition is inherently a slow deposition process that is capable of depositing very 
precise, conformal layers onto irregular-shaped substrates. Recently it has been demonstrated that 
it can be a commercially viable process if large chambers that contain stacks of closely packed sub-
strate holders are used for the simultaneous coating of hundreds of objects.46 

Thickness Control during Deposition

The performance of many optical multilayers depends critically on the thicknesses of the individual 
layers. The control of the layer thicknesses during their formation is therefore very important. Many 
different methods exist for the monitoring of layer thicknesses. For very steady deposition processes, 
such as sputtering, simple timing can give good results. However, the most common techniques used 
are quartz crystal and optical monitoring. The former is very sensitive and can be used for thin and 
thick films, as well as transparent and opaque films. However, it is an indirect method and requires 
careful calibration. This is usually not a problem whenever layers of established coating materials are 
formed using a standard geometry and deposition conditions. Optical monitoring can be performed 
directly on the substrate, or indirectly on a witness glass. The quantities measured are usually T, R, 
or the ellipsometric parameters. One advantage of direct optical monitoring is that the parameters 
measured are usually closely related to the required performance. Furthermore, with optical moni-
toring, a real-time error determination and compensation is possible after the deposition of each 
layer, through the reoptimization of the remaining layers of the system.47 With this method even 
quite complicated multilayer structures can be manufactured. This process is now used in many 
laboratories. Even better results should be possible in the future when the above process is combined 
with ion-beam etching to adjust the thicknesses of layers that exceed the intended value.48

7.4 MEASUREMENTS ON OPTICAL COATINGS 

Optical Properties 

Transmission, Reflection, and Absorption The most commonly used instrument for the measure-
ment of the optical performance of thin-film coatings is the spectrophotometer. The wavelength 
dispersion of commercial instruments for the 0.185 to 80.0 μm spectral range is usually provided by 
prisms or by ruled or holographic gratings. Grazing incidence gratings, crystals, or multilayer coat-
ings are used in the soft x-ray and extreme ultraviolet (XUV) spectral regions. Fourier transform 
spectrometers are capable of measurements from about 2 to 500 μm. A variety of attachments are 
available for the measurement of specular and diffuse reflectance. Absolute measurements of T and 
R that are accurate to within ±0.1 percent are difficult to make even in the visible part of the electro-
magnetic spectrum. Measurements at oblique angles of incidence are even more difficult.
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Very small absorptions of single layers are normally measured with calorimeters.49 The losses 
of high performance laser reflectors are obtained from measurements of the decay times of Fabry-
Perot interferometer cavities formed from these mirrors.50

Roughness of the substrate and irregularities occuring within individual films and the layer 
interfaces give rise to light scattering in all directions.51–53 For many applications it is important 
to minimize this scatter. Special instruments, called scatterometers, are used to measure the 
angular variation of the light scatter. Such data provides information about the substrate and 
multilayer.54 

The transmittance, reflectance, and absorptance of some optical coatings are affected by exposure 
to atomic oxygen and by electron, proton, and ultraviolet irradiation. They also depend critically on 
the cleanliness of the components measured. In space contamination of optical components can also 
take place.55,56 

Optical Constants A reliable knowledge of the optical constants of all the materials used in the 
construction of optical multilayer coatings is essential. There exist many different methods for their 
determination.57 These include methods that are based on refractometry, photometric, and spec-
trophotometric measurements of R and/or T, polarimetry, singlewavelength or spectroscopic ellip-
sometry, various interferometric methods, attenuated total reflection, or on a combination of two or 
more of the above methods. Excellent monographs on the various methods will be found in Palik’s 
Handbook of Optical Constants of Solids.58,59 Some are suitable for measurements on bulk materi-
als and the results are valid only for films produced by the more energetic deposition processes 
described above. The optical constants of porous films must be measured directly. They will depend 
on the deposition parameters and on the layer thickness, and may differ significantly from those 
of bulk materials.60 Special methods have to be used for the determination of the optical constants 
in the x-ray, XUV, and sub-millimeter regions. The accurate measurement of very small, residual 
extinction coefficients of transparent coating materials is difficult. Generally it involves the use of 
laser calorimetry or the use of the film as a spacer layer in a bandpass filter. It is also very important 
to be able to measure the thickness of the film independently.

Laser Damage A measure of the ability of an optical component to withstand high laser irradia-
tions is the laser damage threshold (LDT). There are several ways of defining this quantity. One fre-
quently used definition is based on a plot of the percentage of components that are damaged when 
they are exposed to different laser fluences. The value of the fluence corresponding to the intersec-
tion of a mean curve through the experimental points with the ordinate is defined to be the LDT. It 
is thus the maximum fluence at which no damage is expected to the component.

Absorption is the main cause for laser damage. The incident radiation that is absorbed in the 
optical component will be converted into heat. If the thermal conductance of the optical component 
is too low, the temperature of the local hot spot on the mirror will rise to a value at which damage 
occurs. The damage will therefore depend on the thermal conduction of the materials of which the 
mirror blank is made. For example, some high reflectivity mirrors consist of coatings on Si or Cu 
substrates that are water-cooled during use.

Thermal conductivities of thin films are several orders of magnitude smaller than those of the 
corresponding bulk materials. (Exceptions to this are some fluoride layers.) This compounds the 
problem. To increase the LDT, the deposition methods are optimized to obtain thin films with more 
bulklike thermal conductivities.

Absorption damage usually initiates at defects and other imperfections. In the case of the sub-
strate, it may occur at or below the surface, even when the substrate material is nonabsorbing. It is 
very important to avoid materials with color centers and subsurface damage and inclusions. The 
substrate surface must be very smooth and devoid of scratches, digs, and pores, otherwise polishing 
compounds and other contaminants can be trapped. It is imperative that the substrate be perfectly 
clean prior to coating. Electric fields associated with the above imperfections increase the absorption 
by an amount that is proportional to the refractive index of the material.

The coating materials used for the construction of high LDT multilayers must be very pure, with 
absorption edges far away from the wavelength of interest. As a rule, materials in thin-film form have 
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extinction coefficients that are orders of magnitude larger than those of the corresponding bulk 
materials. Currently the processes used to produce high LDT coatings include ion-beam sputtering, 
sol-gel deposition, and electron beam gun evaporation. To reduce the effects of the residual surface 
roughness, the thicknesses of the layers are often adjusted to shift the peaks of the electric field away 
from the layer boundaries.

The form that the damage takes depends to a large extent on the materials. Pitting of the coat-
ings is probably due to the evaporation of the thin-film materials. Delamination may be due to poor 
adhesion of the layers to the substrate, to undue stresses in the films and/or to a poor match between 
the expansion coefficients of the layers and the substrate.

The LDT also depends on the laser pulse duration. For very short pulses (<10 ns) thermal 
conductance does not play a role in the process. For higher values, the LDT is proportional to the 
square root of the pulse duration. For high repetition rates the LDT depends on the repetition rate. 
To achieve a long life (10,000 or 100,000 pulses) in an industrial environment, the laser should be 
operated at a fraction (say, 1/4 or 1/10) of the nominal LDT. In CW lasers it is not the LDT, but 
the power handling capability that is of essence. Long before damage takes place, the heating can 
cause a distortion of the surface that, in turn, can result in loss of power and in mode and focussing 
problems.

The development of high LDT of laser coatings is so important, that conferences have been held 
in Boulder, Colorado, on this topic every year since 1970. For more detail the reader is referred to 
the proceedings of these conferences,61 as well as to an article written by Ristau.62 There exists also 
a draft international standard on this topic. An increasing number of thin-film vendors include in 
their catalogues LDT information on all or some of their products. Independent LDT test services 
are provided by several commercial companies and publically funded institutions.

Mechanical Properties 

Optical multilayer coatings are frequently required to operate under severe mechanical and envi-
ronmental conditions. Quite frequently meeting these requirements is more difficult than to achieve 
the necessary optical performance. A number of standards deal with the substrate and coating 
quality (MIL-0-13830B), the adhesion of coatings (MIL-M-13508C, MIL C 48497), their abrasion 
resistance (MIL-C-675A, MIL C 675C, MIL-C-14806-A, MIL C 48497), hardness (MIL-M-13508C), 
and resistance to humidity (MIL-C-675A, MIL-C-14806-A, MIL-810-C, MIL C 48497), salt solution 
(MIL-C-675-A) and salt spray (MIL-M-13508-C, MIL-C-14806-A). Most of these standards are 
reprinted in Rancourt’s book.3 Depending on the application, multilayer coatings may be required 
to meet one or more of the above standards. An overview of the subject of stresses and hardness of 
thin films on a substrate has been recently published by Baker and Nix.63 Sapieha and her coworkers 
compared various mechanical properties of three commonly used oxide layers produced by different 
deposition processes.64 

Analytical Analysis Methods 

In addition to optical and mechanical measurements, multilayer coatings can be subjected to a 
number of analytical measurements. These include Auger electron spectroscopy, energy dispersive 
x-ray analysis, Rutherford backscattering, secondary ion mass spectrometry, transmission elec-
tron microscopy and x-ray photoelectron spectroscopy.63,65 Some of these tests are destructive. 
However, when a multilayer coating is subjected to these tests, they yield fairly accurate informa-
tion about the number of layers in a system, and on the composition, thickness, and structure of 
the individual layers.66
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7.5 ANTIREFLECTION COATINGS

Effect of Surface Reflections on Performance
of Optical Systems 

The reflectance of an interface between two nonabsorbing media of refractive indices n1 and n2 is 
given by

  R
n n

n n
=

−
+

⎡

⎣
⎢

⎤

⎦
⎥1 2

1 2

2

   (31)

An expression for the total transmittance T0 of a nonabsorbing plane-parallel plate that takes into 
account the effect of multiple internal reflections within the plate can be obtained from Eq. (9):

  T
R
R0

1
1

= −
+

  (32)

Of this light only a fraction (1 – R)2 passes through the plate without undergoing any reflections. 
An expression for the transmission of a number of such plates placed in series is of interest. It 

helps to explain the effect of multiple reflections between the various plates on the performance of 
devices such as tripple glazings and photographic objectives. It can be shown6 that the total trans-
mittance Ttotal of m plates placed in series is given by

  T
T

m T mtotal =
− −

0

0 1( )
   (33)

The amount of light transmitted directly Tdirect, is

  T R m
direct = −( )1 2   (34)

The light Tstray that undergoes multiple reflections before transmission is responsible for spurious 
images and stray light in the image plane. It is given by

  T T Tstray total direct= −   (35)

The variation of Tdirect and Tstray with R, for several values of m, is shown in Fig. 7. The refractive 
indices of the plate material plotted against the upper x axis assume that the plates are in air.

It will be seen that even for a relatively small number of low-refractive-index plates the ratio Tstray/Tdirect 
becomes significant. This means that in an image-forming system under unfavorable conditions the stray 
light can completely obscure the image.67 Second, even in nonimaging optical systems the loss of light
(1 – Tdirect – Tstray) can become quite prohibitive.

Both these problems can be overcome by reducing the surface reflection through the application 
of suitable antireflection coatings to the plate boundaries. Since antireflection coatings with zero 
reflectance across the whole spectrum cannot be constructed, the spectral reflectance R(l) of antire-
flection coatings is usually chosen to minimise the integral

  R I S d( ) ( ) ( )λ λ λ λ
λ∫   (36)

where I(l) and S(l) are the spectral-intensity distribution of the incident radiation and the spectral 
sensitivity of the detector, respectively. A low reflectance is thus needed only in the spectral region in 
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which I(l)S(l) is significant. It should be emphasized here that in addition to this requirement, for 
most applications antireflection coatings must be mechanically very tough, withstand drastic 
climatic and thermal variations, and stand up to the usual lens-cleaning procedures. Some examples 
of improvements in the performance of image-forming and non-image-forming optical systems 
obtained through the use of antireflection coatings are given by Mussett and Thelen67 and by Faber et al.68 

Antireflection coatings can be based on homogeneous layers or on inhomogeneous coatings. 
One can further classify them into single layer, digital, or structured, and homogeneous multilayer or 
complex inhomogeneous layer coatings (Fig. 8a to f ). Because of their industrial importance, antire-
flection coatings for the visible and infrared spectral regions have been the subject of much research 
and development. Two books have been written on this topic69,70 and there exists a very extensive lit-
erature in scientific and technical journals. For a review of this literature and for a systematic discus-
sion of antireflection coatings, the reader is referred to the excellent review articles by Cox and Hass71 
and by Mussett and Thelen.67. A recent report on the present state of the art has been published in the 
Japanese language. In this section, only a brief summary will be given of the results obtained thus far, 
intended to aid in the selection of antireflection coatings for particular applications. The calculated 
data is presented on a logarithmic scale. The relative wavenumber scale facilitates the calculations of 
the width of the effective region of a coating in different parts of the spectrum.

Antireflection Coatings Made of Homogeneous Layers 

The single homogeneous-layer antireflection coating (Fig. 8a) was the first antireflection coating 
and perhaps is still the most widely used. Theoretically it should be possible to obtain a zero reflec-
tance at one wavelength with single dense films. However, because of a lack of suitable low-index 
coating materials, this cannot be realised in practice for substrates with indexes less than about 1.9. 
Nevertheless, even with the available materials a very useful reduction in reflection in a broad spectral 
region is obtained for all common glass types, the reflectance never rising above that of the uncoated 
surface (Fig. 9, curve 8). With the sol-gel method it is possible to produce homogeneous porous oxide 
and fluoride films with very low refractive indices.72–75 Such films have excellent optical characteristics 
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(Fig. 9) and have laser damage thresholds that are considerably higher than those produced by con-
ventional means. However, these gains are at the expense of mechanical strength and long-term sta-
bility. Low-refractive index coating materials can also be simulated by the deposition or etching of 
subwavelength structures (Fig. 8b, e). The effective refractive index depends on the volume fraction 
occupied by the structures.77

If more than one layer is used, all the degrees of freedom could be used to either (1) obtain a 
more complete antireflection in one particular spectral region; (2) increase the width of the spectral 
region over which the reflectance is generally low; or (3) obtain a coating in which the low reflec-
tance is very uniform across the spectrum.78,79 Vlasov has shown with the aid of a diagram of the 
type shown in Fig. 10 that even for a two-layer antireflection coating there exists a large number of 
refractive index combinations which will yield zero reflectance at one wavelength.69 As the number 
of layers and the overall thickness of the antireflection coating increases, it becomes possible to find 
solutions for a particular problem that not only fully meet the most important above desirata and 
almost satisfy the others but are also based on the use of the mechanically most satisfactory coating 
materials. 

The conditions that are satisfied by the refractive indexes and thicknesses of various types of 
antireflection coatings are given in Table 1. In a few cases where they are very complicated, reference 
is made to a paper in which they are set out in full. The calculated transmittance curves of antire-
flection-coated surfaces of glass (Fig. 11a to c), quartz (Fig. 11d), germanium (Fig. 11e and f), silicon 
(Fig. 11g), and other infrared materials (Fig. 11h) utilize refractive indexes that for the most part 
correspond to real coating materials, and hence the curves represent realistic solutions rather than 
the theoretically best possible ones. The actual refractive indices used in the calculations (and opti-
cal thicknesses where they do not correspond to a multiple of l/4) are given in Table 1.

Figure 11a shows the performance of several antireflection coatings on glass for applications 
which require the highest possible efficiency for a limited wavelength region. Of these the coating 
2.1 has probably found the greatest acceptance. A typical measured performance curve for such a 
coating is shown in Fig. 12. Antireflection coatings with a low reflectance in a broad spectral region 
are shown in Fig. 11b and Fig. 13. Coatings of the type 3.4 probably find the widest application in 
practice. The performance of commercial coatings for quartz substrates are shown in Fig. 14.

Solutions listed in Table 1 presume that coating materials with the required refractive indices 
exist. This is frequently not the case and the thin-film designer must seek solutions based on avail-
able coating materials. For example, Furman89 gives a series of practical two-, three-, and four-layer 
solutions for 10 different values of the substrate index ranging between 1.5 and 4.0, while Stolov 
provides90 seven-layer solutions for 10 values of ns, 1.46 ≤ ns, ≤ 1.82.
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FIGURE 10 Refractive index combinations (shaded 
areas) of two-layer antireflection coatings with which a zero 
reflectance at one wavelength can be achieved.
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TABLE 1 Some Antireflection Coatings80,81 (The incident medium in all cases is air.)

Type Conditions or Reference
Substrate
Material ns
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(Continued)
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Willey has given a useful empirical expression which relates the average reflectance Ravg in the 
visible and near-infrared spectral region lmin ≤ l ≤ lmax to the overall optical thickness Σ(nd) of an 
antireflection coating composed of layers of refractive indices nM, nH and a single, outermost layer of 
index nL:91
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The above expression is valid for the following parameter values:
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A method for the design of optimum or near-optimum two-material antireflection coatings for a 
given substrate, coating materials, and overall thickness has recently been described.92

Type Conditions or Reference
Substrate
Material ns
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TABLE 1 Some Antireflection Coatings80,81 (The incident medium in all cases is air.) (Continued)
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Since for some applications the color introduced into an optical system by antireflection coatings 
is of paramount importance, it has been the subject of many studies.93–96 One way to avoid the prob-
lem is to utilise coatings that are particularly achromatic (Fig. 11c). Thus, for example, 50 surfaces 
coated with antireflection coating 4.4 would have a transmittance of 78 + 3 percent across the whole 
visible spectrum. Nevertheless, of the coatings shown in Fig. 11c only the single-layer antireflection 
coating is being used extensively. Antireflection coatings can also be used to correct the residual 
color of lens systems.97

Often transmittance rather than reflectance measurements are performed to evaluate antireflec-
tion coatings. In general, it is incorrect to assume that T = 1 – R. For instance, the transmission of 
antireflection-coated infrared materials depends not only on the efficiency of the antireflection coating but 
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also on the thickness and temperature of the material. This is because of the finite scatter and absorp-
tion in such materials and because of the dependence, in some cases, of the latter on temperature. The 
measured spectral transmittances of three common antireflection-coated infrared materials at room 
temperature are shown in Fig. 15. Curves for other materials are given by Cox and Hass.71

Inhomogeneous and Structured Antireflection Coatings

The interface between two media with refractive indices n1 and n2 can be antireflection coated over 
a very broad spectral region by the application of a transition layer with an index that changes con-
tinuously from n1 to n2 (Fig. 8d). Many different refractive index profiles have been investigated in the 
past.100–103 Although some of these profiles are more effective than others, all reduce the reflectance 
to a fraction of a percent over the spectral region in which the coatings are transparent and do not 
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scatter excessively, and for which the optical thickness of the layer is at least one half wavelength 
(Fig. 16a). A further advantage of inhomogeneous antireflection coatings is that they are not sensi-
tive to the angle of incidence.104 Processes used for the production of inhomogeneous antireflec-
tion coatings include various additive, subtractive, additive/subtractive, and replication methods. 
Excellent reviews of this topic exist.105, 106

In the additive method relatively dense inhomogeneous layers of varying compositions of two 
or more compounds are formed on the substrate by physical or chemical deposition processes. Such 
coatings are mechanically more durable than any other described in this section. However, because 
of a lack of coating materials with refractive indexes lower than about 1.35, solid inhomogeneous layers 
are not very suitable for the antireflection coating of air-glass interfaces. The several different inhomo-
geneous antireflection coatings of this type described in the past do not offer any special advantages 
over those composed of homogeneous layers. 70,108,109 The situation is different in the case of high-index 
materials (Fig. 17). An even lower reflectance can be achieved by ending the inhomogeneous layer 
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FIGURE 16 Calculated reflectances of the interfaces between two media antireflection-coated 
with inhomogeneous layers of indicated thicknesses and (complex) refractive indexes that vary 
smoothly, from the index of one medium to that of the other. (a) Two nonabsorbing media of indexes 
1.52 and 2.36. (b) Glass-chromium interface with refractive indexes 1.52 and 2.26 – i0.43, respectively. 
(After Anders and Eichinger.107)

1.0

0.8

3

1

2(a)

(b)

Tr
an

sm
it

ta
n

ce

0.4

1.0

0.8
4

5

0.6
2.0 4.0 6.0 8.0

Wavelength (μm)

10.0 12.0

0.6
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gradually from that of Ge to that of MgF2 (after Jacobsson110); curve 2: 1.76-μm-thick film with an 
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TBI-5 plate. Curve 4: uncoated and curve 5: coated on both sides with ten 2.5-μm-thick homoge-
neous layers with refractive indexes that vary between 1.3 and 2.29 and that are obtained through 
the evaporation of suitable NaF-CdTe mixtures. (After Kuznetsov and Perveyev.112)
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when its index is equal to the square of that of the lowest-index coating material available. It is then 
possible to complete the coating by depositing an additional homogeneous quarter-wave-thick layer 
of that material (Fig. 17a).

A dense inhomogeneous layer can be approximated by a series of homogeneous layers of gradu-
ally decreasing refractive indexes (curve 10.1, Fig. 11f).113,114 Such layers can be prepared by evapo-
rating a series of appropriate mixtures of two coating materials or, without mixing, by using the 
Herpin equivalent-index concept115 to simulate intermediate refractive indexes. An even more prac-
tical solution is to replace the inhomogeneous layer by a series of thin homogeneous layers of two 
materials only (Fig. 18).116

In another additive process a refractive index variation down to a value of 1.0 is achieved by 
depositing onto the substrate microspheres of transparent oxides or fluorides which form pyramid-
like clumps (Fig. 8e).117 If losses due to scattering are to be low, the average lateral size of the features 
of this structure must be a small fraction of the shortest wavelength for which the coating is to be 
effective. A reflectance of 0.3 percent can be achieved, but the films are fragile.

The subtractive methods are attractive because they do not require expensive deposition equip-
ment. The surface to be antireflection coated is leached and/or etched to form a porous transition 
layer in which the index varies with thickness. Not all optical materials can be treated in this way. 
However, special phase-separable glasses have been developed that lend themselves well to this 
process.118–121 Fairly durable antireflection coatings with a reflectance of less than 0.5 percent for the 
0.35 to 2.5 μm spectral region have been produced in this way (Fig. 19a). Some other materials, such 
as Lexan, Mylar, and CR-39 plastic, require an ion implantation pretreatment before the etching can 
be applied. 101,122 

In the technologically important additive/subtractive method, a single glasslike film is first 
deposited by a sol-gel process onto the surface that is to be antireflection coated. The composition 
of the film is such that, after phase separation, it can be readily leached and/or etched to form a 
porous microstructure with a controlled refractive index gradient.123,126 This eliminates the need for 
the use of expensive phase separation glass components. Such coatings have reflectances as low as 
0.13 percent and a laser damage threshold that is 4 times higher than that of coatings produced by 
conventional physical vapor deposition techniques (Fig. 19b).127 Variants of this process exist.

Microstructured surfaces can also be produced in polymeric and similar materials by a replica-
tion process from a suitable cast. Average reflectances in the visible of the order of 0.3 percent have 
been reported for surfaces treated in this way (Fig. 19c).124

Recently there has been a renewed interest in antireflection coatings in which the variable porosi-
ties of leached or etched layers are simulated by dense regular shaped structures formed by photo-
chemical or mechanical means. Clapham and coworkers appear to have been the first to demonstrate 
such devices.128 They applied a photoresist to a surface, exposed it to two orthogonal sets of ultravio-
let interference fringes, and then developed it to form a regular array of protuberances that could be 
optionally enlarged by additional ion-beam etching. Such surfaces can reduce the reflectance to less 
than 0.3 percent in the visible part of the spectrum (Fig. 19d).125 The theory of such structures has 
been investigated by several workers129,130 and devices for wavelengths extending into the micrometer 
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and sub-millimeter region have been fabricated.77,121 Efficient laboratory prototype AR coatings pro-
duced by the glancing angle deposition process have been demonstrated by Kennedy and Brett.131

Universal AR Coatings

The idea of a universal AR coating which would reduce the reflectances of a range of substrates with 
different refractive indices has been first proposed by Vvedenski et al.132 Such an AR coating could 
simplify operations in a coating shop, because all substrates, regardless of the glass that they were 
made of, could be coated in one deposition run. The prize that one pays for this convenience is that 
the performance of an AR coating consisting of the same number of layers, but designed for one 
substrate only will be significantly better. 

In Fig. 20 are shown the results obtained for two AR coatings of this type consisting of 11, 17 
layers each (rows a, b, respectively). The coatings were designed to simultaneously reduce the reflec-
tances of substrates of index 1.48, 1.55, 1.60, 1.65, 1.73, and 1.75. In column 1 the reflectances of 
the uncoated and of the coated substrates are shown. Also indicated are the average reflectances of 
all the coated substrates. The refractive index profiles of the six systems for the different substrate 
materials shown in a2, b2 differ only in the substrate refractive indices. Increasing the number of 
layers in the universal AR coatings shown in this figure will result in a diminishing return in the per-
formance. Several papers on this topic have been published by Yeuch-Yeong Liou.134

Antireflection Coating of Absorbing and Amplifying Media 

Antireflection coatings for glasses and semiconductors in regions of weak absorption, and for present-
day laser materials in which k1, the imaginary part of the complex refractive index [Eq. (25)] is small 
and negative, differ little from those described above.135
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silica (after Yoldas123); (c) replication process on a cellulose acetate butyrate surface (after Maffitt124); 
and (d) structured antireflection coating in photoresist (after Wilson125).
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The reduction of the reflectance of opaque materials for architectural, decorative and technical 
purposes leads to a corresponding increase in the absorption.136,137 This can be utilised to improve the 
efficiency of radiation detectors and to control the solar-absorptance and thermal-emittance charac-
teristics of surfaces (see, for example, Ref. 138 and 139). A measured example of the reduction in the 
reflectance of a metal surface attainable with a homogeneous nonabsorbing layer is shown in Fig. 21.

Inhomogeneous transition layers whose refractive index and extinction coefficient change 
gradually from the values of one of the media to those of the other are also very effective.107 The cal-
culated reflectance of a glass-chromium interface coated in this way, useful for blackening of prism 
faces, lens edges, scales, and so on, is shown in Fig. 16b. Metal-air interfaces can be treated a little less 
effectively with single layers because of the lack of suitable low-index materials.

Antireflection Coating of Surfaces Carrying a Thin Film 

For some applications it is necessary to deposit a certain film onto a glass surface. The objectionable 
reflectance that such a film would normally introduce can be avoided by incorporating it into an 
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antireflection coating. Thus, for example, Fig. 22 shows the calculated transmittances of two con-
ducting layers before and after inclusion in antireflection coatings. The use of homogeneous and of 
inhomogeneous antireflection coatings with absorbing layers for opthalmic purposes is described by 
Katsube et al.140 and Anders.141

Antireflection Coatings at Nonnormal Angle of Incidence

The calculated performances at 0°, 45°, and 60° incidence of the three commercially most important 
antireflection coatings and of a 10-layer coating for germanium are shown in Fig. 23. The deteriora-
tion with angle of incidence is particularly severe for the narrowband high-efficiency antireflection 
coating. Figure 23d suggests that the closer the design of an antireflection coating approximates an 
inhomogeneous transition layer (Sec. 7.5, subsection “Inhomogeneous and Structured Antireflection 
Coatings”) the less angle-dependent is its performance.

To design an antireflection coating for one angle of incidence and one plane of polarization the 
effective thicknesses and refractive indexes [Eqs. (18) and (19)] of its layers should satisfy the rela-
tions set out in Table 1. In practice, small departures from those conditions are required to optimise 
the performance with good coating materials. Calculated curves for two sets of two- and three-layer 
coatings designed for use at 45° are shown in Fig. 24.

If the obliquely incident radiation is unpolarized, a compromise is necessary. The effective 
thicknesses are matched for the design angle, but the refractive-index conditions set out in Table 1 

0.6

0.4

R
ef

le
ct

an
ce

0.2

0.0
0.50 0.55

Wavelength (μm)

0.60

2

1

0.65

FIGURE 21 Antireflection coating of opaque 
metals. Curves 1 and 2: reflectance of chromium and 
of chromium with a ZnS layer. (After Lupashko and 
Sklyarevskii.136).

T
ra

n
sm

it
ta

n
ce

1.0
2

4

3

1

0.9

0.8
0.6 0.8 1.0 1.2

Wavelength (μm)

FIGURE 22 Calculated single-surface transmittance of antireflection coatings incorporat-
ing a conducting layer. Curves 1 and 2: glass of refractive index 1.755 coated with a 0.566-μm-thick 
SnO2 layer before and after three dielectric layers were added to complete the antireflection coating 
and curves 3 and 4: as above except that the refractive index of the glass and the metric thickness of 
the SnO2 film are 1.516 and 0.200 μm, respectively. (After Veremey and Gorbunova.142)



OPTICAL PROPERTIES OF FILMS AND COATINGS  7.29

are satisfied for normal incidence since they cannot be satisfied for both polarizations at the same 
time (Fig. 25).

Achromatic antireflection coatings can be designed that are optimised for both polarizations at 
the same time or that are suitable for use over a range of angles of incidence (Fig. 26b).24,145 But the 
problem becomes more difficult the greater the spectral and angular ranges required, especially if 
angles of incidence greater than 60° are involved. 
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In Fig. 27a is shown the variation with angle of incidence of the calculated average reflectance of 
a six-layer AR coating system for the He-Ne laser wavelength. The reflectance is less than 1 percent 
for all angles smaller than 60°, but only for a narrow wavelength region around the design wave-
length. The performance was limited by the lowest available refractive index at the time.

It has been shown previously (Fig. 19) that, for normal incidence of light, the reflectance from an 
interface between two media with refractive indices ns, nm can be effectively removed over a broad 
spectral region by an inhomogeneous layer with a refractive index that changes gradually from ns to nm, 
providing that the optical thickness of this inhomogeneous layer is at least one half wavelength thick at 
the longest wavelength for which the reflectance is to be low. It has been shown numerically151 and 
theoretically,152 that this rule continues to hold for up to very high angles of incidence, providing that 
the effective optical thickness is at least one-half wavelength at the highest angle of interest. This means 
that broadband inhomogeneous layer AR coatings effective up to very high angles of incidence will 
be very thick. However, it is possible to transform such solutions to homogeneous layer systems with 
which, because of the additional thin-film interference effects, similar performances can be obtained 
with a small number of layers and much smaller overall optical thicknesses. Such solutions still call 
for the use of at least one layer with a refractive index that is very close to the medium index, nm. Such 
solutions can be readily implemented for glass/glass interfaces (Fig. 27c). The angular measurements 
shown in this diagram were obtained with a laser light source, but the AR region was quite broad. 
When the medium is air and a maximum angle of incidence is 85° is stipulated, a refractive index of 
the outermost layer should be of the order of 1.02. In the infrared part of the spectrum there are a 
number of Reststrahlen materials with a refractive index that falls below unity. The measured average 
spectral reflectance for a number of angles of incidence of an AR coating based on such a material is 
shown in Fig. 27b. The antireflection region is narrow because the refractive index of the outermost 
layer has the required value only in a narrow wavelength band. In the visible part of the spectrum such 
indices can only be achieved with very porous or structured layers. Ways of producing such layers are 
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unpolarized light, with the thicknesses of the layers optimized for an angle of incidence of 45°. 
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being investigated at many laboratories. The predicted average reflectance of a hybrid AR coating con-
sisting of seven solid thin films and an outermost structured layer is shown in Fig. 27d. It is expected to 
be less than 1 percent over a broad spectral region for all angles of incidence smaller than 60°. This will 
be a huge improvement over the performance of the coating depicted in Fig. 27a. 

The design of antireflection coatings for very high angles of incidence has been considered by 
Monga.153,154

Nonoptical Properties of Antireflection Coatings

Antireflection coatings, in addition to optical specifications, often have to satisfy additional, nonop-
tical requirements. One such requirement may be to provide scratch resistance to soft, plastic sur-
faces. In Fig. 28a is shown the measured reflectance of an AR coating produced by Schulz et al. for 
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a PMMA surface.43 It consists of 27 layers of SiO2 and Ta2O5, with an overall metric thickness of of 
over 3 μm, of which most corresponds to SiO2. The inset shows, that the AR coating provides good 
protection from abrasion. Bruynooghe et al. describe an AR coating which repels water, oil, and dust 
(Fig. 28b).155 This coating consists of a more or less conventional AR coating onto which is depos-
ited a bilayer coating, the first part of which provides for good adhesion to the AR coating, and the 
second, the required hydrophobic properties. The total thickness of the bilayer is 0.006 μm.

7.6  TWO-MATERIAL PERIODIC MULTILAYERS 
THEORY

Nonabsorbing [AB]N and [AB]NA Multilayer Types

Let a periodic multilayer be composed of N periods AB, where A, B represent layers of refractive 
indexes nA, nB and optical thicknesses nAdA, nBdB. The most general representation of the complete 
multilayer is

 AB AB AB AB AB
N

N

1 2 3
⋅ ⋅ =� [ ]   (39)

In practice it is customary to write [HL]N or [LH]N, depending on whether nA is greater or less than 
nB, respectively. The spectral-reflectance curve of the multilayer [AB]N will lie within a pair of enve-
lopes which, at normal incidence, depend only on nAdA, nBdB , nA, nB, ns, and nm.156,157 For ns = nm the 
lower of the envelopes becomes R = 0. The envelopes contain high-reflectance zones within which 
the reflectance at each wavelength increases monotonically with the number of periods, approaching 
1.0 as N tends to infinity (Fig. 29). Outside these high-reflectance zones the curves exhibit subsidiary 
maxima and minima whose number depends on nAdA /nBdB and which increases with N. The first-
order high-reflectance zone occurs at a wavelength l1 given by

  n d n dA A B B+ =
λ1

2
  (40)

and subsequent zones occur at wavelengths lq (l1 > l2 > l3 . . .) given by

  N n d n d q qA A B B
q( ) , ,+ = =

λ
2

2 3 4 �   (41)
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providing that at these wavelengths

  n d n d p pA A B B
q, , ,≠ =

λ
2

1 2 3 �   (42)

It is thus possible, by choosing suitable thickness ratios, to arrange for or to suppress high-reflectance 
zones in several spectral regions at the same time. This is useful in the design of broadband reflec-
tors (Sec. 7.7, “Rejection Filters”), cutoff filters and hot- and cold mirrors (Sec. 7.8), laser reflectors, 
and so on. Typical curves for thickness ratios 1:1 and 2:1 are given in Fig. 30. Plotted on a l0/l scale, 
they show symmetry about all wavelengths l for which nAdA and nBdB are both equal to some inte-
gral multiple of l/4.

Maximum Reflectance For a given refractive index ratio (nA/nB ) and number of periods N the 
highest reflectance occurs whenever nAdA, nBdB are each equal to an odd multiple of l/4. It is given by

  R
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  (43)

Intermediate reflectances are obtained for the related symmetrical multilayers [AB]NA:
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Results for a number of such cases are given in Fig. 31. Intermediate reflectances can be obtained by 
changing the refractive index of any of the layers in the stack.

Explicit expressions for R for other thicknesses are complicated.

Phase Change on Reflection The dispersion of the phase change on reflection from periodic all-
dielectric multilayers is much greater than that of metal reflectors. Unless corrected for, it will lead 
to errors in some metrological and interferometric applications. Like reflectance, it varies rapidly 
outside the high-reflection zone (Fig. 29b). Within the high-reflectance zone it changes almost 
linearly with wavenumber and is 180° at l0/l = 1. The slope of this portion of the graph increases 
and approaches a limiting value as N tends to infinity. The limiting value (in degrees per unit wave-
length) is given by
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  (45)

depending on whether the light is first incident on a high- (nH) or low- (nL) refractive index layer.158 
The above values should be multiplied by 3, 5, . . . in stacks composed of 3l /4, 5l /4, . . . layers.

Böhme has shown that, by changing the refractive index of one of the layers in a quarter-wave 
stack, it is possible to obtain a zero value of the phase change on reflection f at l0.
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Periodic Multilayers of the [(0.5A)B(0.5A)]N Type

The construction of such multilayers differs from that of the type [AB]NA discussed above by hav-
ing outermost layers of only half the thickness of the remaining layers.115 The position and width of 
the high-reflection zones are the same in both cases, but in coatings of the [(0.5A)B(0.5A)]N type 
it is possible to reduce the height of the subsidiary maxima on either one or the other side of the 
main reflectance maximum if nAtA = nBtB. Kard et al. describe the optimum choice of all the con-
struction parameters (N, nA, nB, ns, nm) of such a coating.160 If the refractive indices ns, and nm of the 
surrounding media must be chosen on some other basis, then for maximum improvement of the 
short- and long-wavelength transmission the refractive indexes nA and nB, of the coating materials 
must satisfy

  n n
n

ns m
A

B

=
3

  (46)

or

  n n n ns m A B=   (47)

respectively. Estimates of the maximum reflectance for larger values of N can be obtained from Fig. 31. 
Multilayers of this type are of importance in the design of cutoff filters (Sec. 7.8), and are illustrated in 
Fig. 32, which should be compared with the curves of Fig. 33.
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Width of the High-Reflectance Zone

For a given value of (nA/nB ), the width ΔlR/l of the high-reflectance zone is greatest when nAdA = 
nBdB = l/4, and it is then given by
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This width is reduced by a factor of 2N–1 if Nth-order quarter-wavelength layers are used. Graphs of 
the widths of the high-reflectance zones versus refractive index ratio for l0/4, 3l0/4, and 5l0/4 layer 
stacks are given in Fig. 34. Periodic multilayers with equal refractive index ratios have high-reflectance 
zones of equal widths, but their reflectance curves will not be the same unless the refractive indexes 
of the surrounding media are also increased by the same ratio (Fig. 33).

Periodic Multilayers of the [xH.(1 – x)L]N.xH Type

As already stated in Sec.7.6, subsection “Periodic Multilayers of the [(0.5A)B (0.5 A)N Type” it is not 
necessary for the optical thicknesses of the layers of a periodic multilayer reflector to be equal to a 
quarter wave. A multilayer system of the type [xH .(1 – x)L]N . xH, where H, L correspond to quarter-
wave layers of a high- and low-refractive index and where 0 < x < 1.0, will have a high reflectance, 
providing that the number of periods N is high enough.161–164 However, the smaller the value of x, 
the narrower the width of the high reflectance zone. Given two coating materials, it is thus possible 
to independently select the reflectance and the width of the rejection region. Figure 35a, and b shows 
the relationship between Rmax, ΔlR/l and x , N for values of nH, nL, corresponding to the refractive 
indices of ZnS and polyethylene at about 200 μm. 

Angular Sensitivity

For some applications it is important to reduce the angular variation of the reflectance curve. This 
can be done by using materials with high refractive indexes (Fig. 33) (see also Sec. 7.8, subsection 
“Angle-of-Incidence Effects”). Another way is to use periods in which the high-index film is thicker 
than the low-index film (Fig. 30b and Fig. 60a).

Multilayer Reflectors Made of Absorbing Materials

It is possible to achieve a high reflectance with multilayers of the [AB]NA type even when A, B 
correspond to absorbing materials. This is of particular interest for spectral regions for which no 
nonabsorbing coating materials exist. The optical thicknesses of the periods of such systems are still 
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approximately equal to l/2 but, for maximum reflectance, the individual thicknesses dA, dB may be 
quite different, depending on the number of periods N and on the optical constants of the materials 
used. Reflectors with kA > kB, have structures that are intermediate to those of quarter-wave stacks 
(with kA = kB = 0 and optical thicknesses of l/4, in which constructive interference effects are maxi-
mized), and those of ideal Bragg crystals (with kA >> kB, and in which dA << dB to minimize absorp-
tion losses).

In the extreme ultraviolet (XUV) and the soft x-ray regions (n – 1), k is much smaller than 1 for 
most coating materials.165–167 To design a periodic multilayer with a high normal incidence reflec-
tance for a given wavelength, it is first necessary to choose a material (nB – ikB) with the lowest pos-
sible extinction coefficient.166,168 Next a second, chemically compatible material (nA – ikA) is selected 
with the lowest extinction coefficient that will maximize the normal incidence Fresnel reflection 
coefficient of the interface between the two materials given by

  r
n n i k k

n n k kBA
B A B A

B A B A

=
( ) ( )

( ) ( )

− − −
+ + +

  (49)

Vinogradov and Zeldovich use a factor bopt to relate the metric thicknesses of the layers A and B that yield a 
maximum reflectance to the overall thickness dopt of the period:169

  d d d dA B= ⋅ = − ⋅β βopt opt opt optand ( )1   (50)

where bopt is obtained by the solution of the equation
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dopt is approximately equal to l/2, but Vinogradov and Zeldovich give a more accurate expression 
for this quantity, as well as for the limiting reflectance R and the number of periods N required to 
reach that value.169
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7.7  MULTILAYER REFLECTORS—EXPERIMENTAL 
RESULTS

In the calculations of the data for Figs. 29 to 34, the dispersion of the optical constants of the materials 
was ignored, and it was assumed that the films were absorption and scatter free and that their thick-
nesses had precisely the required values. In practice, none of these assumptions is strictly valid, and 
hence there are departures from the calculated values. In general, the agreement is better within the 
high-reflectance zone than outside.

Reflectors for Interferometers, Lasers, etc.

The measured reflectances and transmittances of a number of quarter-wave reflectors suitable for 
use in Fabry-Perot interferometers are shown in Fig. 36. The transmission of a typical commercial 
laser reflector for l = 0.6328 μm is shown in Fig. 37. The measured reflectances of a number of 
highly reflecting coatings for the infrared spectral region are shown in Fig. 38. 
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Both “soft” laser coatings that can be dissolved in weak acids and “hard” coatings that can be 
removed only through polishing are available commercially.

Effects of Imperfections

Thickness Errors Small errors in the thickness of the layers of a quarter-wave stack have only a very 
small effect on the reflectance and on the phase change on reflection of the multilayer within the 
high-reflectance zone but they do affect the performance outside the zone.174,175 In fact, the effect 
may be quite serious: thickness variations can give rise to an apparent lack of flatness of the sub-
strate surface.176–178 

Dispersion The most noticeable effects of dispersion of the optical constants in quarter-wave 
stacks of a given multilayer type are the increase in the peak reflectance with decrease in wavelength 
(see Fig. 36) and the asymmetry of the maxima on either side of the main reflectance maximum.

Absorption The separation between the transmission and reflectance curves in Fig. 36 is mostly 
due to absorption. These losses can limit the usefulness of the reflectors for some applications. Thus, 
for example, in interference filters and Fabry-Perot interferometers they lead to a reduction in the 
peak transmissions and limit the attainable half widths. In optical information-storage devices they 
set a limit to the highest reflectance attainable. In lasers the losses counteract directly the gain in the 
laser medium. In addition, absorption within the layers is responsible for damage to laser reflectors 
(see also Sec. 7.4, subsection “Laser Damage”).

If the two materials used for the construction of periodic quarter-wave stacks have small, but finite 
extinction coefficients, the resulting absorption at first reduces both the transmission and reflection 
coefficients.156,176,179,180 With an increase in the reflectance of a multilayer of the [HL]NH type the absorp-
tion occurs more and more at the expense of the reflection coefficient, approaching a limiting value of
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that is independent of the number of layers.2 The corresponding expression for a multilayer [HL]N 

in which a low refractive index faces the incident medium is
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Figure 39 shows the spectral variation of experimentally determined maximum reflectances and 
limiting losses of various quarter-wave multilayer reflectors.

The absorption in periodic multilayers composed of materials having finite extinction coefficients 
can be reduced below the values given by Eqs. (52) and (53) if a structure of the [xH . (1–x)L]N . xH 
type is used.163

Surface and Interface Imperfections In thin-film calculations it is usually assumed that substrate 
surfaces and interfaces between the layers are smooth and that the layers are homogeneous. In prac-
tice, substrate surfaces and interfaces have a certain roughness and, at times, thin uniform or inho-
mogeneous interface layers formed between the boundaries of two layers as a result of oxidation, 
chemical interactions, or interdiffusion of the two coating materials. The interface layers, as a rule, 
are different at the AB and BA boundaries and are typically 0.0003 or 0.0010 μm thick. These and 
other imperfections of the layer system result in reduced reflection and/or in scatter. If ignored in 
the model used to represent the multilayer, they add to the discrepancies that are observed between 
the calculated and experimental data.

Scattering losses are particularily significant at shorter wavelengths. For this reason there have been 
many theoretical and experimental investigations of scattering of surfaces and thin films. Investigations 
have shown that when scatter does occur, most of the light is scattered in directions that are close to that 
of the specularly reflected light.156,183 The experimental results for a typical mirror are shown in Fig. 40.

Very low loss reflectors Mirrors with very low losses are required for use in laser cavities and in ring lasers. 
Mirrors with a combined loss L (= transmission + absorption + scatter) of the order of 5 × 10–5 are commer-
cially available. With special manufacturing techniques practically loss-free reflectors can now be made. 

A 41 quarter-wave stack made of Ta2O5 and SiO2 layers with a combined loss of L = 1.6 ≥ 10–6, 
corresponding to a reflectance of 0.9999984 at 0.633 μm, has been reported.185 The absorption and 
scatter losses were estimated to be of the order of 1.1 ≥ 10–6. The essential starting point for the 
manufacture of such coatings are superpolished substrates with a surface roughness of 0.5 Å rms or 
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less. The layers were deposited by reactive ion-beam sputtering from high purity oxide targets in a 
cryogenically pumped, fully automated deposition system.186

An even greater challenge will be the requirements of reflecting coatings for Michelson inter-
ferometers for the detection of gravitational waves.185,187 For this application, not only must the 
absorption and scattering losses be less than 0.5 and 2 ppm, but in addition, to reduce the thermal 
noise arising from mechanical loss in the coatings, it will be necessary to match the thermal expan-
sion coefficient and the Young’s modulus of the coating materials to those of the substrates.

Multilayers for the soft x-ray and XUV regions The effect of roughness and of interface layers is 
particularly important in soft x-ray and XUV multilayers because the dimensions of these defects are 
comparable to the thicknesses of the individual layers and of the wavelength.165,166,168 For this reason 
much attention has been focused on the proper modeling of such coatings. Many workers use several 
very thin layers and the matrix method outlined in Sec. 7.2, subsection “Matrix Theory for the Analysis 
of Multilayer Systems” to model the effects of roughness and interface layers.188,189 Others make use of 
the following recursive formula for the amplitude reflectance rj of the first j layers of the system:
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Here dj is the effective optical thickness of the jth layer [Eq. (18)], rj – 1 is the amplitude reflectance of 
the first (j – 1) layers and rBA is the amplitude reflectance of the interface between the jth and (j + 1)th 
layers. In this approach, if the Fresnel amplitude reflection coefficient rBA is replaced by
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the combined effect of roughness and of interface layers s can be allowed for.190 In the hard x-ray 
region, where n ≈ 1, k ≈ 0 for all materials, the exponential term in the above expression reduces to 
the so-called Debye-Waller factor DW,

  DW = −
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The calculated reflectance of a XUV mirror, with and without the effect of surface imperfections is 
shown in Fig. 41. These significant reflection losses can be reduced through interface engineering—a 
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process in which interdiffusion or oxidation is inhibited by the deposition at the interfaces of thin 
barrier layers of materials such as C or B4C.192

Narrowband Reflection Coatings

Narrowband rejection (or notch, or minus) filters transmit freely all the radiation incident upon 
them except in one narrow spectral region in which the radiation is either wholly or partially 
reflected.193 Lord Rayleigh observed a corresponding natural phenomenon in potassium chlorate 
crystals.194 Subsequent experimentors reported crystals with rejection bands varying between 0.001 
and 0.038 μm in width and reflectances between 33 and 99.9 percent.195–197 But, unfortunately, at 
present the size of the crystals that can be grown is insufficient, and the position and width of the 
rejection region cannot be controlled. The same comments can be made about coextruded polymer 
films made of the thermoplastic materials polypropylene (n = 1.49) and polycarbonate (n = 1.59).198,199 
With thin films the above limitations can be overcome, but until recently it has been difficult to achieve 
the extremely narrow widths and high rejections observed in the crystals.

A quarter-wave stack of the type [AB]NA has been suggested as a model for the construction of 
such filters (see, for example, Refs. 196 and 200). It follows from Figs. 31 and 34 that the closer the 
refractive index ratio nA /nB is to unity, the narrower the width of the reflectance zone and the more 
layers required to achieve a certain rejection. Shown in Fig. 42a is (1 – the measured reflectance) of a 
multilayer consisting of 760 layers that was produced by a plasma chemical deposition technique.201 
Unfortunately, that method could only deposit such coatings on the inside of a tube. To reduce the 
number of layers, films with higher nA/nB ratios could be utilized and the width reduced by using 
layers with thicknesses that are odd multiples of a quarter wavelength. But this can be done only 
at the expense of bringing the adjacent higher- and lower-order reflection peaks closer. Resonant 
reflectors are an extreme example of this. However, recent progress in the manufacture of multilayer 
systems (see Sec. 7.12) has made it possible to produce notch filters for Raman spectroscopy at any 
wavelength in the visible or near-infrared that exceed the reported performance of the naturally 
occurring crystals. Fig. 42b shows the measured transmittance and optical density of a filter that has 
a 0.020-μm-wide rejection region and a very high transmittance with only a 1 to 2 percent ripple 
in the wavelength range 0.6 < l < 1.00 μm. The optical density at l = 0.75 is 6.0. The filter con-
sists of 714 layers and it has a metric thickness of 51 μm.202 The measured width of the notch of 
the filter shown in Fig. 42c is about 0.024 μm and it has an optical density of 5.9 at l = 1.064 μm, 
as measured with a laser. The second surface of this filter was not antireflection coated, and so the 
transmittance is a little lower, but the high transmittance extends from 0.4 to 1.09 μm. The metric 
thickness of this filter is 122.2 μm and it consists of 4410 layers.203
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Resonant Reflectors

In the past, even “hard” evaporated coatings could not survive the power densities present in some 
high-power lasers. To overcome this problem, resonant reflectors were used.204–207 They consisted 
of one or more accurately air-spaced plane-parallel plates of thicknesses of the order of millimeters 
made of a tough, high-optical-quality material. Because of the long coherence length of the laser 
radiation incident upon them, interference takes place in the same way as in thin films. Resonant 
reflectors may be regarded as being quarter-wave reflectors of enormously high order of interfer-
ence, and all the equations given in Sec. 7.6 apply.

Resonant reflectors made of quartz and sapphire are commercially available. Since the refrac-
tive index of quartz is lower than that of sapphire, a larger number of plates is required to attain the 
same reflectance. On the other hand, quartz is much cheaper and is less temperature sensitive. The 
calculated reflectance of one-, two-, three-, and four-plate sapphire resonant reflectors are shown in 
Fig. 43. In another development diffusion-doped quartz plates are used in the construction of resonant 
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reflectors.208 The doping process causes the refractive index of the plate to increase smoothly in a 
0.5-μm region from that of quartz to about 2.0 at the surface. As a consequence fewer elements are 
needed to achieve a given reflectance.

All-Dielectric Broadband Reflectors

There are several ways of obtaining a coating with a broad high-reflection region should the width 
attainable with quarter-wave stacks be inadequate. For a broad region with a very high reflectance 
one can superimpose two quarter-wave stacks tuned to two different wavelengths. The widest 
continuous high-reflectance region is attained when materials with the highest available refractive-
index ratios are used and the thicknesses of the layers are so chosen that the two high-reflectance 
zones are contiguous (see Fig. 44c). For an even broader region further quarter-wave stacks can be 
superimposed. If high-reflection regions overlap, special precautions must be taken to prevent the 
appearance of sharp reflectance minima in the high-reflectance region.173 It is not easy to obtain a 
very uniform, moderately high reflectance in this way. Another approach is to deposit onto the sub-
strate a series of alternating high- and low-refractive-index films of gradually increasing or decreas-
ing thicknesses (Fig. 45). A broad high-reflection region can also be obtained with a multilayer in 
which the layers are different multiples of l/4 of a selected wavelength (see Fig. 46). Finally, it has 
been suggested that multilayers with 10:1 high reflectance regions might be produced by depositing 
hundreds of layers of random thicknesses made of two materials that are nonabsorbing throughout 
the spectral range of interest.209 As yet experimental data for this approach have not been presented.

If only a relatively small increase in the high-reflectance region is required, or if a uniform but 
only moderately high reflectance is required, the desired result can be achieved by modifying the 
thicknesses and refractive indexes of a quarter-wave stack using a computer refinement program 
or by the addition of achromatizing l/2 layers. The measured performances of several such reflec-
tors are shown in Figs. 47 and 48. Broadband reflectors with moderate and high reflectances for the 
ultraviolet spectral region have been reported by Korolev,213 Sokolova,214 and Stolov.215 A boadband 
reflector for the XUV spectral region is shown in Fig. 57b. 
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Broadband Reflectors Effective over a Wide Range of Angles (Perfect Mirrors) At times it is 
required that the reflectance be high not only over a broad wavelength region, but also for a large 
range of angles of incidence. It was clear that if this is to be achieved, the superimposed periodic stacks 
(Fig. 44) must be contiguous at the highest angle required, and that they will therefore overlap at lower 
angles. This situation has been investigated at some length in a theoretical paper for visible reflec-
tors effective for angles up to 50°.220 Subsequently a number of workers outside the thin-film field 
rediscoved this possibility and described similar coatings working for all angles, which they called 
“perfect mirrors.”221–223 

Phase Change on Reflection from Broadband Reflectors The phase change on reflection from 
broadband reflectors varies even more rapidly with wavelength (Figs. 44 to 47) than that from quarter-
wave stacks (Fig. 29).224,225 In fact, the phase change can be so large, that it has been proposed for the 
construction of spacerless transmission interference filters (see Fig. 93h). But a high phase change 
on reflection can also be a disadvantage in certain metrological applications. Another consequence 
of this rapid variation is that, in the presence of systematic thickness variations in the layers, it can 
give an impression of a lack of flatness in the substrate.178 Figures 47d and 48a represent designs of 
broadband reflectors in which an effort was made to reduce this effect.

Coatings for Ultrafast Optics

In all sections of this chapter, with the exception of this one, it is assumed that the intensity of 
the radiation that is falling onto a multilayer does not vary in time and that a steady state exists. 
However, there are applications in telecommunications, spectroscopy, and in other areas in which the 
use of very short pulses of light is a great advantage. But, for pulse durations shorter than 100 fs, the 
transient effects that can be ignored during steady-state operations become significant. In ultrafast optics 
the incident light can consist of very short Gaussian light pulses with a temporal bandwidth as short as 
5 fs. Under these conditions the phase changes jR , jT of a multilayer on reflection or transmission, and 
their first and second derivatives with respect to w, where w = 2pc/l and where c is the speed of light 
in a vacuum, become very important. The first and second derivatives of the phase changes, −( )d dφ ω/  
and −( )d d2 2φ ω/ , are called the Group Delay (GD) and Group Delay Dispersion (GDD), respectively.
Unless they are suitably controlled in a multilayer, the pulse length of the incident beam can be con-
siderably broadened on reflection. In order to avoid this, the thicknesses of layer pairs in a coating 
are reduced in a systematic way, so that light of shorter wavelengths does not penetrate as deeply 
into the multilayer structure before a significant part of it is reflected. Such structures resemble 
those used in broadband reflectors (see, for example, Fig. 45) and are called by some “chirped mul-
tilayers.” At times it is useful to use “double chirped” structures in which, in addition to a gradual 
reduction of the bilayer thickness, the relative thicknesses of the high and low refractive index layers 
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within each pair are also varied. Of course, more degrees of freedom to obtain the required perfor-
mance are obtained if in the final calculations the thicknesses of all layers of the system are allowed 
to vary independently.

It has been shown that the temporal and spectral widths of the reflected pulses are related to 
one another though a Fourier transformation that uses a product of the complex spectrum of the 
incident pulse with the factor ri(w)exp[fi(w)] for the reflecting coating (see, for example, Refs. 226 
and 227). In the numerical design of such coatings, R, GD, and GDD, or even the desired temporal 
pulse length, may need to be specified and they will depend on the particular problem on hand. A 
more detailed presentation of the design of such coatings is outside the scope of this chapter and the 
interested reader is referred to the reviews by MacLeod2 and Tempea et al.226 

Some of the multilayer reflector coating types that are required for ultrafast optics include input 
couplers (with a high R and a negative GDD and a high T in the gain and absorption region of the 
laser); output couplers (with a certain GDD and a rather low transmittance 0.05 < T < 0.3 in a wide 
spectral range of the laser oscillator); chirped mirrors with very large bandwidths. The measured 
performance of three reflectings coatings for femtosecond applications are shown in Fig. 49.

It should be stated that this is currently a very fast moving field. Tunable dispersion compensators202,231 
for femtosecond use are currently employed.232 Compressors and stretchers for nonlinear optics 
amplifiers with negative and positive GDD as large as of 2000 fs2 are being developed.233 In addition 
to reflectors, the design of beam splitters234 and antireflection coatings235 for ultrafast optics have 
also been discussed in the literature.

Rejection Filters

Minus Filters Minus filters are, in essence, multilayer reflectors in which the ripples in the trans-
mission regions on either side of the high reflectance zone have been reduced or eliminated. Filters 
of this kind with various widths and attenuations find applications as correction filters.236 Narrow 
minus filters with high attenuations have various scientific and technological uses, including protec-
tion of equipment and personnel from harmful laser radiation. Figure 50 shows the measured transmit-
tances of a number of rejection filters of various widths and attenuations. Quite recently spectacular 
progress has been made in the deposition of narrowband rejection filters that find applications in 
Raman spectroscopy. The two commercial narrow band rejection filters shown in Fig. 42b and c consist 
of 713, 4410 layers each, have 0.02- and 0.025-μm-wide rejection regions and measured transmit-
tances of less than 10–6 at the center of the notches.202,203
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Thelen has shown how to optimize the transmission on both sides of the rejection band of a 
minus filter simultaneously.238 If the multilayer is surrounded on both sides by the same medium, it 
will be symmetrical and can be represented by C[AB]NAC, DAC[AB]NACAD, . . . Here A, B, C, D, . . . 
are layers of quarter-wave optical thickness at the design wavelength and

 n n nm s A= =   (57)

The refractive indices nC, nD, . . . depend on nA and nB in a more complicated way. The larger the 
number of different materials used in the construction of these multilayers, the better the perfor-
mance in the transmission region. Should the use of more than two coating materials not be con-
venient, it is a simple matter to find a two-material version of this solution. The above points are 
illustrated in Fig. 51. 

Young193 described two other design methods for narrowband rejection filters with improved 
transmission characteristics. The methods are based on analogies with antenna theory, and they 
yield nonperiodic equi-ripple designs in which all the layers either have equal thicknesses but differ-
ent indexes or are made of two materials only but have many different thicknesses.

Should the simultaneous rejection of several wavelengths be required, it is possible to achieve 
this by depositing several minus filters on top of one another (Fig. 52).

Rugate Filters In inhomogeneous layers the refractive index varies continuously in the direction 
of the thickness of the layer.100,240,241 If the refractive index varies in a periodic manner between two 
extreme values, it is possible to design a minus filter with a high transmission on either side of the 
rejection band (Fig. 53). Such periodic inhomogeneous layers are sometimes called rugate filters. 
The rejection wavelength corresponds to that wavelength for which the period of the index variation 
is equal to a half wavelength. The attenuation depends on the ratio of the highest to lowest refractive 
index in the design and on the number of periods. As in the multilayer minus filters, the width of 
the rejection region also depends on the refractive index ratio. Rugate filters do not have the higher-
order reflection peaks that are characteristic of periodic multilayers and this is one reason for their 
attractiveness. Another reason—no sharp interfaces, less scatter, and better mechanical properties. 
However, they are more difficult to produce. If necessary, they can be approximated by a homoge-
neous multilayer system consisting of a few (three of four) materials.

As in the case of minus filters, it is possible to reject a number of wavelengths by depositing sev-
eral rugate filters on top of each other. However, the combined overall thickness of the rugate filters 
will then be quite high. It is possible to find an inhomogeneous layer solution to this problem in 
which the refractive index profile is more complicated, but which requires a considerably thinner 
inhomogeneous layer (Fig. 54).242
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In Lippmann-Bragg holographic mirrors the refractive index varies continuously in a direction 
perpendicular to the plane of the substrate. These devices behave like thin-film systems and have 
properties similar to those of rugate filters. Holographic edge and narrowband rejection filters are 
available commercially.244,245
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Graded Reflectivity Mirrors

Mirrors in which the absorption or reflection varies radially have been proposed in the past for the 
control of modes and of edge diffraction effects in laser resonators.246,247 In addition to meeting 
the reflectance specifications, graded reflectivity mirrors must have a sufficiently high laser damage 
threshold for use with high-power lasers. Graded reflectivity mirrors are produced by depositing 
thin films through a suitable mask. The substrate and the mask can be stationary, or one or both can 
rotate. A single shaped layer suffices for a maximum reflectance of intermediate values. For higher 
values the shaped layer can be inserted between a stack of layers of uniform thickness or, alterna-
tively, all the layers can be deposited through the mask.248,249 The experimentally measured reflec-
tions of two graded reflectivity mirrors are shown in Fig. 55.

Multilayer Reflectors for the Far-Infrared Region

Thin film-filters cannot be produced by conventional deposition techniques for wavelengths greater 
than about 80 μm because of a lack of low absorption coating materials that can be deposited in the 
form of thick, stable films. However, a hybrid process in which plastic sheets coated with relatively 
thin high refractive index materials are heat-bonded can be used to produce self-supporting opti-
cal multilayer filters.251,252,164 As mentioned before (Sec. 7.6, subsection “Periodic Multilayers of the
[xH . (1–x) L]N . xH Type”), periodic multilayers of unequal optical thickness can have a high reflectance, 
providing that the number of periods is high enough. The measured reflectance curves of two typical 
hybrid multilayer filters are shown in Fig. 56.
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Multilayer Reflectors for the Soft X-Ray and XUV Regions

There are two main obstacles to obtaining multilayers with a high normal incidence reflectance in 
the soft x-ray and in the XUV regions. First, at these wavelengths all materials absorb; this limits the 
number of layers that can contribute to the overall reflectance. Second, roughness and the interdif-
fusion and alloying of the materials degrade the individual interfaces; this reduces their contribution 
to the overall reflectance.189

XUV mirrors are normally produced from two chemically compatible materials by sputtering or by 
electron beam gun evaporation. As already discussed in Sec. 7.6, subsection “Multilayer Reflectors Made 
of Absorbing Materials” the XUV multilayers mirrors have a period of optical thickness l/2. Within this 
period, the thickness of the less absorbing material is larger. This material usually has an absorption edge 
that is close to the design wavelength. Optical constants can vary widely in this region. 167 The second more 
absorbing material is therefore selected to maximize the Fresnel reflection coefficient of the interface.

Theoretically, the best results are obtained with pure elements. However, sometimes alloys are 
used because they result in multilayers with better interfaces. At other times, MoSi2 might be used 
in place of Mo, or B4C instead of C or B. Examples of some more commonly used material pairs 
for near-normal incidence reflectors are (a) Mo/Si for the 130 to 250 Å region; (b) Mo/Y for the 90 
to 130 Å region; (c) W/B4C, Ru/B4C, Mo/B4C, etc. for the 70 to 130 Å region; and (d) Co/C, W/C, 
Re/C, ReW/C, Ni/C, etc. for the 45 to 70 Å. In the above, the second material in each pair has the 
lower extinction coefficient. A much more complete review of this topic will be found in the review 
article by Windt et al.253 Also, an up-to-date list of material pairs and the measured peak reflectances 
achieved with them will be found on Henke’s website.254 

There are many reasons why there are differences between the theoretical performance of a 
multilayer reflector and the reflectance measured on a synchrotron.165,166 The highest near-normal 
reflectance achieved at 135 Å thus far is R ≈ 0.70 for an interface-engineered Mo/Si multilayer.255 
The measured reflectances of other experimentally produced x-ray and XUV mirrors are shown in 
Fig. 57. Curve 8 in this diagram shows that, as in the visible part of the spectrum (Figs. 44 to 48), by 
departing from periodic multilayer systems, it is possible to produce reflectors in this spectral region 
that have a comparatively wide spectral region with a constant reflectance. 

In the XUV and soft x-ray regions, the reflectances that can be achieved with near-normal angles 
of incidence are not sufficient. For some imaging applications it is necessary to resort to near-grazing 
incidence mirrors. In Sec. 7.16 the reflectances of some metals, compounds, and two- or three-layer 
combinations at high angles, as well as periodic and nonperiodic multilayer interference reflectors 
consisting of tens or even thousands of layers, are presented.

For more information on coatings for the XUV and soft x-ray region, the interested reader is 
referred to the review article by Yulin.266

7.8  CUTOFF, HEAT-CONTROL, AND SOLAR-CELL 
COVER FILTERS 

Ideal cutoff filters would reject all the radiation below, and transmit all that above a certain wave-
length, or vice versa. Real cutoff filters, of course, are not perfect and so, in addition to the cutoff 
wavelength, the slope of the transition region and the extent and average transmission values of the 
transmission and rejection regions must be specified. The tolerable departures of these quantities 
from the ideal values depend greatly on the application. Most all-dielectric cutoff filters are based on 
periodic multilayers, whose basic properties were described in Sec. 7.6.

Transmission in the Passband Region

The usual way of avoiding the secondary transmission minima in the transmission band of a quar-
ter-wave stack is through the use of eighth-wave layers on both sides of the stack (Sec. 7.6, subsection 
“Periodic Multilayers of the [(0.5A) B (0.5A)]N Type”).
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Other, less frequently used methods of smoothing the transmission in the passband are the 
adjustment of the thicknesses of all the layers of a quarter-wave stack,267 the use of homogeneous268 
and inhomogeneous269 layers on either side of the stack; the choice of an optimum set of refractive 
index values for the substrate and films,270 and the use of an equi-ripple design193 in which thick-
nesses are kept constant but the refractive indices are varied.

The Width of the Transmission Region 

For short-wavelength cutoff filters of the type described above, the transmission region is limited 
only by the transmission characteristics of the materials used for their construction. In long-
wavelength cutoff filters the transmission regions can be limited by the appearance of higher-order 
reflectance maxima (Sec. 7.6, subsection “Nonabsorbeing [AB]N and [AB]NA multilayer Types”). 
Should this be a serious limitation, it is possible to suppress a number of adjacent reflectance 
maxima by using multilayers with periods composed of three or more different materials (Fig. 58).
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By using a period consisting of an inhomogeneous layer with a special refractive-index profile an even 
larger number of consecutive reflectance maxima can be suppressed (see also Fig. 53).269 Figure 59 shows 
the measured results for two such experimental coatings in which reflectance maxima are suppressed at 
three and nine consecutive integer multiples of 1/l0, a fact obscured in the case of the second filter by 
the absorption of the materials used.
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Transmission in the Rejection Region 

Figure 31 can be used for an estimate of the number of layers required to achieve a given transmis-
sion (Sec. 7.6, subsection “Maximum Reflectance”). Through the use of suitable substrate materials 
the transmittances throughout the rejection region can typically be below 0.01 and 0.1 percent for 
short- and long-wavelength cutoff filters, respectively. Rejection filters with higher rejections can be 
provided or, alternatively, two or more filters in series can be used if they are placed at a small angle 
to one another.

The Width of the Rejection Region 

The width of the high-reflection region of [(0.5A)B(0.5A)]N coatings can be estimated from Fig. 34. 
There is no shortage of absorbing materials should it be necessary to extend the rejection region 
of shortwave cutoff filters. The number of suitable absorbing materials for long-wavelength cutoff 
filters is more restricted and often it is necessary to use thin films to extend the cutoff region. In 
addition to the superposition of two or more cutoff filters tuned to different wavelengths (Sec. 7.7, 
subsection “Rejection Filters”) one can deposit such coatings onto different substrates or onto the 
opposite sides of the same substrate.272 The resulting transmission will be governed by the consider-
ations of Sec. 7.1, subsection “Transmission Filters in Series and Parallel.”

Slope of the Cutoff

This quantity is defined in a number of ways. One common definition is
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where l0.8, l0.5 and l0.05 refer to the wavelengths at which the transmittances are 0.8, 0.5, and 0.05 
of the maximum transmittance of the filter. Explicit formulas for the slope are complicated.160 The 
slope increases with the number of periods and with the refractive index ratio. Slopes with values of 
the order of 5 percent are readily available in practice.

Angle-of-Incidence Effects

The edges of cutoff filters move toward shorter wavelengths as the angle of incidence is increased. 
The use of higher-index materials reduces the effect. Measured results for a cutoff filter in which the 
shift was reduced by using high-refractive-index layers that have 3 times the thickness of the low-
index layers are shown in Fig. 60a. See also Sec. 7.9, subsection “Nonpolarizing Beam Splitters” on 
polarization independent color-selective beam splitters.

Experimental Results

The spectral transmittance curves of a number of commercially available short- and long-wavelength 
cutoff filters are shown in Figs. 61 and 62. High performance long- and short-wavelength cutoff fil-
ters are depicted in Figs. 63, 104, and 115. Similar filters for intermediate wavelengths can, of course, 
be constructed. It is also possible to construct edge filters in which the thicknesses of all the layers 
vary in proportion around the circumference of the substrate (see also Sec. 7.11, subsection “Linear 
and Circular Wedge Filters”). A tuning of the cutoff wavelength is thus possible.
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Heat Reflectors, Cold Mirrors, and Infrared
Suppressing Filters 

Only 39 percent of the total radiation from carbon arcs and 13 percent from tungsten lamps oper-
ated at 3250 K represent visible light. Most of the remaining energy is infrared radiation, which is 
converted into heat on absorption. The use of heat reflectors and cold mirrors in film projectors,278 
in spot lamps for television and film studios,279 and other optical instruments can lead to a very sig-
nificant reduction of this unwanted heat.

Heat reflectors (also called hot mirrors) are special long-wavelength cutoff filters with a cutoff at 
0.7 μm which transmit the visible radiation from 0.4 to 0.7 μm without disturbing the color balance. 
The width of the rejection region depends on the light source to be used and on whether a heat 
absorbing glass is also to be used. The spectral-transmittance curves of three typical commercial 
heat reflectors are shown in Fig. 64a. The measured spectral transmittance and reflectance curves of 
two heat-reflecting coatings not based on periodic multilayers are shown in Fig. 65.

Cold mirrors reflect as much as possible of the visible light incident upon them and transmit the 
remaining radiation. The reflectance curves of two commercial cold mirrors are shown in Fig. 64b.

Solar-Cell Covers

Solar-cell covers remove the incident solar energy that does not contribute to the electrical output 
of the cell and protect it from possible deterioration of its performance through the action of ultra-
violet radiation.283,284 The spectral transmittance of a blue-red solar-cell cover is shown in Fig. 64b. 
The earlier blue solar-cell covers (curve 2, Fig. 61) protected the cell only from the adverse effects of 
ultraviolet radiation.
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Temperature Effects

Refractive indexes of optical materials increase almost linearly with increase in temperature thus 
causing cutoff edges to move toward longer wavelengths. In actual filters the fractional-wavelength 
shift varies between 3 × l0–3 and 10–4/°C. Ion-plated films have a smaller temperature shift than films 
prepared by conventional e-beam evaporated layers.285 Higher-index materials tend to be more 
temperature sensitive, thus making it difficult to construct filters that are insensitive both to angle of 
incidence and temperature changes.286 The measured performance of a cutoff filter at two tempera-
tures is shown in Fig. 60b.

Metal-Dielectric Reflection Cutoff Filters

It is possible to construct metal dielectric cutoff filters that act in reflected light (Fig. 66). Short-
wavelength cutoff filters consist of an opaque metal layer and one or more additional layers. The 
light is removed through absorption within the absorbing layers of the system. The thicknesses 
of the individual layers are adjusted to maximize the absorption and width of the rejection 
region. Long-wavelength cutoff filters consist of all-dielectric multilayer reflectors superimposed 
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onto a black absorbing coating. A high attenuation of the unwanted radiation can be achieved by 
placing identical filters of either type in a multiple reflection arrangement of the kind depicted 
in Fig. 3.

Cutoff Filters Based on Absorption 

All materials used in multilayer interference coatings possess short- and long-wavelength absorp-
tion edges. These can often be used to assist in the blocking of such filters. The admixture of small 
amounts of absorbing materials to an evaporant or organic coating solution is used at times to tune 
this absorption edge (Fig. 67a and c). For example, antireflection coatings containing such ultraviolet-
absorbing materials can be used to protect works of art.288

A series of commercial short-wavelength cutoff filters for the infrared spectral region consisting of 
chemically deposited silver sulfide coatings on silver chloride substrates are also shown in Fig. 67b. 
These filters are quite delicate. When protected with a polystyrene layer, their transmittance is reduced 
and sharp absorption bands appear. The filters should not be used outdoors unless additionally pro-
tected, nor should they be exposed to ultraviolet radiation or temperatures in excess of 110°C.

The greatest advantage of cutoff filters based on absorption in thin films is their much smaller 
angular dependence.
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(b) spectral transmittance of chemically deposited silver sulfide coatings on silver chloride 
substrates (curves 7 to 11) (Eastman Kodak276); and (c) intrinsic transmittion of thin films of 
titanium dioxide with admixtures of heavy metal oxides, deposited from organic solutions. Curve 
12: Ti02 + l.5Si02; curve 13: TiO2; curve 14: TiO2+ O.5PbO; curve 15: TiO2 + 0.15Fe2O3; curve 16: 
TiO2 + 5.7UO3 (after Schröder290).
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7.9 BEAM SPLITTERS AND NEUTRAL FILTERS 

Geometrical Considerations

Several different physical forms of beam splitters are illustrated in Fig. 68. The simplest beam splitter 
(Fig. 68b) consists of a coating on a transparent plane-parallel substrate. If the two derived beams 
are to traverse identical paths, a cemented beam splitter is used (Fig. 68c). The lateral displacement 
of the transmitted beam introduced by the above forms can be avoided with a beam splitting cube 
(Fig. 68f) To reduce the stray reflected light in the system, the free surfaces of the above beam split-
ters can be antireflection coated. Alternatively the coatings can be deposited onto an approximately 
2-μm-thick nitrocellulose pellicle (Fig. 68a). The latter is an integral part of the multilayer and may 
introduce an interference pattern into the spectral reflectance and transmittance characteristics. Pellicle 
beam splitters are very light and yet quite sturdy.111,291,292 They are, however, subject to vibrations 
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FIGURE 68 Schematic representations (a to w) of some arrangements for beam 
splitters, polarizers, phase retarders and multiple reflection devices. Thin films are rep-
resented in the diagrams by narrow shaded rectangles. Heavy lines ending in an arrow 
represent the path of the utilized radiation. Broken lines correspond to beams that are 
not used. The angles of incidence depend on the application.
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caused by air currents and acoustical waves. The mechanical design of rugged, environmentally 
stable mounts for the above types of beam splitters have been discussed by Heinrich et al., and 
Lipshutz.293,294 Pellicles made of Mylar have been used at temperatures down to 4 K.295 

In general, the transmission and reflection coefficients T and R will depend on the polarization 
of the incident radiation. The polarization effect can be reduced though the use of more compli-
cated thin-film designs, but usually at the expense of other performance aspects. Achromatic or 
color-selective beam splitting arrangements have been described in which the two derived beams 
have intensities that are completely polarization-independent over a very wide spectral region.296 
They consist of three identical beam splitters arranged in such a way that each beam undergoes 
identical reflections and transmissions on passing through the system (Fig. 68o).

Achromatic Beam Splitters

These devices are introduced into an incident beam of radiation when it is desired to divide it into 
two beams of approximately equal relative spectral composition but propagating in two different 
directions.297 In neutral beam splitters the quantity 0.5(Rp + Rs)q=45° is always close to the reflectance 
at normal incidence, even though the individual Rp and Rs values may be quite different. The reflec-
tance of absorbing, uncemented beam splitters depends also on the direction of incidence (Sec. 7.2, 
subsection “Matrix Theory for the Analysis of Multilayer Systems”). The optimum values of T and 
R depend on the application. For example, for a binocular eye piece on a nonpolarizing microscope 
the most important requirement is Tp + Ts = Rp + Rs (Fig. 69a). For a vertical illuminator (RpTp+ 
RsTs) should be a maximum (Fig. 69b). The condition for maximum fringe contrast in some inter-
ferometers requires that R1,pTp = R2,pTp and R1,sTs = R2,sTs (Fig. 69c). This is satisfied automatically by all 
nonabsorbing and by absorbing cemented beam splitters. The occasional requirement that the phase 
change on reflection be the same for radiation incident onto the beam splitter from opposite sides 
is automatically satisfied at the design wavelength by all-dielectric coatings composed of l/4 layers, 
but not by uncemented metal beam splitters.298

For maximum efficiency with unpolarized radiation Rp, Rs, Tp,
 and Ts should all approach 0.5. 

However, such a coating will not necessarily exhibit the best ratio of the intensities of the directly 
transmitted or reflected radiation to that which first undergoes multiple reflections.297 Often 
beam splitters are required that are uniform over a broad spectral region. Inconel films satisfy this 
requirement although about one-third of the incident radiation is lost through absorption (see 
also Sec. 7.9, subsection “Neutral Filters”). The design of achromatic all-dielectric beam splitters has 
been discussed by many workers.299–304 Knittl considered the design of beam splitters in which both 
the reflectance and the phase change on reflection are achromatised.305 The measured performance 
of several beam splitters is shown in Figs. 70 and 71.
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FIGURE 69 Three different ways [(a), (b), and 
(c)] of using beam splitters. 



OPTICAL PROPERTIES OF FILMS AND COATINGS  7.63

Beam splitters for the x-ray region described so far operate at close to normal incidence and are 
effective only over a very narrow range of wavelengths. They consist of multilayer reflecting stacks 
(see Secs. 7.6, subsection “Multilayer Reflectors Made of Absorbing Materials” and 7.7, subsection 
“Multilayer Reflectors for the Soft X-Ray and XUV Regions”) deposited onto membranes or onto 
substrates that are thinned to enhance the transmitted component (Fig. 72).308

Nonpolarizing Beam Splitters For some applications it is important that the beam splitter intro-
duce no polarization effects. Azzam has shown that, with the appropriate single layer on the face of 
a suitable high-refractive-index prism, it is possible to construct a polarization independent beam 
splitter.309 This device is quite achromatic and, in addition, by changing the angle of incidence of 
the beam on the prism, the beam-splitting ratio can be tuned over a wide range of values (Fig. 73a). 
The principle of frustrated total internal reflection can also be used to design beam splitters that 
have a very good performance.310,311 In these devices radiation is incident at a very oblique angle 
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onto an air gap or low-refractive-index films at the interface between two prisms (Fig. 68e, and f). 
Unfortunately, the performance of such systems is very sensitive to the angle of incidence (Fig. 73c).

In many applications it is important that the beam splitter be relatively insensitive to the angle 
of incidence. One way is to reduce the angle of incidence as much as possible (Fig. 68h).312 However, 
in many cases a 45° angle of incidence is mandatory. Relatively polarization insensitive beam split-
ters based on dielectric-metal-dielectric layer systems embedded between two prisms have been 
described.313,314 Much work has been done to find solutions based on dielectric layers only.24,207,314–321 
However, the improvement is frequently at the expense of the width of the spectral region over 
which the beam splitter is effective. Some typical results are shown in Figs. 74 and 75.

Simple angle- and polarization-insensitive mechanical solutions to the achromatic beamsplitting 
problem exist if the application can tolerate spacial or temporal beam sharing (Fig. 76).

Color-Selective Beam Splitters

For various technological applications a beam of light must be divided into several components 
of different color. All-dielectric color selective beam splitters (dichroics) are used for this purpose 
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because they are practically lossless and because their transition wavelengths can be selected at will. 
They are essentially cutoff filters (Sec. 7.8) usually designed for use at 45° incidence. Their spectral 
characteristics normally depend on the polarization of the incident radiation. The effect of this and 
of the variations in the angle of incidence and thickness of the coatings on the chromaticity coordi-
nates of dichroic beam splitters for television cameras was investigated by Pohlack.324 If necessary, the 
polarization of the derived beams can be reduced through the use of auxiliary normal incidence cutoff 
filters.219 Typical transmittance curves of several color-selective beam splitters are shown in Fig. 77.

Nonpolarizing Edge and Bandpass Filters For more exacting applications, such as for use in mul-
tiplexers and demultiplexers, or for the separation of emission or absorption lines in atmospheric 
physics or Raman spectroscopy, it is possible to design and construct short- and long-wavelength 
color selective beam splitters in which the polarization splitting has been largely eliminated.13,325 In the 
designs described the polarization splitting is usually removed for all angles smaller than the design 
angle, but the cutoff wavelength still shifts with the angle of incidence (Fig. 78). Some of the designs 
do not have a wide transmission region.
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Neutral Filters

These devices are used whenever the intensity of the incident radiation is to be reduced uniformly 
throughout an extended part of the spectrum. The radiation usually traverses neutral filters at or near-
normal incidence. A number of absorbing glasses and gelatin filters are suitable for making neutral-density 
filters with densities of up to 5.0. However, their spectral transmission curves are not very uniform.

Evaporated films of metals such as aluminum, chromium, palladium, platinum, rhodium, tung-
sten, and alloys such as chromel, nichrome, and inconel have been used for a long time to produce 
filters with densities of up to 6.0. A disadvantage of such filters is their high specular reflection. At 
present inconel is commonly used for high-precision neutral-density filters. Chromium is favored 
when tough, unprotected coatings are required (Fig. 79). The operating range and neutrality depends 
on the substrate materials. The spectral-transmittance curves of neutral-density filters on magnesium 
fluoride, calcium fluoride, quartz , glass, sapphire, and germanium substates are shown in Fig. 80. 
Linear and circular metal-film neutral-density wedges and step filters are also available commercially.

At times there may be a need for a neutral attenuation that is not based on absorption. Sets of 
all-dielectric multilayer coating designs have been published with uniform transmission levels for 
the ultraviolet,326 visible,215,327 and near-infrared328 parts of the spectrum (Fig. 81).
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7.10  INTERFERENCE POLARIZERS AND POLARIZING 
BEAM SPLITTERS

The dependence of the optical properties of thin-film systems on the plane of polarization of 
obliquely incident radiation24 (Sec. 7.2, subsection “Matrix Theory for the Analysis of Multilayers 
Systems”) can be exploited to design interference polarizers and polarizing beam splitters with prop-
erties that augment those attainable by other means (Chap. 13, Vol. I). The main difference between 
a polarizer and a polarizing beam splitter is that in the former only one polarized beam is required, 
whereas in the latter both beams are to be utilized. A polarizing beam splitter can therefore also be 
used as a polarizer. The performance in transmission or reflection of both devices is usually charac-
terized by their degree of polarization P, or by the extinction ratio ER, both of which are functions 
of the transmittance T and reflectance R for the desired and undesired polarizations:
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In a polarizing beam splitter a high degree of polarization is required in both beams and this is more 
difficult to achieve. Presently efficient interference polarizers and polarizing beam splitters can be 
constructed for the soft x-ray, ultraviolet, visible, and infrared spectral regions. Interference polar-
izers and polarizing beam splitters are of particular interest whenever large areas and low losses are 
required. Schematic representations of the geometries of some of the devices are given in Fig. 68.

Multicomponent Polarizers

It is always possible to find an angle of incidence at which a substrate coated with a film of quarter-wave 
effective thickness will reflect only s-polarized radiation which is polarized perpendicular to the plane of 
incidence.333 This property can be used to construct efficient transmitting polarizers using far fewer plates 
than necessary in the conventional pile-of-plates polarizer of equal performance (Fig. 68d).334 The calcu-
lated degree of polarization attainable with different numbers of plates is shown in Fig. 82 for a series of 
film indices and polarizing angles. Experimental results agree closely with the calculations. In polarizers of 
this type the variation of the degree of polarization is small over a wavelength span of 2:1 and for angular 
apertures of up to 10°.333 Yet, because of its bulk, this type of polarizer is not frequently used. An excep-
tion is polarizers for the infrared, where it is more difficult to produce multilayers composed of many lay-
ers. Because of the high refractive indices available in that spectral region, it is possible to achieve a high 
degree of polarization even after a single transmission through a plate coated with one layer only.335

Several geometries of the reflection equivalent of the multiple plate polarizer exist (Fig. 68). The reflec-
tors can consist of one or more dielectric layers deposited onto nonabsorbing parallel plates or prisms 
(Fig. 68 t to w). In other devices the substrates are made of metal, or are coated with an opaque metallic 
film (Fig. 68 p to s).336 The angles of incidence on the various mirrors need not be the same. Polarizers of 
this type are particularly useful in the infrared337 and vacuum ultraviolet (see subsection “Polarizers for 
the Extreme Ultraviolet and Soft X-Ray Regions”) spectral regions. Interesting variants are polarizers that 
are based on total internal reflection or frustrated total internal reflection (Fig. 68 m and n). 

Plate Polarizers

The number of coated plates in the transmission polarizers described above can be reduced without 
compromising the performance by depositing more than one high-refractive-index layer onto the surface 
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of a plate and by spacing them with low-index films. In particular, it is possible to minimize the surface 
scatter, plate absorption, and lateral beam displacement by combining all the layers into one coating.

The most common solution for high-power laser applications are plate polarizers that are based 
on the polarization splitting that occurs at higher angles, for example, at the edges of quarter-wave 
stack reflectors (Fig. 68).338 The plate on which the multilayer is deposited is held at Brewster’s angle 
with respect to the incident light to avoid second surface reflections. Usually the long-wavelength 
edge of the reflector is used and the design is somewhat modified to remove the ripples in the trans-
mission band of the p-polarized radiation (Fig. 83). The use of other multilayer structures, such as 
bandpass filters, for the construction of plate polarizers has also been proposed.339 The wavelength 
range over which plate polarizers are effective is much smaller than that of polarizers based on a 
series of coated plates, but this is acceptable for most laser applications.

Other methods for the design of narrowband plate polarizers based on two or three coating 
materials have been described by Minkov,340 Mahlein,207 and Thelen.341 However, these solutions 
require many layers and sometimes very oblique angles of incidence.

Embedded Polarizers and Polarizing Beam Splitters
Based on Two Coating Materials

Polarizers and polarizing beam splitters effective over a wider spectral region are obtained when 
multilayer coatings of the type [HL]NH or [(0.5H)L(0.5H)]N are embedded between media of higher 
refractive index than air.342 The higher the refractive index ratio of the two coating materials used, 
the fewer the number of layers needed to achieve a certain degree of polarization and the wider the 
spectral region over which the polarizer will be effective. However, a certain relationship between 
the refractive indexes of the materials and the angle of incidence must be satisfied.343 The optical 
thicknesses of the quarterwave layers should be matched for the angle of incidence.

A particularly convenient polarizer with no lateral beam displacement results when the multilayer is 
embedded between two right-angled prisms, as shown in Fig. 68i.344,345 MacNeille polarizers operate over 
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a very broad range of wavelengths (Fig. 84a and b). For best results, the following relationship between 
the angle of incidence qp and the refractive indices of the prism and the layers should be satisfied:

  n
n n

n n
p p

L H

L H

sinθ =
+2 2

  (60)

This expression is independent of the thicknesses of the layers and, were it not for the dispersion of the opti-
cal constants, the transmission for the p polarization would be 1.0 across the entire spectral region at the 
design angle qp. However, the dispersion of the high-index material as well as the limit of the index ratio nL/nH 
will tend to decrease the useful spectral range of the polarizer.348 It is possible to select the V-number of the 
substrate material in order to decrease this disturbing effect. The rejection of the unwanted polarization will 
normally not be the same in both beams, although this can be achieved at the expense of the wavelength 
range.349 If polarizers for an even wider spectral region are required, it is possible to extend the range by plac-
ing two polarizers in series (Fig. 84c), by using the technique of superposition of stacks with contiguous high-
reflectance zones (Sec. 7.7, subsection “Rejection Filters”) or of two periodic multilayers with thickness ratios 
of 1:1 and 1:2.173 When both beams are used, the useful angular field of the MacNeille polarizer is of the 
order of ±2°. It is possible to increase it to ±10°, but again at the expense of narrowing the spectral range.350

When the MacNeille polarizer is to be used as a polarizing beam splitter, it is possible to design 
it for normal incidence of the beams onto the prism faces, or for a 90° deflection between the two 
beams (Fig. 68l).349,351 However, it is more convenient to embed the multilayers between two 45° 
prisms. A higher-refractive-index prism material is required if (60) is to be satisfied350 and the effec-
tive wavelength range will once again be reduced (Fig. 85).352

MacNeille polarizers and polarizing beam splitter cubes suffer from several disadvantages. The diam-
eter of the light beam that can be used with the polarizer is limited by the size, cost, and availability of the 
prism material. The attainable degree of polarization is also affected by the residual birefringence in the 
glass prisms. Cemented polarizers cannot be used with high-power lasers because of the absorption of the 
glue. To overcome these difficulties a liquid prism polarizer has been proposed consisting of a multilayer on 
a quartz plate that is immersed in distilled water (Figs. 68j and 86).353 Another way of avoiding the use of a 
cement is to optically contact the polarizer prisms (Figs. 68g, and 84d).354 More frequently the layers are 
deposited onto the hypotenuse of one of two air-spaced prisms (Fig. 68e).355 However, this arrangement is 
similar to a plate polarizer designed for use at 45° and so is its performance. 
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Embedded Polarizing Beam Splitters Based
on More than Two Coating Materials

By using coating materials with more than two refractive indices in the design of embedded polar-
izing beam splitters, it is possible to obtain devices that match the spectral region of a MacNeille 
polarizer while increasing its angular field. For example, a polarizing beam splitter has been 
described with a 72-layer 4-material design that has a ±6° angular field measured in air that is effec-
tive across the 0.4 to 0.7 μm wavelength range.356

Li Li Polarizing Beam Splitter 

Li Li described the design of a new type of embedded beam splitter for the visible and infrared spec-
tral regions, using a geometry that is depicted in Fig. 68k.357 What distinguishes this device from the 
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polarizing beam splitters described in the previous sections is that it operates at angles greater than 
the critical angle and that it transmits s-polarized light and reflects p-polarized light, respectively. 
The calculated performances of these designs in both the transmitted and reflected beams exceed 
those of any previous devices. For example, one polarizing beam splitter (described in Ref. 357) that 
consists of 53 layers has a ±7.4° angular field measured in air in the 0.4 to 0.7 μm wavelength region.

However, because the Li Li polarizing beam splitters require the use of prisms of high refractive 
index for which there are no suitable optical cements, the two prisms must be optically contacted. 
The measured performance of prototypes produced in this manner was in good agreement with the 
calculated values.358 The need for optical contacting, and the rather large size of the prisms, is the 
reason why the Li Li polarizing beam splitter is not yet widely used. 

Metal-dielectric versions of the Li Li polarizer have been described that are simpler and consist 
of fewer layers, but they absorb some of the incident light.359

In Fig. 87a to j the calculated spectral and angular performances of a number of polarizers and 
polarizing beam splitters for the near-UV, visible, and near-IR spectral regions are compared. A 
theoretical comparison of the properties of the MacNeille, cube and plate polarizers for one wave-
length has been given by Cojocaru.360 

Polarizers for the Extreme Ultraviolet and Soft X-Ray Regions

Polarizers based on reflections from two or more single layer coated surfaces have been proposed for 
the vacuum ultraviolet366–368 spectral region. The measured performances in the XUV region of two 
such polarizers that are based on three reflections are depicted in Fig. 88.

Polarizers for the soft x-ray region can also be based on the fact that the reflectance of an x-ray 
multilayer mirror at oblique angles is very different for radiation polarized parallel and perpendicular 
to the plane of incidence. Curve 3, Fig. 91 shows the reflectance of such a periodic Mo/B4C multilayer 
with a very high degree of polarization.370 Because the region of high reflection is very narrow, this 
type of polarizer essentially operates at one wavelength only.371 However, if the radiation is reflected 
from two identical mirrors of this type (Fig. 68q), it is possible to construct a device with a reason-
able throughput (>0.05) that can be tuned over a wide range of wavelengths without changing the 
direction of the emerging beam (Fig. 89).372

More recently multilayer polarizers effective over a broader range of wavelengths have been con-
structed. A few examples are shown in Fig. 90.370,373–375 They are nonperiodic systems made of two 
suitable materials and they consist of between 60 and 300 layers. The one exception is curve 3 which 
corresponds to a periodic system and which is shown here for comparison purposes. It will be seen 
that the effectiveness over a broader range of wavelengths comes at the expense of a lower through-
put, but it is also accompanied by a much wider angular field. This is of particular importance when 
the polarizers are to be used with imaging optics. 

7.11 BANDPASS FILTERS

An ideal bandpass filter transmits all the incident radiation in one spectral region and rejects all the other 
radiation. Such a filter is completely described by the width of the transmission region and the wavelength 
at which it is centered. Practical filters are not perfect and require more parameters to adequately describe 
their performance. No uniform terminology has yet been developed for this purpose. Care should be taken 
when reading and writing specifications since often different terms are used to describe different types of 
filters, and sometimes quantities bearing the same name are defined differently.

The position of the transmission band is variously specified by the wavelength lmax at which the 
maximum transmission occurs, the wavelength l0 about which the filter passband is symmetrical, 
or the spectral centre of gravity lc of the band. When specifying the tolerance on l0 it should be 
remembered that the peak of interference filters can be moved only toward shorter wavelengths by 
tilting (see Sec. 7.2, subsection “Matrix Theory for the Analysis of Multilayer System”).

The peak transmittance T0 may or may not take into account the absorption within the substrate 
and/or blocking filters used to remove the unwanted transmission of the interference filter away 
from the principal passband (Fig. 91).
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of two identical 21-layer Ru-C multilayers on Si substrates. The polarizer can be tuned to different wave-
lengths by changing the angle of incidence q of the radiation on the two mirrors. (After Yanagihara et al.372)
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unblocked second-order metal-dielectric interference filter 
of the Fabry-Perot type (Sec. 7.11, subsection “Filters with 
metallic reflecting coatings”). (After Bausch & Lomb.275)

The half width (HW) Δl0.5 of the filter is the difference between the wavelengths at which the transmit-
tance is a half of T0. This quantity is also sometimes called the full width half maximum (FWHM). It is 
often expressed as a percentage of l0. The base width (BW) Δl0.01 is similarly defined. The ratio Δl0.01/Δl0.5, 
sometimes called the shape factor, indicates how “square” the transmission band is. Sometimes widths cor-
responding to other fractions of the transmittance are used to define it.

The minimum transmittance Tmin of the filter does not take into account the effect of blocking 
filters. The quantity Tmin /T0 is called the rejection ratio.

In all-dielectric transmission-band filters the transmittance rises at some distance on either side 
of the transmission band. The distance over which the transmittance is low is called the rejection 
region. The distance between the two transmission maxima adjacent to the principal transmission 
band is called the free spectral range. Should either of the above two quantities be inadequate, auxil-
iary blocking filters might have to be provided.
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The ultimate measure of the suitability of a bandpass filter with a blocked spectral transmittance 
T(l) for a particular application is the signal-to-noise ratio SN, defined in terms of the spectral 
energy distribution I(l) of the source and the spectral detectivity D(l) of the detector,
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where l1, l2 are the lower and upper limits of the transmission region of the filter. The SN ratio is 
sometimes expressed in terms of optical density.

Useful general reviews of bandpass filters exist.376,377 Interference filters, and especially bandpass 
filters, are increasingly deposited in complicated millimeter and sub-millimeter patterns for use with 
display devices and detectors.378,379 Very fine masks or photo-lithographic processes are required to 
produce such structures (Fig. 92).

Narrow- and Medium-Bandpass Filters (0.1 to 35 percent hw)

Even though the essential components of Fabry-Perot (FP) interference filters, that is, the spacer 
and the two reflectors that surround it, can take on many different forms (see Fig. 93), the filters 
are essentially low-order FP interferometers and hence the theory developed for the latter (see, for 
example, Born and Wolf19) applies in full.

The transmittance of a FP type filter, not allowing for absorption and multiple reflections within 
the substrate, is given by 

  T
T

R R
R=

− +

2

2 21 4( ) sin δ
  (62)

where

  T T T R R RR = =1 2 1 2   (63)

T1, R1 and T2, R2 are the transmittances and reflectances of the first and second reflectors, respec-
tively, as seen from within the spacer medium, and d is given by

  δ π
λ

θ φ= +2
ndcos   (64)

FIGURE 92 Four color checkerboard pattern for 
use with a 64 × 64 element focal plane HgCdTe detector 
array. The dimensions of each element are 100 × 100 μm. 
(Reproduced with permission from Barr Associates.380)
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  (65)

n, d, and q are the refractive index, thickness, and angle of refraction of the spacer, respectively, and 
f1 and f2 are the phase changes on reflection from the spacer side of the first and second reflectors at 
a wavelength l. Maxima of T occur at wavelengths
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A (= 1 – TR – R) is the mean absorption of the reflectors. The minimum transmittance
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If TR and R are essentially the same at l0 and lmin, the rejection ratio is given by
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(a) (b) (c)

(f)(e)(d)

(g) (h) (i)

FIGURE 93 Schematic representations of various types of bandpass interference filters:
(a) to (c) Fabry-Perot interference filters with metal, dielectric, and metal-dielectric reflectors;
(d) frustrated-total-internal-reflection filter; (e) and (f ) square-top multicavity filters with metal and 
dielectric reflectors; (g) induced-transmission filter; (h) phase-dispersion (spacerless) interference 
filter; and (i) Fabry-Perot filter with a mica or quartz spacer. 
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For R > 0.7 the half width of the transmission band (expressed as a percentage of l0) is given by
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For a given order of interference the half width and rejection ratio cannot be varied independently. 
The formula

  T
T

≈
+ −

0

0 0 5
21 4[( ) ].λ λ λ/Δ

  (72)

valid for FP filters with small values of ∂f/∂l in the neighbourhood of l0, represents a lorentzian 
line shape with Δl0.1 = 3Δl0.5 and Δl0.01 = 10Δl0.5. The shape factor of all FP-type interference filters 
is therefore of the order of 10.

Southwell has recently shown that a spacer in an interference filter need not consist of a single 
layer only, and that there are some advantages when it is partitioned into a number of layers.381

Fabry-Perot Interference Filters (0.1 to 10 percent hw)

Filters with metallic reflecting coatings This is the first interference bandpass filter ever made, 
and the simplest.382 It consists of two partially transmitting, highly reflecting metal layers separated 
by a dielectric film and is symbolically represented by MDM (Fig. 93a). The best metallic reflectors 
currently available are aluminium and silver for the 0.125 to 0.34 μm and 0.34 to 3.0 μm spectral 
ranges, respectively. The measured spectral-transmittance curves of a number of typical filters are 
shown in Fig. 94.

The phase changes on reflection at the spacer-metal-reflector surface are finite and hence they 
affect the position of the transmission maxima [Eq. (66)]. But the dispersion of the phase change 
on reflection can be neglected, and so the half width depends only on the reflectance of the metal 
layers and the order of the spacer. Filters with half widths of 1 to 8 percent are common. Because the 
ratio A/T is not very small for metals, the maximum transmission is limited [Eq. (67)]. Maximum 
transmittances of 40 percent are relatively common. For filters with the narrower half widths, or for 
shorter wavelengths, transmittances of the order of 20 percent have to be accepted. This is much less 
than the transmittances of all-dielectric filters of comparable half widths. Nevertheless, filters of this 
type are useful because their transmittances remain low except at wavelengths at which the first- and 
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FIGURE 94 Measured transmittance of FP filters with metallic reflecting coatings. Curve 6 
represents the transmission of two identical filters cemented together. (Curve 1 after Harrison;383 
curve 2 after Bradley et al.;384 curves 3 and 5 to 7 after Balzers;385 curves 4 and 8 after Schott & Gen.386)
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higher-order transmission maxima occur [Eq. (66)]. Blocking is thus easy. In particular, first-order 
filters usually do not require any blocking on the high-wavelength side—a difficult task at all times. 
The rejection of the filters is good, though not spectacular. If a better rejection is required and a lower 
transmittance can be tolerated, two identical filters may be cemented together (curve 6, Fig. 94). This 
is possible because of the finite absorption in the metal films. Alternatively, metal square-top filters 
(Sec. 7.11, subsection “Square-Top Multicavity Bandpass Filters”) or filters with even more compli-
cated structures (Sec. XI A 3) can be used.

Filters with all-dielectric reflectors Above 0.2 μm the metallic reflectors can be replaced by all-
dielectric quarter-wave stacks (Sec. 7.6).344 The symbolic representation of such a filter (Fig. 93b) 
is, for example, [HL]N2mH[LH]N or H[LH]N2mL[HL]NH, H and L being quarter-wavelength layers 
of high and low refractive indices, respectively, m is the order of the spacer and N the number of 
full periods in the reflecting stacks. The phase change on reflection at the boundary between the 
spacer and such a reflector does not affect the position of l0 [Eq. (66)] but the dispersion of the 
phase change on reflection is finite, depends on the materials used, and for lower-order spacers, 
contributes very significantly to the reduction of the half width of the transmission band [Eq. (71)]. 
Expressions for the half width
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for high- and low-refractive-index spacers, respectively have been given by Macleod.2

By choosing a suitable combination of the reflectance and order of the spacer almost any half 
width between 0.1 and 5 percent can be achieved in the visible part of the spectrum while maintain-
ing a useful rejection ratio.

The maximum transmittances of all-dielectric FP filters depart from unity because of the finite 
absorption, scattering, and errors in the thicknesses and refractive indexes of the films. In the central 
part of the visible spectrum maximum transmittances of 0.8 are normal for unblocked filters with 
a half width of 1 percent, although higher transmittances can be achieved. This figure is gradually 
reduced as l0 approaches 0.2 or 20 μm, and filters with narrower half widths become impracticable 
for lack of adequate transmittance.

The transmittance away from the transmission maximum is low only over the extent of the rejec-
tion region of the two materials used for the construction of the reflectors (Fig. 34), and additional 
blocking is often required on both the long- and the short-wavelength sides. This can result in a 
considerable lowering of the maximum transmittance of the blocked filter, a 30 to 40 percent loss 
being not uncommon for filters peaked in the ultraviolet or infrared spectral regions.

For those parts of the visible and infrared for which nonabsorbing mechanically robust coat-
ing materials abound, square-top interference filters (Sec. 7.11, subsection “Square-Top Multicavity 
Bandpass Filters”) are often preferred because of their better shape factor and higher rejection ratio. 
All-dielectric FP filters are still attractive in the ultraviolet, where there is a lack of such materials 
and where thickness monitoring is difficult, and also in the far-infrared, where very thick layers are 
required.

The measured transmittance curves of a number of typical all-dielectric FP filters are shown later 
in Fig. 98. An additional curve on a smaller scale is given, whenever necessary, to show the transmit-
tance away from the passband.

Filters with metal-dielectric reflectors In these filters the reflectors consist of metal layers whose 
reflectance has been enhanced through the addition of several dielectric layers (Sec. 7.14, subsection 
“Fabry-Perot Filters with Solid Spacers”) (Fig. 93c).387 The properties of such filters are intermediate 
to those described in the two previous sections.
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Frustrated total internal reflection filters These are essentially FP filters in which the spacer layer 
is surrounded by two frustrated-total-reflection surfaces (Fig. 93d).387,388 They have not found wide 
applications as bandpass filters because the finite absorption and scattering within the layers have 
prevented the theoretically expected high transmittance and small half widths from being realised 
and because the angular variation of the wavelength of the transmission peaks is very high.

Square-Top Multicavity Bandpass Filters (0.1 to 35 percent hw) A filter with a “squarer” shape that 
does not suffer from some of the disadvantages of the FP filters results when the basic FP structure is 
repeated two or more times.158,389,390 Such filters may be based on metal391 or all-dielectric392,393 reflec-
tors (Fig. 93e and f ). Thus, for example, [HL]N2H[LH]NC[HL]N2H[LH]N represents an all-dielectric 
square-top filter in which the FP structure [HL]N2H[LH]N is repeated twice. The quarter-wavelength 
layer C is called a coupling or tie layer, and the half-wavelength-thick spacer layers 2H are often called 
cavities. Small departures from the above model are made at times to improve the transmittance in 
the pass band or the angular properties of the filter.

The half widths of the narrower multicavity filters of the above type do not differ very signifi-
cantly from those of the basic FP structure [Eq. (71)]. The shape factors decrease with an increase in 
the number of the cavities and do not seem to depend on the materials.389 They are approximately 
11, 3.5, 2.0, and 1.5 for one, two, three, and four cavities, respectively. The minimum transmittance 
in the rejection region is roughly that which could be obtained if the filter were composed entirely 
of l/4 layers [Eq. (44)]. Unlike in the FP filter, the half width and rejection ratio can therefore be 
varied independently. These various points are illustrated in Fig. 95. The peak transmittance of mul-
ticavity square-top filters is less affected by the residual absorption in the layers than that of FP type 
filters. As in the case of their FP counterparts, metal-dielectric square-top filters can be cemented 
together to enhance the rejection (curve 5, Fig. 96).

The improvement in the performance of square-top bandpass filters over that of the FP type is 
such that despite their more critical and expensive production, most manufacturers regard them 
as their standard line of filters. The spectral-transmittance characteristics of typical commercially 
produced metal-dielectric and all-dielectric bandpass interference filters of different half widths are 
shown in Figs. 96 and Figs. 97 to 102, respectively. Filters with intermediate half widths and peak 
wavelengths can readily be obtained.

For very critical or special applications multicavity filters are designed and constructed with 
properties that exceed those shown in the above figures. For example, for the use in fiber-optic 
communications systems, multicavity filters are required in which the peak transmittance closely 
approaches unity. Various procedures for the design of such filters, including some that are based 
on the use of Chebyshev polynomials, have been described.407,408 Special care has to be taken during 
the manufacture of the coatings to meet this requirement. Typical measured spectral transmittance 
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curves are shown in Fig. 103. For other applications, such as fluourescence or Raman spectroscopy, 
the peak transmittance is not important, but signal-to-noise ratios of the order of 10–8 are required. 
This necessitates the use of many cavities (Fig. 104).

Induced-Transmission Filters The transmittance of a metal layer can be considerably enhanced 
by surrounding it with suitable multilayer structures (Fig. 93g). Thus, for example, it is possible to 
induce a transmittance of 65 percent at l = 0.25 μm in a 0.03-μm-thick aluminum film which, when 
deposited directly onto a quartz substrate, would transmit only 2.5 percent of the same radiation.410 
The induced transmittance is highly wavelength-sensitive and can be used to construct bandpass 
filters containing one or more metal layers.411–417 Induced-transmission filters combine the good long-
wavelength attenuation properties of the more common types of metal/dielectric filters (Secs. 7.11, sub-
section “Filters with metallic reflecting coatings” and “Filters with all-dielectric reflectrors”) with peak 
transmittances that are closer to those of all-dielectric filters. The performances of some experimentally 
produced induced-transmission filters are shown in Fig. 105.

Very Narrow Bandpass Filters (hw - 0.1 percent)

It follows from (71) that the half widths of interference filters can be reduced by increasing the 
reflectance of the reflectors, the order of interference of the spacer, or the dispersion of the phase 
change on reflection. All these approaches have been tried in the past.

Filters with Evaporated Spacers (hw > 0.03 percent) In narrowband filters of conventional con-
struction both high reflectance and higher-order spacers are used. The manufacturing process is 
quite critical, and attention must be paid to details. The films have to be very uniform over the filter 
area, and they must not absorb or scatter. They must not age, or, alternatively, their aging must be 
capable of being accelerated or arrested. Monitoring must be precise, so that the peak occurs at or 
close to the desired wavelength.

Both FP and square-top filters of very narrow bandwidths can be made, the latter being prefer-
able for most applications. The present limit on the half widths of this type of filter seems to be of 
the order of 0.03 percent.419 The performance of two commercially produced filters of this type are 
shown in Fig. 97a and b.

Fabry-Perot Filters with Solid Spacers In practice the half width of interference filters cannot be 
reduced indefinitely by increasing the optical thickness of an evaporated spacer [Eq. (71)] because 
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when the latter exceeds about two wavelengths, it may become too rough to be useful.396 A high-
order filter can, however, be constructed by evaporating reflecting coatings on either side of a thin 
prefabricated spacer (Fig. 93i).

Mica Spacers (hw > 0.01 percent) Transmission bands in silvered mica were probably first 
observed by Wood420, but the deliberate use of mica to construct filters came much later.421–424 The 
construction of mica interference filters with transmittances of 30 to 80 percent per polarization for 
half widths of the order of 0.01 to 0.1 percent in the 0.45- to 2.0-μm wavelength region is relatively 
straightforward.423 The position of the transmission peak can be located within a fraction of an 
angstrom, does not change with time, and can be sufficiently uniform over areas of 2 to 5 cm diam-
eter. Because of the very high order of interference (70 to 700 orders) the spectral-free range is quite 
small, and auxiliary filtering is necessary for most applications. Unless the thickness of the mica is 
specially selected, the birefringence of mica will result in two mutually perpendicularly polarized 
sets of transmission bands, a fact that can be used to advantage in some applications. The spectral-
transmittance curve of a fully blocked mica interference filter for Ha is shown in Fig. 97c.

Optically polished solid spacers (hw > 0.002 percent) It is possible to construct very narrow 
bandpass filters having thin fused-quartz spacers.425–429 A good fused-quartz flat is coated with an 
all-dielectric reflector, and this coated surface is optically contacted to another flat.397,430 The flat 
is then ground down and polished to form a spacer layer of the required thickness, and the second 
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reflector layers are applied to complete the filter. As in the mica filters, the position of the transmis-
sion band is very stable, and auxiliary blocking filters are needed because of the small spectral-free 
range. The transmittance of filters with silica spacers is higher than that of corresponding mica 
filters because fused quartz is highly transparent and is not birefringent. A typical unblocked filter 
with a clear aperture of 3.5 cm and a half width of 0.007 percent had a transmittance of 45 percent 
for nonpolarized light. An important advantage of filters with fused-silica spacers is that it has been 
found possible, by repeating the process described above, to construct square-top filters with rejec-
tion ratios of the order of 5 × 10–4 (Fig. 97f) and filters with half widths as low as 0.002 percent (Fig. 97g). 
However, such filters are very expensive.

Other materials can also been used to produce solid spacers by optical polishing. Germanium 
was used by Smith and Pidgeon431 and by Costich252 to produce very narrow bandpass filters for the 
infrared. Roche and Title used a substrate made of a combination of yttrium and thorium oxides to 
produce a filter with a hw = 0.004 percent at 3.3 μm.432 

Plastic spacers (hw > 0.15 percent) Mylar has very smooth surfaces and areas can be selected that 
have a sufficiently uniform thickness to permit the use of this material as a solid spacer. Candille and 
Saurelle have used this material to produce narrow bandpass filters and obtained half widths of the 
order of 0.0008 μm.433,434 In some of their designs a second, evaporated narrowband filter deposited 
onto one side of the solid spacer served to remove unwanted adjacent orders.

Phase-Dispersion Filters (hw > 0.1 percent) The dispersion of the phase change on reflection 
enters into (71) for the half width of FP filters. Typical values of this quantity at l = 0.5 μm for a 
silver reflector, a nine-layer quarter-wave stack with nH/nL = 1.75, and for a broadband reflector 
are –0.5, –6.8, and –112.0, respectively.224 As a result, the half widths of FP filters constructed with 
such reflectors should be reduced by factors of about 1.05, 2, and 20. In the last case the contribu-
tion of the spacer to the half width is negligible, and a spacerless design is possible (Fig. 93h ).435,436 
Unfortunately, the expected reduction in half width has so far not been fully realised in practice, 
probably because of errors in the monitoring and lack of uniformity of the layers.437

Tunable filters (hw > 0.001 percent) These are usually air-spaced FP interferometers, often 
provided with elaborate automatic plate-parallelism and spacing control, which are more akin to 
spectrometers than to filters.438,439 The position of the pass band can be tuned quite significantly by 
changing the separation between the reflector plates. This type of tuning, unlike the tuning of filters 
by tilting, does not affect the angular field or shape of the transmission band. Ramsey reviews the 
various problems associated with the construction and use of such instruments.440,441 

An electrically tunable 0.005 percent half width interference filter with a lithium niobate spacer 
sandwiched between two conducting reflecting coatings has also been described (Fig. 106).
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Wide-Bandpass Filters

Filters with half widths ranging from 10 to 40 percent can be constructed using techniques 
described in Sec. 7.11. subsection “Square-Top Multicavity Bandpass Filters” (Figs. 101 and 102). 
Filters with wider transmission bands are usually obtained by combining short- and long-pass filters 
with cutoffs at the desired wavelengths. The cutoff filters may be all-dielectric (Figs. 61 and 62), glass 
or gelatine cutoff filters or antireflection-coated infrared materials. Some of the short- or long-pass 
filters may be regarded as being wide-bandpass filters in their own right. The cutoff filters may be 
combined into a single filter. Alternatively, it is possible to assemble a number of short- and long-
wavelength cutoff filters into sets that make it possible to assemble wide-passband filters of different 
half widths and peak wavelengths. In this latter arrangement the cutoff positions of all-dielectric 
short- and long-pass filters can be tuned individually by tilting to coincide with the desired wave-
lengths. Another way of tuning the edges of the transmission band is to pass the radiation through a 
pair of circular wedge short- and long-wavelength cutoff filters placed in series.

Filters with very broad transmission bands are also obtained when a multilayer is formed from 
two suitably displaced long-wavelength cutoff filters separated by an appropriate matching layer 
(Fig. 107a).443 Automatic computer programs can be used to design high-transmission broadband 
filters with a high rejection and a shape factor close to unity (Fig. 107b).444

Interference Filters with Multiple Peaks

For some applications filters with multiple peaks in one particular spectral region are required. The 
design of such filters has been considered by Pelletier et al.447 Typical results are shown in Fig. 108. 
Filters with different peak separations, rejections and half widths are possible.

Linear and Circular Wedge Filters

If the thicknesses of all the layers of a bandpass filter vary in proportion across the surface of a sub-
strate, the position of the transmission peak will vary in the same way (Sec. 7.2, subsection “Matrix 
Theory for the Analysis of Multilayers Systems”). Such wedge filters are as old as the interference fil-
ter itself and are available in versions in which the wavelength variation occurs along a straight line 
or a circle. The latter arrangement is particularly useful because it lends itself well to the construc-
tion of low cost, small and light weight rapid-scan monochromators of moderate resolution that are 
robust and environmentally stable.448 Methods for the production of circular variable filters with 
a linear dependence of wavelength on angle and references to some of the previous work on wedge 
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filters are given in several papers.449–453 Circular variable square-top filters for the 0.24- to 0.4- and for 
the 0.4- to 25-μm spectral regions are described by Avilov and by Yen.454,455 The maximum transmit-
tances for fully blocked filters vary between 15 and 75 percent, depending on the spectral region and 
the half width of the filter. Rejection levels of 0.1 or 0.01 percent are possible. Typical transmission 
curves for several angular positions on two circular variable square-top filters are shown in Fig. 109. 
The ratio of the maximum to minimum wavelength available in one wheel varies between 1.11 and 
16.454 The angular width of the slit used in conjunction with a circular variable filter, expressed as a 
percentage of the angular size of the filter wedge, should not exceed the nominal half width of the 
filter (expressed in percent) if it is not to cause a marked reduction in the resolution.

Angular Properties of Bandpass Interference Filters

With the gradual increase of the angle of incidence the transmittance maximum of a typical band-
pass filter moves toward shorter wavelengths (Fig. 110a). On further increase in the angle of inci-
dence the maximum transmittance and the half width deteriorate; the transmission band becomes 
asymmetric and eventually splits up into p- and s-polarized components (Fig. 110b). The deteriora-
tion is more rapid for nonparallel radiation.
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Properties of Bandpass Filters for Angles of Incidence Less than 20° The behavior of bandpass fil-
ters for angles of incidence q 0 ≤ 20° can be described quantitatively using the concept of an effective 
index µ∗ of the filter. In terms of m∗ the transmittance T in the neighborhood of the transmission 
peak of any FP filter is given by Lissberger:457
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Δl0.5 and T0 are the half widths and the maximum transmittance (at l0) for normal incidence of 
the radiation. Formulas for m∗ in terms of the construction parameters have been found for the 
all-dielectric FP filter and the double-spacer filter458,459 and for the metal-dielectric FP and induced-
transmission filters.460 The change in position of the transmission peak (dl)0, and the half width 
(Δl0.5)q at angle q are
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For convergent radiation of semiangle a the corresponding expressions are
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Linder and Lissberger discuss the requirements and design of filters for this case.457,461
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Small tilts are commonly used to tune the peak of a filter to the desired wavelength even though 
they have an adverse effect on the angular field of the filter.

Bandpass Filters with Little or No Polarization Splitting It has been shown numerically for the 
phase-dispersion filter,435 for the frustrated-total-reflection filter,462 and for the metal-dielectric24 
and all-dielectric463 FP filters that it is possible to arrange for the two polarized transmission bands, 
which may have different widths, to coincide at high angles of incidence (Fig. 110b). The narrow, 
symmetrical high-transmittance bands that result may be useful for some applications even though 
the position of the maximum is still displaced with angle. Baumeister has shown how to design mul-
ticavity filters with no polarization splitting at one angle of incidence (Fig. 111).464

Wide-Angle Bandpass Filters Figure 112 shows the variation with effective index m∗ of the angular 
field of FP filters, defined as being twice the angle of tilt necessary to reduce to 0.8T0 the transmit-
tance of the filter for radiation of wavelength l0. To increase the angular field m∗ must be increased. 
Thus, for example, in an all-dielectric FP filter the expression for m∗ shows that nL < m∗ < nH and that 
with increasing spacer order m∗ approaches the refractive index of the spacer. The upper limits 
for m∗ for an all-dielectric FP filter in the ultraviolet, visible, and infrared parts of the spectrum are 
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of the order of 2.0, 2.35, and 5.0, respectively. Little can be done about the angular field of solid 
spacer filters (Sec. 7.11, subsection “Fabry-Perot Filters with Solid Spacers”).

For metal-dielectric FP and for induced-transmission filters effective indexes m∗ of up to 3.2 and 
2.0 have been reported.460 

Wilmot and Schineller465 and Schineller and Flam466 have announced a filter consisting of a thin, 
plane-parallel fiber-optic face plate coated on both sides with all-dielectric mirrors. Since in such a 
filter the half width is determined only by the thickness of the plate and the reflectivity of the coat-
ings, and since the field of view depends on the ratio of the wavelength to the fiber diameter, the 
two quantities are independent. The measured transmittance of a 15-Å-half-width, 6-mm-diameter 
filter composed of 1.5-μm-diameter fibers was 30 percent, and the shift in wavelength with angle of 
incidence was one-eighth that of a conventional filter.

Stability and Temperature Dependence of Bandpass Filters

The stability of the position of the transmission peak has been studied by many workers.389,396,467–475 
The observed changes (up to 1 percent of l0) seem to depend greatly on the materials and manu-
facturing conditions. In filters with evaporated spacers both irreversible changes, probably due to 
changes in the structure of the films, and reversible changes due to the absorption of water vapor, 
have been observed. Many manufacturers are now able to minimise these effects through the use of 
more stable materials, improved high energy deposition methods (see Sec. 7.3), or accelerated artifi-
cial ageing processes. No changes were observed in solid spacer filters (Sec. 7.11, subsection “Fabry-
Perot filters with Solid Spacers”).

Changes in the operating temperature normally do not significantly affect the half widths and peak 
transmittances of medium and wide bandpass interference filters (see, for example, Refs. 476 to 479). 
An exception are filters that contain semiconductors that start to absorb significantly on heating (e.g., 
germanium) or on cooling (PbTe).480,481

The position of the transmission peaks shift linearly toward longer wavelengths with an increase 
in temperature, the magnitude of the shift depending largely on the spacer material. The tempera-
ture coefficient, expressed as a percentage change in l0 per degree Celsius change in temperature, 
lies between 2 × 10–4 and 3 × 10–3 for filters with evaporated spacers for the 0.3- to 1.0-μm spectral 
region403 and between 2 × 10–3 and 2 × 10–2 for the infrared spectral region.389,237 It is of the order of 
1 × 10–3 for filters with mica423 and quartz397 spacers. Unless temperature control is provided, under 
adverse conditions all the above temperature coefficients could lead to serious shifts of the transmis-
sion peaks of very narrow band filters (Sec. 7.11 subsection “Very Narrow Bandpass Filters”). The 
temperature control can take the form of an external constant-temperature enclosure, or it might 
be built in right into the filter. Eather and Reasoner396 and Mark et al.482 describe arrangements of 
the latter type in which two sensors embedded in the filters are used to control the current flowing 
through two transparent conducting coatings that surround the filter.

Deliberate changes in the temperature can be used for a fine tuning of the transmission wave-
length without having an adverse effect on the angular field of the filter.

Bandpass Filters for the XUV and X-Ray Regions

The construction of good bandpass filters for the extreme ultraviolet is hampered by the lack of 
coating materials with suitable optical constants. However, certain metals in thin-film form can be 
used as rudimentary bandpass filters in the extreme ultraviolet. The primary process in these filters 
is absorption, although at times interference within the film may have to be considered to explain 
the spectral transmission characteristics fully.

The measured spectral transmittance of some of these materials are shown in Figs. 113 and 114. 
By increasing the thicknesses of the films higher rejection ratios could be obtained at the expense of 
peak transmissions, and vice versa. The transmittance of the most promising material, aluminum, 
would be higher if it were not for the formation of absorbing oxide layers.
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FIGURE 113 Measured extreme-ultraviolet and soft x-ray transmittances (a) to (o) of several self-
supporting metal films of indicated thicknesses.
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Many of the layers are self-supporting (Fig. 113). Others must be deposited onto a suitable trans-
parent substrate (Fig. 114). Thin aluminum films are sometimes used for this purpose. Other mate-
rials used in the past are Zapon (cellulose acetate); collodion, Parlodion, and Celluloid (cellulose 
nitrates); Mylar (polyethylene teraphtalate); and Formvar (polyvinyl formal) (Fig. 113n and o). Any 
residual absorption in the substrate contributes, of course, to the overall-transmission curve. The 
preparation of self-supporting thin films is described by Novikov and by Sorokin and Blank.483,484 
Because of their fragility such films are usually mounted on a very fine mesh screen.

Multilayer Fabry-Perot interference filters for the soft x-ray region have also been constructed.485–487 

However, thus far the only spectral measurements reported are nonnormal incidence reflection.488 
The finesse of the filters is low and the modulation of the reflectance curve depends on the thickness 
of the spacer. The devices are useful for measurement purposes.

7.12  HIGH PERFORMANCE OPTICAL MULTILAYER 
COATINGS

Advances in the design and the automation of the manufacture of optical multilayer coatings have 
made possible the routine production of filters with a performance that would have seemed impos-
sible to achieve even fifteen years ago. For the visible and near-infrared parts of the spectrum mate-
rials and processes have been developed at a number of commercial and research facilities which 
permit them to deposit with high accuracy layer systems that consist of more than 4000 layers and 
with total metric thicknesses exceeding 100 μm. Currently the most common application areas for 
such coatings are in telecom systems (with filter sizes typically of the order of 1 mm) and in fluo-
rescence and Raman spectroscopy (diameters between 10 and 25 mm). The filter specifications for 
these filters, as a rule, span such a range of transmittances, or have such sharp gradients, that to 
depict the results properly, it is usually necessary to present the data in at least two graphs. In this 
section representative examples will be given to illustrate the type of performance that can be cur-
rently achieved.
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In Fig. 115a1 is shown the calculated and measured performance of a 50-μm-thick gain-flattening 
filter for telecom applications in which the specified transmittance varies in the 1.530- to 1.625-μm spectral 
region between 0.0 and –4.0 dB. The difference between the target and measured transmittances is show in 
Fig. 115a2 and the peak-to-peak variation is <0.1 dB.

Figure 115b1 presents the measured transmittance of a dual band filter of the type that is used 
for adding or dropping signals of certain wavelengths from a fiber network. Also shown are the theo-
retical transmittance and reflectance. The main requirements for this application are that the transmit-
tance be as high as possible with low ripple in the transmission bands and have low transmittance 

0.00

Measured

T measured
T theory [s]
R theory

T measured
T theory [s]
R theory

(a1) (b1)

(a2) (b2)

(c1) (d1)

(c2)

(d2)

Calculated

Tmeas. - Ttarget

–1.00

–2.00

–3.00

–4.00

–5.00

0.10

0.05

0.00

–0.05

–0.10

0.00

T
, R

 (
dB

)
T

, R
 (

dB
)

Tr
an

sm
it

ta
n

ce

Tr
an

sm
it

ta
n

ce
Tr

an
sm

it
ta

n
ce

 (
dB

)
E

rr
or

 fu
n

ct
io

n
 (

dB
)

O
pt

ic
al

 d
en

si
ty

Tr
an

sm
it

ta
n

ce
 (

dB
)

–0.20

–0.40

–0.60

–0.80

–1.00

–10.0

–20.0

–50.0

–40.0

–30.0

–60.0

1.00

0.95

0.85

0.90

0.80

0.0

–20.0

–60.0

–40.0

–80.0

1.53 1.55 1.57

Wavelength (μm)

Wavelength (μm) Wavelength (μm)

Wavelength (μm)

Measured with 0.5 nm resoluton

Measured with 0.2 nm resoluton

1.59

1 2 3

1 2 3

1.61 1.51 1.53 1.55 1.57

0.500.45 0.55 0.650.60 0.635 0.640 0.645 0.650 0.655

0.500.45 0.55 0.650.60 0.6345 0.6350 0.6355

1.00

0.80

0.60

0.40

0.20

0.00

8.00

6.00

4.00

2.00

0.00
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for fluorescence probe microscopy, having very high transmittances and sharp drop-offs; curves 1, 2, and 3 corre-
spond to the transmittance curves of the excitation, beam splitting and emission filters; (d) Raman edge pass filter 
with an edge steepness of approx. 86 dB/nm. (After Iridian Spectral Technologies.202)
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between these bands. The filter shown consisted of more than 300 layers and had a total thickness 
of 65 μm. Figure 115.b2 shows that the rejection between the two transmission peaks is indeed very 
high.

In Fig. 115c are shown the measured transmittance curves of the excitation and emission filters 
and the beam splitter required for fluorescence probe microscopy. For this application the filters 
must have very high transmittances and sharp drop-offs in order to maximize the signal-to-noise 
ratio. The emission and excitation filters were about 35 μm thick and consisted of more than 300 
layers. The optical density outside the transmission regions are shown in Fig. 115c2. Some of these 
measurements are noise limited above an optical density 6.

In Fig. 115d is shown the measured transmittance of a steep cutoff filter for Raman spectroscopy. 
The filter consisted of about 500 layers and had a total thickness of about 40 μm. The ripple in the 
transmission region is only 4 percent. To appreciate the steepness of the cutoff (about 86 dB/nm) 
the region around the cutoff is plotted in Fig. 115c2 on an expanded wavelength scale.

Very advanced spectroscopic notch filters are shown in Fig. 42, one of these consisting of as many 
as 4410 layers. Of course, the processes used to produce the advance coatings described above are 
used today to produce better coatings with the simpler properties described in the earlier diagrams.

7.13  MULTILAYERS FOR TWO OR THREE
SPECTRAL REGIONS

Increasingly there are applications, especially in laser science, in which the spectral transmission 
and/or reflection has to be controlled at two or more wavelengths.34 The design and construction of 
such coatings is more difficult than that of systems for one wavelength region only, especially when 
the ratio of the wavelengths of interest is very large.

Multilayers for Two Spectral Regions

Costich was the first to specify the construction parameters of coatings having all possible combina-
tions of low and high reflection behavior at wavelength ratios of 1.5-, 2.0-, and 3.0: 1.0.489 His solu-
tions were based on systems composed of quarter-wave layers or layers with other simple thickness 
relationships. Experimental results are in good agreement with the calculated values. The calculated 
performance of two coatings not shown before are given in Figs. 116 and 117 presents the perfor-
mance of a number of commercially produced coatings of this type. Systems for other wavelength 
ratios and for combinations of other reflection values are possible.

Sometimes coatings are required in which the reflectance is controlled for wavelength ratios of 
10:1 or more.490,491 A systematic method for the design of such multilayers with different reflectance 
characteristics at the two wavelengths has been described.492,493 The calculated performance of such 
coatings for the wavelengths of 0.6328 and 10.6 μm are shown in Fig. 118.
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Multilayers for Three Spectral Regions

For some laser applications the reflectance or transmittance has to be controlled at three or more 
wavelengths. Solutions to such problems can also be found. Costich has given designs for all possible 
combinations of low and high reflection for the important special case of a set of wavenumbers s0,

 2s0,
 

and 3s0.
489 The designs and performances of his solutions to this problem are shown in Fig. 119.

In principle, the method for the design of coatings for two widely separated spectral regions 
mentioned above can be extended to the design of coatings for three or more wavelengths. However, 
the number of layers required increases dramatically as the number of layers required for the longest 
wavelength region increases. Figure 120 shows the calculated performance of a coating that behaves 
like a high reflection coating, a beam splitter and an antireflection coating at 0.63, 2.52, and 10.6 
μm, respectively.
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7.14 PHASE COATINGS

In some applications, in addition to transmittance or reflectance requirements, special phase rela-
tionships have to be satisfied. These may be specific phase changes on reflection fR or transmission 
fT for radiation incident at 0°. At other times it is required to displace or to deflect a beam without 
affecting its state of polarization. However, most frequently it is necessary to introduce a certain 
phase difference (fp – fs) between p- and s-polarized light. Quarter-wave plates made of birefringent crys-
tals are normally used to provide this phase difference.

Solutions to these and similar problems based on optical interference coatings can also be found. 
Porous films with an inclined columnar structure, formed in physical vapor deposition processes 
when the vapor is incident onto the substrate at an oblique angle, can also be birefringent.495 Such 
films have been proposed for the construction of phase retardation plates for use with normal inci-
dence of the radiation.496 However, more frequently solutions are based on the difference between 
the effective indices hp, hs of thin films for obliquely incident radiation [Eq. (19)]. Azzam has shown 
that, when performance at one wavelength only is specified and when oblique angles of incidence 
are acceptable, elegant solutions to many of the problems can be found that are based on a single 
layer only.335

Phase retarding reflectors are commonly designed for use at 45°. Many layers are required when 
the radiation is incident from the air side. The performances of two multilayers of this type with dif-
ferent phase differences are shown in Fig. 121. The multilayers are optimized to maintain a constant 
phase difference in the vicinity of the design wavelength. Coatings with other phase differences and 
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reflectances can also be constructed.497,498 For example, an antireflection coating for 45° incidence in 
which the phase change is 180° is shown in Fig. 122.

When the radiation is incident on the layers from the substrate side, total internal reflection takes 
place.501 The design of thin-film phase retarders based on this approach has also been examined by 
Apfel502 and Azzam.503 Total internal reflection phase retarders operate over broader spectral regions 
(Fig. 123) but their size is limited by the weight and homogeneity of the prism materials.

More complex phase retardation devices have been constructed in which the radiation is allowed 
to undergo 2, 3, or even 4 internal reflections.342,506,507 The performance of some typical total inter-
nal reflection devices that are based on the configurations of Fig. 68u, v, w is shown in Fig. 124. For 
high-power laser beam delivery systems front surface reflectors are usually employed (Fig. 125).

In Fig. 126 are shown the phase changes on reflection of a set of four metal/dielectric interferom-
eter mirrors, all with R > 0.97, for which the differences in the phase changes on reflection for adjacent 
members in the set were approximately 90° over an extended spectral region. Other requirements for 
phase changes or phase change differences can also be satisfied with thin films.
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7.15  INTERFERENCE FILTERS WITH LOW 
REFLECTION

Reducing Reflection with a Thin Metal Film

A suitable thin metal film deposited onto a glass surface can act as a very efficient achromatic anti-
reflection coating for light incident from the glass side (Fig. 127). The reflectance for light incident 
from the air side is not reduced and the transmittance suffers as a result of the absorption within the 
film.511 By combining such films with additional layers, attractive coloured sun glasses or architec-
tural coatings are obtained.

Black Absorbers

Black absorbers efficiently absorb the radiation incident upon them in a specified spectral region. 
They are used, for example, to control radiant energy,512 to remove stray light in optical systems, to 
enhance contrast in display devices513 and to increase the signal-to-noise ratio in multiplexers.514 
Black absorber coatings are based on interference in thin film and generally consist of an opaque 
metal layer and one or more dielectric layers interspersed with partially transparent metal layers
(Figs. 21 and 66a). They can be designed for first- and second-surface application (Fig. 128). 
Coatings of this type can also be designed for the ultraviolet and infrared spectral regions.515
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Neutral Attenuators

Conventional metallic film attenuators described in Sec. 7.9, subsection “Neutral Filters” can-
not readily be placed in series because multiple reflections between the components may result in 
unpredictable density values. However, by using metal and dielectric layer combinations of appro-
priate optical constants and thicknesses, it is possible to reduce the reflection of the metallic film 
from one or both sides of the substrate.82,513–515,517,518 The experimental results for one such attenua-
tor are given in Fig. 129b.
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Other Interference Filters

It is possible, using a similar approach, to reduce the reflection of narrow bandpass filters, cutoff 
filters, and other filter types. In particular, low reflection narrowband interference filters for weld-
ing applications have been described by Jacobsson.521 The experimental performance of a bandpass 
filter and of a long-wavelength cutoff filter are given in Fig. 129c and d. In both cases the luminous 
reflectance has been reduced by an order of magnitude over that of a conventional design. However, 
this is at the expense of the transmittance.

7.16 REFLECTION FILTERS AND COATINGS

Metallic Reflectors

The Fresnel reflection coefficient of an interface between two semi-infinite media of complex refrac-
tive indices ñm, ñs for polarized radiation incident at nonnormal angle is given by

  R m

m

=
−
+

η η
η η

s

s

2

  (79)

where hs, hm are given by (19). When ñm , ñs correspond to air, and the metal, respectively, and when 
the angle of incidence is zero, the above expression reduces to
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If the substrate is opaque, the above represents the total energy reflected, the remaining energy being 
absorbed within the material.

Metal reflectors are most commonly made by vacuum deposition of the material onto a suitable 
glass or quartz substrate. Before deposition aluminum or beryllium mirror surfaces are sometimes 
first chemically plated with a nickel-phosphorus alloy (Kanigen process). Such deposits have excel-
lent adhesion to the substrate and have a very hard surface that can be optically polished before 
coating.522

Visible, infrared, and ultraviolet spectral reflectancs of some of the more commonly used metals 
are shown in Figs. 130 and 131. Using Eq. (80) and the optical constants in Palik’s handbook,58,59 the 
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spectral reflectances for many additional metals can be calculated. Silver has the highest visible and 
infrared reflectance, and hence is used for interferometer mirrors and interference filters. Exposed 
silver films tarnish readily but they can be protected. Aluminum has the broadest high reflectance 
region of all metals and is commonly used in front-surface mirrors. It would reflect highly down 
to 0.1 μm were it not for the absorption below 0.18 μm of the thin oxide layer that starts to form 
seconds after deposition.523,524 Some of the highest known reflectances in the ultraviolet are shown 
in Fig. 132.

Protective Coatings For many applications the thin aluminum oxide layer on an aluminum surface 
does not offer sufficient protection against abrasion and chemical attack, and therefore aluminum 
mirrors are often overcoated with single SiO2 or of MgF2 protective layers. Such mirrors can be 
repeatedly cleaned with water and even withstand boiling in saltwater.534 Single protective layers 
reduce the reflectance (Fig. 133). If necessary this problem can be overcome by using protective 
coatings consisting of two or more layers (Fig. 134).

The deterioration of the ultraviolet reflectance of aluminum mirrors due to oxdiation can be 
partially avoided by covering the freshly deposited aluminum layer immediately with a suitable 
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coating of MgF2 
540–542 or LiF. 540,543,544 The reflectances of such overcoated aluminum reflectors are 

shown in Fig. 135. Their variation with angle of incidence in the 0.03 to 0.16 μm spectral region is 
discussed by Hunter. 56

The reflectance of unprotected and protected silver mirrors has been investigated by Burge et al.545 
Highly adherent and chemically stable mirrors with a reflectance in excess of 0.95 for wavelengths 
greater than 0.5 μm have been reported.546,547

The reflectance of protected metal mirrors at oblique angles of incidence in the infrared part of 
the spectrum can be seriously reduced at the short-wavelength side of the Reststrahlen peak of the 
material used for its protection.548–551

Enhancement of Reflection

By depositing a quarter-wave stack (Sec.7.6 subsections “Nonabsorbing [AB]N and [AB]N A 
Multilayer Types” and “Periodic Multilayers of the [(0.5A) B (0.5A)]N Type”) onto the metal mirror 
its reflectance can be enhanced considerably.387 The thickness of the first layer should be adjusted to 
compensate for the phase change on reflection at the metal surface.552 The spectral-reflectance curve 
dips on either side of the high-reflection region whose width is governed by the considerations of 
Sec. 7.6, subsection “Width of the High-Reflectance Zone” and which can be somewhat enhanced 
by the use of a half-wave outermost layer (Fig. 134). The measured spectral characteristics of three 
metal-dielectric reflectors for the ultraviolet region are shown in Fig. 136.
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The reflectance of silver, although very high in the visible, falls of rapidly in the near-ultraviolet. 
Attempts to enhance the reflectance in that part of the spectrum and, at the same time, to protect 
the silver from tarnish, have been successfull (Fig. 134a).537

A different kind of reflection enhancement has been reported for the extreme ultraviolet. By 
depositing semi-transparent platinum films onto different substrates the opaque-film reflectances of 
19.3 and 12.8 percent at 0.0584 and 0.0736 μm were increased by up to 2.8 and 3.8 percent, respectively.555 
For space applications suitably thick aluminum films on iridium are expected to yield reflectances as high 
as 40 and 52 percent at the same wavelengths (Fig. 137). Other proposed reflectance-increasing combina-
tions can be found in Madden et al.556

Selective Metal-Dielectric Reflectors Several types of coatings that reflect highly in one spectral 
region, but not in another have been developed in the past for different applications. Hadley and 
Dennison presented the theory and experimental results of reflection interference filters for the iso-
lation of narrow spectral regions (Fig. 138a).558,559 Very narrow reflection filters have been described 
by Zheng (Fig. 138b).560 High-infrared and low-visible reflectance coatings (Fig. 66) are used to 
control the temperature of satellites.138 These coatings could also be used to remove visible light 
from infrared optical systems. Several reflectors designed to reduce stray visible light in ultraviolet 
systems are shown in Fig. 139.
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Reflection at Angles Close to Grazing Incidence

At wavelengths much shorter than the ultraviolet, all materials have refractive indices that are close 
to unity and extinction coefficients that are rather small. It follows from Eq. (80) that normal inci-
dence reflectances in that part of the spectrum are small. However, for angles of incidence greater 
than the critical angle qc,

  θc sn= −−cos [ ( )]1 2 1   (81)

total external reflection occurs resulting in high reflectances. Measured values of oblique angle 
reflection coefficients in the 0.0023 to 0.019 μm spectral region for a number of materials are given 
by Lukirskii et al.565,566 and also on Henke’s website.254 Typical spectral reflectance curves of some 
elements are shown in Fig. 140a and b. An Al reflectance of 0.987 for an angle of incidence of 80° 
at 0.0584 μm has been reported by Newnam.567 It has also been shown that two or three thin films 
on a suitable substrate can have a better performance than a single metal layer (Fig. 140c).568 Higher 
reflectances can be achieved with periodic and nonperiodic multilayers designed for use at grazing 
incidence. For use in near-grazing incidence telescope optics for the soft x-ray region it may also be a 
requirement that, for a given wavelength, the reflectance stays constant over a small range of angles. 
Nonperiodic systems with such properties are sometimes called “supermirrors” and they can be 
composed of hundreds of layers. The performances of several such coatings are shown in Fig. 141. 

Multiple-Reflection Filters

Metal and Metal-Dielectric Multiple-Reflection Filters Metals such as silver, copper, gold, and 
metal-dielectric coatings of the type shown in Fig. 64a used in a multiple-reflection arrangement 
should make low-wavelength cutoff filters with excellent rejection, sharp transition, and a long, 
unattenuated pass region far superior to those available with transmission filters.

Multiple-Reflection Filters Made of Thin-Film Interference Coatings Interference coatings for 
use in a multiple-reflection filter need not be deposited onto substrates that transmit well in the 
spectral region of interest, but they should be used at small angles of incidence if disturbing effects 
due to polarization are not to occur.578 The following are examples of some of the difficult filtering 
problems that can be easily solved with multiple reflection filters composed of interference coatings, 
providing that there is space to use a multiple reflection arrangement.
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It is difficult to provide adequate blocking with transmission filters for narrow-bandpass filters 
of the type shown in Figs. 97 to 102 without considerably reducing the peak transmittance. This is 
done readily with a multiple-reflection filter composed of quarter-wave stacks of the same materials 
used for the construction of the bandpass filter and centered at the same wavelength (Fig. 142).

It should be possible to construct highly efficient short-pass filters with a very long and low 
rejection region by using broadband reflectors consisting of several contiguous stacks (Sec. 7.7, sub-
section “Rejection Filters”).

The use of a narrowband transmission filter in a multiple reflection arrangement of the type 
shown in Fig. 3 results in a high attenuation narrowband rejection filter surrounded by regions of 
high transmission (Fig. 143). However, such devices must be used with well-collimated light. 

The transmittance curves of three multiple-reflection bandpass filters are shown in Fig. 144a to c. 
By using a number of multiple reflection filters with sharp features it is possible to seperate signals 
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FIGURE 142 Blocking an all-dielectric nar-
rowband interference filter with a multiple-reflection 
filter. Curve 1: transmittance of interference filter 
alone; curve 2: spectral reflectance of a quarter-wave 
stack after fourfold reflection; curve 3: transmission 
of blocked filter. (After Cohendet and Saudreau.398)
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transmitted by radiation of different, closely spaced wavelengths with a very low cross-talk and small 
insertion loss.514

Additional information on reflection coatings and filters will be found in the reviews by Hass et al. 
and by Lynch.581,582

7.17 SPECIAL PURPOSE COATINGS

Space considerations limit the detailed description of coatings and filters for specific applications. 
Absorbing multilayer coatings on glass for enhancing the visual appearance, thermal and illumi-
nation control, and as “one-way-mirrors” find applications in architecture and in the automotive 
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industry. They are also used in solar energy conversion and have been proposed for radiative cooling. 
Thin-film coatings are used in optical recording media and in optical multiplexers/demultiplexers. 
Bistable Fabry-Perot structures are proposed for use as light switches in optical computers. Special 
filters and coatings are used in colorimetry, radiometry, detectors, and in high contrast display 
devices. Consumer-oriented products include various kinds of decorative coatings, as well as coat-
ings for the protection of documents and products from counterfeiting. There is no doubt that in 
the future even more applications will appear for optical multilayer coatings. Some of these will 
require very complex spectral charateristics. At the time of writing of the second edition of this 
Handbook, methods for the design and manufacture of such coatings have just been demonstrated 
(Fig. 145). Now much more complicated correction and gain flattening filters (Fig. 115a) are impor-
tant components for the telecommunications industry and they are routinely produced by many 
companies and laboratories.

The author would like to acknowledge the help and encouragement of his colleagues, Brian T. 
Sullivan, Li Li, Claude Montcalm, Pierre Verly, Daniel Poitras, Jeffrey Wong, and Allan Waldorf.
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8.1 GLOSSARY

 A  vector fi eld

 B magnetic induction

 c speed of light

 D displacement fi eld

 dM penetration depth of material

 dTIR evanescent fi eld depth for total internal refl ection

 E electric fi eld

 �g band gap energy

 E loc  local electric fi eld

 −e electronic charge

 ei
r components of unit vectors of incident polarization

 es
r components of unit vectors of scattered polarization

 fj oscillator strength

 G  reciprocal lattice vector

 H hamiltonian

 H magnetic fi eld

 I irradiance

 I unit tensor

 J
c conduction current density

 K  dielectric constant or relative permittivity

 k  electron wavevector

 -M induced magnetization

 m electron mass

 m∗ effective electron mass
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 N charge density

 NL refractive index for left circularly polarized light

 NR refractive index for right circularly polarized light

 n real part of refractive index

 P Kane momentum matrix element

 -P  induced dipole moment per unit volume

 PD dielectric amplitude refl ection polarization ratio

 pj′j momentum matrix element

 PM metallic amplitude refl ection polarization ratio

 Pps, ij elasto-optic coeffi cients

 p electron momentum

 q~  complex photon wavevector

 q�  unit photon wavevector

 R refl ectance

 Rex exciton Rydberg

 Ps,p Raman scattering coeffi cient

 rp fi eld refl ection amplitude for p-polarization

 rs fi eld refl ection amplitude for s-polarization

 S  Poynting vector

 sij components of lattice strain

 SR Raman scattering effi ciency

 Sj phonon oscillator strength

 T transmittance

 tp fi eld transmission amplitude for p-polarization

 ts fi eld transmission amplitude for s-polarization

 V volume of unit cell

 P(r) periodic lattice potential

 v phase velocity

 W(w) transition rate

 Z number of electrons per atom

 a absorption coeffi cient

 b two-photon absorption coeffi cient

 Γ damping constant

 ΔD dielectric refl ection polarization phase difference

 ΔM metallic refl ection polarization phase difference

 ΔS specifi c rotary power

 ΔSO spin-orbit splitting

 d energy walk-off angle

 ε  electrical permittivity

 ε�  complex permittivity

 e (∞) high frequency permittivity

 e (0) static permittivity

 e1 real part of permittivity

 e2 imaginary part of permittivity

 eo electrical permittivity of vacuum
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 η�  complex refractive index

 θ  principal angle for metallic refl ection

 qOA angle between optic axis and principal axis

 qB Brewster’s angle

 qC total internal refl ection critical angle

 qTIR phase change for total internal refl ection

 k imaginary part of refractive index

 μ  magnetic permeability

 mo magnetic permeability of vacuum

 x Hooke’s law constant

 ξ�  unit polarization vector

 rf free charge density

 rp band or polarization charge density

 rp real fi eld amplitude for p-polarization

 rs real fi eld amplitude for s-polarization

 rt total charge density

 σ�  complex conductivity

 σ  electrical conductivity

 s1 real part of conductivity

 s2 imaginary part of conductivity

 t scattering or relaxation time

 f scalar fi eld

 fi′ ground state wavefunction

 χ�  complex susceptibility

 c′ real part of susceptibility

 c″ imaginary part of susceptibility

 χ
e  electrical susceptibility

 χ
m

 magnetic susceptibility

 ψk  Bloch solution wavefunction

 w photon frequency

 wj resonant oscillation frequency

 wLO longitudinal optical phonon frequency

 wp plasma frequency

 ws surface frequency

 wTO transverse optical phonon frequency

8.2 INTRODUCTION

This chapter describes the fundamental interactions of light with solids. The discussion is 
restricted to intrinsic optical properties. Extrinsic optical properties of solids are described in 
Chap. 10, “Optical Spectroscopy and Spectroscopic Lineshapes,” by Brian Henderson in Vol. I. 
Basic formulas, definitions, and concepts are listed for reference and as a foundation for subsequent 
chapters of this Handbook. More detailed accounts of specific optical properties and particular types 
of solids are given in later chapters, that is, Chap. 7, “Optical Properties of Films and Coatings,”
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by Jerzy A. Dobrowolski in this volume and Chap. 7, “Electro-Optic Modulators” by Georgeanne 
M. Purvinis and Theresa A. Maldonado in Vol. V. The reader is referred to the many texts which 
provide more elaborate discussions of the optical properties of solids.1-13

Electrical measurements distinguish three general types of solid by their conductivities, i.e., 
dielectrics, semiconductors, and metals. Optically, these three groups are characterized by different 
fundamental bandgap energies, �g. Although the boundaries are not sharply defined, an approxi-
mate distinction is given by metals, �g ≤ 0, semiconductors, 0 < �g < 3 eV, and dielectrics, �g > 3 eV. 
Solids may be found in single crystal, polycrystalline, and amorphous forms. Rudimentary theories 
of the optical properties of condensed matter are based on light interactions with perfect crystal lat-
tices characterized by extended (nonlocal) electronic and vibrational energy states. These eigenstates 
are determined by the periodicity and symmetry of the lattice and the form of the Coulomb poten-
tial which arises from the interatomic bonding.

The principal absorption bands in condensed matter occur at photon energies corresponding to 
the frequencies of the lattice vibrations (phonons) in the infrared, and electronic transitions in the 
near infrared, visible, or ultraviolet. A quantum mechanical approach is generally required to describe 
electronic interactions but classical models often suffice for lattice vibrations. Although the mechani-
cal properties of solids can vary enormously between single crystal and polycrystalline forms, the 
fundamental optical properties are similar, even if the crystallite size is smaller than a wavelength, since 
the optical interaction is microscopic. However, electronic energy levels and hence optical proper-
ties are fundamentally altered when one or more dimensions of a solid are reduced to the scale of the 
de-Broglie wavelength of the electrons. Modern crystal growth techniques allow fabrication of atomic 
precision epitaxial layers of different solid materials. Ultrathin layers with dimensions comparable with 
or smaller than the de-Broglie wavelength of an electron may form quantum wells, quantum wires, 
and quantum dots in which electronic energy levels are quantized. Amorphous solids have random 
atomic or molecular orientation on the distance scale of several nearest neighbors, but generally have 
well-defined bonding and local atomic order which determine the overall optical response.

8.3 PROPAGATION OF LIGHT IN SOLIDS

Dielectrics and semiconductors provide transparent spectral regions at radiation frequencies 
between the phonon vibration bands and the fundamental (electronic) absorption edge. Maxwell’s 
equations successfully describe the propagation, reflection, refraction, and scattering of harmonic 
electromagnetic waves.

Maxwell’s Equations

Four equations relate the macroscopically averaged electric field E and magnetic induction B, to 
the total charge density, ρt , (sum of the bound or polarization charge, ρp  and the free charge, ρ f ), 
the conduction current density, Jc, the induced dipole moment per unit volume, P, and the induced 
magnetization of the medium, M, (expressed in SI units),

 ∇⋅ =E
ρ
ε

t

o

 (1)

 ∇× = −E
B∂

∂t
 (2)

  ∇⋅ =B 0   (3)

  ∇× = + + +∇×
⎛

⎝
⎜

⎞

⎠
⎟B

E P
J MCμ ε ∂

∂
∂
∂o o t t

  (4)
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where εo = × −8 854 10 12. F/m is the permittivity of vacuum, μ πo = × −4 10 7 H/m is the permeability of 
vacuum and c the speed of light in vacuum, c o o= −( ) /ε μ 1 2 . By defining a displacement field, D, and 
magnetic field, H, to account for the response of a medium

  D P E= +εo   (5)

  H
B

M= −
μo

  (6)

and using the relation between polarization and bound charge density,

  −∇⋅ =P ρp   (7)

Equations (1) and (4) may also be written in the form

  ∇⋅ =D ρ f   (8)

and

  ∇× = +H
D

J
∂
∂t cc   (9)

Vector A and scalar f fields may be defined by

    B A=∇×   (10)

  E
A=−∇ −ϕ ∂
∂t

  (11)

A convenient choice of gauge for the optical properties of solids is the Coulomb (or transverse) 
gauge

  ∇⋅ =A 0   (12)

which ensures that the vector potential A is transverse for plane electromagnetic waves, while the 
scalar potential represents any longitudinal current and satisfies Poisson’s equation

  ∇ =−2ϕ
ρ
ε

t

o

  (13) 

Three constitutive relations describe the response of conduction and bound electrons to the elec-
tric and magnetic fields

  J Ec =σ   (14)

  D P E E= + =ε εo   (15)

  B H M) H= + =μ μo(   (16)

where σ  is the electrical conductivity, ε  is the electrical permittivity, and μ  is the magnetic per-
meability of the medium and are in general tensor quantities which may depend on field strengths. 
An alternative relation often used to define a dielectric constant (or relative permittivity), K is given 
by, D E= εoK . In isotropic media using the approximation of linear responses to electric and mag-
netic fields, s, e, and m are constant scalar quantities.
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Electric, χ e , and magnetic, χm , susceptibilities may be defined to relate the induced dipole moment, P, 
and magnetism, M to the field strengths E and H,

  P E= ε χo e
  (17)

  M H= ε χo m
  (18) 

Thus,

  ε ε χ= +
o e
( )I   (19)

and

  μ μ χ= +o
m

( )I   (20)

where I  is the unit tensor.

Wave Equations and Optical Constants

The general wave equation derived from Maxwell’s equations is

  ∇ −∇ ∇⋅ − = + +∇×
⎛

⎝
⎜2

2

2

2

2 2
E E

E P J M
( ) ε μ ∂

∂
μ ∂

∂
∂
∂

∂
∂o o ot t t t

cc
⎞⎞

⎠
⎟   (21)

For dielectric, (nonconducting) solids

 ∇ =2
2

2
E

Eμε ∂
∂t

  (22)

The harmonic plane wave solution of the wave equation for monochromatic light at frequency, w,

  E E q r= ⋅ − +1
2 o exp ( ) . .i t c cω   (23)

in homogeneous (∇e = 0), isotropic ( , ),∇⋅ = ⋅ =E q E0 0 nonmagnetic (M = 0) solids results in a 
complex wavevector, �q , 

  �q= +ω ε
ε

σ
ε ωc

i
o o

  (24) 

A complex refractive index, �η , may be defined by

  � �q q=ωη
c

ˆ   (25) 

where q̂  is a unit vector and

  �η κ= +n i   (26) 

Introducing complex notation for the permittivity, �ε ε ε= +1 2i , conductivity, �σ σ σ= +1 2i , and sus-
ceptibility, �χ χ χe e ei= ′ + ′′ , we may relate

  ε ε ε χ ε κ σ
ω1

2 2 21= = + ′ = − =−o e o n( ) ( )   (27) 
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and

  ε ε χ ε κ σ
ω

σ
ω2

12= ′′= = =o e on   (28) 

Alternatively,

  n
o

= + +( )⎡

⎣
⎢

⎤

⎦
⎥

1
2 1

2
2
2

1

1 2

ε
ε ε ε

/

  (29) 

  κ
ε

ε ε ε= + −( )⎡

⎣
⎢

⎤

⎦
⎥

1
2 1

2
2
2

1

1 2

o

/

  (30) 

The field will be modified locally by the induced dipoles. If there is no free charge, rf , the local field, 
E loc , may be related to the external field E i  in isotropic solids using the Clausius-Mossotti equation 
which leads to the relation

  E Eloc = +n2 2
3 i   (31) 

Energy Flow

The direction and rate of flow of electromagnetic energy is described by the Poynting vector

  S E H= ×1
μo

  (32) 

The average power per unit area, (irradiance, I), W/m2, carried by a uniform plane wave is given by 
the time averaged magnitude of the Poynting vector

  I
cn

= =S
Eo

2

2
  (33)

The plane wave field in Eq. (23) may be rewritten for absorbing media using Eqs. (25) and (26)

  E r, E q q r nq r( )t = − ⋅
⎛

⎝
⎜

⎞

⎠
⎟ ⋅ −1

2 o c
i

c
t( , ) exp ˆ exp ˆω ωκ ω ω

⎛⎛

⎝
⎜

⎞

⎠
⎟

⎡

⎣
⎢

⎤

⎦
⎥+c c. .   (34)

The decay of the propagating wave is characterized by the extinction coefficient k. The attenuation 
of the wave may also be described by Beer’s law

  I I zo= −exp( )α   (35) 

where a is the absorption coefficient describing the attenuation of the irradiance, I, with distance, z. 
Thus,

  α ωκ πκ
λ

σ
ε

ε ω
ε

χ ω
= = = = =

′′2 4 1 2

c cn cn cno o

e   (36) 
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The power absorbed per unit volume is given by

  P I e
oabs = =

′′
α

ωχ
2

2
E   (37) 

The second exponential in Eq. (34) is oscillatory and represents the phase velocity of the wave, v = c/n.

Anisotropic Crystals

Only amorphous solids and crystals possessing cubic symmetry are optically isotropic. In general, 
the speed of propagation of an electromagnetic wave in a crystal depends both on the direction of 
propagation and on the polarization of the light wave. The linear electric susceptibility and dielec-
tric constant may be represented by tensors with components of χ e  given by

  P Ei o j=ε χij   (38) 

where i and j refer to coordinate axes. In an anisotropic crystal, D B q⊥ ⊥  and E H S,⊥ ⊥ but E is 
not necessarily parallel to D and the direction of energy flow S is not necessarily in the same direc-
tion as the propagation direction q.

From energy arguments it can be shown that the susceptibility tensor is symmetric and it there-
fore follows that there always exists a set of coordinate axes which diagonalize the tensor. This coor-
dinate system defines the principal axes. The number of nonzero elements for the susceptibility (or 
dielectric constant) is thus reduced to a maximum of three (for any crystal system at a given wave-
length). Thus, the dielectric tensor defined by the direction of the electric field vector with respect to 
the principal axes has the form

  

ε
ε

ε

1

2

3

0 0

0 0

0 0

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

 

The principal indices of refraction are

  ni ii i= + =1 χ ε   (39) 

with the E-vector polarized along any principal axis, i.e., E D|| . This case is designated as an ordinary 
or o-ray in which the phase velocity is independent of propagation direction. An extraordinary or e-ray 
occurs when both E and q lie in a plane containing two principal axes with different n. An optic axis 
is defined by any propagation direction in which the phase velocity of the wave is independent of 
polarization.

Crystalline solids fall into three classes: (a) optically isotropic, (b) uniaxial, or (c) biaxial (see 
Table 1). All choices of orthogonal axes are principal axes and ε ε ε1 2 3= =  in isotropic solids. For 
a uniaxial crystal, ε ε ε1 2 3= ≠ , a single optic axis exists for propagation in direction 3. In this case, 
the ordinary refractive index, n n no = =1 2, is independent of the direction of polarization in the 1-2 
plane. Any two orthogonal directions in this plane can be chosen as principal axes. For any other 
propagation direction, the polarization can be divided into an o-ray component in the 1-2 plane 
and a perpendicular e-ray component (see Fig. 1). The dependence of the e-ray refractive index with 
propagation direction is given by the ellipsoid,

  n
n n

n nj i
i j

i i j i

( )
( cos sin ) /

θ
θ θ

=
+2 2 2 2 1 2

  (40) 
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System  

Point Group Symbols

Optical ActivityInternational Schönflies

Triclinic biaxial 1-
1

C1

S2

A
-

Monoclinic biaxial 2
m
2/m

C2

Cv

C2h

A
-
-

Orthorhombic biaxial mm
222
mmm

C2v
D2
D2h

-
A
-

Trigonal uniaxial 3–
3
3m
32
–
3m 

C3
S6
C3v
D3
D3d

A
-
-
A
-

Tetragonal uniaxial 4–
4
4/m
4mm
–
42m
42
4/mmm

C4
S4
C4h
C4v
D2d
D4
D4h

A
-
-
-
A
A
-

Hexagonal uniaxial 6
–
6
6/m
6mm
–
6m2
62
6/mmm

C6
C3h
C6h
C6v
D3h
D6
D6h

A
-
-
-
-
A
-

Cubic isotropic 23
m3
–
43m
432
m3m

T
Th
Td
O
Oh

A
-
-
A
-

TABLE 1 Crystalographic Point Groups and Optical Properties

where θi is defined with respect to optic axis, i = 3, and j = 1 or 2. θi = °90  gives the refractive index 
n ne = 3 when the light is polarized along axis 3. The difference between no and ne is the birefringence. 
Figure 1a illustrates the case of positive birefringence, n ne o>  and Fig. 1b negative birefringence, n ne o< . 
The energy walk-off angle, d, (the angle between S and q or D and E) is given by

  tan
( )

sinδ θ θ= −
⎡

⎣
⎢

⎤

⎦
⎥n

n n

2

3
2

1
22

1 1
2   (41)
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In biaxial crystals, diagonalization of the dielectric tensor results in three independent coefficients, 
ε ε ε ε1 2 3 1≠ ≠ ≠ . For orthorhombic crystals, a single set of orthogonal principal axes is fixed for all 
wavelengths. However, in monoclinic structures only one principal axis is fixed. The direction of the 
other two axes rotates in the plane perpendicular to the fixed axis as the wavelength changes (retaining 
orthogonality). In triclinic crystals there are no fixed axes and orientation of the set of three principal 
axes varies with wavelength. Equation (40) provides the e-ray refractive index within planes containing 
two principal axes. Biaxial crystals possess two optic axes. Defining principal axes such that n n n1 2 3> > , 
both optic axes lie in the 1-3 plane, at an angle qOA from axis 1, as illustrated in Fig. 1c, where

  sinθOA

n

n

n n

n n
= ±

−
−

1

2

2
2

3
2

1
2

3
2

  (42)

Crystals with certain point group symmetries (see Table 1) also exhibit optical activity, i.e., the ability 
to rotate the plane of linearly polarized light. An origin for this phenomenon, is the weak magnetic 
interaction ∇×M  [see Eq. (21)], when it applies in a direction perpendicular to P (i.e. M||P). The 
specific rotary power ΔS, (angle of rotation of linearly polarized light per unit length) is given by

  ΔS L Rn n= −π
λ

( )   (43) 

Optic axis
no

no

ne
1

3

Optic axisno

no

ne

1

3

Optic axisn1

n3

n2
1

3

Optic axis

n2

(a) (b)

(c)

FIGURE 1 Illustration of directional dependence of refractive indices and optic axes in
(a) a uniaxial, positive birefringent crystal, (b) a uniaxial, negative birefringent crystal, and
(c) biaxial crystal.
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where nL  and nR  are refractive indices for left and right circular polarization. Optical activity is 
often masked by birefringence; however, polarization rotation can be observed in optically active 
materials when the propagation is along the optic axis or when the birefringence is coincidentally 
zero in other directions. In the case of propagation along the optic axis of an optically active uniaxial 
crystal such as quartz, the susceptibility tensor may be written

  
χ χ
χ χ

χ

11 12

12 11

33

0
0

0 0

i
i−

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

  

and the rotary power is proportional to the imaginary part of the magnetic susceptibility, ′′ =χ χm 12,

  ΔS n
=

πχ
λ
12   (44) 

Crystals can exist in left- or right-handed versions. Other crystal symmetries, e.g., 42m, can be 
optically active for propagation along the 2 and 3 axes, but rotation of the polarization is normally 
masked by the typically larger birefringence except at accidental degeneracies.

Interfaces

Applying boundary conditions at a plane interface between two media with different indices of 
refraction leads to the laws of reflection and refraction. Snell’s law applies to all o-rays and relates 
the angle of incidence, θA in medium A and the angle of refraction, θB in medium B to the respec-
tive ordinary refractive indices nA and nB ,

  n nA A B Bsin sinθ θ=   (45) 

Extraordinary rays do not satisfy Snell’s law. The propagation direction for the e-ray can be found 
graphically by equating the projections of the propagation vectors in the two media along the 
boundary plane. Double refraction of unpolarized light occurs in anisotropic crystals.

The field amplitude ratios of reflected and transmitted rays to the incident ray (r and t) in iso-
tropic solids (and o-rays in anisotropic crystals) are given by the Fresnel relations. For s- (s or TE) 
polarization (E-vector perpendicular to the plane of incidence) (see Fig. 2a) and p- (p or TM) 
polarization (E-vector parallel to the plane of incidence) (see Fig. 2b):

  r
E

E

n n n

n n n
s

A A B A A

A A B A

= =
− −

+ −
rs

is

cos sin

cos s

θ θ

θ

2 2 2

2 2 iin2θA

  (46) 

  r
E

E

n n n n

n n n
p

B A A B A A

B A A B

= =
− −

+
rp

ip

2 2 2 2

2

cos sin

cos

θ θ

θ 22 2 2−nA Asin θ
  (47) 

  t
E

E

n

n n n
s

A A

A A B A A

= =
+ −

ts

is

2
2 2 2

cos

cos sin

θ
θ θ

  (48) 

  t
E

E

n n

n n n n
p

A B A

B A A B A A

= =
+ −

tp

ip

2
2 2 2 2

cos

cos sin

θ
θ θ

  (49) 
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At normal incidence, the energy reflectance, R, (see Figs. 2c and d), and transmittance, T, are

  R
E

E

n n

n n
r

i

B A

B A

= =
−
+

2 2

  (50) 

  T
E

E

n

n n

t

i

A

A B

= =
+

2
2

2

4
  (51) 

The p-polarized reflectivity, Eq. (47), goes to zero at Brewster’s angle under the condition

  θB
A

B

n

n
=

⎛

⎝
⎜

⎞

⎠
⎟−tan 1   (52) 
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FIGURE 2 The electric field reflection amplitudes (a, b), energy reflectance 
(c, d), and phase change (e, f ) for s- (solid lines) and p- (dashed lines) polarized 
light for external (a, c, e) and internal (b, d, f ) reflection in the case nA = 1, nB = 1.5. 
qB is the polarizing or Brewster’s angle and qC is the critical angle for total inter-
nal reflection.2
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If n nA B> ,  total internal reflection (TIR) occurs when the angle of incidence exceeds a critical angle,

  θC
A

B

n

n
=

⎛
⎝⎜

⎞
⎠⎟

−sin 1   (53) 

This critical angle may be different for s- and p-polarizations in anisotropic crystals. Under condi-
tions of TIR, the evanescent wave amplitude drops to e–1 in a distance

 d
c

n nA A BTIR = −( )−ω θ2 2 2
1 2

sin
/

nA = 1.5, nB  = 1 are plotted in Fig. 2e and f. Except under TIR conditions, the phase change is 
either 0 or p. The complex values predicted by Eqs. (46) and (47) for angles of incidence greater 
than the critical angle for TIR imply phase changes in the reflected light which are neither 0 nor 
p. The phase of the reflected light changes by p at Brewster’s angle in p-polarization. The ratio 
of s to p reflectance, PD, is shown in Fig. 3a and the phase difference, ΔD = fp – fs in Fig. 3b. 
Under conditions of TIR, the phase change on reflection, φTIR , is given by

  tan
sin sin

cos

φ θ θ
θ

TIR

2

2 2

=
−A C

A

  (55) 
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FIGURE 3 Typical polarization ratios, P, (a, c) and phase differences Δ, (b, d) for s- and p-polarizations 
at dielectric, D, and metallic, M, surfaces.1
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8.4 DISPERSION RELATIONS

For most purposes, a classical approach is found to provide a sufficient description of dispersion of 
the refractive index within the transmission window of insulators, and for optical interactions with 
lattice vibrations and free electrons. However, the details of interband transitions in semiconductors 
and insulators and the effect of d-levels in transition metals requires a quantum model of dispersion 
close to these resonances.

Classical Model

The Lorentz model for dispersion of the optical constants of solids assumes an optical interaction 
via the polarization produced by a set of damped harmonic oscillators. The polarization P induced 
by a displacement r of bound electrons of density N and charge –e is

  P r=−N e   (56) 

Assuming the electrons to be elastically bound (Hooke’s law) with a force constant, x,

  − =eE rloc ξ   (57) 

the differential equation of motion is

  m
d

dt
m

d
dt

e
2

2

r r
r E+ + =−Γ ξ loc

  (58) 

where m is the electron mass and Γ is a damping constant. Here the lattice is assumed to have infi-
nite mass and the magnetic interaction has been neglected. Solving the equation of motion for fields 
of frequency w gives a relation for the complex refractive index and dielectric constant

  � �
η ε

ε ε ω ω ω
2

2

2 2
1= = +

− −∑
o o

j

j jj

Ne
m

f

i( )Γ
  (59) 

We have given the more general result for a number of resonant frequencies

  ω
ξ

j
j

m
=   (60) 

where the f j  represents the fraction of electrons which contributes to each oscillator with force con-
stant ξ j . f j  represents oscillator strengths.

A useful semi-empirical relation for refractive index in the transparency region of a crystal 
known as the Sellmeier formula follows directly from Eq. (59) under the assumption that, far from 
resonances, the damping constant terms Γ jω  are negligible compared to ( )ω ωj

2 2−

  n
Aj

jj

2
2

2 2
1= +

−∑
λ

λ λ   (61) 

Sum Rules

The definition of oscillator strength results in the sum rule for electronic interactions

  f Zj
j

=∑   (62) 
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where Z is the number of electrons per atom. The periodicity of the lattice in solids (see “Energy 
Band Structures” in Sec. 8.7) leads to the modification of this sum rule to

  f
m

k

m

mmn
n

m n

= − = −∑ ∗�2

2

2
1 1

∂
∂

�
  (63)

where mn
∗ is an effective mass (see “Energy Band Structures” in Sec. 8.7).

Another sum rule for solids equivalent to Eq. (62) relates the imaginary part of the permittivity 
or dielectric constant and the plasma frequency, ω p,

  ωε ω ω π ω2
2

0

1
2

( )d p=
∞∫   (64)

where ω εp oNe m2 2= /  (see “Drude Model” in Sec. 8.6).
Dispersion relations are integral formulas which relate refractive properties to absorptive process. 

Kramers-Kronig relations are commonly used dispersion integrals based on the condition of causal-
ity which may be related to sum rules. These relations can be expressed in alternative forms. For 
instance, the reflectivity of a solid is often measured at normal incidence and dispersion relations 
used to determine the optical properties. Writing the complex reflectivity amplitude as

  �r r er
i( ) ( ) ( )ω ω θ ω=   (65) 

the phase shift, q, can be determined by integrating the experimental measurement of the real 
amplitude rr

  θ ω ω
π

ω
ω ω

ω( )
( )

=−
′

′ −
′

∞∫2
2 20

�
ln rr d   (66) 

and the optical constants determined from the complex Fresnel relation

 r e
n i
n ir

i( )
( )
( )

ω κ
κ

θ = − +
+ +

1
1

  (67) 

Sum rules following from the Kramers-Kronig relations relate the refractive index n(w) at a given 
frequency, w, to the absorption coefficient, a(w′), integrated over all frequencies, w′, according to

  n
c d

( )
( )ω

ω
α ω ω
ω ω

− = ′ ′
′ −

∞∫1
2 20

�   (68) 

Similarly, the real and imaginary parts of the dielectric constant, e1 and e2, may be related via the 
integral relations

  ε ω
π

ω ε ω
ω ω

ω1
2

2 20
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2
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8.5 LATTICE INTERACTIONS

The adiabatic approximation is the normal starting point for a consideration of the coupling of light 
with lattice vibrations, i.e., it is assumed that the response of the outer shell electrons of the atoms to 
an electric field is much faster than the response of the core together with its inner electron shells. 
Further, the harmonic approximation assumes that for small displacements, the restoring force on the 
ions will be proportional to the displacement. The solution of the equations of motion for the atoms 
within a solid under these conditions gives normal modes of vibration whose frequency eigenvalues 
and displacement eigenvectors depend on the crystal symmetry, atomic separation, and the detailed 
form of the interatomic forces. The frequency of lattice vibrations in solids is typically in the 100 to 
1000 cm–1 range (wavelengths between 10 and 100 μm). Longitudinal and doubly degenerate trans-
verse vibrational modes have different natural frequencies due to long range Coulomb interactions. 
Infrared or Raman activity can be determined for a given crystal symmetry by representing the modes 
of vibration as irreducible representations of the space group of the crystal lattice.

Infrared Dipole Active Modes

If the displacement of atoms in a normal mode of vibration produces an oscillating dipole 
moment, then the motion is dipole active. Thus, harmonic vibrations in ionic crystals contribute 
directly to the dielectric function, whereas higher order contributions are needed in nonpolar 
crystals. Since photons have small wavevectors compared to the size of the Brillouin zone in solids, 
only zone center lattice vibrations, (i.e. long wavelength phonons), can couple to the radiation. 
This conservation of wavevector (or momentum) also implies that only optical phonons interact. 
In a dipole active, long wavelength optical mode, oppositely charged ions within each primitive 
cell undergo oppositely directed displacements giving rise to a nonvanishing polarization. Group 
theory shows that, within the harmonic approximation, the infrared active modes have irreducible 
representations with the same transformation properties as x, y, or z. The strength of the light-
dipole coupling will depend on the degree of charge redistribution between the ions, i.e., the relative 
ionicity of the solid.

Classical dispersion theory leads to a phenomenological model for the optical interaction with 
dipole active lattice modes. Because of the transverse nature of electromagnetic radiation, the elec-
tric field vector couples with the transverse optical (TO) phonons and the maximum absorption 
therefore occurs at this resonance. The resonance frequency, wTO, is inserted into the solution of the 
equation of motion, Eq. (59). Since electronic transitions typically occur at frequencies 102 to 103 
higher than the frequency of vibration of the ions, the atomic polarizability can be represented by a 
single high frequency permittivity, e(∞). The dispersion relation for a crystal with several zone cen-
ter TO phonons may be written

  ε ω ε
ω ω ω

�( ) ( )
( )

= ∞ +
− −∑

S

i
j

jj TOj
2 2 Γ

  (71) 

By defining a low frequency permittivity, e(0), the oscillator strength for a crystal possessing two 
atoms with opposite charge, Ze, per unit cell of volume, V, is

  S
Ze

m Vr
=

∞ +
= − ∞

( ( ) ) ( )
( ( ) ( ))

ε ε
ω ε ε

/
TO

0
2 2

22

9
0   (72) 

where Ze represents the “effective charge” of the ions, mr is the reduced mass of the ions and the 
local field has been included based on Eq. (31). Figure 4 shows the form of the real and imaginary 
parts of the dielectric constant, the reflectivity and the polariton dispersion curve. Observing 
that the real part of the dielectric constant is zero at longitudinal phonon frequencies, ωLO, the 
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Lyddane-Sachs-Teller relation may be derived, which in its general form for a number of dipole active 
phonons, is given by

 
ε
ε

ω
ω

( )
( )
0

2

∞
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⎛

⎝
⎜⎜

⎞

⎠
⎟⎟∏ Lj

Tjj

  (73)

These relations [see Eqs. (71) to (73)] give good fits to measured reflectivities in a wide range of ioni-
cally (or partially ionically) bonded solids. The LO-TO splitting and effective charge, Ze, depends on 
the ionicity of the solid; however, the magnitude of Ze determined from experiments does not neces-
sarily quantify the ionicity since this “rigid ion” model does not account for the change of polarizability 
due to the distortion of the electron shells during the vibration.

In uniaxial and biaxial crystals, the restoring forces on the ions are anisotropic resulting in different 
natural frequencies depending on the direction of light propagation as well as the transverse or longitu-
dinal nature of the vibration. Similar to the propagation of light, “ordinary” and “extraordinary” trans-
verse phonons may be defined with respect to the principal axes. For instance, in a uniaxial crystal under 
the condition that the anisotropy in phonon frequency is smaller than the LO-TO frequency splitting, 
infrared radiation of frequency w propagating at an angle q to the optic axis will couple to TO phonons 
according to the relation

  ω ω θ ω θT T T
2 2 2 2 2= + ⊥|| sin cos   (74) 
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FIGURE 4 (a) Reflectance and (b) real and imaginary parts of the permittivity of a solid with 
a single infrared active mode. (c) Polariton dispersion curves (real and imaginary parts) showing 
the frequencies of the longitudinal and transverse optical modes.
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where ωT||  is a TO phonon propagating with atomic displacements parallel to the optic axis, and ωT⊥ 
is a TO phonon propagating with atomic displacements perpendicular to the optic axis. The corre-
sponding expression for LO modes is

 ω ω θ ω θL L L
2 2 2 2 2= + ⊥|| cos sin   (75) 

In Table 2, the irreducible representations of the infrared active normal modes for the different crys-
tal symmetries are labeled x, y, or z.

Brillouin and Raman Scattering

Inelastic scattering of radiation by acoustic phonons is known as Brillouin scattering, while the 
term Raman scattering is normally reserved for inelastic scattering from optic phonons in solids. In 
the case of Brillouin scattering, long wavelength acoustic modes produce strain and thereby modu-
late the dielectric constant of the medium thus producing a frequency shift in scattered light. In a 
Raman active mode, an incident electric field produces a dipole by polarizing the electron cloud 
of each atom. If this induced dipole is modulated by a lattice vibrational mode, coupling occurs 
between the light and the phonon and inelastic scattering results. Each Raman or Brillouin scatter-
ing event involves the destruction of an incident photon of frequency, ωi , the creation of a scattered 
photon, ws, and the creation or destruction of a phonon of frequency, ωp . The frequency shift, 
ω ω ωi s p± = , is typically 100 to 1000 cm–1 for Raman scattering but only a few wavenumbers for 
Brillouin scattering.

Atomic polarizability components have exactly the same transformation properties as the qua-
dratic functions x2, xy, . . . , z2. The Raman activity of the modes of vibration of a crystal with a given 
point group symmetry can thus be deduced from its group theoretical character table. Polarization 
selection rules may be deduced from the Raman tensors given in Table 2. The scattering efficiency, 
SR, for a mode corresponding to one of the irreducible representations listed is given by

  S A e R eR i s=
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

∑ σ

ρ σ
σ ρ

ρ

,
,

2

  (76) 

where A is a constant of proportionality, Rσ ρ,  is the Raman coefficient of the representation, and 
ei
σ  and es

ρ  are components of the unit vectors of polarization of the incident, i, and scattered, s, 
radiation along the principal axes, where s and r = x, y, and z.

Not all optic modes of zero wavevector are Raman active. Raman activity is often complementary to 
infrared activity. For instance, since the optic mode in the diamond lattice has even parity, it is Raman 
active but not infrared active, whereas the zone center mode in sodium chloride is infrared active but 
not Raman active because the inversion center is on the atom site and so the phonon has odd parity. 
In piezoelectric crystals, which lack a center of inversion, some modes can be both Raman and infrared 
active. In this case the Raman scattering can be anomalous due to the long-range electrostatic forces 
associated with the polar lattice vibrations.

The theory of Brillouin scattering is based on the elastic deformation produced in a crystal by a 
long wavelength acoustic phonon. The intensity of the scattering depends on the change in refractive 
index with the strain induced by the vibrational mode. A strain, sij  in the lattice produces a change in 
the component of permittivity, εμν , given by

 δε ε εμν μρ ρ σν
ρ σ

= −∑ p sσ ,
,

ij ij  (77) 

where pρσ , ij  is an elasto-optical coefficient.3 The velocity of the acoustic phonons and their anisot-
ropy can be determined from Brillouin scattering measurements.
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8.6 FREE ELECTRON PROPERTIES

Fundamental optical properties of metals and semiconductors with high densities of free carriers 
are well described using a classical model. Reflectivity is the primary property of interest because of 
the high absorption.

Drude Model

The Drude model for free electrons is a special condition of the classical Lorentz model (Sec. 8.4) 
with the Hooke’s law force constant, x = 0, so that the resonant frequency is zero. In this case,
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where ω p is the plasma frequency

  ω
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μ σ
τp
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oNe
m

c
= =

2 2

  (80) 

and t (= 1/Γ) is the scattering or relaxation time for the electrons. In ideal metals (σ →∞), n = k. 
Figure 5a shows the form of the dispersion in the real and imaginary parts of the dielectric constant 
for free electrons, while the real and imaginary parts of the refractive index are illustrated in Fig. 5b. 
The plasma frequency is defined by the point at which the real part changes sign. The reflectivity is 
plotted in Fig. 5c and shows a magnitude close to 100 percent below the plasma frequency but falls 
rapidly to a small value above ω p . The plasma frequency determined solely by the free electron term 
is typically on the order of 10 eV in metals accounting for their high reflectivity in the visible.

Interband Transitions in Metals

Not all metals are highly reflective below the plasma frequency. The nobel metals possess optical 
properties which combine free electron intraband (Drude) and interband contributions. A typical 
metal has d-levels at energies a few electron volts below the electron Fermi level. Transitions can be 
optically induced from these d-states to empty states above the Fermi level. These transitions nor-
mally occur in the ultraviolet spectral region but can have a significant influence on the optical prop-
erties of metals in the visible spectral region via the real part of the dielectric constant. Describing 
the interband effects δεb within a classical (Lorentz) model the combined effects on the dielectric 
constant may be added.

  � � �ε δε δε= + +1 b f   (81) 

The interband contribution to the real part of the dielectric constant is positive and shows a reso-
nance near the transition frequency. On the other hand, the free electron contribution is negative 
below the plasma frequency. The interband contribution can cause a shift to shorter wavelengths of 
the zero cross-over in e1, thus causing a reduction of the reflectivity in the blue. For instance d-states 
in copper lie only 2 eV below the Fermi level, which results in its characteristic color.



8.22  PROPERTIES

0 2 4

e2

e1

k

wp

6

(a)

(b)

(c)

8 10
–10

–8

–6

–4

–2

0

2

0 2 4 6 8 10
0.0001

0.001

0.01

0.1

1

10

n

0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Photon energy (a.u.)

D
ie

le
ct

ri
c 

co
n

st
an

t
R

ef
ra

ct
iv

e 
in

d
ex

R
ef

le
ct

an
ce

FIGURE 5 Dispersion of: (a) the real and imaginary 
parts of the dielectric constant; (b) real and imaginary parts 
of the refractive index; and (c) the reflectance according to 
the Drude model where wp is the plasma frequency.



FUNDAMENTAL OPTICAL PROPERTIES OF SOLIDS  8.23

Reflectivity

Absorption in metals is described by complex optical constants. The reflectivity is accompanied by a 
phase change and the penetration depth is

 d
c

M = =
2 4ωκ

λ
πκ

  (82) 

At normal incidence at an air-metal interface, the reflectance is given by
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By analogy with the law of refraction (Snell’s Law) a complex refractive index can be defined by the 
refraction equation

  sin sinθ
η

θt i= 1
�   (84)

Since �η  is complex, θt  is also complex and the phase change on reflection can take values other 
than 0 and p. For nonnormal incidence, it can be shown that the surfaces of constant amplitude 
inside the metal are parallel to the surface, while surfaces of constant phase are at an angle to the 
surface. The electromagnetic wave in a metal is thus inhomogeneous. The real and imaginary parts 
of the refractive index can be determined by measuring the amplitude and phase of the reflected 
light. Writing the s and p components of the complex reflected fields in the form

  E e E ep
i

s
ip s

rp rs= =ρ ρφ φ;   (85) 

and defining the real amplitude ratio and phase differences as
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then the real and imaginary parts of the refractive index are given by
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  κ ψ ψ≈ =−tan sin tan2 2ΔM   (88) 

θ i  is the principal angle which occurs at the maximum in PM at the condition ΔM = p/2, (see Fig. 3c 
and 3d), which is equivalent to Brewster’s angle at an interface between two nonabsorbing dielectrics, 
(see Fig. 3a and 3b).

Plasmons

Plasmons are oscillations of fluctuations in charge density. The condition for these oscillations to 
occur is the same as the condition for the onset of electromagnetic propagation at the plasma fre-
quency. Volume plasmons are not excited by light at normal incidence since they are purely longitu-
dinal. Oscillations cannot be produced by transverse electromagnetic radiation with zero divergence. 
However at the surface of a solid, an oscillation in surface charge density is possible. At an interface 
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between a metal with permittivity, εm  and a dielectric with permittivity, εd , the condition ε εm d=−  
such that (neglecting damping and assuming a free electron metal) a surface plasmon can be created 
with frequency

  ω
ω

ε εs
p

d o

=
+( ) // 1 1 2

 (89) 

By altering the angle of incidence, the component of the electromagnetic wavevector can be made to 
match the surface plasmon mode.

8.7  BAND STRUCTURES AND INTERBAND 
TRANSITIONS

Advances in semiconductors for electronic and optoelectronic applications have encouraged the 
development of highly sophisticated theories of interband absorption in semiconductors. In addi-
tion, the development of low dimensional structures (quantum wells, quantum wires, and quantum 
dots) have provided the means of “engineering” the optical properties of solids. The approach here 
has been to outline the basic quantum mechanical development for interband transitions in solids.

Quantum Mechanical Model

The quantum theory of absorption considers the probability of an electron being excited from a 
lower energy level to a higher level. For instance, an isolated atom has a characteristic set of electron 
levels with associated wavefunctions and energy eigenvalues. The absorption spectrum of the atom 
thus consists of a series of lines whose frequencies are given by

  �ωfi = − >� � � �f i f i( )   (90) 

where � f  and � i  are a pair of energy eigenvalues. We also know that the spontaneous lifetime, t, 
for transitions from any excited state to a lower state sets a natural linewidth of order �/τ  based on 
the uncertainty principle. The Schrödinger equation for the ground state with wavefunction, ϕi , in 
the unperturbed system

  � �o i i iϕ ϕ=   (91) 

is represented by the time-independent hamiltonian, � o. The optical interaction can be treated by 
first order perturbation theory. By introducing a perturbation term based on the classical oscillator

  ′= ⋅� eE r   (92) 

this leads to a similar expression to the Lorentz model, Eq. (59)
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and p ′j j  are momentum matrix elements defined by

  p p r′ ′ ′
∗= = ∇∫j j j j j ji dϕ ϕ ϕ ϕ( )�   (95) 

Perturbation theory to first order gives the probability per unit time that a perturbation of the form 
� �( ) exp( )t i tp= ω  induces a transition from the initial to final state,

  W f p i f ifi = − −2 2π ϕ ϕ δ ω
�

�� � �( )   (96) 

This is known as Fermi’s golden rule.

Energy Band Structures

If we imagine N similar atoms brought together to form a crystal, each degenerate energy level of 
the atoms will spread into a band of N levels. If N is large, these levels can be treated as a continuum 
of energy states. The wavefunctions and electron energies of these energy bands can be calculated by 
various approximate methods ranging from nearly free electron to tight binding models. The choice 
of approach depends on the type of bonding between the atoms.

Within the one electron and adiabatic assumptions, each electron moves in the periodic poten-
tial, V(r), of the lattice leading to the Schrödinger equation for a single particle wavefunction
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m

V
2

2
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⎡

⎣
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⎥ =( ) ( ) ( )r r rψ ψ�   (97) 

where the momentum operator is given by p = –ih∇. The simple free electron solution of the 
Schrödinger equation (i.e., for V(r) = 0), is a parabolic relationship between energy and wavevector. 
The solution including a periodic potential, V(r) has the form

  ψk kr r r( ) exp( ) ( )= ⋅ ⋅i uk   (98) 

where k is the electron wavevector and uk r( ) has the periodicity of the crystal lattice. This is known 
as the Bloch solution. The allowed values of k are separated by 2p/L, where L is the length of the 
crystal. The wavevector is not uniquely defined by the wavefunction, but the energy eigenvalues are 
a periodic function of k. For an arbitrarily weak periodic potential

  �= +�2 2

2m
k G   (99) 

where G is a reciprocal lattice vector (in one dimension G = 2pn/a, where a is the lattice spacing and 
n is an integer. Thus we need only consider solutions which are restricted to a reduced zone, referred 
to as the first Brillouin zone, in reciprocal space (between k = −p/a and p/a in one dimension). 
Higher energy states are folded into the first zone consistent with Eq. (99) to form a series of energy 
bands. Figure 6 shows the first Brillouin zones for face centered cubic (fcc) crystal lattices and energy 
levels for a weak lattice potential.

A finite periodic potential, V(r), alters the shape of the free electron bands. The curvature of the 
bands is described by m∗,  an “effective mass,” which is defined by the slope of the dispersion curve 
at a given k:
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  (100) 
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At the zone center, k = 0, this reduces to the parabolic relationship

  �= ∗
�2 2

2

k

mo

  (101) 

Effective masses can be related to interband momentum matrix elements and energy gaps using 
perturbation theory. Substituting the Bloch function, Eq. (98), into the Schrödinger equation, Eq. (97), 
and identifying each band by an index, j, gives
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m m
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The k p⋅  term can be treated as a perturbation about a specific point in k-space. For any k, the 
set of all uj k r( ) (corresponding to the N energy levels) forms a complete set, i.e., the wavefunction 
at any value of k can be expressed as a linear combination of all wavefunctions at another k. Second 
order perturbation theory then predicts an effective mass given by
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In principle the summation in Eq. (103) is over all bands; however, this can usually be reduced to 
a few nearest bands because of the resonant denominator. For example, in diamond- and zinc-blended 
structured semiconductors, the Kane momentum matrix element, P, defined by

  P
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successfully characterizes the band structure and optical properties close to zone center. Here SCO is 
a spherically symmetric s-like atomic wavefunction representing the lowest zone center conduction 
band state and XVO is a p-like function with x symmetry from the upper valence bands. In this case, 
including only the three highest valence bands and the lowest conduction band in the summation of 
Eq. (91), the conduction band effective mass is given by
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  (105) 

where � g  is the band gap energy and ΔSO is the spin-orbit splitting. By inverting this expression, the 
momentum matrix element may be determined from measurements of effective mass and the bandgaps. 
P is found to have similar magnitudes for a large number of semiconductors. Equation (105) illustrates 
the general rule that the effective mass of the conduction band is approximately proportional to the band 
gap energy.

Direct Interband Absorption

In the case of a solid, the first order perturbation of the single electron hamiltonian by electromag-
netic radiation is more appropriately described by

  ′ = ⋅� ( )t
e

mc
A p   (106) 

rather than Eq. (92). A is the vector potential,

  A r q r( , ) ˆexp[ ( )] . .t A i t c co= ⋅ − +ξ ω   (107) 

q is the wavevector and ξ̂ξ  is the unit polarization vector of the electric field. (Note that this pertur-
bation is of a similar form to the k⋅p perturbation described earlier.) Using Fermi’s golden rule, the 
transition probability per unit time between a pair of bands is given by
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Conservation of momentum requires a change of electron momentum after the transition; how-
ever, the photon momentum is very small, so that vertical transitions in k-space can be assumed in 
most cases (the electric dipole approximation). The total transition rate per unit volume, WT(w) is 
obtained by integrating over all possible vertical transitions in the first Brillouin zone taking account 
of all contributing bands:
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Here the vector potential has been replaced with the irradiance, I, of the radiation through the relation
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ω   (110) 
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Note that the momentum matrix element as defined in Eq. (95) determines the oscillator strength 
for the absorption. pfi can often be assumed slowly varying in k so that the zone center matrix ele-
ment can be employed for interband transitions and the frequency dependence of the absorption 
coefficient is dominated by the density of states.

Joint Density of States

The delta function in the integration of Eq. (109) represents energy conservation for the transitions 
between any two bands. If the momentum matrix element can be assumed slowly varying in k, then 
the integral can be rewritten in the form

 J d
d

f i
k

fi
fi
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= − − =
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where dS is a surface element on the equal energy surface in k-space defined by 
� � �fi( ) ( ) ( ) .k k k= − =f i �ω Written in this way, J(w) is the joint density of states between the two 
bands (note the factor of two for spin is excluded in this definition). Points in k-space for which the 
condition

  ∇ =k� fi( )k 0   (112) 

hold form critical points called van Hove singularities which lead to prominent features in the 
optical constants. In the neighborhood of a critical point at kc, a constant energy surface may be 
described by the Taylor series

  � �fi( ) ( )k k= +
=
∑c c kβμ
μ

μ
1

3
2   (113) 

where μ represents directional coordinates. Minimum, maximum, and saddle points arise depend-
ing on the relative signs of the coefficients, βμ. Table 3 gives the frequency dependence of the joint 
density of states in three-dimensional (3D), two-dimensional (2D), one-dimensional (1D), and 
zero-dimensional (0D) solids. The absorption coefficient, a, defined by Beer’s law may now be 
related to the transition rate by

  α ω ω
( )= =−I

dI
dz I

WT
1 �

  (114) 

Thus, the minimum fundamental absorption edge of semiconductors and insulators (in the absence 
of excitonic effects) has the general form (Fig. 7a) 

  α ω= −A o( ) /� � 1 2   (115) 

Selection Rules and Forbidden Transitions

Direct interband absorption is allowed when the integral in Eq. (95) is nonzero. This occurs when 
the wavefunctions of the optically coupled states have opposite parity for single photon transitions. 
Transitions may be forbidden for other wavefunction symmetries. Although the precise form of 
the wavefunction may not be known, the selection rules can be determined by group theory from a 
knowledge of the space group of the crystal and symmetry of the energy band. Commonly, a single 
photon transition which is not allowed at the zone center because two bands have like parity, will 
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be allowed at finite k because wavefunction mixing will give mixed parity states. In this case, the 
momentum matrix element may have the form

 p pfi fi( ) ( ) [ ( )]k k k kk k ko
= − ⋅∇ =0

  (116) 

that is, the matrix element is proportional to k. For interband transitions at an M0 critical point, the 
frequency dependence of the absorption coefficient can be shown to be (Fig. 7b)

  α ω ω( ) ( ) /= ′ −A o� � 3 2   (117)

Indirect Transitions

Interband transitions may also take place with the assistance of a phonon. The typical situation is 
a semiconductor or insulator which has a lowest conduction band near a Brillouin zone boundary. 
The phonon provides the required momentum to move the electron to this location but supplies 
little energy. The phonon may be treated as an additional perturbation and therefore second order 

b1 b2 b3
E < Ec E > Ec

3D

M0, min. + + + 0 C E Ec0
/( )− 1 2

M1, saddle + + – C C E Ec1 1
1 2− ′ −( ) / C1

M2, saddle + – – C2 C C E Ec2
1 2− ′ −2

/( )

M3, max. – – – C E Ec3( − )1/2 0

2D

P0, min. + + 0 B

P1, saddle + – − −B E

Ecπ
ln 1

P2, max – – B 0

1D

Q0, min. + 0 A E Ec( ) /− −1 2

Q1, max – A E Ec( /− −) 1 2 0

0D δ(E Ec− )

TABLE 3 Density of States in 3, 2, 1, and 0 Dimensions
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perturbation theory is needed in the analysis of this two step processes. Theory predicts a frequency 
dependence for the absorption of the form

  α ω ω ω( ) ( )≈ ± −� � ph �o
2   (118)

where wph is the phonon frequency, absorption or emission being possible. For forbidden indirect 
transitions, this relationship becomes

  α ω ω ω( ) ( )≈ ± −� � ph �o
3   (119)

Multiphoton Absorption

Multiphoton absorption can be treated by higher order perturbation theory. For instance, second 
order perturbation theory gives a transition rate between two bands
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where the summation spans all intermediate states, t. The interaction can be regarded as two suc-
cessive steps. An electron first makes a transition from the initial state to an intermediate level of the 
system, t, by absorption of one photon. Energy is not conserved at this stage (momentum is) so that 
the absorption of a second photon must take the electron to its final state in a time determined by 
the energy mismatch and the uncertainty principle. In multiphoton absorption, one of the transi-
tions may be an intraband self-transition. Since the probability depends on the arrival rate of the 
second photon, multiphoton absorption is intensity dependent. The total transition rate is given by
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The two photon absorption coefficient is defined by the relation

  − = +dI
dz

I Iα β 2   (122) 

so that,

  β ω ω ω( ) ( )( )= 2
2
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Excitons

The interband absorption processes discussed earlier do not take into account Coulomb attraction 
between the excited electron and hole state left behind. This attraction can lead to the formation of 
a hydrogen-like bound electron-hole state or exciton. The binding energy of free (Wannier) excitons 
is typically a few meV. If not thermally washed out, excitons may be observed as a series of discreet 
absorption lines just below the bandgap energy. The energy of formation of an exciton is
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where Rex is the exciton Rydberg,
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m∗
r is the reduced effective mass and n is a quantum number. Optically created electron-hole pairs 

have equal and opposite momentum which can only be satisfied if K = 0 for the bound pair and 
results in discreet absorption lines. Coulomb attraction also modifies the absorption above the 
bandgap energy. The theory of exciton absorption developed by Elliot predicts a modification to 
Eq. (113) for the direct allowed absorption coefficient above the band edge (Fig. 7a)
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Excitons associated with direct forbidden interband transitions do not show absorption to the lowest 
(n = 1) state but transitions to excited levels are allowed. Above the band edge for direct forbidden 
transitions the absorption has the frequency dependence (Fig. 7b)
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Figure 7 compares the form of the absorption edge based on the density of states function and a dis-
creet exciton absorption line (dashed lines) with the absorption functions based on the Elliot theory 
and a typically broadened exciton (solid lines). Figure 7a is an illustration of a direct allowed gap, 
e.g., GaAs with the n = 1 exciton visible and Fig. 7b shows a forbidden direct absorption edge, e.g., 
Cu2O. In the latter case, optical excitation of the n = 1 exciton is forbidden, but the n = 2 and higher 
exciton transitions are allowed.
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9.1 GLOSSARY

 a lattice constant of the periodic structure

 c speed of light in vacuum

 E energy

 E electric fi eld

 f frequency

 f0 center frequency of the cavity resonance

 H magnetic fi eld

 k wave vector

 L cavity length

 n index of refraction

 P power

 Q quality factor

 r position vector

 Vm modal volume

 Δf frequency width of the cavity resonance

 e macroscopic dielectric function

 h enhancement factor of the spontaneous emission rate

 l wavelength in vacuum

 w angular frequency
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9.2 INTRODUCTION

Electromagnetic waves are known to undergo partial reflection at dielectric interfaces. The magni-
tude of the reflection is a function of the wave polarization, angle of incidence, and refractive index 
of the materials at the interface. Inside quarter-wave stacks, electromagnetic waves undergo reflec-
tion at multiple interfaces. The multiple reflections can lead to the destructive interference of the 
waves and the formation of bands of forbidden electromagnetic states. If the frequency of an elec-
tromagnetic wave lies inside such a forbidden band, the wave is prevented from propagating inside 
the stack; instead it is reflected and its amplitude decays exponentially through successive layers.

The operational principle behind fiber Bragg gratings,1 interference filters,2 and distributed 
feedback (DFB) lasers,3 is also based on multiple reflections that occur inside periodic dielectric 
materials. The range of frequencies over which waves are reflected (i.e., over which wave propaga-
tion is forbidden) defines a stop band, or bandgap, the width of which is proportional to the grating 
strength (i.e., to the effective index contrast between the different materials). The range is typically 
less than 1 percent of the midgap frequency, and in some cases much less than 1 percent.

In addition to being forbidden over a small range of frequencies, propagation in dielectric stacks 
is also forbidden over a small range of angles from normal incidence. This small range of angles 
defines a cone with its principal axis normal to the surface. Light incident at an angle outside the 
cone is not reflected, but rather is transmitted through the stack. To increase the angle of the reflec-
tion cone, one can increase the index contrast between the different dielectric layers. The cone can 
be made to extend as far as 90°, allowing light to be reflected off the stack from any angle of inci-
dence.4 Stacks that reflect light from every direction are referred to as omnidirectional reflectors.

The existence of omnidirectional reflectors does not necessarily imply the existence of omnidi-
rectional bandgaps. In fact, omnidirectional reflectors do not have complete three-dimensional (3D) 
bandgaps. Electromagnetic states exist inside the reflectors at every frequency, but incident light cannot 
couple to them; the wave vector of the incident light cannot be matched to the wave vector of the elec-
tromagnetic states inside the reflector. However, if light were to be generated from within the reflector, 
light could propagate along the dielectric planes—hence the absence of a three-dimensional bandgap.

In order to create a complete three-dimensional bandgap and prevent light from propagating 
anywhere inside the material, periodic structures must possess a three-dimensional periodicity. The 
principal feature of three-dimensional (3D) bandgap materials is their ability to eliminate the density 
of electromagnetic states everywhere inside the materials over a given range of frequencies. Since the 
rate of spontaneous radiative decay of an atom or molecule scales with the density of allowed states at 
the transition frequency, photonic bandgap (PBG) materials can be used to greatly affect the radiative 
dynamics of materials and lead to significant changes in the properties of optical devices.

 In addition to affecting the radiative properties of atoms, PBG materials can also be used to control the 
flow of light by allowing certain states to exist within the bandgap. This feature has triggered the imagina-
tion of many researchers as it promises to enable the very large-scale integration of photonic components.

Though three-dimensional PBG materials can completely suppress the density of states, some 
three-dimensional structures possess partial gaps (i.e., gaps that do not extend along every direc-
tion). These pseudogaps can lead to small (but nonzero) densities of states and to significant 
changes in the radiative properties of materials. Moreover, dielectric stacks, in effect one-dimensional 
periodic structures, can reduce the density of states by suppressing states with wave vectors normal 
to the layers but they cannot eliminate every state along every direction.

In this chapter, we discuss the radiative properties of emitters and the control of light flow in 
PBG materials with pseudogaps and complete gaps. An in-depth review of PBG materials can be 
found in Ref. 5. Early fabrication efforts of 3D PBG materials are described in Ref. 6; a review of 
PBG materials at near-infrared frequencies is presented in Ref. 7.

9.3 MAXWELL’S EQUATIONS

Although the word photon is used, the appearance of bandgaps arises from a strictly classical treatment 
of the problem. The properties of PBG materials can be determined from the classical vector wave 
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equation with a periodic index of refraction. If the fields are expanded in a set of harmonic modes, in 
the absence of external currents and sources, Maxwell’s equations can be written in the following form:

 ∇ × ∇ ×⎡
⎣⎢

⎤
⎦⎥

=1 2

2ε
ω

( )
( ) ( )

r
H r H r

c
 (1)

where H(r) is the magnetic field, e (r) is the macroscopic dielectric function equal to the square of 
the index of refraction, r is the position vector, w is the angular frequency, and c is the speed of light 
in vacuum. The macroscopic dielectric function has a periodic spatial dependence. Equation (1) is 
an eigenvalue problem; it can be rewritten as

 ΘH Hi
i

ic
=

ω 2

2  (2)

where

 Θ = ∇ × ∇ ×1
ε( )r

   (3)

is a periodic Hermitian differential operator and ωi c2 2/ is the ith eigenvalue. The solutions Hi and wi 
are determined entirely from the strength and symmetry properties of e (r). The solutions are char-
acterized by a wave vector k and a band number i. The region of all allowed wave vectors is called a 
Brillouin zone, and the collection of all solutions is termed a band structure.

Equation (2) closely resembles Schrödinger’s equation for the problem of an electronic wave func-
tion inside a periodic atomic potential. Since the solutions of Schrödinger’s equation lead to band 
diagrams for allowed and forbidden electronic states in crystalline structures, and since PBG materials 
have similar effects on electromagnetic waves, PBG materials are often referred to as photonic crystals. 
In this chapter, the terms PBG material and photonic crystal are used interchangeably.

An interesting feature of Eq. (1) is that there is no fundamental constant with dimensions of 
length, hence no fundamental length scale other than the assumption that the system is macro-
scopic. The solution at one length scale determines the solutions at all other length scales, assuming 
a frequency-independent dielectric function. This simple fact is of considerable practical importance 
as it allows results to be scaled from one wavelength to another, from the ultraviolet to microwaves 
and beyond, simply by expanding all distances.

The solutions Hi and wi provide information about the frequency of the allowed electromagnetic 
modes in a PBG structure and their polarization, symmetry, and field distribution. Although Eq. (1) 
can be applied to any dielectric structure—the only assumptions made were the absence of external 
currents and sources—early work in this field focused on the search for a complete bandgap, that 
is, a range of frequencies with no allowed electromagnetic mode for any wave vector k inside the 
Brillouin zone.6 A review of three-dimensional photonic crystals follows.

Several numerical methods have been used to solve Maxwell’s equations in periodic structures, 
including the use of a variational approach8 where each eigenvalue in Eq. (2) is computed separately 
by minimizing the functional < >H Hi i| | .Θ  In this method, fast Fourier transforms are used 
repeatedly to switch back and forth between real and reciprocal space to avoid storing large matrices.

Other methods include the transfer matrix method9 and the finite-difference time-domain 
(FDTD) method,10 to name but two. In the former, Maxwell’s equations are solved at a fixed frequency 
by stepping the fields forward in space, one plane at a time, satisfying the continuity conditions at 
every step. The transfer matrix method is well-suited for transmission and reflection computations 
in photonic crystals. By imposing Bloch conditions, the transfer matrix method can also be used to 
compute the band structure. In the case of the FDTD method, Maxwell’s equations are discretized 
on a three-dimensional grid, and the derivatives are approximated at each grid point by a corre-
sponding centered difference. Maxwell’s equations are solved everywhere in the computational cell 
at every time step, allowing the temporal response of the fields to be determined inside photonic 
crystals.
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9.4 THREE-DIMENSIONAL PHOTONIC CRYSTALS

Criteria for 3D Bandgaps

The existence of bandgaps in periodic structures is determined entirely from the symmetry and 
strength of the periodic dielectric function. Since photonic crystals do not occur naturally, somehow 
one must arrange dielectric material in a 3D periodic structure, and, as with multilayer dielectric 
stacks, the length of the repeating unit must be on the order of one-half the wavelength in the mate-
rial. Most structures exhibiting 3D bandgaps satisfy the following three general criteria: the periodic 
structure has a spherelike Brillouin zone; the refractive index contrast between the different materi-
als is typically larger than 2; and the high- and low-dielectric materials form connected networks.

Spherelike Brillouin Zone Waves propagating inside a periodic structure sense a periodicity that 
leads to the formation of stop bands at the edges of the irreducible Brillouin zone. Since the waves 
sense a different periodicity along the different directions, the wave vectors at the different points on 
the surface of the Brillouin zone have different magnitudes. Hence, the gaps are likely to be centered 
at different frequencies. Spherical Brillouin zones (if they were possible) would guarantee the over-
lap of all the gaps along every direction, since every point on the surface of a sphere is equidistant 
from the center—but crystal geometries do not allow for spherical Brillouin zones.

Several hundred years of mineralogy and crystallography have led to the classification of the vari-
ous three-dimensionally periodic lattice geometries. The Brillouin zone of the face-centered-cubic 
(fcc) lattice is closer to a sphere than any other common crystal geometry. However, despite having 
the most spherelike Brillouin zone, the farthest point on the surface of the fcc Brillouin zone (i.e., 
the point with the largest wave vector, the so-called W point) lies 29 percent farther from the origin 
than the closest point, the L point. For a gap to open along every direction, the gaps at W and L 
must be large enough to overlap.

Large Index Contrast The size of the bandgap at each point on the surface of the Brillouin zone 
scales with the index contrast between the different materials. For the different gaps to overlap 
over the entire Brillouin zone the refractive index contrast must be large, typically 2 to 1 or greater. 
Semiconductor materials such as Si (n = 3.5 at l  = 1.5 µm) and GaAs (n = 3.4) in combination with 
air or low-index oxides are excellent candidates for the fabrication of photonic crystals at infrared 
wavelengths.

A large index contrast and a spherelike Brillouin zone, however, are not sufficient to guarantee 
the formation of a bandgap in 3D structures. It is not sufficient to specify the structure in reciprocal 
space—there are essentially an infinite number of structures with an fcc lattice, since anything can 
be put inside the fundamental repeating unit. One must also specify the dielectric structure in real 
space. An example of a successful 3D photonic crystal is shown in the forthcoming section labeled 
“Examples of 3D Crystals.”

Connected Networks To appreciate the importance of having a connected network, it is useful to 
consider a one-dimensionally periodic structure such as a multilayer dielectric stack. The energy 
density of the mode below the stop band is more strongly localized in the high-index layers than the 
mode above the stop band. The more strongly the energy density of the lower mode is localized in 
the high-index material and the more strongly the energy density of the upper mode is localized in 
the low-index material, the larger the bandgap.

In 3D periodic structures, it is generally advantageous for the high-index material to be fully 
connected to allow the electric field of the mode in the lower band to run through the high-index 
material as much as possible without having to go through the low-index material. One should be 
able to connect any point in the high-index material to any other point without having to cross over 
into the low-index material. The same also holds for the low-index material. Moreover, the low-
index material should occupy typically over 50 percent of the total volume. A detailed discussion of 
the nature of bandgaps in periodic structures is given in Refs. 5 and 11.
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The three general criteria just presented should serve only as guidelines. They do not constitute 
necessary conditions for the creation of 3D bandgaps. For example, though the fcc lattice is the most 
spherelike, other lattice geometries have been shown to generate 3D bandgaps.

Examples of 3D Crystals

The earliest antecedent to photonic bandgaps is the observation by Sir Lawrence Bragg of nar-
row stop bands in crystals from x-ray diffraction. The refractive index contrast, however, was 
very small, typically less than 1.001 to 1, and produced only narrow rings on the surfaces of the 
Brillouin zone.

The first structure with a full 3D bandgap was discovered by K. M. Ho et al. in 1990 and con-
sisted of a diamond lattice of air spheres (i.e., an fcc lattice with two air spheres per unit cell) inside 
a high-index material.12 Since then, there has been considerable effort to develop a process for the 
manufacturing of diamond (or diamondlike) structures at micrometer wavelengths. One such 
approach consists of etching a large number of hole triplets at off-vertical angles in a slab;13,14 
another consists of building an orderly stacking of dielectric rods;15 yet another consists of etching a 
series of horizontal grooves into sequentially grown layers and etching vertical holes.16 These struc-
tures are variations of the same diamond lattice grown along either the (1, 1, 1), (0, 0, 1), or (1, 1, 0) 
directions, respectively.

An example of the structure grown along the (0, 0, 1) direction is shown in Fig. 1. It consists of 
multiple layers of polycrystalline silicon rods with a stacking sequence that repeats itself every four 
layers. Within each layer, the rods are parallel to each other; the rods are shifted by half a period 
every other layer. Only five layers are shown. The structure was fabricated by S. Y. Lin et al. at Sandia 
National Laboratories in 1998 using a process that involves the repetitive deposition and etching 
of multiple dielectric films.17 The width of each rod is roughly 1.2 µm. The bandgap is centered at 
a wavelength of 10 µm. In addition to fabricating this structure, the researchers also fabricated a 
structure at shorter wavelengths centered at l  = 1.5 µm.7

An overview of the fabrication of 3D PBG materials at micrometer and submicrometer length 
scales can be found in Ref. 7.

FIGURE 1 Scanning electron micrograph of a 
three-dimensional photonic crystal built at Sandia 
National Laboratories. The crystal consists of five 
layers of polycrystalline silicon rods. The width of 
the rods is 1.2 µm. The photonic bandgap is cen-
tered around a wavelength of 10 µm.
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9.5  MICROCAVITIES IN THREE-DIMENSIONAL 
PHOTONIC CRYSTALS

From Fermi’s golden rule, we know that the rate of spontaneous radiative decay of an atom scales 
with the density of allowed states at the atomic transition frequency. In free space, the density of 
states scales quadratically with frequency, and the probability of finding an atom in an excited state 
simply decays exponentially with time.

The introduction of boundaries in the vicinity of the atom has the effect of changing the density of 
allowed states. For example, in the case of a bounded system with reflecting walls—such as a laser 
cavity—the density of states is reduced to a spectrally discrete set of peaks, each corresponding to a 
resonant longitudinal mode of the cavity. When no mode falls within the emission linewidth of the 
atomic transition, atomic radiative decay is essentially suppressed. However, if the transition frequency 
overlaps one of the resonant frequencies, the density of available modes for radiative decay becomes 
very large, which in turn enhances the rate of spontaneous emission. In conventional solid-state lasers, 
several modes fall within the atomic emission linewidth. The free spectral range of the modes is given 
by c/2nL, where n is the refractive index of the host material and L is the distance between the reflec-
tors. If L was made very small, it would be possible to increase the mode spacing such that only one 
(or even zero) mode would fall within the emission linewidth.

An example of a small laser cavity is the distributed feedback (DFB) laser consisting of a spatially 
corrugated waveguide with a quarter-wave phase shift. The phase shift defines a cavity, and the grat-
ing on either side acts like a mirror. The length L of the cavity is characterized by the decay length of 
the evanescent field along the axis of the grating and typically extends over hundreds of wavelengths 
in the material. The grating creates a stop band along the periodic axis. While the absence of longi-
tudinal modes inside the stop gap reduces the total density of states, the presence of a quarter-wave 
phase shift generates a resonant mode inside the gap and increases the density of states. The increase 
is sufficiently large to allow single-mode action of the laser at the resonant frequency. Though DFB 
lasers have longitudinal stop bands, the total density of states is not zero, since the stop band extends 
only inside a small cone along one direction. Leaky radiation modes exist along every other direction.

3D PBG materials have the ability to open 3D stop bands that reflect light along every direction 
in space and that completely eliminate the density of states for a given range of frequencies. In the 
case where the radiative transition frequency of an atom falls within the frequency gap of the crystal, 
spontaneous radiative decay is essentially suppressed.

If a small defect (or phase shift) is introduced in the photonic crystal, a mode can be created 
within the structure at a frequency that lies inside the gap. If the size of the defect is such that it sup-
ports a mode, the defect behaves like a microcavity surrounded by reflecting walls. If the radiative 
transition frequency of the atom matches that of the defect mode, the rate of spontaneous emission 
can be enhanced.

Figure 2 shows the vector plot of a resonant mode in a 3D photonic crystal similar to the one 
shown in Fig. 1. The defect is located at the center of the crystal and consists of a broken high-index 
rib. (The defect could be introduced, for instance, in one of the layers during the growth of the crystal.) 
The electric field is shown in the vertical plane through the middle of the defect. The mode is strongly 
localized in all three dimensions, and its amplitude falls off sharply away from the defect. The electric 
field jumps from one edge of the broken rib to the other, while the magnetic field (not shown) has the 
shape of a torus and runs around the electric field. The frequency of the mode is f = 0.59c/a, where a is 
the lattice constant (i.e., the length of the repeating unit cell) of the crystal. In this particular example, 
the high-index material has a refractive index of 3.4; the low-dielectric material has an index of 1.0; 
and the gap extends from f = 0.52c/a to 0.66c/a.

In contrast to defects in one-dimensional periodic structures (such as DFB lasers), arbitrarily small 
defects in 3D crystals do not necessarily lead to the creation of localized modes. The volume of the 
defect must reach a certain threshold to sustain a resonant mode. Furthermore, quarter-wave shifts in 
DFB lasers lead to resonant modes at the center of the gap. There is no simple equivalent in 3D crystals.

The frequency of the resonant mode changes with the size and shape of the defect. The simple 
action of adjusting the defect size provides tunability of the resonant mode and affects the localization 
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strength. The field attenuation through successive unit cells is stronger for modes lying near the cen-
ter of the gap than for those lying near the edges.

Although the microcavity in the just-noted example was created by removing part of a high-
index rib, a cavity could equally have been created either by adding material between ribs or by 
changing the shape of one or more ribs. Also, multiple high-order localized modes may appear 
inside the crystal as the size of the defect is made bigger.

Quality Factor

One important aspect of microcavities in finite-sized crystals is the quality factor Q of the resonator 
defined as:18

 Q
f E

P
f E

dE dt
= = −

2 20 0π π
/  (4)

where f0 is the resonant frequency, E is the energy stored inside the resonator, and P dE dt= − / is the 
dissipated power. Hence, a resonator can sustain Q oscillations before its energy decays by a factor of 
e−2p (i.e., a reduction of 99.8 percent) of its initial value. In the specific case where the line-shape of 
the resonance is a Lorentzian, Eq. (4) reduces to f0/Δf, where Δf is the width of the resonance.

Since the quality factor is a measure of the optical energy stored in the microcavity over the cycle-
average power radiated out of the cavity, Q is expected to be largest for modes lying near the center 
of the gap where the field attenuation is strongest. Q is also expected to increase with the size of the 
crystal, since the reflectivity increases with the number of periods (i.e., the leakage from the edges of 
the crystal becomes progressively smaller). The quality factor of the mode shown in Fig. 2 is plotted in 
Fig. 3 as a function of the size of the crystal. The quality factor is computed using the finite-difference 
time-domain method described in Sec. 9.3. First the resonant mode is excited and the total energy is 
monitored as a function of time. Then the time required for 99.8 percent of the energy to escape 
is recorded. Results are shown for crystal sizes of dimension 2N × 2N × 2N. In each case, the defect is 
surrounded by N unit cells along every direction. Q increases exponentially with the size of the crystal 
and reaches a value close to 104 with as little as four unit cells on either side of the defect. The steepness 

FIGURE 2 Vector plot of the electric field in a 3D PBG 
with a defect. The overlay indicates the edges of the high-
dielectric material. The defect, located at the center of the 
figure, is fabricated by breaking one of the dielectric ribs. 
The defect supports a localized resonant mode inside the 
crystal.
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of the slope in Fig. 3 follows directly from the field attenuation through each successive lattice of the 
crystal. Since the only energy loss in the structure occurs from tunneling through the walls of the finite-
sized crystal (i.e., intrinsic losses due to material absorption is not considered), Q does not saturate 
even for a large number of unit cells. A more detailed description of the properties of resonant modes 
in photonic crystals can be found in Ref. 19.

Enhancement of Spontaneous Emission

By coupling an optical transition to the microcavity resonance, the spontaneous emission rate can 
be enhanced by a factor h over the rate without a cavity. The expression for h is given by:20

 η π
λ= ⎛
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where Vm is the modal volume, n is the refractive index of the medium, and l is the free-space 
wavelength of the optical transition. Photonic crystals have the ability to enhance the rate of spon-
taneous emission by enabling microcavities with large quality factors and small modal volumes. In 
the case where the modal volume is on the order of a cubic half-wavelength in the material [i.e., 
Vm ~ (l/2n)3], the enhancement factor is on the order of Q. A detailed example is provided in the 
following section.

9.6  MICROCAVITIES IN PHOTONIC CRYSTALS WITH 
TWO-DIMENSIONAL PERIODICITY

Three-dimensional field confinement can be achieved in dielectric structures, in part by the effect of 
a photonic bandgap and in part by index confinement. An example was given in Sec. 9.5 for the case 
of a DFB laser (i.e., a structure with a one-dimensional periodicity). One important aspect of struc-
tures with dimensional periodicity lower than three is the coupling to radiation modes. By reducing 
the dimensionality of the periodicity and by resorting to standard index guiding to confine light 
along the nonperiodic direction(s), one no longer has the ability to contain light completely, and 
leaves open possible decay pathways through which light can escape.
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FIGURE 3 Quality factor of the resonant cavity shown in 
Fig. 2 as a function of the size of the 3D photonic crystal, given in 
units of cubic lattice constants.
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In this section, we consider a dielectric slab waveguide with a two-dimensional periodic lattice. 
The periodic lattice is used to confine light in the plane of the waveguide (the xy-plane, say), and the 
slab keeps the light from escaping along the transverse direction (the z-direction). It is useful to 
begin with a uniform waveguide, and consider the effect of adding a periodic array of holes. The slab is 
chosen to have a large refractive index (n = 3.4) and, for simplicity, is assumed to lie in air. The thick-
ness of the slab is set equal to 0.5a, where a is a scaling parameter as defined in the text that follows. 
The use of a high-index waveguide is twofold: first, the high index provides strong field confinement 
along the z-direction (i.e., the extent of the guided modes outside the waveguide is small), allowing 
a large fraction of each mode to interact with the photonic crystal; and second, the high-index con-
trast between the dielectric material and the holes will increase the likelihood of having a bandgap 
in the xy-plane.

The waveguide is shown in Fig. 4a. Its corresponding dispersion relation is shown in Fig. 4b. 
The solid lines correspond to guided modes, and the shaded region corresponds to the continuum 
of radiation (i.e., nonguided) modes. The guided modes are labeled transverse electric (TE) and 
transverse magnetic (TM) with respect to the xy-plane of symmetry in the middle of the waveguide. 
TE (TM) modes are characterized by the absence of electric field components in the z (x and y) 
direction at the center of the waveguide.
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Ḱ
Γ

M

0.0

0.1

0.2

0.3

Fr
eq

u
en

cy
 (

c/
a)

0.4

0.5

0.7

0.6

(a)
(b)

(d)
(c)

FIGURE 4 (a) Schematic diagram of a dielectric slab waveguide of thickness 0.5a and refrac-
tive index 3.4. (b) Band diagram of the slab waveguide shown in (a). The solid lines correspond to 
guided modes; the shaded region corresponds to the continuum of radiation modes. The guided 
modes are labeled TE or TM with respect to the xy-plane of symmetry in the middle of the slab, 
(c) Schematic diagram of a slab waveguide with a two-dimensional triangular array of holes with 
radius 0.3a, where a is the lattice constant of the periodic array. The parameters of the slab are 
identical to those in (a). (d) Band diagram for the slab waveguide shown in (c). Only the lowest 
nine bands are labeled TE and TM. Guided modes do not exist above the cut-off frequency of 
0.66c/a. The inset shows the Brillouin zone and symmetry points for a triangular lattice, with the 
irreducible zone shaded.
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The dispersion relation shown in Fig. 4b extends to the right of the figure; there is no upper 
bound on the wave vector. The introduction of a periodic array of holes in the waveguide has the 
effect of folding the dispersion relation into the first Brillouin zone and splitting the guided-mode 
bands. Figure 4c shows a waveguide with a triangular array of holes. The holes have a radius of 
0.30a, where a is the lattice constant of the array. The associated dispersion relation is shown in Fig. 4d. 
Again, the shaded region above the light line corresponds to the continuum of radiation modes. The 
solid lines below the light line correspond to guided modes. These modes remain perfectly guided 
in spite of the holes and propagate in the waveguide with no loss. A bandgap can be seen between 
the first and second TE bands. An experimental observation of bandgaps in this type of structure is 
described in Ref. 21.

The introduction of holes in the waveguide also creates a frequency cutoff for guided modes. 
Every mode above the frequency 0.66c/a is folded into the radiation continuum, and is Bragg-
scattered out of the slab. The cutoff frequency is independent of the refractive index of the slab or 
the size of the holes, and depends only on the lattice geometry of the array of holes.

If a defect is introduced in the PBG structure shown in Fig. 4c, localized modes can be formed in 
the vicinity of the defect. Since each localized mode has a specific polarization, it is possible to create 
a TE mode between the first and second TE bands, orthogonal to TM modes. If, for example, light 
were to originate from a quantum well located at the middle of the waveguide, atomic transitions 
could be made to couple only to TE modes.

Two competing decay mechanisms contribute to the overall decay rate of the localized mode; 
horizontal in-plane coupling to guided modes at the edges of the crystal in the unperturbed (i.e., 
holeless) waveguide, and vertical coupling to radiation modes. For some applications (such as 
photonic integrated circuits) it may be preferable for the localized mode to decay primarily into 
guided modes, while for other applications (such as off-chip emission) it may be preferable for 
the mode to decay primarily into the radiation continuum. These two cases are considered sepa-
rately in the following text.

The total quality factor of the resonant mode, Qtot, is given by:22

 1 1 1
Q Q Qtot wg rad

= +  (6)

where 1/Qwg is a measure of the coupling to waveguide modes and 1/Qrad is a measure of the cou-
pling to radiation modes. The strength of the two competing coupling mechanisms depends on the 
size of the crystal (i.e., the total number of holes around the defect), the modal volume, and the 
choice of substrate.

In-Plane Coupling

We present the case of an array of 45 holes with a missing hole at the center (i.e., one hole is filled). 
The structure supports a localized mode inside the TE bandgap. The total quality factor of the mode 
is computed using the finite-difference time-domain method described in Sec. 9.3 and is found to 
be 240. The modal volume, Vm, is defined as:23
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where E(r) is the electric field distribution of the mode. The computed modal volume is only three 
cubic half-wavelengths in the material. The spontaneous emission rate enhancement factor, com-
puted from Eq. (5), is equal to 50.

Since the structure does not have a complete three-dimensional bandgap, Qtot cannot be made 
arbitrarily large. While the addition of extra holes would reduce the coupling to the guided modes 
outside the crystal, light could not be prevented from coupling to radiation modes. Any significant 
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increase in the number of holes would cause the mode to primarily radiate outside of the waveguide. 
Moreover, coupling to radiation modes would be enhanced if the waveguide was positioned on a 
substrate. The substrate would provide a favorable pathway for radiation loss. It has been shown, 
however, that the adverse effects of a substrate could be minimized with the use of a low-index insu-
lating layer between the waveguide and the substrate.24,25

The coupling to radiation modes is also enhanced by reducing the modal volume. The more tightly 
a mode is confined, the more likely it is to radiate out of the waveguide. Conversely, if the modal 
volume is made larger, the coupling to radiation modes can be reduced, and, provided the coupling 
to guided modes remains largely unchanged, Qtot can be increased. To increase the modal volume, 
one could create a different type of defect in the structure. If, instead of removing a single hole 
from the two-dimensional array, the radius of seven nearest-neighbor holes was reduced from 0.3a 
to 0.2a while otherwise leaving the structure unchanged, the localized mode would become more 
extended—the modal volume would increase by 20 percent to 3.6(l/2n)3—and Qtot would increase 
by more than one order of magnitude to 2500. The frequency of the new localized mode would 
remain unchanged, and the enhancement factor would exceed 400.

Out-of-Plane Coupling

While it may be possible to fabricate high-Q cavities that couple predominantly to guided modes, 
some applications (such as light-emitting diodes) may require a large fraction of the emitted light to 
be extracted from the high-index guiding layer. As mentioned previously, the emitted radiation can 
be made to decay primarily into radiation modes by increasing the total number of holes surround-
ing the defect. In this case, Qwg would essentially be infinite, and Qtot ~ Qrad. For simplicity, in this 
example, we write Qtot = Qrad = Q.

Light-emitting diodes (LEDs) are widely used as incoherent light sources in applications such as 
lighting, displays, and short-distance fiber communications. Two important performance character-
istics of LEDs are the output efficiency (i.e., the amount of light extracted from the structure for a 
given injection current) and the modulation rate (i.e., the information emission capacity).

Photonic crystals with two-dimensional periodicity can lead to the enhancement of the rate of 
spontaneous emission and consequently to higher modulation rates. However, photon reabsorption 
and nonradiative recombination can affect the performance of LEDs by reducing the extraction effi-
ciency and the modulation rate. High-Q cavities, though seemingly favorable for the enhancement 
of the rate of spontaneous emission, may cause severe reabsorption in certain material systems, since 
the likelihood of observing photon reabsorption increases with the photon lifetime inside the cavity.

Display Applications For display applications, it is usually desired to get as much light as pos-
sible out of the high-index material over the entire spontaneous emission bandwidth for a constant 
applied current. If all emitted frequencies fall inside the guided-mode bandgap, all available optical 
modes can contribute to the output signal. In the ideal case where there are no nonradiative recom-
bination processes, the extraction efficiency is unity; every photon escapes from the high-index 
waveguide. Even photons reabsorbed by the atomic system, if given enough time, eventually get 
reemitted and contribute to the output signal. However, when nonradiative processes are present, 
reabsorbed photons can be lost. In order to achieve high output efficiency, the effective spontaneous 
emission rate—the spontaneous emission rate reduced by photon reabsorption—has to dominate 
over the nonradiative recombination rate. The relative rate of the radiative and nonradiative pro-
cesses can be controlled by modifying the quality factor of the cavity.

Two limit cases are identified: the case where photon reabsorption is negligible, and the case 
where it is important. The former arises in certain organic emitters, where the energy levels of the 
molecules are such that absorption and spontaneous emission are spectrally separated. The latter 
arises in most semiconductor systems, where both absorption and emission processes occur between 
the conduction and valence bands.

In the case of low reabsorption, if the cavity linewidth is larger than the emission linewidth, an 
increase of the cavity Q can result in an increase of the effective spontaneous emission rate and of 
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the output efficiency. However, a reduction of the cavity linewidth beyond the material emission 
linewidth does not further enhance the spontaneous emission rate or output efficiency. In the case 
of large reabsorption, the rate of spontaneous emission and the output efficiency reach a maximum 
when the cavity linewidth is comparable to the material linewidth, but fall to zero when the cavity 
linewidth becomes much smaller than the material linewidth. A more detailed description of these 
conditions can be found in Ref. 26.

Communications Applications For communications applications, it is advantageous to reduce 
the emission linewidth below the material emission linewidth to improve the temporal coher-
ence of the emitted light. It is also advantageous to increase the modulation speed to improve 
the information emission capacity. If a time-varying current is applied to the LED, the response 
time of the electron-photon system will be determined by the slowest of the different relaxation 
processes.

While electronic recombination lifetimes are typically on the order of a few nanoseconds in both 
semiconductors and organic dyes, the photon lifetime in a cavity depends on the cavity Q and, in 
the case where, say, Q = 1000, is on the order of several picoseconds. Since the modulation speed is 
limited by the slower of the two processes, the electronic recombination rate, which is a sum of the 
effective spontaneous emission rate and the nonradiative recombination rate, constitutes the limit-
ing factor. To achieve high modulation speeds, it is therefore necessary to increase the spontaneous 
emission rate.

In the case where photon reabsorption is small, such as in organic dyes, the rate of spontaneous 
emission and the modulation speed increase with the cavity Q. Conversely, when photon reab-
sorption is large, such as in semiconductors, the maximum rate of spontaneous emission and the 
maximum modulation rate are achieved when the cavity linewidth is comparable to the material 
linewidth. These conclusions are similar to those found for display applications.

Examples of Low-Q and High-Q Cavities Low-Q cavities can be fabricated in high-index dielectric 
waveguides by introducing an array of holes with no defects. The absence of defects ensures that 
photons inside the waveguide—emitted from a quantum well, say—spend as little time as possible 
inside the waveguide and minimize the risk of being reabsorbed. The cavity is defined by the wave-
guide itself, which provides vertical field confinement. To avoid removing active material, the holes 
can be made to extend only partly into the guiding layer so as to not penetrate into the quantum 
well. Bandgaps for guided modes can be generated even when the holes do not extend through the 
entire thickness of the waveguide. The waveguide can also be positioned on a dielectric or metallic 
mirror to ensure that the output radiation escapes through the top surface.

High-Q cavities can be fabricated in structures similar to those used for low-Q cavities except 
that, in the case of high-Q cavities, defects are introduced in the periodic array. The introduction 
of defects creates highly confined modes in the area of the defects, hence only a small fraction of 
the quantum well overlaps with the resonant modes (i.e., only a fraction of the electron-hole pairs 
contributes to the emitted signal). To eliminate this problem, high-Q cavities could be generated 
by placing the dielectric layer between two vertical Bragg mirrors—in analogy to resonant-cavity 
LEDs—and by getting rid of the defects. The entire active region would then overlap with the reso-
nant cavity mode.

Experimental results of quantum-well emitters and dyes in photonic crystals with two-dimensional 
periodicity can be found in Refs. 27 through 31. A detailed analysis of the output efficiency and 
modulation rate of LEDs can be found in Refs. 26 and 32.

9.7 WAVEGUIDES

While three-dimensional field confinement can be achieved by introducing local-point defects 
in photonic crystals, two-dimensional field confinement can be achieved by introducing 
extended line defects. Both point defects and line defects can generate localized modes with 
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frequencies that lie inside the bandgap. However, unlike point defects, line defects can gener-
ate modes that propagate along the lines with nonzero group velocity. Line defects can be 
made, for example, by carving channels in photonic crystals or by creating line dislocations. 
Electromagnetic waves propagating along the lines are guided not from total internal reflection 
but from the bandgap effect; they are prevented from leaking into the crystal since their fre-
quencies lie inside the bandgap.

The absence of radiation modes in three-dimensional photonic crystals suggests that it may 
also be possible to create waveguides with very sharp bends. Since electromagnetic waves are 
prevented from propagating inside photonic crystals, the waves would only either propagate 
through the bend or be reflected back. It will be shown in the subsection labeled “Waveguide 
Bends” that, for certain frequencies, reflection may be eliminated altogether, leading to complete 
transmission. In three-dimensional crystals, waveguide bends could extend along any direc-
tion and could be used for the implementation of interconnected integrated optical circuits on 
multiple planes. In this chapter, however, we focus only on line defects in photonic crystals with 
two-dimensional periodicity.

Waveguides in Photonic Crystals with Two-Dimensional 
Periodicity

As we saw in Sec. 9.6, photonic crystals with two-dimensional periodicity rely on the existence of 
bandgaps to control propagation in the plane and on index guiding to confine electromagnetic 
fields along the third dimension. An example of a photonic crystal with two-dimensional periodic-
ity was shown in Fig. 4c; its corresponding dispersion relation was shown in Fig. 4d. In the bandgap, 
no guided mode existed for TE polarization.

In this section, a line defect is introduced in the photonic crystal shown in Fig. 4c by increas-
ing the radius of a line of nearest-neighbor holes along the Γ-K direction from 0.30a to 0.45a. The 
resulting dispersion relation is shown in Fig. 5. The dispersion relation is computed using the plane-
wave expansion method described in Sec. 9.3. The wave vector along the line defect is plotted on the 
abscissa.
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FIGURE 5 Projected dispersion relation of the TE 
modes in the waveguide structure shown in the inset. The 
dispersion relation is projected along the axis of the wave-
guide (i.e., along the line defined by the series of larger holes). 
The light gray region corresponds to the continuum of radia-
tion modes, and the dark gray regions correspond to modes 
inside the bulk PBG dielectric slab. The thickness of the slab 
is 0.5a, the refractive index is 3.4, the radius of the small holes 
is 0.3a, and the radius of the large holes is 0.45a. The figure is 
to be compared with Fig. 4d along the Γ-K direction.
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In this structure, it is necessary to distinguish between the modes which are guided inside the 
dielectric slab (the so-called bulk crystal modes that correspond to the different bands in Fig. 4d) 
and the modes which are guided along the line defect. The dispersion relation is obtained from Fig. 4d by 
projecting the wave vector of every mode along the Γ-K direction; the dark gray regions correspond 
to the continuum of bulk crystal modes and the light gray region corresponds to the continuum of 
radiation modes. The bulk crystal modes and radiation modes are depicted with a uniform shading 
despite the nonuniform density of states in these regions. Since the structure retains an inherent 
periodicity along the line defect, the wave vector has an upper limit. However, although the line 
defect extends along the Γ-K direction, K is not the point at the edge of the dispersion relation. 
The boundary is located at the projected M point along the Γ-K direction, labeled K′ as shown in 
the inset of Fig. 4d.

Only modes lying outside the shaded regions are truly guided along the line defect. A single 
guided mode appears inside the bandgap. Since the line defect consists of a series of larger holes, 
the effective index of the waveguide is lower than that of the surrounding photonic crystal. Hence, the 
mode is not index-guided in the plane; it is constrained horizontally by the bandgap. The effective 
index, however, is higher in the waveguide than in the regions above and below the slab, allowing 
the mode to be guided vertically by index confinement. The electric field of the guided mode is 
mostly concentrated in the dielectric material. The fraction of electric-field energy inside the high-
dielectric material at K′, for example, is close to 75 percent.

Alternatively, a line defect could have been created by reducing the radius of a series of holes, or by 
creating lattice dislocations. Also, instead of using a high-index slab with holes, one could have used an 
array of high-index posts. High-index posts can generate dispersion relations similar to the one shown 
in Fig. 4c except that the open (solid) circles would now correspond to TE (TM) polarization. A more 
detailed analysis of these and other similar structures can be found in Refs. 33 and 34.

Waveguide Bends

If a sharp bend is introduced in a PBG waveguide—with a radius of curvature on the order of a 
few lattice constants—it may be possible to obtain high transmission through the bend for a wide 
range of frequencies. To obtain high transmission, the waveguide must support a single mode at the 
frequency of interest, and the radiation losses must be small, since coupling to high-order guided 
modes and to radiation modes reduces the transmission and increases the reflection.

While it may be possible to obtain 100 percent transmission in photonic crystals with two-
dimensional periodicity, we choose to consider waveguide bends in purely two-dimensional crystals. 
Two-dimensional crystals can be viewed either as flat structures in a two-dimensional Cartesian 
space or as structures of infinite thickness with no field variation along the vertical direction. Since 
there is no index confinement along the vertical direction, there are no radiation modes and no light 
cone. The bandgap in a 2D structure is analogous to a three-dimensional bandgap in that there are 
truly no modes inside the bandgap.

For simplicity, we consider a 2D photonic crystal of dielectric columns on a square lattice, sur-
rounded by air. The refractive index of the rods is chosen to be 3.4 and the radius 0.20a, where a is 
the lattice constant of the array. A large bandgap appears in this structure for TM polarization (electric 
field parallel to the axis of the columns). A line defect is created inside the crystal by removing a 
row of rods. The line defect introduces a single guided TM mode inside the gap, similar to the 
one shown in Fig. 5. The main difference between the dispersion relation for this 2D crystal and 
the one shown in Fig. 5 is the absence of radiation modes in the 2D crystal. The bandgap extends 
over the entire range of wave vectors. If a bend is introduced in the waveguide, light will either travel 
through the bend or be reflected back, since there are no radiation modes to which light can couple. 
Only back reflection can hinder perfect transmission.

The transmission and reflection can be studied using the finite-difference time-domain method 
described in Sec. 9.3. In this method, a dipole located at the entrance of the waveguide creates a 
pulse with a Gaussian envelope in time. The field amplitude is monitored inside the waveguide at 
two points, one before the bend and one after the bend. The pulses are then Fourier-transformed to 
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obtain the reflection and transmission coefficients for each frequency. A detailed description of this 
method and computational results are presented in Ref. 35.

The electric field pattern of a mode propagating through the bend is shown in Fig. 6. The mode 
is strongly guided inside the photonic crystal. One hundred percent of the light travels through the 
bend despite a radius of curvature on the order of one wavelength.

The transmission through the bend can be modeled as a simple one-dimensional scattering pro-
cess. The bend can be broken down into three separate waveguide sections: the input waveguide in 
the (01) direction; the output waveguide in the (10) direction; and a short waveguide section in the 
(11) direction, connecting the input and output waveguides. Each section supports a single guided 
mode with wave vector k1(f) for propagation along the (01) or (10) direction, and k2(f) for propaga-
tion along (11). These wave vectors are given by dispersion relations similar to the one shown in Fig. 5. 
The mode propagating along the (01) direction is scattered into the mode propagating along (11), 
then into the mode propagating along (10). At the interfaces, the fields and their derivatives must be 
continuous. By complete analogy with the one-dimensional Schrödinger equation for a square poten-
tial well, the transmission through the sharp bend can be mapped onto that of a wave propagating 
in a square dielectric potential. This potential consists of three constant pieces corresponding to the 
(01), (11), and (10) directions, respectively. The model differs from the standard one-dimensional 
scattering problem in that the depth of the well, determined by the difference |k1(f)|2 − |k2(f)|2, now 
depends on the frequency of the traveling wave. The scattering model correctly predicts the general 
quantitative features of the transmission spectrum obtained from the FDTD method, as well as the 
frequencies where the reflection coefficient vanishes.35

The results have been experimentally confirmed using a structure consisting of a square array 
of tall circular rods.36 The rods were made of alumina with a refractive index of 3.0 and a radius of 
0.25 mm. The lattice constant was chosen to be 1.27 mm and the rods were close to 10 cm in length. 
The large aspect ratio between the length and the lattice constant provided a good approximation 

Negative 0 Positive

FIGURE 6 Electric field pattern of a guided 
mode in a photonic crystal in the vicinity of a bend. 
The white circles indicate the position of the high-
dielectric columns. The electric field is polarized along 
the axis of the columns. The mode is strongly confined 
inside the guide and is completely transmitted through 
the bend. The radius of curvature of the bend is on the 
order of the wavelength of the guided mode.
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of a two-dimensional system. Because of the absence of vertical confinement, the waveguides were 
made to extend over less than 100 lattice constants to minimize loss in the vertical direction. The 
bandgap extended from 76 to 105 GHz. The experiment was carried out at millimeter-wave fre-
quencies to facilitate the fabrication of structures with a large aspect ratio.

To test the PBG structure, millimeter-wave transmitters and receivers were placed next to the 
entrance and exit of the PBG waveguide. This coupling scheme closely resembled the setup used 
in the computational simulations. The transmitted signal is shown in Fig. 7. The signal is normal-
ized to the transmitted signal of a straight waveguide. The PBG bend exhibits near-perfect trans-
mission around 87 and 101 GHz. The two arrows indicate the expected positions of the reflection 
nodes computed from the one-dimensional scattering model. The positions of the nodes confirm 
a subtle and important point about PBG waveguides: The detection of light at the end of a straight 
waveguide would not be a sufficient condition, in itself, to confirm PBG guiding. It is the existence 
of transmission peaks around the sharp bend, along with the specific position of these peaks, that 
confirms PBG guiding.

Waveguide Intersections

In addition to sharp bends, photonic crystals can be used to fabricate waveguide intersections with 
low crosstalk. If two waveguides intersect each other on the same plane, light traveling along one 
waveguide typically leaks into the second waveguide, causing signal loss and crosstalk. The insertion 
of a microcavity at the center of the intersection of two PBG waveguides can reduce the crosstalk 
and increase the throughput. If the resonant mode inside the cavity is such that it can couple only 
to one waveguide, the crosstalk can be essentially eliminated. In this case, the problem reduces to the 
well-known phenomenon of resonant tunneling through a cavity.

Figure 8a shows two intersecting waveguides in a two-dimensional photonic crystal identical to 
the one shown in Fig. 7. At the center of the intersection, a microcavity is created by adding rods 
inside the waveguides and by increasing the radius of one rod by 60 percent. The cavity is outlined 
by a dashed box. The cavity supports two degenerate modes with opposite symmetry at a frequency 
lying inside the bandgap. From symmetry, each resonant mode can couple to only one waveguide, 
as shown schematically in Fig. 8b. Therefore, under the approximation that the waveguides couple 
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FIGURE 7 Normalized transmission spectrum for the 
PBG structure shown in the inset. The solid circles correspond 
to experimental data; the open circles are computed from the 
one-dimensional scattering model. Near-perfect transmission 
is observed through the bend near 87 and 101 GHz. The arrows 
indicate the positions of the reflection nodes from theory. The 
experimental data is fitted with a polynomial curve.
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to one another only through the resonant cavity, crosstalk is prohibited. The throughput in each 
waveguide is described by resonant tunneling; the throughput spectrum is a Lorentzian function 
with 100 percent transmission at resonance. The width of the resonance is given by the inverse of 
the quality factor of the microcavity.

In general, large throughput and low crosstalk can be achieved if each waveguide has a single 
guided mode in the frequency range of interest, and if the microcavity supports two resonant 
modes, each mode having even symmetry with respect to the mirror plane along one waveguide and 
odd symmetry with respect to the other mirror plane. The presence of radiation loss would reduce 
the throughput and increase the crosstalk. A detailed description of PBG waveguide intersections 
can be found in Ref. 37.

9.8 CONCLUSION

The routing and interconnection of optical signals through narrow channels and around sharp 
bends are important for large-scale all-optical circuit applications. In addition to sharp bends and 
low-crosstalk intersections, photonic bandgap materials can also be used for narrowband filters, add/
drop filters, light emitters, low-threshold lasers, modulators, attenuators, and dispersion compensa-
tors. PBG materials may enable the high-density integration of optical components on a single chip.

While this chapter focuses mostly on applications for high-density optical circuits, many other 
applications have been proposed for PBG materials. One such application is the PBG fiber.38 While 
photonic crystals can guide light along a periodic plane (as shown in Sec. 9.7), they can also guide 
light along the direction perpendicular to the plane of periodicity. A PBG fiber is a two-dimensional 
periodic structure that essentially extends to infinity along the nonperiodic direction. Light is con-
fined inside the fiber by a defect located at the center. PBG fibers may have interesting features such 
as single-mode operation over a large bandwidth and preferred dispersion compensation properties. 
Other applications can be found in Ref. 39.

Input 2

Input 1

(a) (b)

Mirror
planes

FIGURE 8 (a) Diagram of two intersecting waveguides inside a photonic 
crystal. The two waveguides are aligned along the (10) and (01) directions. 
A microcavity—outlined by the dashed line—is created at the center of the 
intersection by adding columns inside the waveguides and by increasing the 
size of the dielectric column at the center. The microcavity supports two 
degenerate modes with opposite symmetry. The mode contours are shown 
schematically in (b). By symmetry, the modes corresponding to the black 
contour lines cannot couple to even modes in the waveguide along the (01) 
direction, and the modes corresponding to the gray contour lines cannot 
couple to even modes in the waveguide along the (10) direction.
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10.1 GLOSSARY

 c velocity of light in free space
 D displacement vector
 dmn Kleinman’s d-coefficient
 E electric field in lightwave
 �E complex amplitude of electric field
 e electronic charge
 f oscillator strength
 � Planck’s constant
 I intensity of lightwave
 k propagation vector
 m mass of electron
 N number of equivalent harmonic or anharmonic oscillators per volume
 n1,2 index of refraction at the fundamental and second-harmonic frequencies, respectively
 P macroscopic polarization
 P(n) nth-order macroscopic polarization
 P0,2,+,−  power of lightwave at the fundamental, second-harmonic, sum-, and difference-fre-

quencies, respectively
 �P  complex amplitude of macroscopic polarization
 Q amplitude of vibrational wave or optic phonons
 S strain of acoustic wave or acoustic phonons
 Tmn relaxation time of the density matrix element rmn
 Γj damping constant of jth optical transition mode
 d Miller’s coefficient
 d(E) field-dependent optical dielectric tensor
 dn nth-order optic dielectric tensor
 e0 optical dielectric constant of free space
 g amplitude of plasma wave or plasmons
 l wavelength
 rmn density matrix element

10.3

10
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 b(E) field-dependent optic susceptibility tensor
 b1 or b(1) linear optic susceptibility tensor
 Xn or b(n) nth-order optic susceptibility tensor
 wp plasma frequency
 〈 〉a b| |p   dipole moment between states a and b

10.2 INTRODUCTION

For linear optical materials, the macroscopic polarization induced by light propagating in the 
medium is proportional to the electric field:

  P E= ⋅ε0 1χχ   (1)

where the linear optical susceptibility b 1 and the corresponding linear dielectric constant 
d1 = e0(1 + b1) are field-independent constants of the medium.

With the advent of the laser, light intensities orders of magnitude brighter than what could be 
produced by any conventional sources are now possible. When the corresponding field strength 
reaches a level on the order of, say, 100 KV/m or more, materials that are normally “linear” at lower 
light-intensity levels may become “nonlinear” in the sense that the optical “constants” are no longer 
“constants” independent of the light intensity. As a consequence, when the field is not weak, the 
optical susceptibility b and the corresponding dielectric constant e of the medium can become func-
tions of the electric field b(E) and d(E), respectively. Such a field-dependence in the optical param-
eters of the material can lead to a wide range of nonlinear optical phenomena and can be made use 
of for a great variety of new applications.

Since the first experimental observation of optical second-harmonic generation by Franken1 and 
the formulation of the basic principles of nonlinear optics by Bloembergen and coworkers2 shortly 
afterward, the field of nonlinear optics has blossomed into a wide-ranging and rapidly developing 
branch of optics. There is now a vast literature on this subject including numerous review articles and 
books.3–6 It is not possible to give a full review of such a rich subject in a short introductory chapter 
in this Handbook; only the basic principles underlying the lowest order, the second-order, nonlinear 
optical processes and some illustrative examples of related applications will be discussed here. The 
reader is referred to the original literature for a more complete account of the full scope of this field.

If the light intensity is not so weak that the field dependence can be neglected and yet not too 
strong, the optical susceptibility and the corresponding dielectric constant can be expanded in a 
Taylor series:

  χχ χχ χχ χχ( ) :E E EE= + ⋅ + +1 2 3 �   (2)

or

  εε εε εε εε( ) :E E EE= + ⋅ + +1 2 3 �   (3)

where

  εε χχ1 0 11= +ε ( )   (4)

  εε χχn n n= ≥ε0 2for   (5)



NONLINEAR OPTICS  10.5

and e0 is the dielectric constant of free space. When these field-dependent terms in the optical sus-
ceptibility are not negligible, the induced macroscopic polarization in the medium contains terms 
that are proportional nonlinearly to the field:

 
P E EE EEE

P P P

= ⋅ + + +

= + + +

ε ε ε0 1 0 2 0 3

1 2 3

χχ χχ χχ:

( ) ( ) ( )

� �

�  (6)

As the field intensity increases, these nonlinear polarization terms P(n>1) become more and more 
important, and will lead to a large variety of nonlinear optical effects.

The more widely studied of these nonlinear optical effects are, of course, those associated with 
the lower-order terms in Eq. (6). The second-order nonlinear effects will be discussed in some detail 
in this chapter. Many of the higher-order nonlinear terms have been observed and are the bases of 
a variety of useful nonlinear optical devices. Examples of the third-order effects are third-harmonic 
generation7,8 associated with |b (3)(3w = w + w + w |2, two-photon absorption9 associated with 
Im b (3)(w1 = w1 + w2 − w2), self-focusing10,11 and light-induced index-of-refraction12 change 
associated with Re b (3)(w = w + w − w), four-wave mixing13 |b (3)(w4 = w1 + w2 − w3)|2, degen-
erate four-wave mixing or phase-conjugation14,15 |b (3)(w = w + w − w)|2, optical Kerr effect16 
Re b(3)(w = 0 + 0 + w), and many others.

There is also a large variety of dynamic nonlinear optical effects such as photon echo,17 optical 
nutation18 (or optical Rabi effect19), self-induced transparency,20 picosecond21 and femtosecond22 
quantum beats, and others.

In addition to the nonlinear optical processes involving only photons that are related to the non-
linear dependence on the E-field as shown in Eq. (6), the medium can become nonlinear indirectly 
through other types of excitations as well. For example, the optical susceptibility can be a function 
of the molecular vibrational amplitude Q in the medium, or the stress associated with an acoustic 
wave S in the medium, or the amplitude h of any space-charge or plasma wave, or even a combina-
tion of these excitations as in a polariton, in the medium:

 
P E EE E

Q S E

= + + +

+ + + +

ε

ε η

0 1 2 3

0

[ : ]

[ : : : ]

χχ χχ χχ

χχ χχ χχ ηη

� �

�q a  (7)

giving rise to the interaction of optical and molecular vibrational waves, or optical and acoustic 
phonons, etc. Nonlinear optical processes involving interaction of laser light and molecular vibra-
tions in gases or liquids or optical phonon in solids can lead to stimulated Raman23–25 processes. 
Those involving laser light and acoustic waves or acoustic phonons lead to stimulated Brillouin26–28 
processes. Those involving laser light and mixed excitations of photons and phonons lead to stimu-
lated polariton29 processes. Again, there is a great variety of such general nonlinear optical processes 
in which excitations other than photons in the medium may play a role. It is not possible to include 
all such nonlinear optical processes in the discussions here. Extensive reviews of the subject can be 
found in the literature.3–5

10.3 BASIC CONCEPTS

Microscopic Origin of Optical Nonlinearity

Classical Harmonic Oscillator Model of Linear Optical Media The linear optical properties, 
including dispersion and single-photon absorption, of optical materials can be understood phenom-
enologically on the basis of the classical harmonic oscillator model (or Drude model). In this simple 
model, the optical medium is represented by a collection of independent identical harmonic oscillators 
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embedded in a host medium. The harmonic oscillator is characterized by four parameters: a spring 
constant k, a damping constant Γ, a mass m, and a charge −e f  as shown schematically in Fig. 1. f 
is also known as the oscillator-strength and −e is the charge of an electron. The resonance frequency 
w0 of the oscillator is then equal to [k/m]1/2.

In the presence of, for example, a monochromatic wave:

 E E E= +−1
2 [ ]*� �e ei t i tω ω   (8)

the response of the medium is determined by the equation of motion of the oscillator in the pres-
ence of the field:

 
∂

∂
+ ∂

∂ + =
− −

2 1

2

1

0
2 1

2
X t

t
X t

t
X t

e f
m

e i
( ) ( )

( )( ) ( )
( ) [Γ ω �E ωωt x+ ⋅c.c.]  (9)

where X(1)(t) is the deviation of the harmonic oscillator from its equilibrium position in the absence 
of the field. The corresponding linear polarization in the steady state and linear complex susceptibil-
ity are from Eqs. (8) and (9):

 

P P P( ) ( ) ( ) ( )*( ) [ ]1 1 1
2

1 1

2

= − = +

=

−NeX t x e e

Ne f
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 (10)

and

 
ε χ ω0

1
2

( )

( )
= =

�

�
P

E

Ne f
mD   (11)

where N is the volume density of the oscillators and D i( )ω ω ω ω= − −0
2 2 Γ. The corresponding real 

and imaginary parts of the corresponding linear complex dielectric constant of the medium Re e1 

X

X

V (2)

V (x)

E(t)

FIGURE 1 Harmonic oscillator model of linear optical media.
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and Im e1, respectively, describe then the dispersion and absorption properties of the linear optical 
medium. To represent a real medium, the results must be summed over all the effective oscillators (j):

  Re
( )

( )
ε ε

ω ω ω
ω ω ω1 0

2
0
2 2

0
2 2 2 2 2

= +
−

− +∑ pj j j

j jj
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  (12)

and

  Im
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ω ω
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− +
→∑ pj j j

j jj

pj j jf fΓ
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( ) ( / )

2

20
2 2 0ω ω

ω ω
− −

≈
j j

jΓ
for   (13)

where ω πpj jN e m2 24= /  is the plasma frequency for the jth specie of oscillators. Each specie of oscil-
lators is characterized by four parameters: the plasma frequency wpj, the oscillator-strength fj, the 
resonance frequency w0j, and the damping constant Γj. These results show the well-known anoma-
lous dispersion and lorentzian absorption lineshape near the transition or resonance frequencies.

The difference between the results derived using the classic harmonic oscillator or the Drude model 
and those derived quantum mechanically from first principles is that, in the latter case, the oscillator 
strengths and the resonance frequencies can be obtained directly from the transition frequencies and 
induced dipole moments of the transitions between the relevant quantum states in the medium. For 
an understanding of the macroscopic linear optical properties of the medium, extended versions of 
Eqs. (12) and (13), including the tensor nature of the complex linear susceptibility, are quite adequate.

Anharmonic Oscillator Model of the Second-Order Nonlinear Optical Susceptibility An exten-
sion of the Drude model with the inclusion of suitable anharmonicities in the oscillator serves as 
a useful starting point in understanding the microscopic origin of the optical nonlinearity classically. 
Suppose the spring constant of the oscillator representing the optical medium is not quite linear in 
the sense that the potential energy of the oscillator is not quite a quadratic function of the deviation 
from the equilibrium position, as shown schematically in Fig. 2. In this case, the response of the 
oscillator to a harmonic force is asymmetric. The deviation (solid line) from the equilibrium posi-
tion is larger and smaller on alternate half-cycles than that in the case of the harmonic oscillator. 
This means that there must be a second-harmonic component (dark shaded curve) in the response 
of the oscillator as shown schematically in Fig. 3. It is clear, then, that the larger the anharmonicity 
and the corresponding asymmetry in the oscillator potential, the larger the second-harmonic in the 
response. Extending this kind of consideration to a three-dimensional model, it implies that to have 
second-harmonic generation, the material must not have inversion symmetry and, therefore, must 
be crystalline. It is also clear that for the third and higher odd harmonics, the anharmonicity in the 
oscillator potential should be symmetric. Even harmonics will always require the absence of inversion 
symmetry. Beyond that, obviously, the larger the anharmonicities, the larger the nonlinear effects.

Consider first the second-harnomic case. The corresponding anharmonic oscillator equation is:
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∂
+ ∂

∂ + + =
− −

2

2 0
2 2

2
X t
t

X t
t

X t vX t
e f

m
e i t( ) ( )

( ) ( ) [Γ ω ω�E ++ ⋅c.c.] x   (14)

Solving this equation by perturbation expansion in powers of the E-field:

  X t X t X t X t( ) ( ) ( ) ( )( ) ( ) ( )= + + +1 2 3 �   (15)

leads to the second-order nonlinear optical susceptibility
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Unlike in the linear case, a more exact expression of the nonlinear susceptibility-derived quantum 
mechanically will, in general, have a more complicated form and will involve the excitation ener-
gies of, and dipole matrix elements between, all the states. Nevertheless, an expression like Eq. (16) 
obtained on the basis of the classical anharmonic oscillator model is very useful in discussing qual-
itatively the second-order nonlinear optical properties of materials. Equation (16) is particularly 
useful in understanding the dispersion properties of the second nonlinearity.

X

X

V (2)

V (3)

V (X)

V (X)

FIGURE 2 Anharmonic oscillator model of nonlinear optical 
media.

t

x(t)

t

E(t)

FIGURE 3 Response [x(t)] of anharmonic 
oscillator to sinusoidal driving field [E(t)].
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It is also the basis for understanding the so-called Miller’s rule30 which gives a very rough estimate 
of the order of magnitude of the nonlinear coefficient. We note that the strong frequency dependence 
in the denominator of the c(2) involves factors that are of the same form as those that appeared in c(1). 
Suppose we divide out these factors and define a parameter which is called Miller’s coefficient:

  δ χ ω χ ω χ ω ε= 2 =( ) ( ) ( ) /( ) / [ ( )] ( ) /2 1 2 1
0
2 3 1 22 2mv e f NN 2

0
2ε   (17)

from Eqs. (16) and (11). For many inorganic second-order nonlinear optical crystals, it was first 
suggested by R. C. Miller that d was approximately a constant for all materials, and its value was 
found empirically to be on the order of 2–3 × 10−6 esu. If this were true, to find materials with 
large nonlinear coefficients, one should simply look for materials with large values of c(1)(w) and 
c(1)(2w). This empirical rule was known as Miller’s rule. It played an important historical role in 
the search for new nonlinear optical crystals and in explaining the order of magnitude of nonlinear 
coefficients for many classes of nonlinear optical materials including such well-known materials as 
the ADP-isomorphs—for example, KH2PO4(KDP), NH4PO4(ADP), etc.—and the ABO3 type of 
ferroelectrics—for example, LiIO3, LiNbO3, etc.—or III-V and II-VI compound semiconductors in 
the early days of nonlinear optics.

On a very crude basis, a value of d can be estimated from Eq. (17) by assuming that the anharmonic 
potential term in Eq. (14) becomes comparable to the harmonic term when the deviation X is on the 
order of one lattice spacing in a typical solid, or on the order of an Angstrom. Thus, using standard 
numbers, Eq. (17) predicts that, in a typical solid, d is on the order of 4 × 10−6 esu in the visible. It is 
now known that there are many classes of materials that do not fit this rule at all. For example, there 
are organic crystals with Miller’s coefficients thousands of times larger than this value.

A more rigorous theory for the nonlinear optical susceptibility will clearly have to come from 
appropriate calculations based upon the principles of quantum mechanics.

Quantum Theory of Nonlinear Optical Susceptibility Quantum mechanically, the nonlinearities in 
the optical susceptibility originate from the higher-order terms in the perturbation solutions of the 
appropriate Schrödinger’s equation or the density-matrix equation.

According to the density-matrix formalism, the induced macroscopic polarization P of the 
medium is specified completely in terms of the density matrix:

  P p= N Trace[ ]ρ   (18)

where p is the dipole moment operator of the essentially noninteracting individual polarizable units, or 
“atoms” or molecules or unit cells in a solid, as the case may be, and N is the volume density of such units.

The density-matrix satisfies the quantum mechanical Boltzmann equation or the density-matrix equation:

  
∂

∂ + + − = −∑ρ ω ρ ρ ρ ρ ρmn
mn mn

mn mn

mn
mk kn mk kn

k
t

i
T

i
V V

�
[ ]   (19)

where ρmn is the equilibrium density matrix in the absence of the perturbation V and Tmn is the 
relaxation time of the density-matrix element rmn. The nth-order perturbation solution of Eq. (19) 
in the steady state is:
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The zeroth-order solution is clearly that in the absence of any perturbation or:

  ρ ρmn mn
( )0 =   (21)
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In principle, once the zeroth-order solution is known, one can generate the solution to any order 
corresponding to all the nonlinear optical processes. While such solutions are formally complete and 
correct, they are generally not very useful, because it is difficult to know all the excitation energies 
and transition moments of all the states needed to calculate c(n≥2). For numerical evaluations of c(n), 
various simplifying approximations must be made.

To gain some qualitative insight into the microscopic origin of the nonlinearity, it can be shown 
on the basis of a simple two-level system that the second-order solution of Eq. (20) leads to the 
approximate result:

  χ ω ω ω ω( ) [( )( )]2 1 2
2∞ − − 〈 〉 〈 〉 − 〈 〉⎡⎣

−
ge ge g e e e g gp p p ⎤⎤⎦   (22)

It shows that for such a two-level system at least, there are three important factors: the resonance 
denominator, the transition-moment squared, and the change in the dipole moment of the mol-
ecule going from the ground state to the excited state. Thus, to get a large second-order optical non-
linearity, it is preferable to be near a transition with a large oscillator strength and there should be 
a large change in the dipole moment in going from the ground state to that particular excited state. 
It is known, for example, that substituted benzenes with a donor and an acceptor group have strong 
charge-transfer bands where the transfer of charges from the donor to the acceptor leads to a large 
change in the dipole moment in going from the ground state to the excited state. The transfer of the 
charges is mediated by the delocalized p electrons along the benzene ring. Thus, there was a great 
deal of interest in organic crystals of benzene derivatives. This led to the discovery of many organic 
nonlinear materials. In fact, it was the analogy between the benzene ring structure and the boroxal 
ring structure that led to the discovery of some of the best known recently discovered inorganic 
nonlinear crystals such as b-BaB2O4 (BBO)31 and LiB3O5 (LBO).32

In general, however, there are few rules that can guide the search for new nonlinear optical crys-
tals. It must be emphasized, however, that the usefulness of a material is not determined by its non-
linearity alone. Many other equally important criteria must be satisfied for the nonlinear material to 
be useful, for example, the transparency, the phase-matching property, the optical damage threshold, 
the mechanical strength, chemical stability, etc. Most important is that it must be possible to grow 
single crystals of this material of good optical quality for second-order nonlinear optical applica-
tions in bulk crystals. In fact, optical nonlinearity is often the easiest property to come by. It is these 
other equally important properties that are often harder to predict and control.

Form of the Second-Order Nonlinear Optical 
Susceptibility Tensor

The simple anharmonic oscillator model shows that to have second-order optical nonlinearity, 
there must be asymmetry in the crystal potential in some direction. Thus, the crystal must not have 
inversion symmetry. This is just a special example of how the spatial symmetry of the crystal affects 
the form of the optical susceptibility. In this case, if the crystal contains inversion symmetry, all the 
elements of the susceptibility tensor must be zero. In a more general way, the form of the optical 
susceptibility tensor is dictated by the spatial symmetry of the crystal structure.33

For second-order nonlinear susceptibilities in the cartesian coordinate system:

 P E Ei ijk j k
j k

( ) ( )

,

2
0

2= ∑ε χ   (23)

χijk
( )2  in general has 27 independent coefficients before any symmetry conditions are taken into account. 

Taking into account the permutation symmetry condition, namely, the order Ej and Ek appearing in 
Eq. (23) is not important, or

  χ χijk ikj
( ) ( )2 2=   (24)
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the number of independent coefficients reduces down to 18. With 18 coefficients, it is sometimes more 
convenient to define a two-dimensional 3 × 6 tensor, commonly known as the Kleinman d-tensor:34
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  (25)

rather than the three-dimensional tensor χ χijk ikj
( ) ( )2 2= . One obvious advantage of the dim = tensor 

form is that the full tensor can be written in the two-dimensional matrix form, whereas it would be 
difficult to exhibit on paper any three-dimensional matrix.

An additional important point about the d-tensor is that it is defined in terms of the complex 
amplitudes of the E-field and the induced polarization with the 1/2 factor explicitly separated out 
in the front as shown in Eq. (8). In contrast, the definition of cijk may be ambiguous in the litera-
ture because not all the authors define the complex amplitude with a 1/2 factor in the front. For 
linear processes, it makes no difference, because the 1/2 factors in the induced polarization and the 
E-field cancel out. In nonlinear processes, the 1/2 factors do not cancel and the numerical value 
of the complex susceptibility will depend on how the complex amplitudes of the E-field and polar-
ization are defined.

For crystalline materials, the remaining 18 coefficients are, in general, not all independent of 
each other. Spatial symmetry requires, in addition, that they must satisfy the characteristic equation:

  χ χαβγ α β γ
αβγ

ijk i j kR R R( ) ( )2 2= ∑   (26)

where Rai, etc., represent the symmetry operations contained in the space group for the particular 
crystal structure and Eq. (26) must be satisfied for all the Rs in the group. For example, if a crys-
tal has inversion symmetry, or R i j k i j kα β γ α β γδ, , , ,( )= −1 , Eq. (26) implies that χ χijk ikj

( ) ( )( )2 21 0= − =  as 
expected. From the known symmetry elements of all 32 crystallographic point groups, the forms of 
the corresponding second-order nonlinear susceptibility tensors can be worked out and are tabulated. 
Equation (26) can in fact be generalized33 to an arbitrarily high order n:

  χ χαβγ α β γ
αβγ

ijk
n n

i j kR R R�
�

… …( ) ( )= ∑   (27)

for all the Rs in the group. Thus, the forms of any nonlinear optical susceptibility tensors can in 
principle be worked out once the symmetry group of the optical medium is known.

The d-tensors for the second-order nonlinear optical process for all 32-point groups derived 
from Eq. (26) are shown in, for example, Ref. 34. Similar tensors can in principle be derived from 
Eq. (27) for the nonlinear optical susceptibilities to any order for any point group.

Phase-Matching Condition (or Conservation of Linear 
Photon Momentum) in Second-Order Nonlinear Optical 
Processes

On a microscopic scale, the nonlinear optical effect is usually rather small even at relatively high 
light-intensity levels. In the case of the second-order effects, the ratio of the second-order term to 
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the first-order term in Eq. (2), for example, is very roughly the ratio of the applied E-field strength 
to the “atomic E-field” in the material or:

  
χ
χ
2

1

E E
E

≈
atomic

  (28)

which is on the order of 10−4 even at an intensity level of 1 MW/cm2. The same ratio holds very 
roughly in each successively higher order. To see such a small effect, it is important that the waves 
generated through the nonlinear optical process add coherently on a macroscopic scale. That is, the 
new waves generated over different parts of the optical medium add coherently on a macroscopic 
scale. This requires that the phase velocities of the generated wave and the incident fundamental 
wave be “matched.”35

Because of the inevitable material dispersion, in general the phases are not matched because the 
freely propagating second-harmonic wave will propagate at the phase velocity corresponding to the 
second-harmonic while the source polarization at the second-harmonic will propagate at the phase 
velocity of the fundamental. Phase matching requires that the propagation constant of the source 
polarization 2k1 be equal to the propagation constant k2 of the second-harmonic or:

  2 1 2k k=   (29)

Multiplying Eq. (29) by �  implies that the linear momentum of the photons must be conserved. As 
shown in the schematic diagram in Fig. 4, in a normally dispersive region of an optical medium, k2 
is always too long and must be reduced to achieve proper phase matching.

Phase-matching condition: 2k1 = k2

k22k1k1

k

w

2w

w

2w, 2k1

2w , k2
2w, k2

2w, 2k1

FIGURE 4 Phase-matching requirement and the 
effect of materials dispersion on momentum mismatch 
in second-harmonic process.
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In bulk crystals, the most effective and commonly used method is to use birefringence to com-
pensate for material dispersion, as shown schematically in Fig. 5. In this scheme, the k-vector of the 
extraordinary wave in the anisotropic crystal is used to shorten k2 or lengthen 2k1 as needed. For 
example, in a negative uniaxial crystal, the fundamental wave is sent into the crystal as an ordinary 
wave and the second-harmonic wave is generated as an extraordinary wave in a so-called Type I 
phase-matching condition:

  2 1 2k k( ) ( )o e=   (30)

or the fundamental wave is sent in both as an ordinary wave and an extraordinary wave while the second-
harmonic is generated as an extraordinary wave in the so-called Type II phase-matching condition:

  k k k1 1 2
( ) ( ) ( )o e e+ =   (31)

In a positive uniaxial crystal, k2
( )e  in Eqs. (30) and (31) should be replaced by k2

( )o  and k1
( )o  in Eq. (30) 

should be replaced by k1
( )e . Crystals with isotropic linear optical properties clearly lack birefringence 

and cannot use this scheme for phase matching. Semiconductors of zinc-blende structure, such as the 
III-V and some of the II-VI compounds, have very large second-order optical nonlinearity but are nev-
ertheless not very useful in the bulk crystal form for second-order nonlinear optical processes because 
they are cubic and lack birefringence and, hence, difficult to phase match. Phase matching can also be 
achieved by using waveguide dispersion to compensate for material dispersion. This scheme is often 
used in the case of III-V and II-VI compounds of zinc-blende structure. Other phase-matching schemes 
include the use of the dispersion of the spatial harmonics of artificial period structures to compensate 
for material dispersion.

These phase-matching conditions for the second-harmonic processes can clearly be generalized to 
other second-order nonlinear optical processes such as the sum- and difference-frequency processes in 
which two photons of different frequencies and momenta k1 and k2 either add or subtract to create 
a third photon of momentum k3. The corresponding phase-matching conditions are:

  k k k1 2 3± =   (32)
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FIGURE 5 Phase matching using birefrin-
gence to compensate material dispersion in second-
harmonic generation.
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The practical phase-matching schemes for these processes are completely analogous to those for the 
second-harmonic process. For example, one can use the birefringence in a bulk optical crystal or the 
waveguide dispersion to compensate for the material dispersion in a sum- or difference-frequency 
process.

Conversion Efficiencies for the Second-Harmonic 
and Sum- and Difference-Frequency Processes

With phase matching, the waves generated through the nonlinear optical process can coherently 
accumulate spatially. The spatial variation of the complex amplitude of the generated wave follows 
from the wave equation:
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The spatial variation in the complex amplitude of the fundamental wave �E0,i  in Eq. (34) is assumed 
negligible and, in fact, we assume it to be that of the incident wave in the absence of any nonlinear 
conversion in the medium. It is, therefore, implied that the nonlinear conversion efficiency is not so 
large that the fundamental intensity is appreciably depleted. In other words, the small-signal approx-
imation is implied. Solving Eq. (33) with the boundary conditions that there is no second-harmonic 
at the input and no reflection at the output end of the crystal, one finds the second-harmonic at the 
output end of the crystal z = L to be:
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where d is the appropriate Kleinman d-coefficient and the intensities refer to those inside the 
medium. When the phases of the fundamental and second-harmonic waves are not matched, or 
n1 ≠ n2, it is clear from Eq. (39) that the second-harmonic intensity is an oscillating function of the 
crystal length. The maximum intensity is reached at a crystal length of:

  L
n nmax =

−
λ

4 2 1

  (40)
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which is also known as the coherence length for the second-harmonic process. The maximum inten-
sity that can be reached is:

  I z L
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20
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  (41)

regardless of the crystal length as long as it is greater than the coherence length. The coherence length 
for many nonlinear optical materials could be on the order of a few microns. Therefore, without 
phase matching, the second-harmonic intensity in such crystals corresponds to what is generated 
within a few microns of the output surface of the nonlinear crystal. A much more interesting or 
important case is clearly when there is phase matching or n1 = n2.

The second-harmonic intensity under the phase-matched condition is, from Eq. (39):
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  (42)

where deff is the effective d-coefficient which takes into account the projections of the E-field and the 
second-harmonic polarization along the crystallographic axes and the form of the proper d-tensor 
for the particular crystal structure. The intensities in this equation refer to the intensities inside the 
nonlinear medium and the wavelength refers to the free-space wavelength. Equation (42) shows that 
the second-harmonic intensity under phase-matched conditions is proportional to the square of 
the length of the crystal measured in the wavelength, as expected for coherent processes. The second-
harmonic intensity is also proportional to the effective d-coefficient squared and the fundamental 
intensity squared, as expected.

One might be tempted to think that, to increase the second-harmonic power conversion efficiency 
indefinitely, all one has to do is to focus the beam very tight since the left-hand side is inversely pro-
portional to the beam cross section while the right-hand side is inversely proportional to the cross 
section squared. Because of diffraction, however, as the fundamental beam is focused tighter and 
tighter, the effective focal region becomes shorter and shorter. Optimum focusing is achieved when 
the Rayleigh range of the focal region becomes the limiting interaction length rather than the crystal 
length. A rough estimate assumes that a beam of square cross section doubles in width (w) due to 
diffraction in an “optimum focusing length,” Lopt ~ w2/l2, and that this optimum focusing length is 
equal to the crystal length L. Under such a nominally optimum focusing condition, the maximum 
second-harmonic power that can be generated in practice is, therefore, approximately:
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Note that this maximum power is linearly proportional to the crystal length. It must be emphasized, 
however, that this linear dependence is not an indication of incoherent optical process. It is because 
the beam spot size (area) under the optimum focusing condition is linearly proportional to the 
crystal length. Numerically, for example, approximately 3 W of second-harmonic power could be 
generated under optimum focusing in a 1-cm-long LiIO3 crystal with 30 W of incident fundamental 
power at 1 µm.

Equation (43) can, in fact, be generalized to other three-photon processes such as the sum-frequency 
and difference-frequency processes:
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and
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In using Eqs. (44) and (45), one must be especially careful in relating the numerical values of the 
deff coefficients for the sum- and difference-frequency processes to that measured in the second-
harmonic process because the two low-frequency photons degenerate in frequency in the latter 
process.

The Optical Parametric Process

A somewhat different, but rather important, second-order nonlinear optical process is the optical 
parametric process.36,37 Optical parametric amplifiers and oscillators powerful solid-state sources 
of broadly tunable coherent radiation capable of covering the entire spectral range from the near-
UV to the mid-IR and can operate down to the femtosecond time domain. The basic principles 
of optical parametric process were known even before the invention of the laser, dating back to 
the says of the masers. The practical development of the optical parametric oscillator had been 
impeded, however, due to the lack of suitable nonlinear optical materials. As a result of recent 
advances38 in nonlinear optical materials research, these oscillators are now practical devices with 
broad potential applications in research and industry. The basic physics of the optical parametric 
process and recent developments in practical optical parametric oscillators are reviewed in this sec-
tion as an example of wavelength-shifting nonlinear optical devices.

Studies of the optical parameters of materials clearly have always been a powerful tool to gain 
access to the atomic and molecular structures of optical materials and have played a key role 
in the formulation of the basic principles of quantum mechanics and, indeed, modern physics. 
Much of the information obtained through linear optics and linear optical spectroscopy came 
basically from just the first term in the expansion of the complex susceptibility, Eq. (2). The pos-
sibility of studying the higher-order terms in the complex susceptibility through nonlinear optical 
techniques greatly expands the power of such studies to gain access to the basic building blocks 
of materials on the atomic or molecular level. Of equal importance, however, are the numerous 
practical applications of nonlinear optics. Although there are now thousands of known laser 
transitions in all kinds of laser media, the practically useful ones are still relatively few compared 
to the needs. Thus, there is always a need to shift the laser wavelengths from where they are avail-
able to where they are needed. Nonlinear optical processes are the way to accomplish this. Until 
recently, the most commonly used wavelength-shifting processes were harmonic generation, sum-, 
and difference-frequency generation processes. In all these processes, the generated frequencies are 
always uniquely related to the frequencies of the incident waves. The parametric process is differ-
ent. In this process, there is the possibility of generating a continuous range of frequencies from a 
single-frequency input.

For harmonic, sum-, and difference-frequency generation, the basic devices are nothing more 
than suitably chosen nonlinear optical crystals that are oriented and cut according to the basic 
principles already discussed in the previous sections and there is a vast literature on all aspects of 
such devices. The spontaneous optical parametric process can be viewed as the inverse of the sum-
frequency process and the stimulated parametric process, or the parametric amplification process, 
can be viewed as a repeated difference-frequency process.

Spontaneous Parametric Process The spontaneous parametric process, also known as the para-
metric luminescence or parametric fluorescence process, is described by a simple Feynman diagram 
as shown in Fig. 6. It describes the process in which an incident photon, called a pump photon, 
propagating in a nonlinear optical medium breaks down spontaneously into two photons of lower 
frequencies, called signal and idler photons using a terminology borrowed from earlier microwave 
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parametric amplifier work, with the energy and momentum conserved:

  ω ω ωp s i= +   (46)

  k k kp s i= +   (47)

The important point about this second-order nonlinear optical process is that the frequency 
condition Eq. (46) does not predict a unique pair of signal and idler frequencies for each fixed 
pump frequency wp. Neglecting the dispersion in the optical material, there is a continuous range of 
frequencies that can satisfy this condition. Taking into account the dispersion in real optical materi-
als, the frequency and momentum matching conditions Eqs. (46) and (47), in general, cannot be 
satisfied simultaneously. In analogy with the second-harmonic or the sum- or difference-frequency 
processes, one can use the birefringence in the material to compensate for the material dispersion 
for a set of photons propagating in the nonlinear crystal. By rotating the crystals, the birefringence 
in the direction of propagation can be tuned, thereby leading to tuning of the signal and idler fre-
quencies. This tunability gives rise to the possibility of generating photons over a continuous range 
of frequencies from incident pump photons at one particular frequency, which means the possibil-
ity of constructing a continuously tunable amplifier or oscillator by making use of the parametric 
process.

A complete theory for the spontaneous parametric emission is beyond the scope of this intro-
ductory chapter because, as all spontaneous processes, it requires the quantization of the electro-
magnetic waves. Detailed descriptions of the process can be found in the literature.4

Stimulated Parametric Process, or the Parametric Amplification Process With only the pump 
photons present in the initial state, spontaneous emission occurs at the signal and idler frequen-
cies under phase-matched conditions. With signal and pump photons present in the initial state, 
stimulated parametric emission occurs in the same way as in a laser medium, except here the pump 
photons are converted directly into the signal and the corresponding idler photons through the 
second-order nonlinear optical process and no exchange of energy with the medium is involved. 
The stimulated parametric process can also be viewed as a repeated difference-frequency process in 
which the signal and idler photons repeatedly mix with the pump photons in the medium, generat-
ing more and more signal and idler photons under the phase-matched condition.

The spatial dependencies of the signal and idler waves can be found from the appropriate 
coupled-wave equations under the condition when the pump depletion can be neglected. The cor-
responding complex amplitude of the signal wave at the output Es(L) is proportional to that at the 
input Es (0), as in any amplification process:39

  E Es sL gL( ) ( )cosh= 0   (48)

k2, w 2

k1, w 1

kp, wp

FIGURE 6 Spontaneous breakdown of a 
pump photon into a signal and an idler photon.
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where

  g
d E k k

n n
p s i

s i

=
eff

2
  (49)

is the spatial gain coefficient of the parametric amplification process. deff is the effective Kleinman d-
coefficient for the parametric process. ks and ki are the phase-matched propagation constants of the 
signal and idler waves, respectively; ns and ni are the corresponding indices of refraction.

Optical Parametric Oscillator Given the parametric amplification process, a parametric oscillator 
can be constructed by simply adding a pair of Fabry-Perot mirrors, as in a laser, to provide the needed 
optical feedback of the stimulated emission. The optical parametric oscillator has the unique charac-
teristic of being continuously tunable over a very broad spectral range. This is perhaps one of the 
most important applications of second-order nonlinear optics.

The basic configuration of an optical parametric oscillator (OP) is extremely simple. It is shown 
schematically in Fig. 7. Typically, it consists of a suitable nonlinear optical crystal in a Fabry-Perot 
cavity with dichroic cavity mirrors which transmit at the pump frequency and reflect at the signal 
frequency or at the signal and idler frequencies. In the former case, the OPO is a singly resonant 
OPO (SRO) and, in the latter case, it is a doubly resonant OPO (DRO). The threshold for the SRO is 
much higher than that for the DRO. The trade-off is that the DRO tends to be highly unstable and, 
thus, not as useful.

Tuning of the oscillator can be achieved by simply rotating the crystal relative to the direction 
of propagation of the pump beam or the axis of the Fabry-Perot cavity. As an example of the spec-
tral range that can be covered by the OPO, Fig. 8 shows the tuning curve of a b-barium borate OPO 
pumped by the third-harmonic output at 355 µm and the fourth-harmonic at 266 µm of a Nd:YAG 
laser. Also shown are the corresponding spontaneous parametric emissions. The symbols correspond 
to the experimental data and the solid curves are calculated.38 With a single set of mirrors to resonate 
the signal wave in the visible, the entire spectral range from about 400 nm to the IR absorption edge 
of the b-barium borate crystal can be covered. With KTiO2PO4 (KTP) or the more recently developed 
KTiO2AsO4 (KTA) crystals, the tuning range can be extended well into the mid-IR range to the 3- to 
5-µm range. With AgGaSe2, the potential tuning range could be extended to the 18- to 20-µm range.

The efficiency of the SRO that can be achieved in practice is relatively high, typically over 
30 percent on a pulsed basis. Since the OPO is scalable, the output energy is only limited by the 
pump energy available and can be in the multijoule range.

A serious limitation at the early stage of development is the oscillator linewidth that can be 
achieved. Without rather complicated and special arrangements, the oscillator linewidth is typi-
cally a few Angstroms or more, which is not useful for high-resolution spectroscopic applications. 
The linewidth problem is, however, not a basic limitation inherent in the parametric process. It is 
primarily due to the finite pulse length of the pump sources, which limits the cavity length that can 
be used so that the number of passes by the signal through the nonlinear crystal is not too small. As 
more suitable pump sources are developed, various line-narrowing schemes40 typically used in tun-
able lasers can be adapted for use in OPOs as well.

c (2)

M1 M2

wpw
p

qp

ws
wi

FIGURE 7 Schematic of singly resonant optical para-
metric oscillator.
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The OPO holds promise to become a truly continuously tunable powerful solid-state source of 
coherent radiation with broad applications as a research tool and in industry.

10.4 MATERIAL CONSIDERATIONS

The second-order nonlinearity is the lowest-order nonlinearity and the first to be observed as the 
intensity increases. As the discussion following Eq. (26) indicates, only materials without inversion 
symmetry can have second-order nonlinearity, which means that these must be crystalline materials. 
The lowest-order nonlinearity in a centrosymmetric system is the third-order nonlinearity.

To observe and to make use of the second-order nonlinear optical effects in a nonlinear crystal, 
an effective d-coefficient on the order of 10−13 m/V or larger is typically needed. In the case of the 
third-order nonlinearity, the effect becomes nonnegligible or useful in most applications when it is 
on the order of 10−21 MKS units or more.

Ever since the first observation of the nonlinear optical effect1 shortly after the advent of the 
laser, there has been a constant search for new efficient nonlinear materials. To be useful, a large 
nonlinearity is, however, hardly enough. Minimum requirements in other properties must also 
be satisfied, such as transparency window, phase-matching condition, optical damage threshold, 
mechanical hardness, thermal and chemical stability, etc. Above all, it must be possible to grow 
large single crystals of good optical quality for second-order effects. The perfection of the growth 
technology for each crystal can, however, be a time-consuming process. All these difficulties tend to 
conspire to make good nonlinear optical materials difficult to come by.

The most commonly used second-order nonlinear optical crystals in the bulk form tend to be 
inorganic crystals such as the ADP-isomorphs NH4H2PO4 (ADP), KH2PO4 (KDP), NH4H2AsO4 
(ADA), CsH2AsO4 (CDA), etc. and the corresponding deuterated version; the ABO3 type of fer-
roelectrics such as LiIO3, LiNbO3, KNbO3, etc.; and the borates such as b-BaB2O4, LiB3O5, etc. 
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Although the III-V and II-VI compounds such as GaAs, InSb, GaP, ZeTe, etc. generally have large 
d-coefficients, because their structures are cubic, there is no birefringence that can be used to 
compensate for material dispersion. Therefore, they cannot be phase-matched in the bulk and are 
useful only in waveguide forms. Organic crystals hold promise because of the large variety of such 
materials and the potential to synthesize molecules according to some design principles. As a result, 
there have been extensive efforts at developing such materials for applications in nonlinear optics, 
but very few useful second-order organic crystals have been identified so far. Nevertheless, organic 
materials, especially for third-order processes, continue to attract a great deal of interest and remain 
a promising class of nonlinear materials.

To illustrate the important points in considering materials for nonlinear optical applications, a 
few examples of second-order nonlinear crystals with their key properties are tabulated in Tables 1 
through 3. It must be emphasized, however, that because some of the materials are relatively new, some 
of the numbers listed are subject to confirmation and possibly revision. Discussions of other inorganic and 
organic nonlinear optical crystals can be found in the literature.41

As nonlinear crystals and devices become more commercialized, the issues of standardization of 
nomenclature and conventions and quantitative accuracy are becoming increasingly important. Some 
of these issues are being addressed42 but much work remains to be done.

TABLE 1 Properties of Some Nonlinear Optical Crystals∗

      Crystal LiB3O5 b-BaB2O4
f

Point group mm2a 3 m
Birefringence nx=a = 1.5656b ne = 1.54254
 ny=c = 1.5905 no = 1.65510
 nz=b = 1.6055 
Nonlinearity [pm/V] d32 = 1.16b d22 = 16
  d31 = 0.08
Transparency [µm] 0.16–2.6c 0.19–2.5
Γmax[GW/cm2] ~ 25b ~ 5g

SHG cutoff [nm] 555d 411
�ΔT  [°C · cm] 3.9e 55
�ΔΘ  [mrad · cm], CPM 31.3e 0.52
�1 2/ ΔΘ  [mrad (cm)1/2] 71.9e NCPM @ 148.0°C Not available
�Δλ  [Å · cm] Not available 21.1
Δvg

−1  @ 630 nm [fs/mm] 240d 360

OPO tuning range [nm] ~ 415–2500d ~ 410–2500
 (lp = 355) (lp = 355)
Boule size 20 × 20 × l5 mm3e Ø 84 mm × 18 mm
Growth TSSGe @ ~ 810°C TSSG from Na2O @ ~ 900°C
Predominant growth defects Fluxe inclusions Flux and bubble inclusions
Chemical properties Nonhygroscopice (m.p. ~ 834°C) Slightly hygroscopic (b → a ~ 925°C)

∗Data shown is at 1.064 µm unless otherwise indicated. Γmax—surface damage threshold; �ΔT  —temperature-tuning bandwidth; �ΔΘ , CPM—
critical phase-matching acceptance angle; �1 2/ ΔΘ  —noncritical phase-matching acceptance angle; �Δλ —SHG bandwidth; Δvg

−1 —group-velocity 
dispersion for SHG at 630 nm.

aVon H. Konig and A. Hoppe, Z. Anorg. Allg. Chem. 439:71 (1978); M. Ihara, M. Yuge, and J. Krogh-Moe, Yogyo-Kyokai-Shi 88:179 (1980); Z. 
Shuquing, H. Chaoen, and Z. Hongwu, J. Cryst. Growth 99:805 (1990).

bC. Chen, Y. Wu, A. Jiang, B. Wu, G. You, R. Li, and S. Lin, J. Opt. Soc. Am. B6:616 (1989); S. Liu, Z. Sun, B. Wu, and C. Chen, J. App. Phys. 67:634 
(1989). On the basis of d32 = 2.69 × d36(KDP) and using the value d36(KDP) = 0.39 pm/V according to R. C. Ekart et al., J. Quan. Elec. 26:922 (May 1990).

c0.16–2.6 µm: C. Chen, Y. Wu, A. Jiang, B. Wu, G. You, R. Li, and S. Lin, J. Opt. Soc. Am. B6:616 (1989). 0.165–3.2 µm; S. Zhao, C. Huang, and H. 
Zhang, J. Cryst. Growth 99:805 (1990).

dCalculated by using Sellmeier equations reported in reference; B. Wu, N. Chen, C. Chen, D. Deng, and Z. Xu, Opt. Lett. 14:1080 (1989).
eT. Ukachi and R. J. Lane, measurements carried out on Cornell LBO crystals grown by self-flux method.
fReference sources given in: “Growth and Characterization of Nonlinear Optical Crystals Suitable for Frequency Conversion,” by L. K. Cheng, W. R. 

Bosenberg, and C. L. Tang, review article in Progress in Crystal Growth and Characterization 20:9–57 (Pergamon Press, 1990), unless indicated otherwise.
gEstimated surface damage threshold scaled from detailed bulk damage results reported by H. Nakatani et al., Appl. Phys. Lett. 53:2587 

(26 December, 1988).
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10.5 APPENDIX

The results in this article are given in the rationalized MKS systems. Unfortunately, many of the 
pioneering papers on nonlinear optics were written in the cgs gaussian system. In addition, different 
conventions and definitions of the nonlinear optical coefficients are used in the literature by differ-
ent authors. These choices have led to a great deal of confusion. In this Appendix, we give a few key 
results to facilitate comparison of the results using different definitions and units.

First, in the MKS system, the displacement vector D is related to the E-field and the induced 
polarization P in the medium as follows:

  
D E P

E P P

= +

= + + +

ε

ε

0

0
1 2( ) ( ) �

 
 (A-1)

TABLE 2 Properties of Several Visible Near-IR Nonlinear Optical Crystals∗

     Characteristics KNbO3
† LiNbO3

‡ Ba2NaNb5O15

Point group mm2 3 m mm2

Transparency [µm] 0.4–5.5 0.4–5.0 0.37–5.0
Birefringence negative biaxial negative uniaxial negative biaxial
 nx=c = 2.2574 n0 = 2.2325 nx=b = 2.2580
 ny=a = 2.2200 ne = 2.1560 ny=a = 2.2567
 nz=b = 2.1196  nz=c = 2.1700
Second-order nonlinearity d32 = 12.9, d31 = −11.3 d33 = −29.7 d32 = −12.8, d31 = −12.8
[pm/V] d24 = 11.9, d15 = −12.4 d31 = −4.8 d24 = 12.8, d15 = −12.8
 d33 = −19.6 d22 = 2.3 d33 = −17.6
∂ − ∂ −( ) [º ]n n Tω ω2 1/ C   1.6 × 10−4 −5.9 × 10−5 1.05 × 10−4

Tpm [°C] 181, d32 −8, d31 89, d32
   101, d31
�ΔT  [°C-cm] 0.3 0.8 0.5

lSHG(cutoff)[µm] @ 25°C 0.860 ~1.08 1.01
Γmax [MW/cm2] Not available ~120 40
Phase transition temperature (°C) 225 and 435 ~1000 300
Growth technique TSSG from K2O Czochralski Czochralski
 @ ~ 1050°C @ ~ 1200°C @ ~ 1440°C
Predominant growth  Cracks, blue coloration,  Temp, induced compositional Striations, microtwinning, 
 problems  multidomains  striations  multidomains
Postgrowth processing Poling Poling Poling and detwinning
Crystal size 20 × 20 × 20 mm3 Ø 100 mm × 200 mm Ø 20 mm × 50 mm
 (single domain) (as grown boule) (with striations)

*Unless otherwise specified, data are for l = 1.064 µm. (Data taken from: a, e–i; a, b–c; and a, d, respectively.
†There is a disagreement on the sign of the nonlinear coefficients of KNbO3 in the literature. Data used here are taken from Ref. e with the appropriate 

correction for the IRE convention.
‡Data are for congruent melting LiNbO3. Five-percent MgO doped crystals gives photorefractive damage threshold about 10–100 times higher.k,l The 

phase-matching properties for these crystals may differ due to the resulting changes in the lattice constants.j

aS. Singh in CRC Handbook of Laser Science and Technology, vol. 4, Optical Materials, part I, M. J. Weber (ed.), CRC Press, 1986, pp. 3–228.
bR. L. Byer, J. F. Young, and R. S. Feigelson, J. Appl. Phys. 41:2320 (1970).
cR. L. Byer in Quantum Electronics: A Treatise, H. Rabin and C. L. Tang (eds), vol. 1, part A, Academic Press, 1975.
dS. Singh, D. A. Draegert, and J. E. Geusic, Phys. Rev. B 2:2709 (1970).
eY. Uematsu, Jap. J. Appl. Phys. 13: 1362 (1974).
fP. Gunter, Appl. Phys. Lett. 34:650 (1979).
gW. Xing, H. Looser, H. Wuest, and H. Arend, J. Crystal Growth 78:431 (1986).
hD. Shen, Mat. Res. Bull. 21: 1375 (1986).
iT. Fukuda and Y. Uematsu, Jap. J. Appl. Phys. 11:163 (1972).
jB. C. Grabmaier and F. Otto, J. Crystal Growth 79: 682 (1986).
kD. A. Bryan, R. Gerson, and H. E. Tomaschke, Appl. Phys. Lett. 44:847 (1984).
lG. Zhong, J. Jian, and Z. Wu, 11th International Quantum Electronics Conference, IEEE Cat. No. 80 CH 1561-0, June 1980, p. 631.
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The corresponding wave equation is given in Eq. (33). For the second-order polarization and the 
corresponding Kleinman d-coefficients, two definitions are in use. A more popular definition in the 
current literature is as follows:

  P d EE( ) :2
0 2= ε   (A-2)

In an earlier widely used reference,34 Yariv defined his d-coefficient as follows:

  P d EE( ) ( :2
2= Yariv)   (A-3)

TABLE 3 Properties of Several UV, Visible, and Near-IR Crystals∗

     Crystal KDP KTP (II)†

Point group 42 m mm2

Birefringence ne = 1.4599 nx=a = 1.7367
 no = 1.4938 ny=b = 1.7395
  nz=c = 1.8305
Nonlinearity [pm/V] d36 = 0.39 d32 = 5.0, d31 = 6.5
  d24 = 7.6, d15 = 6.1
  d33 = 13.7
Transparency [μm] 0.2–1.4 0.35–4.4
Γmax[GW/cm2] ~3.5 ~15.0
SHG cutoff [nm] 487 ~990
�ΔT  [°C-cm] 7 22
�ΔΘ [mrad-cm] 1.2 15.7
�Δλ  [Å-cm] 208‡ 4.5
Δvg

−1 @ 630 nm [fs/mm] 185 Not applicable
OPO tuning range [nm] ~430–700 ~610–4200
 [nm] (lr = 266) (lp = 532)
DTF [°C] 12 Not available
Boule size 40 × 40 × 100 cm3 ~ 20 × 20 × 20 mm3

Growth technique Solution growth from H2O TSSG from 2KPO3-K4P2O7
  @ ~1000°C
Predominant growth defects Organic impurities Flux inclusions
Chemical properties Hygroscopic (m.p. ~253°C) Nonhygroscopic (m.p. ~1172°C)

*Unless otherwise stated, all data for 1064 nm. (Data taken from c, e; a, b, f, m; and d, g–i, respectively.)
†KTP Type I interaction gives deff ~ d36 (KDP) or less for most processes.m The dij valuesd are for crystals grown by the hydrothermal technique.j–l 

Significantly lower damage thresholds were reported for hydrothermally grown crystals.
‡The anomalously large spectral bandwidth is a manifestation of the l-noncritical phase matching.n This is equivalent to a very good group-velocity 

matching ( ~ / )Δvg
−1 8 fs mm  for this interaction in KDP.

aD. Eimerl, J. Quant. Elect. QE-23:575 (1987).
bD. Eimerl, L. Davis, S. Velsko, E. K. Graham, and A. Zalkin, J. Appl. Phys. 62:1968 (1987).
cD. Eimerl, Ferroelectrics 72:95 (1987).
dY. S. Liu, L. Drafall, D. Dentz, and R. Belt, G. E. Technical Information Series Report, 82CRD016, Feb. 1982.
eY. Nishida, A. Yokotani, T. Sasaki, K. Yoshida, T. Yamanaka, and C. Yamanaka, Appl. Phys. Lett. 52:420 (1988).
fA. Jiang, F. Cheng, Q. Lin, Z. Cheng, and Y. Zheng, J. Crystal Growth 79:963 (1986).
gP. Bordui, in Crystal Growth of KTiOPO4 from High Temperature Solution, Ph.D. thesis, Massachusetts Institute of Technology, 1987.
hInformation Sheet on KTiOPO4, Ferroxcube, Division of Amperex Electronic Corp., Saugerties, New York, 1987.
iP. Bordui, J. C. Jacco, G. M. Loiacono, R. A. Stolzenberger, and J. J. Zola, J. Crystal Growth 84:403 (1987).
jF. C. Zumsteg, J. D. Bierlein, and T. E. Gier, J. Appl. Phys. 47:4980 (1976).
kR. A. Laudis, R. J. Cava, and A. J. Caporaso, J. Crystal Growth 74:275 (1986).
lS. Jia, P. Jiang, H. Niu, D. Li, and X. Fan, J. Crystal Growth 79:970 (1986).
mL. K. Cheng, unpublished.
nJ. Zyss and D. S. Chemla, in Nonlinear Optical Properties of Organic Molecules and Crystals, vol. 1, D. S. Chemla and J. Zyss (eds), Academic Press, 

1987, pp. 146–159.
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The numerical values of d2
( )Yariv  in this reference (e.g., Table 16.2)34 are given in (1/9) × 10−22 MKS 

units. The numerical value of e0 in the MKS system is 107 × (1/4pc2) in MKS units. Thus, for exam-
ple, a tabulated value of d2

220 5 1 9 10( ) . ( / )Yariv MKS= × × −  units in Ref. 34 converts to a numerical 
value of d2 = 0.628 pm/V in MKS units.

In the cgs gaussian system, the displacement vector D is related to the E-field and the induced 
polarization P in the medium as follows:
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The corresponding wave equation is:
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The conventional definition of d2 is as follows:

  P d EE( ) :2
2=   (A-6)

The numerical value of d2 in cgs gaussian units is, therefore, equal to (3 × 104/4p) times the numeri-
cal value of d2 in rationalized MKS units. Thus, continuing with the numerical example given in the 
preceding paragraph, d2 = 0.628 pm/V is equal to 1.5 × 10−9 cm/Stat-Volt or 1.5 × 10−9 esu.

As a final check, the expression Eq. (42) for the second-harmonic intensity in the MKS system 
becomes, in the cgs gaussian system:
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All the intensities refer to those inside the medium, and the wavelength is the free-space wavelength.
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11.1 GLOSSARY

 E(R, t) electric fi eld vector

 E(t) electric fi eld amplitude

 w fi eld frequency

 φ( )t   fi eld phase

 w0 atomic transition frequency

 ω0   average atomic transition frequency

 d atom-fi eld detuning

 d0 average atom-fi eld detuning

 Ω0(t) Rabi frequency

 W(t) pseudofi eld vector

 Ω(t) generalized Rabi frequency

 U(t) Bloch vector

 rij(Z, t) density matrix element in a fi eld interaction representation

 ρij
T t( , )R   density matrix element in Schrödinger representation

 (u, v, w) elements of Bloch vector

 g transverse relaxation rate

 g2 excited-state decay rate or longitudinal relaxation rate

 P(R, t) polarization vector

 k fi eld propagation vector

 ES(Z, t) complex signal electric fi eld amplitude

 P(Z, t) complex polarization fi eld amplitude

 � atomic density

11.1

11

This chapter is dedicated to Richard G. Brewer, a pioneer in coherent optical transients, a mentor and a friend.



11.2  NONLINEAR OPTICS

 L sample length

 m dipole moment matrix element

 t, tref pulse durations

 q pulse area

 Δ difference between local and average transition frequency in a solid

 Wf  (Δ) distribution of frequencies in a solid

 sw width of Wf  (Δ)

 v atomic velocity

 u most probable atomic speed

 W0(v) atomic velocity distribution

 I(L, t) signal intensity exiting the sample

 T21, T time interval between pulses

 Γt transit time decay rate

 Γ2,0, Γ2,1 branching decay rates of the excited state

 Ωi
s t( )   two-photon Rabi frequency

 wk recoil frequency

 P center-of-mass momentum

 Eb(t1, t2) backscattered electric fi eld amplitude

 JN(x) Bessel function

 x one-half of the frequency chirp rate

 wRD frequency offset between reference and data pulses

11.2 INTRODUCTION

Optical spectroscopy is a traditional method for determining transition frequencies in atoms and 
molecules. One can classify optical spectroscopy into two broad categories: continuous-wave (CW) 
or stationary spectroscopy and time-dependent or transient spectroscopy. In CW spectroscopy, one 
measures absorption or emission line shapes as a function of the incident frequency of a probe 
field. The absorption or emission maximum determines the transition frequency, while the width 
of the line is a measure of relaxation processes affecting the atoms or molecules. It is necessary to 
model the atom-field interaction to obtain predictions for the line shapes, but, once this is done, it 
is possible to extract the relevant transition frequencies and relaxation rates from the line shapes. In 
transient spectroscopy, one can also determine relaxation rates and transition frequencies, but the 
methodology is quite different. Atomic state populations or coherences between atomic states are 
excited by pulsed optical fields. Following the excitation, the time-evolution of the atoms is moni-
tored, from which transition frequencies and relaxation rates can be obtained. In certain cases the 
transient response is studied as a function of incident field frequency or intensity. Whether or not 
transient or CW spectroscopy offers distinct advantages depends on a number of factors, such as 
signal to noise and the reliability of lineshape formulas.1

In this chapter, we present basic concepts of coherent optical transient spectroscopy,2–12 along 
with applications involving atomic vapors or condensed matter systems. Experimental techniques 
are discussed in Sec. 11.11. As in the case of CW spectroscopy, it will prove useful to consider both 
linear and nonlinear interactions of the atoms with the fields. The examples chosen to illustrate the 
concepts are relatively simple, but it is important to note that sophisticated coherent transient tech-
niques can now be used to probe complex structures, such as liquids and semiconductors. Although 
we consider ensembles of atoms interacting with the applied fields, current technology allows one to 
study the transient response of single atoms or molecules.13
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11.3 OPTICAL BLOCH EQUATIONS

Many of the important features of coherent optical transients can be illustrated by considering the 
interaction of a radiation field with a two-level atom, with lower state |1〉 having energy −�ω0 2/  
and upper state |2〉 having energy �ω0 2/ . For the moment, the atom is assumed to be fixed at R = 0 
and all relaxation processes are neglected. The incident electric field is

  E R( , ) { ( )exp( [ ( )]) ( )exp(= = − − +0 1
2

t E t i t t E t id ω φ [[ ( ))}ω φt t−   (1)

where E(t) is the field amplitude, d is the field polarization, φ( )t  is the field phase, and w is the carrier 
frequency. The time dependence of E(t) allows one to consider pulses having arbitrary shape while 
the time dependence of φ( )t  allows one to consider arbitrary frequency chirps. It is convenient to 
expand the atomic state wave function in a field interaction representation as
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The atom-field interaction potential is

  V t t( , ) ( , )R R= − ⋅l E   (3)

where µ is a dipole moment operator. Substituting the state vector Eq. (2) into Schrödinger’s equa-
tion and neglecting rapidly varying terms (rotating-wave approximation), one finds that the state 
amplitudes evolve according to
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where c is a vector having components (c1, c2),

  δ ω ω= −0   (5)

is an atom-field detuning,

  Ω0
0

2
( )

( ) ( )
t

E t S t
c

= − = −μ μ
ε� �

  (6)

is a Rabi frequency, μ = 〈 ⋅ 〉 = 〈 ⋅ 〉1 2 2 1| | | |l d l d  is a dipole moment matrix element, e0 is the permit-
tivity of free space, S(t) is the time-averaged Poynting vector of the field, and

  δ δ φ
( )

( )
t

d t
dt

= +   (7)

is a generalized atom-field detuning. Equation (4) can be solved numerically for arbitrary pulse 
envelope and phase factors.

Expectation values of physical observables are conveniently expressed in terms of density matrix 
elements defined by

  ρij i jc c= ∗   (8)
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which obey equations of motion
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An alternative set of equations in terms of real variables can be obtained if one defines new parameters
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which obey the equations of motion
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The last of these equations reflects the fact that r11 + r22 = 1, while the first three can be rewritten as

  �U U= ×Ω( )t   (12)

where the Bloch vector U has components (u, v, w) and the pseudofield vector W(t) has components 
[Ω0(t), 0, d (t)]. An important feature of a density matrix description is that relaxation can be incor-
porated easily into density matrix equations, but not into amplitude equations.

Equations (9) or (11) constitute the optical Bloch equations without decay.8–10,14 The vector U has 
unit magnitude and precesses about the pseudofield vector with an instantaneous rate

  Ω Ω( ) ( )] [ ( )]t t t= [ +0
2 2δ   (13)

that is referred to as the generalized Rabi frequency. The tip of the Bloch vector traces out a path on 
the Bloch sphere. The component w is the population difference of the two atomic states, while u and 
v are related to the quadrature components of the atomic polarization (see following discussion).

It is possible to generalize Eqs. (9) and (11) to include relaxation. In the most general situation, each 
density matrix element can be coupled to all density matrix elements via relaxation. For optical transitions, 
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however, it is often the case that the energy separation of levels 1 and 2 is sufficiently large to pre-
clude any relaxational transfer of population from level 1 to level 2, although state |2〉 can decay 
to state |1〉  via spontaneous emission. For the present, we also assume that r11 + r22 = 1; there is 
no relaxation outside the two-level subspace. In this limit, relaxation can be included in Eq. (9) by 
modifying the equations as
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where g2 is the spontaneous decay rate of level 2, g is the real part of the decay rate of the coherence 
r12, and the detuning

  δ δ φ
( )

( )
t

d t
dt

s= + −   (15)

is modified to include the imaginary part s of the decay rate of the coherence r12. The corresponding 
equations for the Bloch vector are
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With the addition of decay, the length of the Bloch vector is no longer conserved.
One can write

  γ
γ

= + =2
12 122

Re( ) ( )Γ Γs Im   (17)

where g2/2 is a radiative component and G12 is a complex decay parameter that could arise, for exam-
ple, as a result of phase-interrupting collisions with a background gas. The quantity g2 is referred to 
as the longitudinal relaxation rate. Moreover, one usually refers to T1 2

1= −γ  as the longitudinal relax-
ation time and T2 = g  −1 as the transverse relaxation time. In the case of purely radiative broadening, 
g2 = 2g  and T1 = T2/2.

The optical Bloch equations are easily generalized to include additional levels and additional 
fields. In particular, for an ensemble of three-level atoms interacting with two radiation fields, new 
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classes of coherent optical transient effects can appear. Moreover, the sensitivity of the coherent 
transients to the polarization of the applied fields offers an additional degree of selectivity in the 
detection of the transient signals. Some examples of coherent transient phenomena in three-level and 
multilevel systems can be found in the references.11,15–20 Chapter 14, “Electromagnetically Induced 
Transparency,” contains some interesting phenomena associated with such multilevel systems.

11.4 MAXWELL-BLOCH EQUATIONS

The optical Bloch equations must be coupled to Maxwell’s equations to determine in a self-con-
sistent way the modification of the atoms by the fields and the fields by the atoms. To accomplish 
this task, we start with Maxwell’s equations, setting D = e0E + P. The wave equation derived from 
Maxwell’s equations is

  ∇ − ∇ ∇⋅ = +2
2

2

2
0

2

2

2

1 1
E E

E P
( )

c t c t

∂
∂

∂
∂ε

  (18)

As a result of atom-field interactions, it is assumed that a polarization is created in the medium of 
the form

  P R R R( , ) [ ( , )exp ( ) ( , )exp (t P t i kZ t P t i kZ t= − + − −1
2
ε ω ω∗ ))]   (19)

which gives rise to a signal electric field of the form

  E R R RS S St E t i kZ t E t i kZ( , ) [ ( , )exp ( ) ( , )exp (= − + −1
2
ε ω ∗ −−ωt)]   (20)

The Z axis has been chosen in the direction of k. It is assumed that the complex field amplitudes 
P(R, t) and ES(R, t) vary slowly in space compared with exp (ikZ) and slowly in time compared 
with exp (iwt). To simplify matters further, transverse effects such as self-trapping, self-focusing, 
diffraction, and ring formation21–25 are neglected. In other words, we take P(R, t) and ES(R, t) to 
be functions of Z and t only, choose ε · k = 0, and drop the ∇ ∇⋅( )E  term in the wave equation. 
When Eqs. (19) and (20) are substituted into the wave equation and terms of order ∂ ∂2 2E Z t tS( , )/ , 
∂ ∂2 2E Z t ZS( , )/ , ∂ ∂2 2P Z t t( , )/ , and ∂ ∂P Z t t( , )/  are neglected, one finds
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It is important to note that the polarization field acts as the source of the signal field. Consequently, 
the signal field does not satisfy Maxwell’s equations in vacuum, implying that there can be cases 
when k c≠ω/ . For the moment, however, we assume that this phase-matching condition is met. 
Moreover, it is assumed that a quasi-steady state has been reached in which one can neglect the 
∂ ∂E Z t tS( , )/  in Eq. (21). With these assumptions, Eq. (21) reduces to

  
∂

∂
E Z t

Z
ik

P Z tS( , )
( , )=

2 0ε
  (22)

Additional equations would be needed if the applied fields giving rise to the polarization of the 
medium are themselves modified to any extent by the signal field.
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The polarization P(Z, t) is the link between Maxwell’s equations and the optical Bloch equations. 
The polarization is defined as the average dipole moment per unit volume, or

  
P R R R R R( , ) ( ) ( , ) ( )( )t

V
d tT
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j j
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 (23)

where rT(j)(Rj, t) and ρ12
T t( , )R  are single-particle density matrix elements, V is the sample volume, 

and � is the atomic density. The superscript T indicates that these are “total” density matrix ele-
ments written in the Schrödinger representation rather than the field interaction representation. 
The relationship between the two is

  ρ ρ ω12 12
T t Z t i kZ t( , ) ( , )exp[ ( )]R = − −   (24)

The angle brackets in Eq. (23) indicate that there may be additional averages that must be carried 
out. For example, in a vapor, there is a distribution of atomic velocities that must be summed over, 
while in a solid, there may be an inhomogeneous distribution of atomic frequencies owing to local 
strains in the media. By combining Eqs. (19), (23), and (24), one arrives at

  
∂

∂
E Z t

Z
ik

Z t
ik

u z t iv ZS( , )
( , ) ( , ) (= 〈 〉= 〈 −� �μ

ε
ρ μ
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21

02
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which, together with Eqs. (14) or (16), constitute the Maxwell-Bloch equations.

11.5 FREE POLARIZATION DECAY

As a first application of the Maxwell-Bloch equations, we consider free polarization decay (FPD),26–30 
which is the analog of free induction decay (FID) in nuclear magnetic resonance (NMR).31,32 The 
basic idea behind FPD is very simple. An external field is applied to an ensemble of atoms and then 
removed. The field creates a phased array of atomic dipoles that radiate coherently in the direction 
of the incident applied field. The decay of the FPD signal provides information about the transverse 
relaxation times. We will discuss several possible scenarios for observing FPD. For the present, we 
assume that there is no inhomogeneous broadening of the sample (all atoms have the same fre-
quency). Moreover, in this and all future examples, it is assumed that one can neglect any changes in 
the applied fields’ amplitudes or phases as the fields propagate in the medium; the Rabi frequencies 
of the applied fields are functions of t only.

A short pulse is applied at t = 0, short meaning that

  δ τ γτ γ τ( ) , ,t 2 1<<   (26)

where t is the pulse duration. The inequality Eq. (26) allows one to neglect any effects of detuning or 
relaxation during the pulse’s action. Before the pulse arrives, the atom is in its ground state, implying 
that the components of the Bloch vector are u = v = 0, w = −1; that is, the Bloch vector points down 
(see Fig. 1a). During the pulse, the pseudofield vector can be approximated as Ω(t) = [Ω0(t), 0, 0], 
owing to Eq. (26). The Bloch vector precesses in the wv plane and reaches a final value following the 
pulse given by

  u v w( ) ( ) sin ( ) cos0 0 0 0+ + += = = −θ θ   (27)
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where

  θ =
−∞

∞

∫ Ω0( )t dt   (28)

is a pulse area and 0+ is a time just after the pulse. Following the pulse, the pseudofield vector is  Ω = 
(0, 0, d), and the Bloch vector precesses about the w axis as it decays (see Fig. 1b). Explicitly, one finds
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  (29)

From this result, we can draw two conclusions. First, since the applied field is off when the atoms 
radiate, radiation is emitted at the natural frequency w0. This conclusion follows formally from Eqs. (29), 
(10), (23), and (24), which can be used to show that P(Z, t) varies as exp (− idt), and both P(R, t) and 
E(R, t) oscillate at frequency w + d = w0. Second, one can use Eqs. (29) and (25) to obtain

  
∂
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  (30)

If the sample under consideration is optically thin, the power exiting a sample of length L in the Ẑ  
direction is proportional to

  I L t E L t
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The signal is maximal for a pulse area of p/2. A measure of the output power as a function of time 
following the excitation pulse enables one to obtain a value for the transverse relaxation rate. For a 
pencil-like sample, the neglect of cooperative effects such as superradiance is based on the assump-
tion that �L/k2 << 1.25,33–35

An alternative means for observing an FPD signal is to use an atomic beam that traverses a field 
interaction zone. The atom “sees” a radiation pulse in the atomic rest frame. If the atoms all have 

FIGURE 1 Evolution of the Bloch vector in free polarization decay. 
(a) A radiation pulse brings the Bloch vector from its initial position along 
the −w axis to the uv plane. (b) With the field off, the Bloch vector precesses 
in the uv plane. In an inhomogeneously broadened sample, atoms having 
different detunings d precess at different rates. The decay of the Bloch vector 
is not indicated in the figure.
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the same longitudinal velocity u0, then the FPD signal measured at a distance L from the field inter-
action zone arises from atoms which were excited at time te = t − L/u0. This implies that the phase 
factor exp [−(g + id)t] in Eq. (30) should be replaced by exp[ ( )( )] exp[ ( ) / ]− + − = − +γ δ γ δi t t i L ce . The 
emitted field is radiated at the incident field frequency w rather than the atomic frequency w0. If the 
intensity is monitored as a function of L, one can obtain the transverse relaxation rate.

Often the atoms or molecules are characterized by an inhomogeneous distribution of frequencies. 
In a solid, this can occur as a result of different strains in the host medium. In a vapor, the velocity 
distribution of the atoms is equivalent to a distribution of atomic transition frequencies, when viewed 
in the laboratory frame. To discuss both solids and vapors in the same context, we define

  δ δ ω ω ω δ≡ = − + ⋅ = + + ⋅( , )0 0 0v k v k vΔ   (32)

where

  δ ω ω ω ω0 0 0 0= − = −Δ   (33)

and ω0  is the average transition frequency. In a solid, v = 0, but there is an inhomogeneous distri-
bution of frequencies given by

  Wf

w w

( ) expΔ Δ= −
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⎝⎜

⎞
⎠⎟

1
2

πσ σ
  (34)

where sw characterizes the width of the inhomogeneous distribution. In a vapor, D = sw = 0, but 
there is a Maxwellian velocity distribution

  W
u

v u0 2 3 2
21

( )
( )

exp[ ( ) ]
/

v = −
π

/   (35)

where u is the most probable atomic speed. The net effect is that Eq. (31) must be replaced by
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 (36)

If sw >> g (solids) or ku >> g (vapors), the signal decays mainly owing to inhomogeneous broaden-
ing. Bloch vectors corresponding to different frequencies process about the w axis at different rates, 
implying that the optical dipoles created by the pulse lose their relative phase in a time of order 
T2

12∗ = −( )σω  or (2ku)−1 (see Fig. 1b). The FPD signal can be used to measure T2
∗,  which can be 

viewed as an inhomogeneous, transverse relaxation time. At room temperature, ku/g  is typically on 
the order of 100. In a solid, sw/g can be orders of magnitude larger. An experimental FPD signal is 
shown in Fig. 2.

It is also possible to produce an FPD signal by preparing the atoms with a CW laser field and 
suddenly turning off the field. This method was used by Brewer and coworkers in a series of experi-
ments on coherent optical transients in which Stark fields were used to tune molecules in a vapor 
into and out of resonance.26 The CW field modifies the velocity distribution for the molecules. In 
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the linear field regime, this again leads to an FPD signal that decays on a time scale of order (ku)−1. 
It is fairly easy to obtain this result. To first order in the field, the steady-state solution of Eq. (14d), 
generalized to include the Doppler shift k · v and initial velocity distribution W0(v), is
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With this initial condition, it follows from Eq. (14d) that, for t > 0,
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where Φ is the error function. For kut > 1 and | | /γ δ+ <<i ku0 1, 〈 〉 − −ρ21 0
2 2 2 2 2 4( ) ~ [ ( )]exp( ).v i k u t k u tΩ / /

When one considers nonlinear interactions with the field, the situation changes. The CW field 
excites only those atoms having k v⋅ = − ± ′δ γ ,  where g  ′ is a power-broadened homogeneous width. 
These velocity-selected atoms are no longer subject to inhomogeneous broadening and give rise 
to a contribution to the FPD signal that decays with rate T2

1− = + ′( )γ γ .26 Thus, by using nonlinear 
atom-field interactions, one can extract homogeneous decay rates in situations where there is large 
inhomogeneous broadening. The price one pays is that only a small percentage of the atoms (those 
that have velocities for which the applied field is resonant) contribute to the signal. An example of 
an FPD signal of this type is shown in Fig. 3.
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FIGURE 2 An FPD signal obtained on the 
D2 transition in cesium. The excitation pulse has 
a duration of 20 ps. The decay time of the signal 
is determined by the inhomogeneous transverse 
relaxation rate T2 1 4∗ = . ns. Oscillations in the signal 
originate from the ground state hyperfine splitting. 
(From Ref. 28. Reprinted with permission.)
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11.6 PHOTON ECHO

We have seen that it is possible to measure the transverse relaxation rate T2 in an inhomogeneously 
broadened sample using FPD, but only a relatively small percentage of the atoms participate. The 
question arises as to whether other techniques would allow for full participation of the atoms. The 
photon echo is one such method.8–10,36–38 The photon echo has very little to do with either photons 
or echoes, but the name has a nice ring to it. The photon echo, the optical analog of the spin echo,39 
was first observed in ruby by Kurnit et al.36 A pulse having propagation vector k1 is applied at t = 0, 
a second pulse having propagation vector k2 = k1 is applied at t = T21, and an echo is radiated at time 
t = 2T21 in a direction k = k1. There are many ways to explain echo formation, and some of these are 
indicated in the following discussion.

In the Bloch vector picture, a p/2 pulse excites the optical dipoles at t = 0, bringing the Bloch vec-
tor along the n axis (Fig. 4a). The Bloch vector then begins to precess in the uv plane at a rate equal to 
the atom-field detuning. In an inhomogeneously broadened medium, different atoms have different 
resonant frequencies. As a consequence, the Bloch vectors associated with different atoms precess at 
different rates and dephase relative to each other in a time T2

∗ (Fig. 4b). The dipole coherence is not lost, 
however. If at time T21 a p pulse is applied, the net effect of the pulse is to cause a reflection about the uw 
plane (Fig. 4c). As the atoms continue to precess at different rates (Fig. 4d), the rates are such that the 
Bloch vectors for all the atoms will become aligned with the −v axis at time t = 2T21 and an echo sig-
nal is emitted (Fig. 4e). From time t = 0 to t = 2T21 the dipoles decay with the homogeneous decay rate g. 
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FIGURE 3 An FPD signal obtained in NH2D at 
10.6 µm using the method of Stark switching of a molecular 
transition frequency. Molecules that interact resonantly with 
a CW field are suddenly tuned out of resonance by the Stark 
switching. The oscillations result from the heterodyne detec-
tion method that is used, while the slowly varying increase 
in the signal is the result of optical nutation of molecules 
switched into resonance by the Stark pulse. The FPD signal 
manifests itself as a reduction of the amplitude of the oscil-
lation with time. This amplitude decays with the (power-
broadened) homogeneous decay rate T2, owing to the fact 
that the nonlinear interaction with a CW field results in the 
excitation of only a small fraction of the Doppler profile of 
the molecules. (From Ref. 26. Reprinted with permission.)



11.12  NONLINEAR OPTICS

By measuring the echo signal as a function of delay time T21 between the pulses, one can obtain the 
transverse relaxation time T2 = g  −1.

It is not necessary that the pulse areas be equal to p/2 and p, although these areas lead to a maxi-
mal signal. What is necessary is that the second pulse produce at least a partial reflection about the 
uw plane. This reflection takes the Bloch vector components u + iv into u − iv, or, equivalently, takes 
density matrix element r12 into r21. Since r12 and r21 are related to the real and imaginary parts of the 
average dipole moment operator, the second pulse must couple these real and imaginary parts. Such 
coupling is impossible for a linear atom-field interaction. Thus, by its very nature, the photon echo can 
occur only when nonlinear atom-field interactions are present.

An alternative way to picture echo formation is to use double-sided Feynman diagrams40 that 
keep track of the relative phase of the different dipoles. Diagrams similar to those indicated in Fig. 5 were 

FIGURE 4 Bloch vector picture of echo formation. (a) An initial p/2 pulse brings the 
Bloch vector to the uv plane. (b) In a field-free region, the Bloch vector precesses in the uv 
plane; atoms with different detunings dephase relative to one another in a time equal to 
the inhomogeneous, transverse relaxation rate T2

∗. (c) At time T21, a second pulse, this time 
a p pulse, reflects the Bloch vectors with respect to the uw plane. (d) In a field-free region, 
the Bloch vectors continue to precess. (e) At time t = 2T21, all the vectors are aligned along 
the −v axis (the optical dipoles have rephased), and an echo signal is emitted. The decay of 
the Bloch vector is not indicated in the figure.
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introduced by Hartmann and Friedberg in the context of a billiard ball echo model41 and have been 
used extensively in theories of atom interferometry.42–44 Each line represents a field amplitude. The 
abscissa is time, and the ordinate is the phase associated with the amplitude. In the absence of any 
interactions, it follows from Eq. (4) that the phase associated with the state |1〉 amplitude is dt/2 and that 
associated with the state |2〉  amplitude is −dt/2. In these diagrams, the phase of each amplitude is displaced 
by −dt/2 so that the state |1〉 amplitude evolves without any phase change and the state |2〉 amplitude evolves 
with a phase equal to −dt.

We start with the atom in state |1〉 at t = 0. The atom-field interaction takes state |1〉 to |2〉 on absorp-
tion with a phase factor exp (ik1 · R) and |2〉  to |1〉 on emission with a phase factor exp (−ik1 · R). 
A vertical cut establishes the density matrix element of interest and the vertical distance between the 
two amplitudes is a measure of the relative phase of the amplitudes. For example, between t = 0 and 
t = T21 in Fig. 5, the density matrix element r12 has been created with relative phase (d0 + Δ + k1 · v)t 
which grows with increasing t. One finds significant contributions to the dipole coherence at a given 
time only when the relative phase is the same for all the optical dipoles at that time. In a solid v = 0, but 
Δ = −ω ω0 0 is different for different atoms owing to variations in w0; in a vapor Δ = 0, but k1 · v is dif-
ferent for different velocity subclasses of atoms. Thus, the slopes of the lines in Fig. 5 would differ 
for different atoms in both solids and vapors. On averaging over an inhomogeneous frequency distri-
bution, the average dipole coherence would vanish, except at times near crossings of the state amplitudes, 
where the relative phase of all the dipoles is nearly equal to zero. Between t = 0 and t = T21, this 
occurs only near t = 0, where an FPD signal is emitted. The application of a second pulse at t = T21, 
however, converts r12 into r21 and begins a rephasing process for the dipoles. The state amplitudes in 
Fig. 5 intersect and the dipoles are rephased at t = 2T21, independent of the value of v or Δ. The echo sig-
nal is radiated for times t ≈ 2T21.

FIGURE 5 A phase diagram that can be used to analyze 
coherent transient phenomena. Each line corresponds to a 
state amplitude, and density matrix elements are obtained by 
multiplying a top line by the conjugate of a bottom line at the 
same time. The relative phase of a given density matrix ele-
ment is given by the vertical separation of the two lines. The 
slopes of various line segments are shown on the graph. Lines 
corresponding to atoms having different atom-field detunings 
Δ (solid) or different velocities v (vapor) would have different 
slopes. The pulse sequence is shown at the top of the figure 
along with the temporal position and direction of the echo. 
This diagram corresponds to the two-pulse photon echo. 
Regardless of the atom-field detuning or atomic velocity, all 
lines cross at t = 2T21, indicating that all the optical dipoles are 
in phase at this point.
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Analytical calculations of the signal intensity can be carried out using Eqs. (14) and (16). One 
simply pieces together periods in which the pulses act with periods of free evolution. The results are 
rather complicated, in general. However, if swT21 >> 1 (solid) or k1uT21 >> 1 (vapor), only terms in 
the density matrix sequence indicated schematically in Fig. 5 survive the average over the inhomo-
geneous frequency distribution in the vicinity of the echo at t ≈ 2T21. At these times, one finds a total 
averaged density matrix element

 〈 〉 = 〈 〉 −ρ ρ ω21 21
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and qi is the pulse area of pulse i. The corresponding echo intensity is
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It is interesting to note that the echo intensity near t = 2T21 mirrors the FPD intensity immediately 
following the first pulse.

For experimental reasons it is often convenient to use a different propagation vector for the sec-
ond pulse. Let k1 and k2 be the propagation vectors of the first and second pulses, which have identi-
cal carrier frequencies w. In this case, one must modify the definition (24) of the field interaction 
representation to account for the different k vectors. The final result for the total averaged density 
matrix element in the vicinity of the echo is
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Recall that sw = 0 for a vapor and W0(v) = dD(v) for a solid, where dD is the Dirac delta function. In 
these equations there are three things to note. First, the signal is emitted in a direction different from 
that of the applied fields, a desirable feature from an experimental point of view. Second, the phase 
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matching condition k = w/c is no longer satisfied since k = |2k2 − k1| and k1 = k2 = w/c; however, if the 
fields are nearly collinear such that ( ) ,k c L2 2 2 2 1− <<ω /  the effects of phase mismatch are negligible. 
Third, there is now a qualitative difference between the solid and vapor case. Owing to the fact that 
the detuning depends on the propagation vectors for the vapor, it is not possible to exactly rephase all 
the dipoles in the vapor when k1 ≠ k2. If | | / ,k k2 1 1 1− <<k  however, nearly complete rephasing of the 
dipoles occurs for t ≈ 2T21. The photon echo signal observed by Kurnit et al.36 is shown in Fig. 6.

As can be deduced from Fig. 5, the signal is sensitive only to off-diagonal density matrix elements in 
the entire time interval of interest. Thus, any disturbance of the off-diagonal density matrix elements 
or optical coherence will be reflected as a decrease in the echo intensity. As such, echo signals can 
serve as a probe of all contributions to transverse relaxation. Transverse relaxation generally falls into 
two broad categories which can lead to qualitatively different modifications of the coherent transient sig-
nals. First, there are dephasing processes, which produce an exponential damping of the coherences and 
contribute to g.  Second, there are spectral diffusion (solid)45–48 or velocity-changing collisions (vapor),47–49 
which change the frequency associated with the optical coherences. Such terms enter the optical 
Bloch equations as integral terms, transforming the equations into differentio-integral equations. In a 
solid the change in frequency can be produced by fluctuating fields acting at each atomic site. Spectral 
diffusion of coherences in solids is difficult to detect, since phase-interrupting processes often dominate 
the signals. It has been measured in FPD using impurity ions in a crystalline host.50 The situation in 
vapors is a bit more subtle. The phase-changing and velocity-changing aspects of collisions are entangled 
and cannot be separated, in general.49 If the collisional interaction is state independent, however, as it 
is for some molecular transitions, then collisions are purely velocity changing in nature, leading to an 
echo that decays exponentially as T21

3  for early times and T21 for later times.51 For electronic transi-
tions, collisions are mainly phase changing in nature, but there is a velocity-changing contribution 
that persists in the forward diffractive-scattering cone. This diffractive scattering has been observed 
for Na−,52 Li−,53 and Yb-rare gas collisions54 using photon echo techniques.

11.7 STIMULATED PHOTON ECHO

Up to this point, we have considered pulse sequences that are useful for measuring transverse relaxation 
times. Now we examine stimulated photon echoes,8–10 which can be used to simultaneously measure both 
transverse and longitudinal relaxation times. Stimulated photon echoes have become an important diagnos-
tic probe of relaxation in condensed-matter systems. The pulse sequence consists of three pulses, having 

FIGURE 6 A photon echo signal from ruby. Time 
increases to the right with a scale of 100 ns/division. The 
pulse on the right is the echo signal, while the first two 
pulses are the (attenuated) input pulses. The echo appears 
at t = 2T21 where T21 is the separation of the input pulses. 
(From Ref. 36. Reprinted with permission.)
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areas q1, q2, q3 and propagation vectors k1, k2, k3, with ki = w/c. In this section we take k3 = k1, and in the 
next section we will set k3 = −k1. The time interval between the first two pulses is T21, and pulse 1 can 
precede or follow pulse 2. Pulse 3 occurs at time t = T21 + T (Fig. 7). Signals can be generated in many 
different directions. For the sake of definiteness, we consider only the signal radiated in the −k2 + k1 + k3 
direction. The phase diagram giving rise to this signal is shown in Fig. 7. For radiation to be emitted in 
the −k2 + k1 + k3 direction when k3 = k1 pulse 2 must precede pulse 1. (Of course, there are diagrams 
with pulse 1 preceding pulse 2, but these give rise to radiation in the −k1 + k2 + k3 direction.) It is 
assumed that T21 is greater than the inhomogeneous relaxation time T2

∗.  The signal contains contribu-
tions from the optical coherence (off-diagonal density matrix elements) in the time intervals (0, T21), 
(T + T21, t) and contributions from atomic state populations (diagonal density matrix elements) in the 
time interval T between the second and the third pulses. The echo appears when t − (T21 + T) = T21.

The calculation of the echo signal is straightforward. Just before the second pulse, the density 
matrix r12(T21) varies as exp [−(g − id2)T21], where di = w0 − w + ki · v. In the time interval T, the popula-
tion difference w = r22 − r11 decays at rate g2 and oscillates at frequency d2 − d1 = (k2 − k1) · v. In the final 
time interval, r21(t) varies as exp [−(g + id3)(t − T − T21)], where d3 = d1 since k3 = k1. Combining the 
various field interaction and free propagation zones, one finds that the total averaged density matrix 
element in the vicinity of the echo t ≈ T + 2T21 is
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FIGURE 7 A phase diagram for the stimulated photon echo in 
which field 2 acts first and the echo is emitted in the (−k2 + k1 + k3) = 
(2k1 − k2) direction. The solid lines involve the intermediate state popu-
lation r11 while the dashed lines involve the intermediate state popula-
tion r22. All dipoles are in phase at t = 2T21 + T.
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The optimal pulse sequence consists of three p/2 pulses. Phase matching can be achieved only for 
| | .k k1 2 1− <<L  In a solid, the integral in Eq. (42) is equal to unity, and the echo signal is maxi-
mal for t = T + 2T21. In a vapor, the echo signal is degraded if k1 ≠ k2; however, if k1 ≈ k2, then, at 
t = T + 2T21, the echo amplitude varies as
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By varying the angle between k1 and k2, one can determine the Doppler width ku. By monitoring 
the echo signal as a function of T21(T), one obtains information on the transverse (longitudinal) 
relaxation.

Relaxation other than spontaneous emission can occur for the populations in the time interval 
T. The inhomogeneous phase d1T21, acquired in the time interval T21, is canceled by the phase d3T21, 
acquired in the interval T21 following the third pulse. If, between the second and third pulses, the 
frequency (solid) or velocity (vapor) has changed owing to spectral diffusion (solid)45–48 or velocity-
changing collisions (vapor),47–49,55,56 the phase cancellation will not be complete. Thus, the echo signal 
as a function of T provides information on these relaxation processes. The rate of spectral diffusion 
or velocity-changing collisions must be of order or greater than g2 to be observable. One would have 
a longer time to observe such effects if it were the ground-state lifetime rather than the excited-state 
lifetime that was the relevant time scale, but, in a closed two-level system, such is not the case.

The situation changes if a three-level system, such as the one shown in Fig. 8, is used. The fields drive 
the 1–2 transition, but level 2 decays to both level 1 and level 0. The total population of the 1–2 state 
subsystem is no longer conserved, requiring an additional decay rate to account for relaxation. Let us 
suppose that all states decay with rate Γt as a result of their finite time in the laser beams. Moreover, 
let Γ2,1 and Γ2,0 be the decay rates of level 2 to levels 1 and 0, respectively, such that g1 = g0 = Γt and 
g2 = Γ2,1 + Γ2,0 + Γt. For simplicity, let us also take k1 ≈ k2. In the interval T, the decay dynamics 
resulting from spontaneous emission and transit time effects is
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which then replaces the factor exp (−g2T) in Eq. (42). If Γ2,0 ≠ 0, there is a long-lived component in 
the ground-state population. One can exploit this feature of open systems to study spectral diffusion 
or velocity-changing collisions with very high sensitivity.57,58 In Fig. 9, stimulated echo data is shown 

2

1 0

Γ2,1 Γ2,0Ω0

FIGURE 8 Open atomic-level scheme that can be 
used to observe transient signals limited only by some effec-
tive ground state lifetime. The field couples only states |1〉 and 
|2〉, but level 2 decays to both levels 1 and 0.
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that was used to measure a cross section for collisions between ground-state Na and He atoms.58 The 
echo occurs for time separations T much greater than the excited-state lifetime.

Open systems also offer interesting possibilities as storage devices. Since the effective ground-
state lifetime can be as long as days in certain solids, one can write interferometric information 
into the sample by replacing one of the first two pulses by a signal pulse and reading it out at a later 
time with the third pulse.59–62 In the case of vapors, it is also possible to replace some of the incident 
pulses by standing-wave fields.63–71 In this manner, modulated ground-state populations with asso-
ciated Doppler phases of order kuT can be created and rephased, providing sensitivity to velocity-
changing collisions as small as a few centimeters per second.72

Before leaving this section, it is perhaps useful to make a slight digression on homogeneously 
broadened systems. A diagram similar to that shown in Fig. 10, in which field 1 acts first, also leads 
to a signal in the k = k1 − k2 + k3 = 2k1 − k2, provided k3 = k1 (in the figure, k3 = –k1). We have not 
considered this contribution for inhomogeneously broadened systems since such a diagram leads 
to an overall phase of φ δd T= − + + ⋅2 20 1 21( )Δ k v  at time t = T + 2T21. On averaging over either Δ or 
v in an inhomogeneously broadened sample, this contribution would vanish. In a homogeneously 
broadened sample, however, Δ = 0 and v = 0, giving an identical relative phase φd to all the atoms. 
For t > T + T21, the corresponding density matrix element associated with this diagram is
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Equation (43) does not constitute an echo in the usual sense, since there is no dephasing-rephasing 
cycle. The signal appears promptly (it is actually an FPD signal) following the third pulse. If one 
measures the time-integrated intensity in the signal following the third pulse, however (as is often 
the case with ultrafast pulses in which time resolution of the echo is not possible), it is impossible 
to tell directly whether an echo has occurred or not. For such measurements, a signal emitted in the 
k = 2k1 − k2 direction when pulse 1 acts first is a clear signature of a homogeneously broadened sys-
tem, since such a signal vanishes for inhomogeneously broadened samples.

The time-integrated signal is proportional to
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When field 2 acts first, the time integrated, inhomogeneously broadened signal varies as exp 
(−4g T21), while the homogeneously broadened signal varies as exp (−2g T21). When field 1 acts 

FIGURE 9 Stimulated photon echo observed on the 
D1 transition in sodium. This is an “open” system for which 
a stimulated echo signal can be produced for separations 
T between the second and third pulses much larger than 
the excited-state lifetime. In this diagram T is 17 times the 
16-ns lifetime of the excited state. The first three pulses are 
scattered light from the three input pulses and the fourth 
pulse is the echo. The echo appears at t = T + 2T21, where 
T21 is the separation of the first two input pulses. (From Ref.  58. 
Reprinted with permission.)
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first, the signal is vanishingly small {varying as exp[ ( ) / ]− +σw k u T2 2 2
21
2 2 } for inhomogeneously 

broadened samples, while the homogeneously broadened signal strength is essentially unchanged 
from that when pulse 2 acts first. This time-ordering asymmetry can be used to distinguish between 
homogeneously and inhomogeneously broadened samples.73

11.8  PHASE CONJUGATE GEOMETRY 
AND OPTICAL RAMSEY FRINGES

A qualitative difference between stimulated photon echo signals arises when k3 is in the −k1 direction 
rather than the k1 direction.61,74,75 In this case, it is possible to generate a phase-matched signal in the

 k k k k k= − + = −1 2 3 2 

direction for both time orderings of fields 1 and 2. Moreover, in weak fields, the amplitude of the 
signal field is proportional to the conjugate of input field 2. As a consequence, the signal is referred 
to as a phase conjugate signal for this geometry.76,77 To simplify matters, we will set k1 ≈ k2 = −k and 
neglect terms of order |k1 − k2|u(T + 2T21).

The appropriate phase diagrams are shown in Fig. 10 when field 1 acts before field 2 and Fig. 11 
when field 2 acts before field 1. There is a qualitative difference between the phase diagrams of Fig. 10 
and Fig. 7. At time t = 2T21 + T, the lines representing the state amplitudes do not cross in Fig. 10. Rather, 
they are separated by a phase difference of φ δd T= − +2 0 21( ) .Δ  The phase shift resulting from Doppler 
shifts cancels at t = 2T21 + T, but not the phase shift resulting from the atom-field detuning. 

FIGURE 10 A phase diagram for the stimulated pho-
ton echo in which field 1 acts first. The direction of field 3 
is opposite to that of field 1, and the echo is emitted in the 
(k1 − k2 + k3) = −k2 direction. We have taken k2 ≈ k1. The solid 
lines involve the intermediate state population r11, while the 
dashed lines involve the intermediate state population r22. At time 
t = 2T21 + T, the relative phase is f dd T≈ − +2 0 21( ) .Δ  For solids, the 
average over Δ washes out the signal. For vapors, Δ = 0, the phase 
f dd T≈ −2 0 21 is the same for all the atoms, and an echo is emitted.
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The significance of these results will become apparent immediately. The averaged density matrix 
element in the vicinity of the echo is
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In a solid, the signal vanishes near t = 2T21 + T, since swT21 >> 1.
In a vapor, an echo is formed at time t = T + 2T21. At this time, the averaged density matrix ele-

ment varies as exp (−2id0T21), a factor which was absent for the nearly collinear geometry. This 
phase factor is the optical analog78–80 of the phase factor that is responsible for the generation of 
Ramsey fringes.81 One can measure the phase factor directly by heterodyning the signal field with 
a reference field, or by converting the off-diagonal density matrix element into a population by the 
addition of a fourth pulse in the k3 direction at time t = T + 2T21.

∗ In either case, the signal varies as 
cos (2d0T21). In itself, this dependence is useless for determining the optical frequency since one can-
not identify the fringe corresponding to d0 = 0. To accomplish this identification, there are two pos-
sibilities. If the experiment is carried out using an atomic beam rather than atoms in a cell, T21 = L/u0 
will be different for atoms having different u0 (L = spatial separation of the first two pulses and u0 is the 

FIGURE 11 A phase diagram for the stimulated photon 
echo in which field 2 acts first and k3 = − k1.The echo is emit-
ted in the (−k2 + k1 + k3) = − k2 direction, and we have taken 
k2 ≈ k1. The solid lines involve the intermediate state population 
r11, while the dashed lines involve the intermediate state popula-
tion r22. At time t = 2T21 + T, the relative phase is fd T≈ ⋅2 1 21k v . 
For vapors, the average over the velocity distribution washes out 
the signal. For solids, v = 0, the relative phase is zero for all the 
atoms, and an echo is emitted.

∗In the case of atoms moving through spatially separated fields with different longitudinal velocities, one must first average 
Eq. (44) over longitudinal velocities before taking the absolute square to calculate the radiated field. As a result of this averaging, 
the radiated signal intensity is maximum for d0 = 0. Consequently, for spatially separated fields, heterodyne detection or a fourth 
field is not necessary since the radiated field intensity as a function of d0 allows one to determine the line center.
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longitudinal velocity of the atoms). When a distribution of u0 is averaged over, the fringe having d0 = 0 
will have the maximum amplitude. Experiments of this type allow one to measure optical frequen-
cies with accuracy of order T21

1−  (see Fig. 12). For experiments carried out using temporally separated 
pulses acting on atoms in a cell, it is necessary to take data as a function of d0 for several values of T21, 
and then average the data over T21; in this manner the central fringe can be identified. The optical 
Ramsey fringe geometry has been reinterpreted as an atom interferometer.42,83 Atom interferometers 
are discussed in Sec. 11.9.

We now move to Fig. 11, in which field 2 acts before field 1. At time t = 2T21 + T, the lines rep-
resenting the state amplitudes are separated by a phase difference of φd T= − ⋅2 21k v .  The phase shift 
resulting from the atom-field detuning cancels at t = 2T21 + T, but not the phase shift resulting from 
the Doppler effect. The corresponding density matrix element is 
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Near t = T + 2T21, the signal vanishes for a vapor since kuT21 >>1, but gives rise to a phase conjugate 
signal in solids (u = 0). There are no Ramsey fringes in this geometry; optical Ramsey fringes cannot 
be generated in an inhomogeneously broadened solid.

Δv

100 kHz
R

am
se

y 
fr

in
ge

 s
ig

n
al

 (
ar

b.
 u

n
it

s)

FIGURE 12 An optical Ramsey fringe signal on the 657-nm 
intercombination line in calcium. Four field zones were used. The most 
probable value of T21 was about 10−5 s for an effusive beam having a 
most probable longitudinal speed equal to 800 m/s, giving a central fringe 
width on the order of 60 kHz. The dashed and dotted lines represent 
runs with the directions of the laser field reversed, to investigate phase 
errors in the signals. (From Ref. 82. Copyright © 1994; reprinted with per-
mission from Elsevier Science.)
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When the first two fields are identical, there is no way to distinguish which field acts first, and 
Eqs. (44) and (45) must be added before taking the absolute square to determine the radiated elec-
tric field. There is no interference between the two terms, however, since one of the terms is approxi-
mately equal to zero in the vicinity of the echo for either the solid or the vapor.

11.9  TWO-PHOTON TRANSITIONS 
AND ATOM INTERFEROMETRY

In the previous section, we have already alluded to the fact that optical Ramsey fringes can serve as the 
basis of an atom interferometer.44 There is some disagreement in the literature as to exactly what 
constitutes an atom interferometer. Ramsey fringes and optical Ramsey fringes were developed without 
any reference to quantization of the atoms’ center-of-mass motion. As such, optical Ramsey fringes can 
be observed in situations where quantization of the center-of-mass motion is irrelevant. The interference 
observed in these interferometers is based on an internal state coherence of the atoms. Matter-wave 
effects (that is, effects related to quantization of the center-of-mass motion) may play a role under 
certain circumstances, but they are not critical to the basic operating principle associated with optical 
Ramsey fringes.

In this section, we consider a time-domain, matter-wave atom interferometer84 which relies on the 
wave nature of the center-of-mass motion for its operation. Moreover, the interferometer illustrates 
some interesting features of coherent optical transients not found in NMR. We return to an ensemble 
of two-level atoms, which have been cooled in a magneto-optical trap. See Chap. 20, “Laser Cooling and 
Trapping of Atoms,” for a more detailed description of trapping of atoms. The atoms are subjected to 
two standing-wave optical pulses separated in time by T. The electric field amplitude of pulse i(i = 1, 2) 
is given by Ei(Z, t) = eEi(t) cos (kZ) cos (w  t). Either off-resonant84,85 or resonant86 pulses can be used. 
For resonant pulses, grating echoes can be observed in situations where a classical description of the 
center-of-mass motion is valid.66–68 We consider only off-resonant pulses in this discussion, for which 
echoes can occur only when quantized motion of the atoms is included. For an atom-field detuning 
|d| >> Ω0, g, g2, ku, it is possible to adiabatically eliminate the excited state amplitude and arrive at an 
effective hamiltonian for the ground state atoms given by
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where P is the center-of-mass momentum operator, M is the atomic mass, and

 Ωi
s it

E t( )( )
( )

=
μ

δ

2 2

28�
 

is a two-photon Rabi frequency. A spatially homogeneous term has been dropped from the hamiltonian.
The net effect of the field is to produce a spatially modulated, AC Stark or light shift of the 

ground state energy. Let us assume that the pulse duration t is sufficiently short to ensure that 
t −1 >> w2k, γ γ ω, , , ( )( )

2 2ku tk i
sΩ , where
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22
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is a two-photon recoil frequency whose importance will become apparent. In this limit, any motion 
of the atoms during the pulses can be neglected. The net effect of pulse i is to produce a ground state 
amplitude that varies as exp[ cos( )]( )iθi

s kZ2 , where θi
s

i
s t dt( ) ( )( )= ∫ Ω  is a pulse area. In other words, 

the standing-wave field acts as a phase grating for the atoms. One can think of the two traveling-wave 
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components of the standing-wave field exchanging momentum via the atoms. All even integral mul-
tiples of 2�k  can be exchanged by the fields, imparting impulsive momenta of 2n k�  (n is a positive 
or negative integer) to the atoms. The frequency change associated with this momentum change for 
an atom having momentum P is
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and consists of two parts. The first part is independent of �  and represents a classical Doppler 
shift, while the second part is proportional to �  and represents a quantum matter-wave effect. 
The quantum contribution will become important for times of order ω2

1
nk

− . In other words, 
following the first pulse, the atomic density will remain approximately constant for times 
t nk< −ω 1

2  (the maximum value of n is the larger of θi
s( ) and unity). For times larger than this, 

the quantum evolution of the center-of-mass motion can transform the phase grating into 
an amplitude grating which can be deposited on a substrate or probed with optical fields. In 
contrast to closed two-level systems, the signals can persist here for arbitrarily long times. The 
recoil associated with absorption and emission “opens” the system and allows for long-lived 
transients.87

The evolution of the system can be followed using phase diagrams in a manner similar to that 
used in Secs. 11.6 to 11.8. The situation is more complex, however, since a standing-wave field 
generates an infinity of different phase shifts ∓2nkvt ,  where v = Pz/M. Details of the calculation 
can be found in the article by Cahn et al.84 Here we sketch the general idea. The first pulse cre-
ates all even spatial harmonics of the fields, with weighting functions that are Bessel functions 
of the pulse area. The atomic density remains constant until a time t nk~ω2

1− . At this time one 
would expect to find a spatially modulated atomic density; however, if ku >> w2k as is assumed, 
by the time the spatial modulation is established, the modulation is totally destroyed as a result of 
Doppler dephasing. As in the photon echo experiment, the Doppler dephasing can be reversed by 
the second pulse at time t = T. Since standing waves are used, there is an infinity of echo positions 
possible, corresponding to different dephasing-rephasing conditions for the various momentum 
components created by the fields.

Of the many echoes that can be produced, we consider only those echoes that are formed at times 
t N TN = +( ) ,1 N =1 2, ,… . Moreover, in an expansion of the atomic density in harmonics of the field, 
we keep only the second harmonic, since it can be probed by sending in a traveling-wave field and 
observing a backscattered signal. Phase matching is automatically guaranteed for the backscattered 
signal. For times t = tN + td, with t ku Td � 1

2 << , the backscattered electric field amplitude varies as84
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where the Js are Bessel functions. The electric field can be measured using a heterodyne tech-
nique. The experimental data is shown as a function of td and T for N = 1, 2 in Figs. 13 and 14. 
One sees that the signal vanishes identically at the echo times, but not in the immediate vicinity 
of the echo points. The uniform atomic density at the echo point mirrors the uniform atomic 
density immediately after excitation by the first pulse. As a function of T, the signal is periodic 
with period p/Nw2k for N odd and 2p/Nw2k for N even. By measuring the period, one can obtain 
values for �/M. The interferometer can also be used to measure inertial effects such as the accelera-
tion of the atoms owing to gravity. The advantage of this interferometer is that large interaction 
times are possible—one is limited only by the time it takes for the atoms to leave the atom-field 
interaction zone.
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N = 1 
T = 799 μs

N = 2 
T = 19 μs

(a)

(b)

(b)

0

0

–2 –1 0

Time relative to echo point tN (μs)

1 2

FIGURE 13 A time-domain atom interferometer. Two 
off-resonant, standing-wave optical pulses separated in time 
by T are applied to rubidium atoms in a magneto-optical 
trap and a probe field is applied near (a) t = 2T or (b) t = 3T, 
giving rise to backscattered electric field signals. The elec-
tric field amplitude Eb(td, NT) is recorded in the graphs as 
a function of td, the time from the echo position. The solid 
line is theory and the dots are experimental points. Note 
that the time delay between pulses is 799 µs in (a), indicating 
that these ground-state transients are limited only by some 
effective ground-state lifetime. (From Ref. 84. Reprinted with 
permission.)
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FIGURE 14 Same as in Fig. 13, but Eb(td, NT) is now 
recorded as a function of T, the time separation of the pulses. The 
period of the signals is p/w2k = 32.39 µs. (From Ref. 84. Reprinted 
with permission.)
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11.10 CHIRPED PULSE EXCITATION

The discussion in this chapter has focused on transform-limited optical pulses, possessing smooth 
Fourier transforms centered about the carrier frequency. Alternative pulse shapes offer new and 
interesting possibilities. If one uses stochastic pulse envelope functions,88–90 the correlation time tc 
associated with the pulse is much smaller than the pulse duration. In some sense, each pulse can 
be viewed as a sequence of pulses having duration of order tc. As a consequence, stimulated photon 
echoes using stochastic pulses can be used to measure relaxation times as short as tc rather than the 
pulse duration.

The idea of using a pulse whose effective coherence time is shorter than the pulse duration has 
been exploited by others91–93 in schemes involving chirped pulses. It was shown both theoretically91 
and experimentally92,93 that, by sweeping the pulse frequency, one can write and read data encoded 
in solids, using the equivalent of stimulated echoes, a process Mossberg91 refers to as swept-carrier 
time-domain optical memory. Without going into the mathematical details of the calculations needed 
to arrive at expressions for the signals, we present the underlying physical concepts pertinent to this 
excitation scheme.

There are three pulses, as in a traditional stimulated photon echo, but the pulse characteristics 
differ markedly from those discussed in Sec. 11.7. The first pulse is a reference pulse having electric 
field

 E R k R1 1 1 0
2( , ) ( )cos( )t E t t t= ⋅ − −d ω ξ  

where the amplitude E1(t) is a smooth function of t centered at t = 0 having temporal width tref and 
φ ξ( )t t= − 2 is the pulse phase. The central frequency of the pulse coincides with the optical frequency, 
but the frequency is chirped at rate 2x, giving an instantaneous frequency ω ω φ ω ξ( )t = − = + 2  and 
an atom-field detuning δ ξ( ) .t t= −Δ 2  The frequency shifts ±xtref are assumed to be less than the 
inhomogeneous width sw. As the frequency is scanned, different atoms in the inhomogeneous 
distribution in the sample come into resonance with the field at different times. If ξ γ τ>> −, ref

1 , for 
atoms having detuning Δ = w0 − w, the field comes into resonance at time t1 = Δ/2x for a duration 
of order x−1/2 << tref. Thus, for each frequency group of atoms, the field acts as a pulse having tempo-
ral width much less than the width of the pulse. In calculating r12 resulting from this pulse one finds a 
phase factor of the form exp[ ( )] exp[ ( )]i t t i− ⋅ + − = − ⋅ −k R k R1 1 1

2
1

2 4Δ Δξ ξ/ .
The second or data pulse

 E R k R2 2 2 0
2( , ) ( )cos[ ( ) ]t E t t t= ⋅ − − −d ω ω ξRD  

is similar to the first except that it is offset from the first by frequency wRD. Moreover, the field 
amplitude E2(t) is now assumed to consist of a sequence of input data, such as a number of indi-
vidual pulses contained in the overall pulse envelope. If the Fourier spectrum of E2(t) contains fre-
quency components wf, then the second pulse will come into resonance with atoms having detuning 
Δ at time t2 = (Δ + wRD − wf)/2x. To have pulse 2 act on the same atoms at a time greater than t1, one 
must restrict the maximum value of wf to be less than wRD. We shall neglect wf in what follows. For 
each frequency group, the first two pulses act as a sequence of short pulses, separated in time by

 T21 2=ω ξRD /  

As in the normal stimulated photon echo, the second pulse converts the density matrix element 
r12 created by the first pulse into population. One finds a population difference (r22 − r11) that var-
ies as exp[ ( )]exp( )exp{ [ (− ⋅ − − ⋅ − +i T ik R k R1

2
21 24Δ Δ/ ξ γ ωω ξRD c.c.) / ]}2 4 +  Although the pulse dura-

tions are of order tref, homogeneous decay occurs only on a time scale T21 = wRD/2x << tref, which is 
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the effective pulse separation for a given frequency group. The phase factor exp{ [( ) ]}i Tk k R2 1 21− ⋅ − Δ  
associated with (r22 − r11) is identical in form to that found in the normal stimulated photon echo. It 
is not surprising then that a third pulse, identical to the first but propagating in the k3 direction and 
displaced in time from the first by T > tref leads to a reconstruction of the data pulse propagating in 
the (− k1 + k2 + k3) direction. In other words, on averaging over the inhomogeneous frequency distri-
bution, one finds contributions to the signal only for those times that correspond to the time sequence 
of pulse 2, displaced by time T.

11.11 EXPERIMENTAL CONSIDERATIONS

Early coherent optical transient experiments were the optical analogs of NMR experiments. These 
experiments firmly established coherent transient spectroscopy as a viable technique in the optical 
domain. The relatively simple atomic and molecular vapors or rare earth-doped crystals that were 
used for these studies were chosen for practical reasons—their transition frequencies coincided with 
available laser frequencies and relaxation times (T2 is typically on the order of 10 ns or longer) were 
longer than the lasers’ pulse widths. The methodology is well described in numerous earlier reviews 
(see, for example, Levenson9). These relaxation time scales are relatively long by today’s standards. 
Hence, the technology that was available based on photomultipliers, high-speed diodes, and fast 
oscilloscopes made it possible to observe the coherent transient phenomena that were created by fast 
laser-frequency or Stark switching. With high-speed detectors, photon echoes were readily observed 
with single-shot Q-switched lasers.

The continued advances in the development of ultrafast lasers have now reduced the pulse 
widths by nearly 6 orders of magnitude compared to the early Q-switched lasers. In addition, mod-
ern laser systems are characterized by high repetition rates (100 MHz if no amplification is used) 
compared to the relatively slow repetition rates of older laser systems (1 to 10 Hz). Ultrafast lasers 
have opened a host of possibilities for studying complex molecules, fluids, and solids, including 
semiconductors. This new capability was accompanied by new challenges, since standard detectors 
and electronics were not capable of time-resolving the emitted signals. In some cases, it was not 
even known whether the materials being investigated were homogeneously or inhomogeneously 
broadened. For these cases, it is important to check for the asymmetry predicted as a function of 
time delay in the stimulated photon echo, as described in Sec. 11.7. For the very shortest pulses 
(typically < 100 fs), even the simplest laboratory operations of reflection from a mirror or trans-
mission through a cryostat window or beam splitter become an issue. The transform-limited pulse 
bandwidth is so large that the linear dispersion in these systems leads to a chirp in the pulse, which 
can give rise to artifacts in the data if the chirp is not compensated at the sample by incorporation of 
grating or prism pairs in the system. High-repetition-rate systems also can give rise to thermal heat-
ing of the sample, leading to gratings which give signals that easily dominate the electronic signals 
of interest. Discrimination against these signals is critical. Sometimes, it is possible to perform the 
measurements of interest using orthogonally polarized fields, giving rise to a signal that is sensitive 
to spatially modulated magnetic-state coherence, but not thermal gratings. An alternative approach 
is to amplitude modulate one of the optical fields at a high frequency and use phase-sensitive detec-
tion. If the modulation frequency chosen is sufficiently high, then the modulation of the thermal 
grating is weak, and the electronic term dominates.

In the case of photon echo spectroscopy, determining the time origin t = 0 is important for accu-
rate analysis of the signals. Although this does not pose any serious technical problems when dealing 
with nanosecond time-scale resolution, for femtosecond laser pulses, where distance scales can be as 
small as a few microns, the problem is not trivial. One solution, discussed in a recent review of pho-
ton echo spectroscopy,73 is to measure the time-integrated signal as a function of pulse separation 
for the ordinary signal (in the 2k2 − k1 direction for self-diffracted four-wave mixing) and the 
complimentary echo (in the 2k1 − k2 direction). The intersection of the two superimposed mirror 
images allows one to determine the time origin. In some cases, it may be necessary to time-resolve 
the emission either to confirm absolutely that the signal is indeed an echo or to determine the 
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inhomogeneous broadening. The usual approach to achieve this goal is to mix some of the original 
laser beam with the signal beam in a second harmonic crystal and detect the upconverted signal. 
The signal is time resolved by measuring the upconverted signal as a function of delay between the 
signal and reference fields.94,95

An experimental configuration incorporating many of these features is shown in Fig. 15. 
Measurements of the dephasing rate are made by monitoring the signal amplitude as a function of 
time delay between fields E1 and E2, while measurements of the energy relaxation rate are made as a 
function of the time delay between fields E2 and E3. In the latter case, measurement of the relaxation 
rate as a function of the angle between fields E1 and E2 allows one to measure the grating (e.g., spa-
tially modulated population) relaxation rate, due, for example, to diffusion.96 Control of the fields’ 
polarizations is essential in these experiments since the allowed electronic excitation depends criti-
cally on the selection rules. The modulator is used to amplitude modulate one of the optical fields 
to allow phase-sensitive detection. Because of scattering, it may also be necessary in some cases to 
modulate field E1 at a different frequency and detect the sum or difference frequency in the lock-
in amplifier. The forward three-pulse geometry is most prevalent in the literature; however, the 
more recently developed phase conjugate geometry shown in the figure is more desirable, owing 
to reduced incoherent scattering into the detector. In addition, this system is much easier to align, 
since the signal is exactly counterpropagating with respect to field E2. Usually, the feedback into the 
oscillator for spectroscopy applications is small because of the presence of the attenuators. However, 
for high-intensity studies it may be necessary to add an optical isolator to eliminate feedback, or, 
as is more typical, simply arrange for a slight misalignment of fields E1 and E3. This results in a 
slight deviation of the signal field from the −k2 direction, but this poses no problem. It should also 
be noted that for ultrafast laser systems, the narrow pulses may experience group velocity disper-
sion (GVD) in propagating through various optical components and in reflection, requiring GVD 
compensation to avoid artifacts due to frequency chirps. In some cases, additional information can 
be obtained by time-resolving the optical phase97 and/or polarization98 of the signal, both of which 
may change during the time interval in which the signal is emitted.
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FIGURE 15 A typical experimental configuration, employing a high-repetition short-pulse 
laser system, that can be used for stimulated photon echo or transient four-wave mixing studies of 
an arbitrary sample.
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Atoms undergoing collisions in a vapor and rare earth-doped solids provided a convenient labora-
tory environment both to study coherent transients and to examine new physical phenomena associated 
with reservoir interactions. Moreover, such studies allowed one to gain theoretical and experimental 
insights upon which the new technology could build. It has now been possible to elevate the utility of 
these spectroscopic tools for application to more complex systems. In particular, coherent optical tran-
sients have yielded important data in both chemical physics99,100 and condensed-matter physics.101 In 
many cases, the theoretical framework described here, with appropriate refinements of the unperturbed 
hamiltonian and reservoir interactions, can adequately model these systems. For example, local field 
corrections and excitation-induced scattering can be accounted for by a relatively simple modification 
of the optical Bloch equations. As a result, additional phase diagrams, with time orderings different 
from those shown in Figs. 10 and 11, can contribute to echo signals.102 However, in other cases, a major 
revision of the theoretical picture is needed to account for more complex many-body interactions.103–105 
An approach based on modified optical Bloch equation may not be appropriate in this limit.

11.12 CONCLUSION

Information on level structure and relaxation processes in vapors, solids, and liquids can be extracted 
from coherent optical transient signals. The most basic coherent optical transients have been reviewed 
in this chapter. Coherent optical transient spectroscopy is still an evolving field, as new techniques are 
being added to established ones. It is likely that one will see increased use of both temporal and spatial 
masks for coherent control of atomic state coherence. Although many of the coherent optical transients 
are direct analogs of similar effects in NMR, others are unique to the optical domain. The velocity selec-
tivity associated with the Doppler effect offers unique possibilities. Velocity diffusion has been studied 
extensively using coherent optical transients, and coherent optical transients are being rediscovered as 
an important probe of cold atoms and Bose condensates.106,107 Beyond the gas phase, developments 
in the area of coherent optical transient spectroscopy are moving very rapidly, as the power of this 
methodology is seen as a key that can help unlock the decay dynamics of complex molecules and semi-
conductor systems. One is also examining whether coherent optical transient methods similar to those 
employed in multidimensional NMR108,109 can be used to probe electronic and molecular structure.
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12.1 INTRODUCTION

The photorefractive effect is a real time holographic optical nonlinearity that is effective for low-
power lasers over a wide range of wavelengths. It is relatively easy to use even in modestly equipped 
laboratories: all that is needed to get started is a sample of photorefractive material, almost any laser 
operating in the visible or near-infrared, and a few simple optics such as lenses and beam splitters. 
The diffraction efficiency of photorefractive holograms is roughly independent of the intensity of 
the writing beams and in many materials, the diffraction efficiency of these holograms can approach 
100 percent, so that sophisticated detectors are not required. Its simplicity of use has been largely 
responsible for its widespread popularity. As is often the case, however, attractive features such as 
these come only with associated disadvantages. For the photorefractive effect, the main disadvantage 
is one of speed. The nonlinearities come to steady state at a rate which is approximately inversely 
proportional to intensity. The fastest high-diffraction efficiency materials have response times of 
the order of 1 ms at 1 W/cm2. Even so, in certain applications, the characteristic slowness is not a 
disadvantage. In the first part of this chapter, we explain the basic mechanisms of the photorefrac-
tive effect. The second part deals with material selection considerations and the third part describes 
some typical applications. For the reader in need of an extensive overview of the photorefractive 
effect and its applications, we recommend a two-volume set edited by Gunter and Huignard and the 
three-volume updated version two.1

Grating Formation

The photorefractive effect is observed in materials which

1. Exhibit a linear electro-optic effect

2. Are photoconductive

3. Have a low dark conductivity

12
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Two laser beams record a photorefractive hologram when their interference pattern is incident 
on a photorefractive crystal (Fig. 1). Charge carriers are preferentially excited in the bright fringes 
and are then free to drift and diffuse until they recombine with traps, most likely in the darker 
regions of the interference pattern. In this way, a space charge builds up inside the crystal in 
phase with the interference pattern. The electric field of this space charge acts through the linear 
electro-optic effect to form a volume holographic refractive index grating in real time. Real time 
means that the development occurs with a time constant of the order of the response time of the 
photorefractive crystal. The writing beams then diffract from the hologram into each other. Even 
though the process depends on the linear electro-optic effect, which is second-order, the whole 
process acts effectively as a third-order nonlinearity as far as the writing beams are concerned, 
and third-order coupled-wave equations can be written for their amplitudes. It is important to 
notice that the electric field is spatially shifted by 90° with respect to the interference pattern 
because of the Gauss’s law integration that links the space charge to the electric field. The refrac-
tive index gradient is also shifted by ± °90 . This shift is possible because the refractive index per-
turbation depends on the direction of the electric field, not just on its magnitude. The direction 
of the grating shift is determined by the sign of the electro-optic coefficient and crystal orienta-
tion. This dependence on crystal orientation is due to the lack of inversion symmetry associated 
with the linear electro-optic coefficient: if the crystal is inverted through its origin, the sign of the 
phase shift changes. In uniaxial crystals, inversion corresponds simply to reversing the direction 
of the optic axis. These symmetry effects are intimately related to the origin of photorefractive 
beam amplification.

The reason that use of the linear electro-optic effect is important is that a Bragg-matched volume 
hologram should have the same period as the optical interference pattern that wrote it. The refrac-
tive index change should be directly proportional to the space charge electric field. This is only pos-
sible if the material displays the linear electro-optic effect leading to a refractive index distribution 
Δn r E ,∝ eff sc  where reff  is an effective electro-optic coefficient and Esc  is the space charge field. The 
lack of inversion symmetry needed by the linear electro-optic effect may be found in ferroelectric 

FIGURE 1 The photorefractive mechanism. Two laser beams intersect, form-
ing an interference pattern I(x). Charge is excited where the intensity is large and 
migrates to regions of low intensity. The electric field Esc associated with the resul-
tant space charge ρsc operates through the linear electro-optic coefficients to pro-
duce a refractive index grating Δn.

I = I0 (1 + m cos(kx))

A1 A2

Esc = ∫ r/e dx

Δn = 1/2 n3 Esc
p/2

r = r0 (1 + m cos(kx))
++ – – + – + –
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materials such as barium titanate, optically active materials such as bismuth silicon oxide and cubic 
compound semiconductors such as GaAs and InP.

When the charge transport is purely diffusive, the magnitude of the spatial phase shift is 90°. 
However, in certain circumstances the phase shift can depart from 90°. This occurs if electric fields 
are applied to the crystal or if the crystal exhibits the photovoltaic effect2 so that drift mechanisms 
come into play, or, if the writing beams have different frequencies, so that the interference pattern 
moves in the crystal with the index grating lagging behind it.

The second requirement implies that the material should contain photoexcitable impurities. 
Direct band-to-band photoconductivity is usually not useful since it limits the optical interaction 
distances to rather small absorption depths.

The requirement for low dark conductivity ensures that the space charge can support itself 
against decay by leakage through background conduction.

The Standard Rate Equation Model

The simplest model, as formulated by Vinetskii and Kukhtarev,3 involves optical excitation of charge 
carriers. For the purposes of this introduction, we will assume that the carriers are electrons which 
can be excited from a donor species such as Fe2+ and which can recombine into an acceptor such as 
Fe3+.  Let n be the local number density of mobile excited electrons and N N ND = + + be the num-
ber density of the impurities or defects responsible for the photorefractive effect, where N+ is the 
number density of acceptor dopants (e.g., Fe3+) and N is the number density of donor dopants (e.g., 
Fe2+). Let NA be the number density of negative ions that compensate the excess positive charge of 
acceptor dopants when the charge is uniformly distributed in the dark. Neglecting the photovoltaic 
effect, we may write the following rate equations of generation and recombination, continuity, elec-
tric field (Poisson equation), and total drift and diffusion current:
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where s is proportional to the photoionization cross section σ σ( ),s hv= /  b is the dark genera-
tion rate, g is a recombination coefficient, j is the electric current density. At steady state, the space 
charge is determined by a balance between charge diffusion away from bright fringes and electro-
static repulsion from charge concentrations. Extensions of these equations to include the effects 
of electron-hole competition,4 multiple dopants,5,6 photovoltaic effects,7,8 and short pulse excita-
tion9 have been developed over the past few years. Nevertheless, the most important features of the 
photorefractive effect may be well-modeled by the simple equations shown here. Assuming that the 
number density of charge carriers is much less than the optically induced donor density perturba-
tion ( ),N N A

+ −  a situation that almost always holds, the rate equations can be linearized to give the 
following solution for the fundamental spatial Fourier component of the space charge field Esc  
induced by a sinusoidal optical fringe pattern of wave number kg and fringe visibility m when a dc 
field E0 is applied to the crystal:
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where I0 is the total average intensity of the interacting beams, Eq and Ed are characteristic fields of 
maximum space charge and diffusion, respectively E k Tk e E eN kd B g q A g= =/ /, .ε  The response time t 
is given by
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where Em is the characteristic mobility field E N kA gμ γ μ= / . These results show that the steady-state 
space charge field is approximately independent of total intensity and that the response time is 
inversely proportional to total intensity if the intensity exceeds the saturation intensity b/s.

In the absence of a dc applied field, the fundamental Fourier component of the space charge 
field is purely imaginary, indicating a 90° spatial phase shift between the interference pattern and 
the index grating. The effect of an applied dc field is to increase the magnitude of the space charge 
field and to move the spatial phase shift from 90°. The 90° phase shift is optimal for two-beam 
coupling amplifiers, as will be indicated, and can be restored by inducing a compensating phase dif-
ference through detuning the writing beams from each other to cause the grating to lag behind the 
interference pattern.10 Alternatively, an ac applied field may be used to enhance the magnitude of 
the photorefractive grating and maintain the 90° phase shift.11,12 For externally pumped four-wave 
mixing, the 90° phase shift is not optimum, so the applied field-induced deviation of the phase shift 
is advantageous.13

Wave Interactions

Two-Beam Coupling Consider two laser beams writing a grating in a photorefractive medium 
as depicted in Fig. 2. The effect of the photorefractive nonlinearity on the writing beams can be 
described quite accurately by conventional coupled-wave theory. Coupled-wave equations for two-
beam coupling can be found by taking the slowly varying envelope approximation and substituting 
the optical electric fields into the scalar wave equation.14

  ∇ + =2 2 0E k E   (4)

where

  k
n

c

n n

c

( )
= =

+ω ω 0 Δ
  (5)

with Δn being the optically induced refractive index change.

FIGURE 2 Two-beam coupling amplification. Beams 1 and 4 write a dif-
fraction grating. Beam 1 diffracts from the grating to constructively interfere 
with and amplify beam 4. Beam 4 diffracts from the grating to destructively 
interfere with and attenuate beam 1.
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The resultant coupled-wave equations read:
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where I0 is sum of the intensities I1 and I4 of the interacting beams. The coupling constant γ  is 
related to the space charge field by

  γ ω
θ

= i

c

r n E m

cos
eff sc /3

2
  (7)

It is proportional to the effective electro-optic coefficient reff
15 and is real when the index grating is 

90° out of phase with the interference pattern (as in the case without an applied dc electric field, or 
with high-frequency ac applied fields). In that case, the coupled-wave equations show that beam 4 
is amplified at the expense of beam 1 if g is positive. The amplification effect can be explained in 
physical terms: the light diffracted by the grating from beam 1 interferes constructively with beam 4, 
so beam 4 is amplified. The light diffracted by the grating from beam 4 interferes destructively with 
beam 1, which consequently loses energy. At the same time, the phases of the interacting beams are 
preserved. If the spatial phase shift departs from 90° then the energy transfer effect becomes less, 
and phase coupling begins to appear.

The photorefractive beam coupling gain can be substantial in materials with large electro-optic 
coefficients. The intensity gain coefficient Γ  which characterizes the transfer of energy between two 
beams [Γ = + ∗γ γ ; see Eq. (8)] can exceed 60 cm–1 in BaTiO3

16 and in SBN.17 Such high gain makes 
possible the construction of devices such as photorefractive parametric oscillators and recursive 
image processors. In the high gain case, signal-to-noise issues become important. Generally, defects 
in photorefractive crystals act as scattering centers. In a process similar to amplified spontaneous 
emission, this scattered light can be very strongly amplified into a broad fan of light. This fanning 
effect18–20 is a significant source of noise for photorefractive image amplifiers, and considerable 
effort has been devoted to lessening the effect by growing more uniform crystals and making device 
design modifications.21, 22 On the other hand, the fanning effect can be a useful source of seed beams 
for various oscillators23, 24 or as the basis for optical limiters.25

In the undepleted pump approximation ( ),I I1 4>>  theoretical analysis is extremely simple: the 
gain is exponential, with amplitude gain coefficient simply g. But even in the pump depletion case, 
analysis is quite straightforward because, as in the case of second-harmonic generation, the nonlin-
ear coupled-wave equations can be solved exactly.14
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where Γ = + ∗γ γ  and ′ = − ∗Γ ( ) .γ γ /2i  The physical implications of these equations are clear: 
for I4(0) exp ( ) ( ),Γz I<< 1 0  beam 4 is exponentially amplified; for I4(0) exp ( ) ( ),Γz I>> 1 0  beam 4 
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receives all of the intensity of both input beams, and beam 1 is completely depleted. There is phase 
transfer only if g has an imaginary component. Linear absorption is accounted for simply by multi-
plying each of the intensity equations by exp (–az), where a is the intensity absorption coefficient.

The plane-wave transfer function of a photorefractive two-beam coupling amplifier may be 
used to determine thresholds (given in terms of γ �,  where � is the interaction length), oscilla-
tion intensities, and frequency pulling effects in unidirectional ring oscillators based on two-
beam coupling.26–29

Four-Wave Mixing Four-wave mixing and optical phase conjugation may also be modeled by 
plane-wave coupled-wave theories for four interacting beams13 (Fig. 3). In general, when all four 
beams are mutually coherent, they couple through four sets of gratings: (1) the transmission grating 
driven by the interference term ( ),A A A A1 4 2 3

∗ ∗+  (2) the reflection grating driven by ( ),A A A A2 4 1 3
∗ ∗+  

(3) the counterpropagating pump grating ( ),A A1 2
∗  and (4) the signal/phase conjugate grating 

( ).A A3 4
∗  The theories can be considerably simplified by modeling cases in which the transmission 

grating only or the reflection grating only is important. The transmission grating case may be 
experimentally realized by making beams 1 and 4 mutually coherent but incoherent with beam 2 
(and hence beam 3, which is derived directly from beam 2). The four-wave mixing coupled-wave 
equations can be solved analytically in several useful cases by taking advantage of conservation rela-
tions inherent in the four-wave mixing process,30, 31 and by using group theoretic arguments.32 Such 

FIGURE 3 Four-wave mixing phase conjugation. (a) Beams 1 and 
2 are pump beams, beam 4 is the signal, and beam 3 is the phase con-
jugate. All four interaction gratings are shown: reflection, transmission, 
counterpropagating pump, and signal/phase conjugate. Beam 1 interferes 
with beam 4 and beam 2 interferes with beam 3 to write the transmis-
sion grating. Beam 2 interferes with beam 4 and beam 1 interferes with 
beam 3 to write the reflection grating. Beam 1 interferes with beam 2 
to write a counterpropagating beam grating, as do beams 3 and 4. (b) If 
beams 1 and 4 are mutually incoherent, but incoherent with beam 2, only 
the transmission grating will be written. This interaction is the basis for 
many self-pumped phase conjugate mirrors.
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analytic solutions are of considerable assistance in the design and understanding of various four-
wave mixing devices. But as in other types of four-wave mixing, the coupled-wave equations can be 
linearized by assuming the undepleted pump approximation. Considerable insight can be obtained 
from these linearized solutions.13 For example, they predict phase conjugation with gain and self-
oscillation. The minimum threshold for phase conjugation with gain in the transmission grating 
case is γ � ln( ) . ,= + ≈2 1 2 1 76  whereas the minimum threshold for the usual χ( )3  nonlinearities is 
γ π� = ≈i i/4 0.79 .  

Self-oscillation (when the phase conjugate reflectivity tends to infinity) can only be achieved if 
the coupling constant is complex. In the χ( )3  case this is the normal state of affairs, but in the pho-
torefractive case, as mentioned, it requires some additional effect such as provided by applied elec-
tric fields, photovoltaic effect, or frequency detuning. Photorefractive four-wave mixing thresholds 
are usually higher than the corresponding χ( )3  thresholds because photorefractive symmetry implies 
that either the signal or the phase conjugate tend to be deamplified in the interaction. In the χ( )3  
case, both signals and phase conjugate can be amplified. This effect results in the fact that while the 
optimum pump intensity ratio is unity in the χ( )3  case, the optimum beam intensities are asymmet-
ric in the photorefractive case. A consequence of the interplay between self-oscillation and coupling 
constant phase is that high-gain photorefractive phase conjugate mirrors tend to be unstable. Even if 
the crystal used is purely diffusive, running gratings can be induced which cause the coupling con-
stant to become complex, giving rise to self-oscillation instabilities.33,34

Anisotropic Scattering Because of the tensor nature of the electro-optic effect, it is possible to 
observe interactions with changing beam polarization. One of the most commonly seen examples 
is the anisotropic diffraction ring of ordinary polarization that appears on the opposite side of the 
amplified beam fan when a single incident beam of extraordinary polarization propagates approxi-
mately perpendicular to the crystal optic axis.35–37 Since the refractive indices for ordinary and 
extraordinary waves differ from each other, phase matching for such an interaction can only be sat-
isfied along specific directions, leading to the appearance of phase-matched rings. There are several 
other types of anisotropic scattering, such as broad fans of scattered light due to the circular photo-
voltaic effect,38 and rings that appear when ordinary and extraordinary polarized beams intersect in 
a crystal.39

Oscillators with Photorefractive Gain and Self-Pumped 
Phase Conjugate Mirrors

Photorefractive beam amplification makes possible several four-wave mixing oscillators, includ-
ing the unidirectional ring resonator and self-pumped phase conjugate mirrors (SPPCMs). The 
simplest of these is the linear self-pumped phase conjugate mirror.40 Two-beam coupling photore-
fractive gains supports oscillation in a linear cavity (Fig. 4a). The counterpropagating oscillation 
beams pump the crystal as a self-pumped phase conjugate mirror for the incident beam. The phase 
conjugate reflectivity of such a device can theoretically approach 100 percent, with commonly 
available crystals. In practice, the reflectivity is limited by parasitic fanning loss. Other types of self-
pumped phase conjugate mirrors include the following. The semilinear mirror, consisting of a linear 
mirror with one of its cavity mirrors removed40 (Fig. 4b). The ring mirror (transmission grating41 
and reflection grating42 types). The transmission grating type is shown in Fig. 4c. The double phase 
conjugate mirror43 (Fig. 4d). This device is also sometimes known as a mutually pumped phase 
conjugator (MPPC). Referring to Fig. 4b, it can be seen that the double phase conjugate mirror is 
part of the semilinear mirror. Several variants involving combinations of the transmission grat-
ing ring mirror and double phase conjugate mirror: the cat mirror23 (Fig. 4e) so named after its 
first subject, frogs legs44 (Fig. 4 f), bird-wing45 (Fig. 4g), bridge46 (Fig. 4h), and mutually incoherent 
beam coupler47 (Fig. 4i). The properties of these devices are sometimes influenced by the additional 
simultaneous presence of reflection gratings and gratings written between the various pairs of coun-
terpropagating beams. The double phase conjugate mirror can be physically understood as being 
supported by a special sort of photorefractive self-oscillation in which beams 2 and 4 of Fig. 3 are 
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FIGURE 4 Self-pumped phase conjugate mirrors: those with exter-
nal feedback: (a) linear; (b) semilinear; (c) ring; those self-contained in 
a single crystal with feedback (when needed) provided by total internal 
reflection; (d ) double phase conjugate mirror; (e) cat; ( f ) frogs’ legs; 
(g) bird-wing; (h) bridge; and (i) mutually incoherent beam coupler.
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taken as strong and depleted. The self-oscillation threshold for the appearance of beams 1 and 3 is 
γ � = 2 0.  with purely diffusive coupling.48 It can be shown that a transmission grating ring mirror 
with coupling constant γ �  is equivalent in the plane-wave theory to a double phase conjugate mir-
ror with coupling constant 2γ �.49

The matter of whether the various devices represent the results of absolute instabilities or con-
vective instabilities has been the subject of some debate.50, 51

Stimulated Photorefractive Scattering

It is natural to ask whether there is a photorefractive analogue to stimulated Brillouin scattering 
(SBS, a convective instability). In SBS, an intense laser beam stimulates a sound wave whose phase 
fronts are the same as those of the incident radiation. The Stokes wave reflected from the sound 
grating has the same phase fronts as the incident beam, and is traveling in the backward phase con-
jugate sense. The backward wave experiences gain because the sonic grating is 90° spatially out of 
phase with the incident beam. In the photorefractive case, the required 90° phase shift is provided 
automatically, so that stimulated photorefractive scattering (SPS) can be observed without any 
Stokes frequency shift.52,53 However, the fidelity of SPS tends to be worse than that of SBS because 
the intensity gain discrimination mechanism is not as strong, as can be seen by examining the cou-
pled-wave equations in each case.54
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Phase
conjugate

FIGURE 4 (Continued)
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Time-Dependent Effects

Time-dependent coupled-wave theory is important for studying the temporal response and tem-
poral stability of photorefractive devices. Such a theory can be developed by including a differential 
equation for the temporal evolution of the grating. The spatiotemporal two-beam coupled-wave 
equations can be written, for example, as
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where t is an intensity-dependent possibly complex response time determined from photorefrac-
tive charge transport models. Models like this can be used to show that the response time for beam 
amplification and deamplification is increased by a factor of γ �  over the basic photorefractive 
response time t.55 The potential for photorefractive bistability can be studied by examining the sta-
bility of the multiple solutions of the steady-state four-wave mixing equations. In general, there is 
no reversible plane-wave bistability except when other nonlinearities are included in photorefractive 
oscillator cavities.56,57 (See the section on “Thresholding.”) Temporal instabilities generate interest-
ing effects such as deterministic chaos, found both experimentally58 and theoretically59,60 in high-
gain photorefractive devices.

Influence of the Nonlinearity on Beam Spatial Profiles

In modeling the changes in the transverse cross section of beams as they interact, it is necessary to go 
beyond simple one-dimensional plane-wave theory. Such extensions are useful for analyzing fidelity of 
phase conjugation and image amplification, and for treating transverse mode structure in photorefrac-
tive oscillators. Several different methods have been used to approach the transverse profile problem.61 
In the quasi-plane-wave method, one assumes that each beam can be described by a single plane wave 
whose amplitude varies perpendicular to its direction of propagation. The resulting two-dimensional 
coupled partial differential equations give good results when propagative diffraction effects can be 
neglected.62 Generalization of the one-dimensional coupled-wave equations to multi-coupled wave 
theory also works quite well,63 as does the further generalization to coupling of continuous distribu-
tions of plane waves summed by integration.20 This latter method has been used quite successfully to 
model beam fanning.20 The split-step beam propagation method has also been used to include diffrac-
tive beam propagation effects as well as nonlinear models of the optically induced grating formation.64

Spatiotemporal instabilities have been studied in phase conjugate resonators.65,66 These instabili-
ties often involve optical vortices.67

12.2 MATERIALS

Introduction

Photorefractive materials have been used in a wide variety of applications, as will be discussed later. 
These materials have several features which make them particularly attractive.

• The characteristic phase shift between the writing intensity pattern and the induced space charge 
field leads to energy exchange between the two writing beams, amplified scattered light (beam 
fanning), and self-pumped oscillators and conjugators.
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• Photorefractive materials can be highly efficient at power levels obtained using CW lasers. Image 
amplification with a gain of 400068 and degenerate four-wave mixing with a reflectivity of 2000 
percent69 have been demonstrated.

• In optimized bulk photorefractive materials, the required energy to write a grating can approach 
that of photographic emulsion (50 μJ/cm2), with even lower values of write energy measured in 
photorefractive multiple quantum wells.

• The response time of most bulk photorefractive materials varies inversely with intensity. Gratings 
can be written with submillisecond response times at CW power levels and with nanosecond 
response times using nanosecond pulsed lasers. Most materials have a useful response with pico-
second lasers.

• The high dark resistivity of oxide photorefractive materials allows the storage of holograms for 
time periods up to a year in the dark.

In spite of the great appeal of photorefractive materials, they have specific limitations which have 
restricted their use in practical devices. For example, oxide ferroelectric materials are very efficient, 
but are rather insensitive. Conversely, the bulk compound semiconductors are extremely sensitive, 
but suffer from low efficiency in the absence of an applied field. In this section we will first review 
the figures of merit used to characterize photorefractive materials, and then discuss the properties of 
the different classes of materials.

Figures of Merit

The figures of merit for photorefractive materials can be conveniently divided into those which 
characterize the steady-state response, and those which characterize the early portion of the 
transient response70–72 Most applications fall into one or the other of these regimes, although 
some may be useful in either regime. For example, aberration correction, optical limiting, and 
laser coupling are applications which generally require operation in the steady state. On the other 
hand, certain optical processing applications require a response only to a given level of index 
change or efficiency, and are thus better characterized by the initial recording slope of a photore-
fractive grating.

Steady-State Performance The steady-state change in the refractive index is related to the space 
charge electric field by

  Δn n r Ebss eff sc= 1

2
3   (10)

where nb is the background refractive index, reff is the effective electro-optic coefficient (which 
accounts for the specific propagation direction and optical polarization in the sample), and Esc is 
the space charge electric field. For large grating periods where diffusion limits the space charge field, 
the magnitude of the field is independent of material parameters and thus Δn n rbss eff∝ .3  In this case 
(which is typical for many applications), the ferroelectric oxides are favored, because of their large 
electro-optic coefficients. For short grating periods or for very large applied fields, the space charge 
field is trap-limited and Δn n rbss eff /∝ ,3 εr  where er is the relative dielectric constant.

The temporal behavior of the local space charge field in a given material depends on the details 
of the energy levels which contribute to the photorefractive effect. In many cases, the buildup or 
decay of the field is exponential. The fundamental parameter which characterizes this transient 
response is the write or erase energy Wsat. In many materials the response time t at an average inten-
sity I0 is simply given by

  τ = W Isat / 0  (11)
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This clearly points out the dependence of the response time on the intensity. As long as enough 
energy is provided, photorefractive gratings can be written with beams ranging in intensity from 
mW/cm2 to MW/cm2. The corresponding response time can be calculated simply from Eq. (11).

In the absence of an applied or photovoltaic field (assuming only a single charge carrier), the 
response time can be written as70

  τ τ π= +di /( )1 4 2 2 2Ld gΛ   (12)

where tdi is the dielectric relaxation time, Ld is the diffusion length, and Λg is the grating period. The 
diffusion length is given by

  L k T ed r B=( )μτ / /1 2   (13)

where m is the mobility, tr is the recombination time, kB is Boltzmann’s constant, T is the tempera-
ture, and e is the charge of an electron. The dielectric relaxation time is given by

  τ ε ε σ σdi /(= +r d p0 )   (14)

where sd is the dark conductivity and sp is the photoconductivity, given by

  σ α μτp re I hv= 0 /   (15)

where a is the absorption coefficient.
In as-grown oxide ferroelectric materials, the diffusion length is usually much less than the grat-

ing period. In this case, the response time is given by

  τ τ= di   (16)

In addition, the contribution from dark conductivity in Eq. (14) can be neglected for intensities 
greater than ~mW/cm2. In this regime, materials with large values of absorption coefficient and 
photoconductivity (mtr) are favored.

In bulk semiconductors, the diffusion length is usually much larger than the grating period. In 
this case, the response time is given by

  τ τ π≈ di
2/( )4 2 2Ld gΛ   (17)

If we again neglect the dark conductivity in Eq. (14), then

  τ πε α≈ k T e IB g/ 22
0Λ   (18)

In this regime, materials with small values of dielectric constant and large values of absorption 
coefficient are favored. For a typical bulk semiconductor with ε αr ≈ = −12 1 1, ,cm  and Λg = ,1 μm  
we find Wsat J/cm≈100 2μ . This saturation energy is comparable to that required to expose 
high resolution photographic emulsion. In photorefractive multiple quantum wells (with 
α ≈ −1013 1cm ), the saturation energy can be much smaller. Note finally that an applied field leads to 
an increase in the write energy in the bulk semiconductors.72

Transient Performance In the transient regime, we are typically concerned with the time or 
energy required to achieve a design value of index change or diffraction efficiency. This generally 
can be obtained from the initial recording slope of a photorefractive grating. One common figure of 
merit which characterizes the recording slope is the sensitivity, 70–72 defined as the index change per 
absorbed energy per unit volume:

  S n I n W= =Δ Δ/ / satα τ α0   (19)
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In the absence of an applied field and for large diffusion lengths, we find the limiting value of the 
sensitivity:

  S n r hv meb g≈1 4 3
0/ / /effπ ε ε( )( )Λ   (20)

where m is the modulation index.
We will see that the only material dependence in the limiting sensitivity is through the figure of 

merit nb
3reff /ε.  This quantity varies little from material to material. Using typical values of the mate-

rials parameters and assuming Λg = 1μm,  we find the limiting value S = 400 cm3/kJ. Values in this 
range are routinely observed in the bulk semiconductors. In the as-grown ferroelectric oxides, in 
which the diffusion length is generally less than the grating period, the sensitivity values are typically 
two to three orders of magnitude smaller.

Comparison of Materials In the following sections, we will briefly review the specific properties 
of photorefractive materials, organized by crystalline structure. To introduce this discussion, we 
have listed relevant materials parameters in Table 1. This table allows the direct comparison among 
BaTiO3, Sn2P2S6 (SPS), Bi12SiO20 (BSO), and GaAs, which are representative of the four most com-
mon classes of photorefractive materials.

The distinguishing feature of BaTiO3 is the magnitude of its electro-optic coefficients, leading 
to large values of steady-state index change. The sillenites are distinguished by their large value of 
recombination time, leading to a larger photoconductivity and diffusion length. The compound 
semiconductors are distinguished by their large values of mobility, leading to very large values of 
photoconductivity and diffusion length. Note also the different spectral regions covered by these 
four materials.

Ferroelectric Materials

The photorefractive effect was first observed in ferroelectric oxides that were of interest for electro-
optic modulators and second-harmonic generation.73 Initially, the effect was regarded as “optical 

TABLE 1 Materials Parameters for BaTiO3, BSO, and GaAs

Material Class Ferroelectric Oxide 
Ferroelectirc 

Nonoxide Sillenite
Compound 

Semiconductor

Material BaTiO3 Sn2P2S6 BSO GaAS

Wavelength range (μm) 0.4–1.1 0.65–1.3 0.45–0.65 0.9–1.3

Electro-optic coefficient reff
 (pm/V)

100(r33)
1640(r42)

174(r11)
92(r21)

140(r31)
–25(r51)

4(r41) 1.4(r41)

Dielectric constant 135(e33)
3700(e11)

230–300
(e11)

56 13.2

n rb
3

eff / pm/Vε( )  10(r33)
6(r42)

18(r11) 1.4 3.3

Mobility m(cm2/V-s) 0.01 0.1 6000

Recombination time tr (s) 10–8 10–6
 3 10 8× −  

Diffusion length Ld (μm) 0.01 0.55 0.5 20

Photoconductivity μtr (cm2/V) 10–10
 1 6 10 7. × −  10–7

1 8 10 4. × −  

(The parameters in bold type are particularly distinctive for that material.)
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damage” that degraded device performance.74 Soon, however, it became apparent that refractive 
index gratings could be written and stored in these materials.75 Since that time, extensive research 
on material properties and device applications has been undertaken.

The photorefractive ferroelectric oxides can be divided into three structural classes: ilmenites 
(LiNbO3, LiTaO3), perovskites [BaTiO3, KNbO3, KTa1–x, NbxO3(KTN)], and tungsten bronzes [Sr1–x
BaxNb2O6(SBN), Ba2NaNb5O15(BNN) and related compounds]. In spite of their varying crystal 
structure, these materials have several features in common. They are transparent from the bandgap 
(~350 nm) to the intrinsic IR absorption edge near 4 μm. Their wavelength range of sensitivity is 
also much broader than that of other photorefractive materials. For example, useful photorefractive 
properties have been measured in BaTiO3 from 442 nm76 to 1.09 μm,77 a range of a factor of 2 1

2
. 

Ferroelectric oxides are hard, nonhygroscopic materials—properties which are advantageous for the 
preparation of high-quality surfaces. Their linear and nonlinear dielectric properties are inherently 
temperature-dependent, because of their ferroelectric nature. As these materials are cooled below 
their melting point, they undergo a structural phase transition to a ferroelectric phase. Additional 
transitions may occur in the ferroelectric phase on further lowering of the temperature. In gen-
eral, samples in the ferroelectric phase contain regions of differing polarization orientation called 
domains, leading to a reduction in the net polar properties of the sample. To make use of the electro-
optic and nonlinear optic properties of the ferroelectric oxides, these domains must be aligned to a 
single domain state. This process, called poling, can take place during the growth process, or more 
commonly, after polydomain samples have been cut from an as-grown boule.

Growth of large single crystals of ferroelectric oxides has been greatly stimulated by the intense 
interest in photorefractive and nonlinear optic applications. Currently, most materials of interest are 
commercially available. However, considerably more materials development is required before opti-
mized samples for specific applications can be purchased.

Lithium Niobate and Lithium Tantalate LiNbO3 was the first material in which photorefractive 
“damage” was observed.73 This material has been developed extensively for frequency conver-
sion and integrated optics applications. It is available in large samples with high optical quality. 
For photorefractive applications, iron-doped samples are generally used. The commonly observed 
valence states are Fe2+ and Fe3+. The relative populations of these valence states can be controlled 
by annealing in an atmosphere with a controlled oxygen partial pressure. In a reducing atmosphere 
(low oxygen partial pressure), Fe2+ is favored, while Fe3+ is favored in an oxidizing atmosphere. The 
relative Fe2+/Fe3+ population ratio will determine the relative contributions of electrons and holes 
to the photoconductivity.78 When Fe2+ is favored, the dominant photocarriers are electrons; when 
Fe3+ is favored, the dominant photocarriers are holes. In most oxides, electrons have higher mobili-
ties, so that electron-dominated samples yield faster photorefractive response times. Even in heavily 
reduced LiNbO3, the write energy is rarely lower than 10 J/cm2, so this material has not found use 
for real-time applications. The properties of LiTaO3 are essentially the same as those of LiNbO3.

Currently, the most promising application of LiNbO3 is for holographic storage. LiNbO3 is nota-
ble for its very large value of dark resistivity, leading to very long storage times in the dark. In addi-
tion, the relatively large write or erase energy of LiNbO3 makes this material relatively insusceptibe 
to erasure during readout of stored holograms.

Improved retention of stored holograms can be obtained by fixing techniques. The most com-
mon fixing approach makes use of complementary gratings produced in an ionic species which is 
not photoactive.79, 80 Typically, one or more holograms are written into the sample by conventional 
means. The sample is then heated to 150°C, where it is annealed for a few hours. At this tempera-
ture, a separate optically inactive ionic species is thermally activated and drifts in the presence of the 
photorefractive space charge field until it compensates this field. The sample is then cooled to room 
temperature to “freeze” the compensating ion grating. Finally, uniform illumination washes out the 
photorefractive grating and “reveals” the permanent ion grating.

Another important feature of LiNbO3 for storage applications is the large values of diffraction 
efficiency (approaching 100 percent for a single grating) which can be obtained. These large efficien-
cies arise primarily from the large values of space charge field, which, in turn, result from the very 
large value of photovoltaic field.
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Barium Titanate BaTiO3 was one of the first ferroelectric materials to be discovered, and also one 
of the first to be recognized as photorefractive.81 The particular advantage of BaTiO3 for photore-
fractive applications is the very large value of the electro-optic coefficient r42 (see Table 1), which, in 
turn, leads to large values of grating efficiency, beam-coupling gain, and conjugate reflectivity. For 
example, four-wave mixing reflectivities as large as 20 have been observed,69 as well as an image 
intensity gain of 4000.68

After the first observation of the photorefractive effect in BaTiO3 in 1970, little further research 
was performed until 1980 when Feinberg et al.82 and Krätzig et al.83 pointed out the favorable fea-
tures of this material for real-time applications. Since that time, BaTiO3 has been widely used in a 
large number of experiments in the areas of optical processing, laser power combining, spatial light 
modulation, optical limiting, and neural networks.

The photorefractive properties of BaTiO3 have been reviewed in Ref. 84. Crystals of this mate-
rial are grown by top-seeded solution growth in a solution containing excess TiO2.

85 Crystal growth 
occurs while cooling the melt from 1400 to 1330°C. At the growth temperature, BaTiO3 has the 
cubic perovskite structure, but on cooling through Tc = 132�C, the crystal undergoes a transition to 
the tetragonal ferroelectric phase. Several approaches to poling have been successfully demonstrated. 
In general, the simplest approach is to heat the sample to just below or just above the Curie temper-
ature, apply an electric field, and cool the sample with the field present.

Considerable efforts have been expended to identify the photorefractive species in as-grown 
BaTiO3. Early efforts suggested that transition metal impurities (most likely iron) were responsible.86 
In later experiments, samples grown from ultrapure starting materials were still observed to be pho-
torefractive.87 In this case, barium vacancies have been proposed as the dominant species.88 Since 
that time, samples have been grown with a variety of transition metal dopants. All dopants produce 
useful photorefractive properties, but cobalt-doped samples89 and rhodium-doped samples90 appear 
particularly promising, because of their reproducible high gain in the visible and enhanced sensitiv-
ity in the infrared.90

One particular complication in developing a full understanding of the photorefractive prop-
erties of BaTiO3 is the presence of shallow levels in the bandgap, in addition to the deeper 
levels typically associated with transition-metal impurities or dopants. The shallow levels are 
manifested in several ways. Perhaps the most prominent of these is the observation that the 
response time (and photoconductivity) of as-grown samples does not scale inversely with 
intensity [see Eq. (11)], but rather has a dependence of the type τ ~ ( )Io

x−  is observed, where
x = 0.6−1.0.81–84,91 Several models relating to the sublinear behavior of the response time and photo-
conductivity to shallow levels have been reported.92–95

The characteristic sublinear variation of response time with intensity implies that the write or 
erase energy Wsat increases with intensity, which is a clear disadvantage for high-power, short-pulse 
operation. Nevertheless, useful gratings have been written in BaTiO3 using nanosecond pulses96,97 
and picosecond pulses.98 Another manifestation of the presence of shallow levels is intensity-
dependent absorption.99 The shallow levels have been attributed to oxygen vacancies or barium 
vacancies, but no unambiguous identification has been made to date.

The major limitation of BaTiO3 for many applications is the relatively slow response time of this 
material at typical CW intensity levels. In as-grown crystals, typical values of response time are 0.1 
to 1 s at 1 W/cm2. These values are approximately three orders of magnitude longer than theoretical 
values determined from the band transport model (see “Steady-State Performance”), or from more 
fundamental arguments.100,101

Two different approaches have been studied to improve the response time of BaTiO3. In the first, 
as-grown samples can be operated at an elevated temperature (but below the Curie temperature). In 
a typical experiment (see Fig. 5), an improvement in response time by two orders of magnitude was 
observed102 when different samples were operated at 120°C. In some of these samples, the magni-
tude of the peak beam-coupling gain did not vary significantly with temperature. In these cases, the 
improvement in response time translates directly to an equivalent improvement in sensitivity.

While operation at an elevated temperature may not be practical for many experiments, the 
importance of the preceding experiment is that it demonstrates the capability for improvement in 
response time, based on continuing materials research.
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Other materials research efforts concentrated on studies of new dopants, as well as heat treatments 
in reducing atmospheres.88,89,103,104 The purpose of the reducing treatments is to control the valence 
states of the dopants to produce beneficial changes of the trap density and the sign of the dominant 
photocarrier. While some success has been achieved,89,104 a considerably better understanding of the 
energy levels in the BaTiO3 bandgap is required before substantial further progress can be made.

Potassium Niobate KNbO3 is another important photorefractive material with the perovskite 
structure. It undergoes the same sequence of phase transitions as BaTiO3, but at higher transition 
temperatures. At room temperature it is orthorhombic, with large values of the electro-optic coef-
ficients r42 and r51.

KNbO3 has been under active development for frequency conversion and photorefractive experi-
ments since 1977 (Ref. 70). Unlike BaTiO3, undoped samples of KNbO3 have weak photorefractive 
properties. Iron doping has been widely used for photorefractive applications,70 but other transition 
metals have also been studied.

Response times in as-grown KNbO3 at 1 W/cm2 are somewhat faster than those of BaTiO3, but 
are still several orders of magnitude longer than the limiting value. The most common approach 

FIGURE 5 Measured response time as a function of temperature 
for four samples of BaTiO3. The measurement wavelength was 515 nm 
and the grating period was 0.79 μm.
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to improving the response time of KNbO3 is electrochemical reduction. In one experiment at 
488 nm,101 a photorefractive response time of 100 μs at 1 W/cm2 was measured in a reduced sample. 
This response time is very close to the limiting value, which indicates again the promise for faster 
performance in all the ferroelectric oxides.

Strontium Barium Niobate and Related Compounds Sr1–xBaxNb2O6 (SBN) is a member of 
the tungsten bronze family,105 which includes materials such as Ba2NaNb5O15 (BNN) and 
Ba1–xSrxK1–yNayNb5O15(BSKNN). SBN is a mixed composition material with a phase transition 
temperature which varies from 60 to 200°C as x varies from 0.75 to 0.25. Of particular interest is the 
composition SBN-60, which melts congruently,106 and is thus easier to grow with high quality. SBN 
is notable for the very large values of the electro-optic tensor component r33. In other materials such 
as BSKNN, the largest tensor component is r42. In this sense it resembles BaTiO3.

In general, the tungsten bronze system contains a large number of mixed composition materi-
als, thus offering a rich variety of choices for photorefractive applications. In general, the crystalline 
structure is quite open, with only partial occupancy of all lattice sites. This offers greater possibilities 
for doping, but also leads to unusual properties at the phase transition, due to its diffuse nature.105

The photorefractive properties of SBN were first reported in 1969,107 very soon after gratings were 
first recorded in LiNbO3. Since that time, there has been considerable interest in determining the 
optimum dopant for this material. The most common dopant has been cerium.108–110 Cerium-doped 
samples can be grown with high optical quality and large values of photorefractive gain.111,112 Another 
promising dopant is rhodium, which also yields high values of gain coefficient.113

As with BaTiO3 and KNbO3, as-grown samples of SBN and other tungsten bronzes are relatively 
slow at an intensity of 1 W/cm2.114 Doping and codoping has produced some improvement. In addi-
tion, the use of an applied dc electric field has led to improvement in the response time.115

The photorefractive effect has also been observed in fibers of SBN.116 The fiber geometry has 
promise in holographic storage architectures.

Tin Hypothiodiphosphate Sn2P2S6 has been known as a ferroelectric since 1974,117 but has been 
investigated as a photorefractive material only since 1991.118 Its Curie point is 337 K, only a few tens of 
degrees above room temperature, so its electro-optic coefficients are expected to be high (Table 1). It is 
distinguished from the ferroelectric oxide photorefractives by its useful wavelength range and speed of 
response. Its bandgap is narrower than that of typical photorefractive oxides, so its wavelength range is 
pushed deeper into the infrared, and will operate with high gain from 0.65 to 1.3 μm119,120 and at least 
as far as 1.55 μm for tellurium doped crystals.121 There are several variants of nominally undoped mate-
rial, known by their color (type I yellow, type II yellow, and modified brown), as well as doped crystals, 
each with their different characteristics. The properties of type I yellow crystals depend on their history 
of illumination, and are characterized by the existence of a photoinduced fast grating mediated by posi-
tive charge carriers and a thermally induced slow grating mediated by electrons. By virtue of the fact that 
these are due to oppositely charged carriers, they are 180° out of phase with each other, and tend to cancel 
each other out. In type II yellow crystals, the slow grating is suppressed, thus improving the steady-state 
gain.122 The response time of the fast grating at 1.06 μm is 300 ms at 1W/cm–2 and is inversely propor-
tional to intensity while the response time of the slow grating is of the order of 100 s, and is approxi-
mately independent of intensity. Brown crystals are produced by modifying the vapor transport crystal 
growth method in such a way as to increase the concentration of intrinsic defects. Typical photorefractive 
properties for type II, brown, and Te-doped crystals are shown in Table 2.

Cubic Oxides (Sillenites)

The cubic oxides are notable for their high photoconductivity, leading to early applications for spa-
tial light modulation123 and real-time holography using the photorefractive effect.124 The commonly 
used sillenites are Bi12SiO20 (BSO), Bi12GeO20 (BGO), and Bi12TiO20(BTO). Some relevant properties 
of these materials are listed in Table 3.

The sillenites are cubic and noncentrosymmetric, with one nonzero electro-optic tensor compo-
nent r41. The magnitude of r41 in the sillenites is small, ranging from approximately 4 to 6 pm/V in the 
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visible. In addition, the sillenites are optically active, with a rotatory power (at 633 nm) of 21°/mm in 
BSO and BGO, and 6°/mm in BTO. These values increase sharply at shorter wavelengths. The optical 
activity of the sillenites tends to reduce the effective gain or diffraction efficiency of samples with nor-
mal thickness, but in certain experiments it also allows the use of an output analyzer to reduce noise.

The energy levels due to defects and impurities tend to be similar in each of the sillenites. In spite 
of many years of research, the identity of the photorefractive species is still not known. It is likely 
that intrinsic defects such as metal ion vacancies play an important role. With only one metal ion 
for each 12 bismuth ions and 20 oxygen ions, small deviations in metal ion stoichiometry can lead 
to large populations of intrinsic defects. In each of the sillenites, the effect of the energy levels in the 
bandgap is to shift the fundamental absorption edge approximately 100 nm to the red.

BSO and BGO melt congruently and can be grown from stoichiometric melts by the Czochralski 
technique. On the other hand, BTO melts incongruently and is commonly grown by the top-seeded 
solution growth technique, using excess Bi2O3. BTO is particularly interesting for photorefractive appli-
cations (compared with BSO and BGO), because of its lower optical activity at 633 nm and its slightly 
larger electro-optic coefficient (5.7 pm/V).125 It has been studied extensively at the Ioffe Institute in 
Russia, where both material properties and device applications have been examined.126–128

In the sillenites it is very common to apply large dc or ac electric fields to enhance the photorefrac-
tive space charge field, and thus provide useful values of gain or diffraction efficiency. A dc field will 
increase the amplitude of the space charge field, but the spatial phase will decrease from the value of 
90° which optimizes the gain. In order to restore the ideal 90° phase shift, moving grating techniques 
are typically used.129,130 By contrast, an ac field can enhance the amplitude of the space charge field, 
while maintaining the spatial phase at the optimum value of 90°.12 In this case, the best performance is 
obtained when a square waveform is used, and when the period is long compared with the recombina-
tion time, and short compared with the grating formation time. Both dc and ac field techniques have 
produced large gain enhancements in sillenites and semiconductors, but only when the signal beam 
is very weak, i.e., when the pump/signal intensity ratio is large. As the amplitude of the signal beam 
increases, the gain decreases sharply, by an amount which cannot be explained by pump depletion. 
This effect is significant for applications such as self-pumped phase conjugation, in which the buildup 
of the signal wave will reduce the effective gain and limit the device performance.

TABLE 2 Typical Photorefractive Parameters of Various Sn2P2S6 Crystals at Two Light Wavelengths 

Sn2P2S6 Sample l (nm) ax(cm–1)  Γmax( )cm 1−   t (ms) Neff 1016 cm–1

Yellow type II 633 0.5 4–7 10–50 0.7
 780 0.2 2–5 100 0.2
Brown 633 5.7 38 4 2.5
 780 1.0 18 10 0.7
Te-doped (1%) 633 1.0 10 2.5 0.9
 780 0.4 6 7 1.0

l, without pre-illumination; ax, absorption coefficient for x-polarized light; Γmax ,  maximal two-wave mixing gain: t, 

faster response time at a grating spacing of 1 μm and scaled to a light intensity of 1 W/cm–2; Neff , effective trap density. (After 
Grabar et al.117)

TABLE 3 Material Properties of BSO, BGO, and BTO

 Material BSO BGO BTO

Wavelength range (μm) 0.5–0.65 0.5–0.65 0.6–0.75
Electro-optic coefficient r41 (pm/V) 4.5 3.4 5.7
n rb

3
41( )pm/V   81 56 89

Dielectric constant 56 47 48
n rb

3
41 / pm/Vε ( )   1.4 1.2 1.9

Optical activity at 633 nm (degrees/mm) 21 21 6



PHOTOREFRACTIVE MATERIALS AND DEVICES  12.19

A typical plot of intensity gain in BTO as a function of beam ratio for several values of ac square-
wave voltage amplitude is given in Fig. 6.127 Note that the highest gain is observed only for a beam 
ratio on the order of 105 (small signal limit). The simplest physical description of this nonlinearity 
is that the internal space charge field is clamped to the magnitude of the applied field; this condition 
only impacts performance for decreasing beam ratios (large signal limit). In a carefully established 
experiment using a very large beam ratio (105), gain coefficients approaching 35 cm–1 have been 
measured using an ac square wave field with an amplitude of 10 kV/cm (see Fig. 7).131

FIGURE 7 Measured gain coefficient as a function 
of grating spacing in BTO. The measurement wavelength 
was 633 nm, the applied field was a 60-Hz ac square 
wave, and the beam ratio was 105. The individual points 
are experimental data; the solid curves are fits using the 
basic band transport model.
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Bulk Compound Semiconductors

The third class of commonly used photorefractive materials consists of the compound semicon-
ductors (Si and Ge are cubic centrosymmetric materials, and thus have no linear electro-optic 
effect). Gratings have been written in CdS,132 GaAs:Cr,133 GaAs:EL2,134 InP:Fe,133 CdTe,135 GaP,136 
and ZnTe.137 These materials have several attractive features for photorefractive applications 
(see Table 4). First, many of these semiconductors are readily available in large sizes and high optical 
quality, for use as electronic device substrates. These substrates are generally required to be semi-
insulating; the deep levels provided for this purpose are generally photoactive, with favorable pho-
torefractive properties. Second, the semiconductors have peak sensitivity for wavelengths in the red 
and near-infrared. The range of wavelengths extends from 633 nm in GaP,136 CdS,139 and ZnTe137 to 
1.52 μm in CdTe:V.135 Third, the mobilities of the semiconductors are several orders of magnitude 
larger than those in the oxides. There are several important consequences of these large mobilities. 
Most importantly, the resulting large diffusion lengths lead to fast response times [see Eqs. (12) and 
(18)]. The corresponding values of write/erase energies (10 to 100 μJ/cm2) are very near the limiting 
values. These low values of write/erase energy have been observed not only at the infrared wave-
lengths used for experiments in InP and GaAs, but also at 633 nm in ZnTe.137

The large mobilities of the compound semiconductors also yield large values of dark conductiv-
ity (compared with the oxides), so the storage times in the dark are normally less than 1 s. Thus, 
these materials are not suited for long-term storage, but may still be useful for short-term memory 
applications. Finally, the short diffusion times in the semiconductors yield useful photorefractive 
performance with picosecond pulses.96

The electro-optic coefficients for the compound semiconductors are quite small (see Table 4), 
leading to low values of beam-coupling gain and diffraction efficiency in the absence of an applied 
electric field. As in the sillenites, both dc and ac field techniques have been used to enhance the 
space charge field. Early experiments with applied fields produced enhancements in the gain or dif-
fraction efficiency which were considerably below the calculated values.140–142 The causes of these 
discrepancies are now fairly well understood. First, space charge screening can significantly reduce 
the magnitude of the applied field inside the sample. This effect is reduced by using an ac field, but 
even in this case the required frequencies to overcome all screening effects are quite high.142 Second, 
the mobility-lifetime product is known to reduce at high values of electric field due to scattering 
of electrons into other conduction bands and cascade recombination. This effect is particularly 
prominent in GaAs.143 Third, large signal effects act to reduce the gain when large fields are used.144 
As in the sillenites, the highest gains are only measured when weak signal beams (large pump/signal 
beam ratios) are used. Finally, when ac square-wave fields are used, the theoretical gain value is only 
obtained for sharp transitions in the waveform.145,146

Another form of electric field enhancement has been demonstrated in iron-doped InP.147,148 This 
material is unique among the semiconductors in that the operating temperature and incident intensity 
can be chosen so that the photoconductivity (dominated by holes) exactly equals the dark conductivity 
(dominated by electrons). In this case, an applied field will enhance the amplitude of the space charge 
field, while maintaining the ideal spatial phase of 90°. Gain coefficients as high as 11 cm–1 have been 
reported in InP:Fe at 1.06 μm using this technique.148

TABLE 4 Relevant Materials Properties of Photorefractive Compound Semiconductors

 Material GaAs InP GaP CdTe ZnTe

Wavelength range (μm) 0.92–1.3 0.96–1.3 0.63 1.06–1.5 0.63–1.3
EO coeff. r41 (pm/V) 1.2 1.45 1.1 6.8 4.5
n rb

3
41( )pm/V   43 52 44 152 133

n rb
3

41/ε   3.3 4.1 3.7 16 13
Dielectric constant 13.2 12.6 12 9.4 10.1

(Most of the values are taken from Ref. 138.)
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In early research on the photorefractive semiconductors, the wavelengths of operation were 
determined by available laser sources. Thus, all early experiments were performed at 1.06 μm (Nd:
YAG), ~1.3 μm (Nd:YAG or laser diode), and ~1.5 μm (laser diode). Later, the He-Ne laser (633 nm) 
was used to study wider bandgap materials. As the Ti:sapphire laser became available, interest turned 
to investigating the wavelength variation of photorefractive properties, especially near the band 
edge. Near the band edge, a new nonlinear mechanism contributes to the refractive index change: 
the Franz-Keldysh effect.149 In this case, the internal space charge field develops as before. This field 
slightly shifts the band edge, leading to characteristic electroabsorption and electrorefraction. These 
effects can be quite large at wavelengths near the band edge, where the background absorption is also 
high. However, the peak of the electrorefraction spectrum is shifted slightly to longer wavelengths, 
where the background absorption is smaller. This is generally the wavelength region where these 
effects are studied.

The electrorefractive photorefractive (ERPR) effect has different symmetry properties than the 
conventional electro-optic photorefractive effect. It is thus possible to arrange an experiment so that 
only the ERPR effect contributes, or both effects contribute to the gain. In addition, the ERPR effect is 
quadratic in applied electric field. Thus, energy transfer between two writing beams only occurs when 
a dc field is present. The direction of energy transfer is determined by the sign of the electric field; this 
allows switching energy between two output beams via switching of the sign of the applied field.

In the first report of the band-edge photorefractive effect,149 a gain coefficient of 7.6 cm–1 was 
measured in GaAs:EL2 at 922 nm, for a field of 10 kV/cm. In this case, both nonlinear mechanisms 
contributed to the gain. When a moving grating was used to optimize the spatial phase of the grat-
ing, the gain coefficient increased to 16.3 cm–1.

In InP the temperature/intensity resonance can be used to optimize the spatial phase, thus elimi-
nating the need for a moving grating. In the first experiment using band-edge resonance and tem-
perature stabilization, gain coefficients approaching 20 cm–1 were measured in InP:Fe (see Fig. 8).150 
Later experiments on a thin sample using a beam ratio of 106 resulted in a measured gain coefficient 
of 31 cm–1.151

The photorefractive effect can also be used to measure basic materials properties of electro-optic 
semiconductors, without the need for electrical contacts.152–154 Quantities which can be measured 
include the populations of filled and empty traps and the mobility-recombination time product. One 
particular feature of the photorefractive technique is the ability to map properties across a wafer.154

FIGURE 8 Measured gain coefficient as a function of 
wavelength in InP:Fe, for a grating period of 5 μm and four val-
ues of applied dc field. The beam ratio was 1000, and the inten-
sity was adjusted at each point to produce the maximum gain. 
The background absorption coefficient is also plotted.
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Multiple Quantum Wells

While the enhancement of the electro-optic effect near the band edge of bulk semiconductors is sig-
nificant, much larger nonlinearities are obtained at wavelengths near prominent band-edge exciton 
features in multiple quantum wells (MQWs). In addition, the large absorption in these structures 
yields much faster response times than those in bulk semiconductors. Finally, the small device thick-
ness of typical MQW structures (typically 1 to 2 μm) provides improved performance of Fourier 
plane processors such as optical correlators.155,156 One disadvantage of the small device thickness is 
that diffraction from gratings in these devices is in the Raman-Nath regime, yielding multiple dif-
fraction orders.

In their early stages of development, MQWs were not optimized for photorefractive applica-
tions because of the absence of deep traps and the large background conductivity within the plane 
of the structure. It was later recognized that defects resulting from ion implantation can provide the 
required traps and increase the resistivity of the structure.

The first photorefractive MQWs were GaAs/AlGaAs structures which were proton-implanted for 
high resistivity (r = 109/ohm-cm).157,158 Two device geometries were considered (see Fig. 9), but only 
devices with applied fields parallel to the layers were studied. The principles of operation are initially 
the same for both device geometries. When two incident waves interfere in the sample, the spatially 
modulated intensity screens the applied field in direct proportion to the intensity, leading to a spa-
tially modulated internal field. This spatially modulated field induces changes in both the refractive 
index and the absorption coefficient. The mechanism for these changes158 is field ionization of exci-
tons (Franz-Keldysh effect) in the parallel geometry and the quantum-confined Stark effect in the 
perpendicular geometry.

FIGURE 9 Device geometries for photorefractive MQWs.
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The magnitudes of the change in refractive index and absorption coefficient are strongly depen-
dent on wavelength near the characteristic exciton peak. Both the index and the absorption grating 
contribute to the diffraction efficiency through the relationship

  η π λ α( ) ( )= +2 22 2/ /Δ ΔnL L   (21)

where Δn and Δa are the amplitudes of the index and absorption gratings, respectively, and L is the 
device thickness. Although the device thickness of typical MQWs is much less than the thickness of 
a typical bulk sample (by 3 to 4 orders of magnitude), the values of Δn can be made larger, leading 
to practical values of diffraction efficiency (see following).

The first III-V MQWs using the parallel geometry157,158 had rather small values of diffraction effi-
ciency (10–5). In later experiments, a diffraction efficiency of 3 10 4× −  and a gain coefficient of 1000 cm–1 
were observed.159 Still higher values of diffraction efficiency (on the order of 1.3 percent) were obtained 
using the perpendicular geometry in CdZnTe/ZnTe MQWs.160 These II-VI MQWs have the added feature 
of allowing operation at wavelengths in the visible spectral region, in this case 596 nm.

In recent work on GaAs/AlGaAs MQWs in the perpendicular geometry, several device improve-
ments were introduced.161 First, Cr-doping was used to make the structure semi-insulating, thus 
eliminating the added implantation procedure and allowing separate control of each layer. Second, 
the barrier thickness and Al ratio were adjusted to give a reduced carrier escape time, leading to a 
larger diffraction efficiency. In these samples, a diffraction efficiency of 3 percent was observed at 
850 nm for an applied voltage of 20 V across a 2-μm-thick device. The response time was 2 μs at an 
intensity of 0.28 W/cm2, corresponding to a very low write energy of 0.56 μJ/cm2. The diffraction 
efficiency cited here was obtained at a grating period of 30 μm. For smaller values of grating period, 
the diffraction efficiency was smaller, due to charge smearing effects. The fast response time and 
small thickness of these structures make them ideal candidates for Fourier plane processors such 
as optical correlators. Competing bulk semiconductors or spatial light modulators have frame rates 
which are 2 to 3 orders of magnitude below the potential frame rate of ~106 s–1 which is available 
from photorefractive MQWs.

Future work on photorefractive MQWs would include efforts to grow thicker devices (so as to 
reduce the diffraction into higher grating orders) and to improve the diffraction efficiency at high 
spatial frequencies.

Organic Crystals and Polymer Films

Organic materials are increasingly providing a viable alternative to their inorganic counterparts. 
Examples include organic crystals for frequency conversion applications and polymer films for 
electro-optic waveguide devices. These materials are, in general, simpler to produce than their 
inorganic counterparts. In addition, the second-order nonlinear coefficients in these materials 
can be quite large, with values comparable to those of the well-known inorganic material LiNbO3. 
In most organic materials the electronic nonlinearity results from an extended system of p electrons 
produced by electron donor and acceptor groups. For a purely electronic nonlinearity, the dielectric 
constant e is just the square of the refractive index, leading to much smaller values of e than those in 
inorganic crystals. Thus, the electro-optic figure of merit nb

3 /ε  is enhanced in organic materials. This 
enhancement makes organic materials very appealing for photorefractive applications.

The first experiments reported on the photorefractive effect in organic crystals were those of Sutter 
et al.162,163 on 2-cyclooctylamino-5-nitropyridine (COANP) doped with the electron acceptor 7,7,8,8,-
tetracyanoquinodimethane (TCNQ). Pure COANP crystals (used for frequency doubling) are yellow, 
whereas the TCNQ-doped samples are green, due to a prominent extrinsic absorption band between 
600 and 700 nm. In experiments at 676 nm with a grating period of 1.2 μm, both absorption and 
refractive index gratings were observed. Typical diffraction efficiencies were 0.1 percent, with a corre-
sponding refractive index grating amplitude of 10−6. The recorded buildup times of the index gratings 
were on the order of 30 to 50 min at 3.2 W/cm2. Following this initial demonstration of the photore-
fractive effect in organic crystals there has been very little progress since most attempts at doping these 
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crystals for photoexcitation and charge transport have simply resulted in expulsion of the dopants 
from the crystal structure. Only one additional crystal has been reported.164

The situation is much more promising for the photorefractive effect in composite polymer films. 
These materials were first reported in 1991165,166 and from a materials science point of view, they are 
much easier to prepare than organic single crystals. In addition, there is greater flexibility in modify-
ing the films to optimize photorefractive performance. In this respect, there are four requirements 
for an efficient photorefractive material:

1. A linear electro-optic effect, or a quadratic electrooptic effect with a linear component induced 
by a dc bias electric field

2. A source of photoionizable charges

3. A means of transporting these charges

4. A means of trapping the charges

In an organic polymer composite, each of these functions can be separately optimized. The space 
charge field due to the holographic interference pattern not only perturbs the refractive index via 
the electro-optic effect, but can also reorient molecules in the medium giving rise to a refractive 
index variation via polarizability anisotropy, an effect known as orientational enhancement.167

In spite of the large EO coefficients and the great flexibility in the materials engineering of 
organic polymers, there are also some practical problems which need to be addressed. First, poly-
mers are most easily prepared as thin films. If propagation in the plane of the films is desired, then 
extremely high optical quality and low absorption are required. If propagation through the film is 
desired, then the grating diffraction efficiency is reduced. As the film thickness is made larger to 
enhance efficiency, the quality of the films is harder to maintain.

One important requirement of polymer films is that they must be poled to induce a linear electro-
optic effect. If the poling voltage is applied normal to the film plane, then there is no electro-optic 
effect for light diffracted from gratings written with their wave-vectors in the plane of the film. In a 
practical sense, this means that the writing beams must enter the film at large angles to its normal. In 
addition, it becomes more difficult to provide large poling fields as the film thickness increases.

The first polymeric photorefractive material165,166 was composed of the epoxy polymer bisphenol-
A-diglycidylether 4-nitro-1,2-phenylenediamine (bisA-NPDA) made photoconductive by doping 
with the hole transport agent diethylamino-benzaldehyde diphenyl hydrazone (DEH). In this case, 
the polymer provided the nonlinearity leading to the electro-optic effect, as well as a mechanism for 
charge generation. The dopant provided a means for charge transport, while trapping was provided 
by intrinsic defects.

Films of this material with thicknesses between 200 and 500 μm were prepared. The material was 
not cross-linked, so a large field was required at room temperature to maintain the polarization of 
the sample. For an applied field of 120 kV/cm, the measured value of the electro-optic figure of merit 
nb

3γ ε/  was 1.4 pm/V. Using interference fringes with a spacing of 1.6 μm oriented 25° from the film 
plane, the measured grating efficiency at 647 nm was 2 10 5× − . The grating buildup time was on the 
order of 100 s at an intensity of 25 W/cm2. Analysis of the data showed that the photorefractive trap 
density had the relatively small value of 2 1015× cm3. In spite of the low value of trap density, relatively 
large values of space charge electric field were obtained, due to the low value of dielectric constant.

Subsequent research has led to general design principles for photorefractive polymer composites. 
Photoexcitation of charge is often accomplished by using donor-acceptor charge transfer complexes. 
In this way, the absorption spectrum can be tailored to the wavelengths of interest. Carbazole is often 
used as an electron donor entity, coupled with electron acceptors 2,4,7-trinitro-9-fluorenone (TNF),168 
(2,4,7-trinitro-9-fluorenylidene) malononitrile (TNFM),168,169 or C60.

170,171 As in the case of the for-
mation of inorganic photorefractive gratings in response to illumination by the optical interference 
pattern of two intersecting laser beams, the photoexcited charges should be free to move away from 
the site of excitation and be preferentially retrapped in the darker regions of the interference pattern 
to form a spatially varying charge distribution following the interference pattern. However, in contrast 
to the case of inorganic crystals, diffusion is not effective in driving charge separation, so electric fields 
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have to be applied to force charge separation by drift. These fields are applied by sandwiching a several 
micrometer thick layer of the polymer system between transparent electrodes. The electrodes have to 
be tilted with respect to the grating wave vector so as to provide a component of the bias field parallel 
to the grating vector. Another way in which organics differ from inorganics is that both the photogen-
eration rate and mobility depend on the electric fields in the material. Hole mobility is usually much 
greater than electron mobility. This has the effect of allowing the hole grating to dominate the electron 
grating. If the hole and electron gratings were of similar magnitude, their electric fields would tend to 
cancel each other out and weaken the photorefractive grating.

The holes migrate via hopping along a network of oxidizable charge transport agents. This 
network can be provided by the donor entity carbazole itself, or by hydrazones such as DEH or 
arylamines such as tri-tolyamine (TTA) or N,N-bis(4-methylphenyl)-N,N-bis-(phenyl)-benzidine 
(TPD). These can be added as dopants, or attached to the polymer backbone of the host polymer, as 
is the case in PVK. As in the case of inorganic photorefractives, a population of empty shallow 
traps is required to enable the nonuniform space charge distribution of the photorefractive grat-
ing. This is often achieved by providing a population of deep traps for some of the shallow traps to 
empty into, and it has been shown that the nonlinear optical chromophores can serve this purpose 
in PVK-based materials. These chromophores serve double duty as the moieties providing the opti-
cal nonlinearity. They should have large hyperpolarizability b for electro-optic susceptibility and/or 
large polarizability anisotropy Δα α α= − ⊥|| ,  where parallel and perpendicular refer to the molecu-
lar axis. They should also have a large ground state dipole moment μg  to enable the molecular ori-
entation effect. These parameters can be combined into a single figure of merit (FOM) defined as

  FOM
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  (22)

where M is the molar mass, kB is Boltzmann’s constant, and T is the temperature.
The final component in the composite is a plasticizer to lower the glass transition temperature Tg 

so as to better enable the orientational orientation effect.
An example of a complete composite comprising hole transporter-electron donor/nonlinear 

chromophore-deep trap/plasticizer/sensitizer-electron acceptor is PVK/AODCST/BBP/C60 in the 
ratio 49.5:35:15:0.5 percent, where AODCST 2-[[4-[bis(2-methoxyethyl)amino]phenyl]methylene]- 
malononitrile and BBP is butyl benzyl phthalate. It showed a gain coefficient of 235 cm–1 with a 
response time of 5 ms at 1 Wcm–2 for 647-nm light.170,172 There are many variations on this theme 
for the design of photorefractive polymer systems, including the use of sol-gel processing,171 and 
the use of alternative sensitizers such as gold nanoparticles,173 transition metal complexes,174–177 
and quantum dots. Quantum dots have been investigated as sensitizers;178 this is attractive since the 
spectral sensitivity of the system could be tuned through selection of the size of the quantum dots. 
It is tempting to try to increase the nonlinearity by increasing the proportion of nonlinear chromo-
phore; however, this can lead to phase separation in a composite polymer. This drawback can be 
overcome by using an organic amorphous glass as photoconductor and NLO molecule simultane-
ously, or by using fully functionalized polymers in which the charge generator, charge transporter, 
and NLO components are incorporated as side chains. Liquid crystals have large orientational non-
linearity, and they have been successfully made photorefractive via the addition of small amounts of 
sensitizer.179 They have also been combined with photoconductive polymers as polymer-dispersed 
or polymer-dissolved liquid crystals.180,181 Another approach is to replace the transparent electrodes 
that bias the liquid crystal with thin plates of inorganic photorefractive material such as cerium-
doped strontium barium niobate.182 In this way, the large photorefractive space charge generated in 
the inorganic plates can extend into the liquid crystal layer and generate a large orientational non-
linearity. This removes the need to tilt the liquid crystal cell and resulted in gain coefficients as large 
as 1600 cm−1 and grating periods as small as 300 nm.

Table 5, reprinted from a review article by Ostroverkhova and Moerner,183 shows the characteris-
tics of several organic photorefractive systems. That review provides many further details on model-
ing, design, and characterization of organic photorefractive materials.



TABLE 5 PR Properties of High Performance Organic Materials in the Visible Part of the Spectruma

Composite (conc of 
Constituents, wt %) Tg, °C a, cm–1 d, μm l, nm

Γ, cm–1 

(E, V/μm)

τ g
− −1 , 1s

(I, W/cm2)
hmax%

(E, V/μm)

τFWM
1− −1 , s

 
(I, W/cm2)

Δn, 10–3

(E, V/μm) Refs.

Polymer composites

PVK/AODCST/BBP/C60 

 (49.5/35/15/0.5)
9 80 647 235 (100) 200 (1)

6 (0.1)
170, 172

PVK/DCDHF-6/BBP/C60 

 (49.5/30/20/0.5)
15 80 647 400 (100) 4 (0.1) 172

PVK/BDMNPAB/TNF 
 (55/44/1)

43 100 633 195 (85) ~1 (0.004) 40int (70) 4.2 (92) 184

PVK/6OCB/C60 (49.8/50/0.2) 47.1 70 210 (65) 185
PSX/DB-IP-DC/TNF (69/30/1) 27.5 60 100 633 390 (100) 30 (0.04) 92int (30) 3 (30) 186, 187
PSX/DMNPAA/TNF (53/46/1) 25 670 221 (80) 0.2(1.2) 5.8 (80) 188
PSX/stilbene A/TNF (51/48/1) 25 40 670 53 (100) 100int, 60ext 

(70)
0.017 (1.2) 10.5 (100) 188

DBOP-PPV/DMNPAA/
 MNPAA/DPP/PCBM

14.4 34 105 633 90int (62) 1.7 (0.305) 2.6 (62) 189

 (52/20/20/5/3)

p-PMEH-PPV/DO3/DPP/C60 
 (74/5/20/1)

45 633 403 (0b) 0.003 (0.28) 190

PPT-Cz/DDCST/C60 

 (64.5/35/0.5)
–7 36.6 100 633 250 (60) 93int (100) 0.37 (0.034) 1 (50) 191

PTCB/DHADC-MPN/ DIP/
 TNFM (49.7/37.6/12.5/0.18)

22.6 105 633 225 (50) 71ext (28) 0.07 (0.78) 8.5 (50) 192

Amorphous glasses

2BNCM/PMMA/TNF 
 (90/9.7/0.3)

22 4 150 676 69 (40) 80 (40) 0.012 (1) 10 (40) 193

DCDHF-6/C60 (99.5/0.5) 19 12.7 70 676 240 (30) 0.6 (0.1) 0.41 (0.8) 194
DCDHF-6-CF3/C60 (99.5/0.5) 17 19.9 70 676 255 (40) 0.116 (0.1) 0.21 (0.8) 194

EHCN/TNF (99/1) 25 41 100 633 84 (40) 90int (30) 0.67 (0.121) 1.3 (30) 195

Cz-C6-THDC/ECZ/TNF 
 (89/10/1)c

33 50 65 (70) 4.5 (70) 196

Methine A 6 1.64 130 633 118 (89) 74int (53) 5.6 (53) 197

1
2
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Fully functional polymers

Ru-FFP 130 102 690 380 (0b) 0.0014 174

Polymer-dispersed liquid crystals and liquid crystals

PMMA/TL202/ECZ/TNFM 
 (42/40/17/1)

99d 105
53

633 136 (10) 100int (8) 
56ext (22)

3.2 (22) 180

PMMA/TL202/ECZ/CdS 
 (42/40/16/2)

7.5 129 514.5 30 (31) 72ext, 90int 
(50)

~0.1 (3) 178

SCLP/E7/C60 (50/49.95/0.05) <20 50 633 640 (0.7) 0.29 (8) 198
E7 on PVK/TNF (83/17)e 20 10 514.5 3700e (0.9) 44ext, f (0.9) ~100 199

Hybrid organic-inorganic composites, glasses, and sol-gels

PIBM/AZPON (40/60) 113 55 633 350 (35) 80int (13) 9 (25) 177
BEPON 24 49 40 633 750 (100) 40int (28)c 11 (33) 177

PVK/DCVDEA/TNF/Au 
 (70/28.6/1.4/<1)

40 70 633 240 (130) 43 (90) 173

Sol-gel DMHNAB-urethane-
 SiO1.5/ SiO1.5OH/ECZ/TNF 
 (1:1.1:0.2:0.002)g

29 30 633 444 (0b) 25.6int,h (0b) 0.0056 3.5h (0b) 200

Sol-gel SG-Cz/SG-MN/PEG/
 TNF (45/45/9/1)

2 75 633 55 (94) 82.4ext (94) 0.59 (0.14) 201

aColumns represent: (1) composition (concentration of the constituents in wt %, unless stated otherwise); (2) glass transition temperature Tg; (3) absorption coefficient a; (4) sample thick-
ness d; (5) wavelength of the PR experiments l; (6) 2BC gain coefficient, measured with p-polarized writing beams, Γ (electric field E, at which the indicated Γ was obtained); (7) PR response 
time τ g

−1  obtained from fits to 2BC dynamics (total light intensity of writing beams, at which the indicated value of τ
g
−1 was obtained); (8) maximal diffraction efficiency η

max
, measured with 

p-polarized probe and s-polarized writing beams. External ( )η
ext

 or internal ( )
int

η  diffraction efficiency is indicated, where applicable (electric field E, at which the indicated h was obtained); 
(9) PR speed τ

FWM
1−  obtained from fits to either formation or erasure of the PR grating measured in the FWM experiment (total light intensity of either writing beams or erasing beam); 

(10) refractive index modulation Δn, calculated from the diffraction efficiency (electric field E, at which the indicated refractive index modulation was obtained); (11) reference to work from 
which the data was taken. All data reported were obtained in Bragg regime (volume grating) at room temperature, unless stated otherwise. bPrepoled material. cTemperature of the measure-
ments Tm) 30°C. dIncludes scattering losses. eAll the measurements were done in the Raman-Nath regime. See discussion about the relevance of the gain coefficient in the text. fMaximal diffrac-
tion efficiency possible in the Raman-Nath regime is ~34 percent. The authors attributed their high diffraction efficiency by nonsinusoidal space-charge field. gMolar concentrations. hThis value 
was obtained with p-polarized writing beams and p-polarized readout. 

1
2
.2
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12.3 DEVICES

Real-Time Holography

The real-time phase holograms produced by the photorefractive effect can be used to perform any 
of the functions of regular holograms. In fact, many of the first applications of photorefractive non-
linear optics were replications of experiments and ideas first introduced in the 1960s in terms of the 
then new static holography. These include distortion correction by phase conjugation and one-way 
imaging through distortions, holographic interferometry for nondestructive testing, vibration mode 
visualization, and pattern recognition by matched filtering. A concise overview of these applications 
may be found in Goodman’s classic text.202 Their photorefractive realizations are well described in 
Huignard and Gunter.1 Some of the advantages of photorefractive holography over conventional 
holography are

• Photorefractive holograms are volume phase holograms. This results in high diffraction 
efficiencies.

• Photorefractive holograms are self-developing.

• Photorefractive holograms diffract light from the writing beams into each other during the writ-
ing process. This gives rise to a dynamic feedback process in which the grating and writing beams 
influence each other.

• Photorefractive holograms adapt to changing optical fields.

It is the last two features that most strongly differentiate the photorefractive effect from regular 
holography.

Pattern Recognition As an example of the transfer of applications of conventional holography to 
photorefractive nonlinear optics we consider the case of pattern recognition by matched filtering.

A matched filter for pattern recognition is simply a Fourier transform hologram of the desired 
impulse response. It can be made in real time in a photorefractive crystal, a lens being used to pro-
duce the Fourier transform. The best-known system is a nonlinear optical triple processor based on 
four-wave mixing203 (Fig. 10). For a phase conjugate mirror, the coupled-wave equation for beam 3 
which is the phase conjugate of beam 4 pumped by beams 1 and 2 is
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where the Aj and Ij are the amplitudes and intensities of beams j, respectively, and I0 is the total 
intensity of the interacting beams. The first term on the right-hand side simply corresponds 
to amplification of beam 3. The second term is the source for beam 3. Thus, the amplitude of 
beam 3 is proportional to the product A A A I1 2 4 0

∗ / . As depicted in Fig. 10, A1, A2, and A4 are the 
Fourier transforms of the spatially varying input fields a1, a2, and a4. The output a3 is propor-
tional to the inverse Fourier transform of the product of the three Fourier transforms A A A I1 2 4 0

∗/ . 
If I0 is spatially constant the output is beam 1 convolved with beam 2 correlated with beam 
4 ( )a a a a3 1 2 4∝ ⊗ ∗  where ∗ represents the spatial correlation operation and ⊗ represents the con-
volution operation, all produced in real time. Modified filters such as phase-only filters can be pro-
duced by taking advantage of energy transfer during the filter writing process,204–206 or by saturation 
induced by the presence of the possibly spatially varying intensity denominator I0.

207–209

Sometimes, applications directly transferred from static holography inspire further develop-
ments made possible by exploitation of the physical mechanisms involved in the photorefractive 
effect. For example, acoustic signals can be temporally correlated with optical signals. An acoustic 
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signal applied to a photorefractive crystal induces piezoelectric fields. If the crystal is illuminated 
by a temporally varying optical signal, then the photorefractive space charge generated by the pho-
tocurrent will be proportional to the product of the time-varying photoconductivity and the time-
varying piezoelectric fields. Such correlators can be used to make photorefractive tapped delay lines 
with tap weights proportional to correlation values.210–212 It is also possible to make acoustic filters 
which detect Bragg-matched retroreflection of acoustic waves from a photorefractive grating in a 
crystal such as lithium niobate that has low acoustic loss.213

Applications of Photorefractive Gain in Two-Beam Coupling

Coherent Image Amplification Coherent image amplification is especially important for coher-
ent optical processors. Without it, the losses introduced by successive filtering operations would 
soon become intolerable. Practical considerations include maintenance of signal-to-noise ratio and 

FIGURE 10 (a) Results demonstrating real-time spatial convolution and correlation 
of two-dimensional images. The input fields are labeled E1, E2, and Ep; the output is labeled 
Ec. (After White and Yariv.203)
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amplification fidelity. The main contribution to noise introduced by photorefractive amplifiers is 
from the fanning effect. Although it can be reduced in a given crystal in a variety of different ways, 
such as by crystal rotation21 and multiwavelength recording,22 by far the best approach to this prob-
lem would be to undertake research to grow cleaner crystals. Amplification fidelity is determined by 
gain uniformity. In the spatial frequency domain, it is limited because photorefractive gain depends 
on the grating period. Images with a high spatial bandwidth write holograms with a wide range of 
spatial frequencies and grating periods. Optimal uniformity is obtained for reflection gratings, in 
which the image beam counterpropagates with respect to the pump. In that case, the change in grat-
ing period depends only to second order on the image spatial frequency. Any remaining first-order 
nonuniformity is due to the angular dependence of the effective electro-optic coefficient. In the 
space domain, gain uniformity is limited by pump depletion so that the most accurate results will be 
obtained if the pump beam is strong enough that it is not significantly depleted in the interaction.

Two-beam coupling amplification can also be used for beam cleanup:214 a badly distorted beam, 
say from a laser diode, can be converted to a gaussian beam. A small sample of the beam is split off, 
spatially filtered and amplified in two-beam coupling by the remaining bulk of the distorted beam. 
The efficiency of the method can be quite high: fidelity limitations due to spatial variations in gain 
are usually quite small and can be removed by a second round of spatial filtering. A unidirectional 
ring resonator with an intracavity spatial filter can also be used for beam cleanup.215

Laser Power Combining An application related to two-beam coupling image amplification is coher-
ent power combining, which would be especially useful for semiconductor lasers. The output of a 
single laser gain stripe is limited to values of the order of a few hundred milliwatts. Some applications 
require diffraction-limited beams containing many watts produced at high efficiency. Such a source 
can in principle be made by using two-beam coupling amplification of a diffraction-limited seed by 
the mutually injection locked outputs of many diode stripes. The injection locking can be achieved 
by evanescent coupling between laser gain stripes216,217 or by retroreflecting a portion of the ampli-
fied beam with a partially transmitting mirror.218 Another possibility involves forming a double phase 
conjugate mirror219,220 or ring self-pumped phase conjugate mirror with a master laser providing 
one input, and the light from the gain elements loosely focused into the crystal providing the other 
inputs. Such a system will be self-aligning and will correct intracavity distortions by phase conjugation. 

FIGURE 10 (b) Experimental apparatus for performing 
spatial convolution and correlation using four-wave mixing 
in photorefractive bismuth silicon oxide. Input and output 
planes are shown by dashed lines. (After White and Yariv.203)
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Phase conjugate master oscillator/power amplifiers have also been used with some success.221 Practical 
problems include the need to control the spectral effects of the associated multiple coupled cavities. 
Reference222 gives an excellent exposition of these problems. Also, while self-pumped phase conjugate 
reflectivities and two-beam coupling efficiencies can theoretically approach 100 percent, in practice 
these efficiencies rarely exceed 80 percent. Among oxide ferroelectrics, barium titanate exhibits high 
gain at GaAs laser wavelengths. However, while some bulk semiconductors such as InP:Fe and CdTe:V 
are sensitive in the 1.3- to 1.5-μm wavelength range of interest for optical fiber communications, high 
gain requires the application of high electric fields.

Optical Interconnects Use of the double phase conjugate mirror for laser locking suggests another 
application. The beam-coupling crystal can be viewed as a device that provides optical intercon-
nection of the laser gain elements to each other.223 The basic idea exists in the realm of static holog-
raphy in terms of computer interconnection by holographic optical elements224,225 (HOEs). The 
use of photorefractive crystals should enable the construction of reprogrammable interconnects 
that would be self-aligning if phase conjugation were used:226 the laser gain elements in the power 
combining case can be imagined as the input/output ports of an electronic chip.227 Another way to 
go about the interconnection problem is to design in terms of an optical crossbar switch, or matrix 
vector multiplier.228,229 The vector is an array of laser diode sources and the matrix describes con-
nection patterns of the sources to a vector array of detectors (Fig. 11). The interconnection matrix is 
realized as a photorefractive hologram.

Applications of Photorefractive Loss in Two-Beam Coupling

If the sign of the coupling constant is reversed (for example, by rotation of the uniaxial crystal by 
180° so that the direction of the optic axis is reversed) the pump interferes destructively with the 
signal so that the output is reduced to a very low level. This resulting photorefractive loss can be 
used in a number of applications such as for optical limiters, optical bistability,230 and novelty filters 
and achieved using a variety of different devices such as ring resonators and phenomena such as 
beam fanning.

FIGURE 11 Schematic drawing of the basic principle of optical 
matrix vector multiplication through four-wave mixing in nonlinear 
media. Light from a linear source array a is fanned out by a cylindrical 
lens, where it diffracts from an image plane hologram of the matrix M 
to produce a set of beams bearing the required products Mij ja . A sec-
ond cylindrical lens sums the diffracted beams to form b a= M . (After 
Yeh and Chiou.229)
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Optical Limiters The process of beam depletion in photorefractive materials forms the basis of 
their use as optical limiters. For this application, another important property of photorefractive 
materials is their ability to respond selectively to coherent optical inputs. Any portion of the input 
which is temporally incoherent is transmitted through a photorefractive material in a linear manner. 
Thus, photorefractive limiters will also selectively attenuate (or excise) a coherent beam while trans-
mitting an incoherent beam; these devices have thus also been referred to as excisors.

The first studies of photorefractive limiters were published in 1985.25 A number of device archi-
tectures involving resonators and self-pumped phase conjugate mirrors were discussed, but the 
primary emphasis was on beam fanning. Several features of limiters or excisors using beam fanning 
were pointed out: (1) the device design is very simple, with a single input beam and no separate 
external paths required; (2) the limiting mechanism is due to scattering (and not absorption), so 
that added heating is not present; (3) the device will operate at one or more wavelengths within the 
bandwidth of its photorefractive response, which (for ferroelectric oxides) extends over the entire 
visible band; and (4) the device will respond to sources with a relatively small coherence length, 
including mode-locked lasers producing picosecond pulses.

Experiments at 488 nm using BaTiO3 in the beam fanning geometry25 produced a steady-state 
device transmission of 2.5 percent, and a response time of 1.1 s at 1 W/cm2. Using the measured 
response time and intensity, we note that 1.1 J/cm2 will pass through the device before it fully acti-
vates. In later measurements in the beam fanning geometry, attenuation values exceeding 30 dB and 
device activation energies as low as 1 to 10 mJ/cm2 have been measured.

Two-beam coupling amplification of a second beam produced by beam splitters231,232 or grat-
ings in contact with the crystal233,234 has also been studied as a mechanism for optical limiting. This 
mechanism is closely related to fanning, with the only difference that the second beam in a fanning 
device is produced internally by scattering.

Novelty Filters Novelty filters are devices whose output consists of only the changing part of the 
input. The photorefractive effect can be used to realize the novelty filter operation in several differ-
ent ways. The simplest way is to use two-beam coupling for image deamplification as was used in the 
fanning and two-beam coupling optical limiters. In that case, the pump interferes destructively with 
the signal so that the output is reduced to a very low level. Now if the signal suddenly changes, the 
output will be the difference between the new input signal and the reconstruction of the old signal 
by diffraction of the pump from the old grating. Thus, the output will show the changed parts of the 
scene until the grating adapts during the photorefractive response time to the new scene.235,236 Such 
interferometers have been used, for example, to map turbulent flow,237,238 to make photothermal 
measurements,239 and to build acoustic spectrum analyzers.240

Phase Conjugate Interferometry

Another way to produce a novelty filter is to use a phase conjugate interferometer.241,242 This is an 
interferometer in which some or all of the conventional mirrors are replaced by phase conjugate 
mirrors, thus achieving the benefit of self-alignment. The effects of phase objects inserted in the 
interferometer are canceled out by phase conjugation. One of the most common realizations is a 
phase conjugate Michelson interferometer (Figs. 12 and 13). If the phase conjugate mirrors have 
common pumping beams (this can be achieved by illuminating the same self-pumped phase con-
jugator with the beams in both arms), the phase of reflection for both beams will be the same and 
there will be a null at the output from the second port of the device. If a phase object inserted in 
one of the arms suddenly changes, the null will be disturbed, and the nonzero output will repre-
sent the changing parts of the phase object. The nonzero output persists until the gratings in the 
phase conjugate mirror adapt to the new input fields.243 If two amplitude objects are inserted in 
the interferometer, one in each arm, the intensity of the output at the nulling port is the square of 
the difference between the squared moduli of the objects. This architecture thus gives rise to image 
subtraction.244,245 A slightly modified version can be used to measure thin-film properties (refractive 
index, absorption coefficient, and thickness): the film under test on its substrate is used as the inter-
ferometer beam splitter.246
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Associative Memories and Neural Networks

There are a number of adaptive processors that can be designed using photorefractive beam cou-
pling. In addition to novelty filters, these include associative memories, neural network models, and 
other recursive image processors.

Photorefractive phase conjugate mirrors provide an elegant way to realize linear associative 
memories in which a fragment of an image can be used to recall the entire image from a bank of 
multiplexed holograms stored in a long-term storage photorefractive crystal such as lithium nio-
bate.247,248 Neural networks, on the other hand, are nets of interconnected signals with nonlinear 
feedback. They have been extensively investigated in the artificial intelligence community.249 Typical 
applications are modeling of neural and cognitive systems and the construction of classification 
machines. As we have seen, there are a number of different ways to realize optical interconnections 

Laser

Mirror

Add

(a)

Subtract

Image

Image

Phase
conjugator

FIGURE 12 Phase conjugate interferometer for image subtraction: (a) amplitude images are placed in 
the interferometer arms. Their difference appears at the nulling output, the sum appears at the retroreflec-
tion output. (b) Real-time image subtraction and addition of images using above apparatus. (After Chiou 
and Yeh.245)
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using the photorefractive effect, and nonlinear feedback can be introduced by using the nonlinear 
transfer properties of pumped photorefractive crystals. A pattern classifier can be built by recording 
a hologram for each image class (e.g., represented by a clear fingerprint) in a photorefractive crystal 
with a long time constant. Many holograms can be superposed if they are recorded with spatially 
orthogonal reference beams. As in the case of the linear associative memory, a smudged fingerprint 
introduced to the system will partially reconstruct each of the reference beams. The brightest reconstruc-
tion will be the reference associated with the fingerprint most like the smudged input. An oscillator with 
internal saturable absorption is built to provide competitive feedback of the reference reconstructions 
to themselves. The oscillator mode should be the mode associated with the proper fingerprint. That 

FIGURE 13 Phase conjugate interferometer as a novelty filter: any 
phase change in the object arm disturbs the null at the output until the 
phase conjugate mirror adjusts to the change. (a) Optical tracking novelty 
filter incorporating a spatial phase modulator. BS, beam splitter; PC, phase 
conjugate mirror. (b) Modification of preceding device to enable the use of 
a polarization modulating liquid crystal television (LCTV).
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FIGURE 13 (c) Photograph of the output of the tracking novelty filter shown in (b). Input to the 
LCTV is taken from a character generator driving a video camera: (1) the character generator is off; the 
interferometer is essentially dark; (2) the character-generator display, showing the phrase NOVELTY 
FILTER is activated; (3) the filter adapts to the new scene and becomes nearly blank, as in (1). Some 
letters are visible; (4) the character-generator display is deactivated. The previous phrase appears at the 
output of the interferometer. Shortly thereafter it fades to (1). (After Anderson et al.243)

(c)

mode then reconstructs the clear fingerprint. The output of the device is the stored fingerprint 
which is most like the smudged input. We have described just one optical neural network model, but 
just as there are many theoretical neural network models, there are also many optical neural network 
models.250–254 Each of them has its own practical difficulties, including those of reliability, suitability 
of available threshold functions, and stability.

In addition, the optical gain of photorefractive oscillators makes possible the design of other 
recursive image processors, for example, to realize Gerschberg-Saxton-type algorithms in phase con-
jugate resonators.255

Thresholding

In optical data processing it is often necessary to determine if one or more elements of an optical pat-
tern has an intensity above (or below) a set threshold value. For example, in optical associative memory 
applications, it is necessary to select the stronger modes among many in an optical resonator. In optical 
correlator applications, the output information plane may be thresholded to determine whether a cor-
relation has been obtained, and to determine the location of the correlation peak(s). A closely related 
operation which is also useful for these applications is the Max or winner-take-all operation.
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The ideal thresholding device should have the following properties: (1) the capability to process 
complex images with high resolution, (2) high sensitivity, (3) low crosstalk between pixels, (4) a 
sharp threshold, with constant output for intensities above the threshold value, (5) large signal-to-
noise, and (6) the ability to control the threshold level by external means.

A large number of thresholding schemes using the photorefractive effect have been proposed or 
demonstrated, although only a few experimental demonstrations of thresholding of spatial patterns 
or images have been reported. Techniques used in early investigations include (1) uniform incoherent 
erasure of self-pumped phase conjugate mirrors256 and of photorefractive end mirrors in phase con-
jugate resonators257,258 and (2) pump depletion in externally pumped phase conjugate mirrors and 
double phase conjugate mirrors.55 A number of thresholding devices using ring resonators have also 
been demonstrated.55,259 One way of increasing the sharpness of the threshold is to insert additional 
nonlinear media in the photorefractive resonator cavities.

Ingold et al.260 demonstrated winner-take-all behavior in a nonresonant cavity containing a 
nematic liquid crystal and a photorefractive crystal. In later experiments,261 a thresholding phase 
conjugate resonator containing a saturable absorber consisting of a thin film of fluorescein-doped 
boric acid glass demonstrated several performance improvements. In this architecture (shown sche-
matically in Fig. 14) the input image was amplitude-encoded as a two-dimensional array of pixels 
on an incoherent control beam that was incident on the saturable absorber (a single pixel is shown 
in Fig. 14). If the intensity at a given pixel was above a threshold intensity, the saturable absorber 
bleached locally by an amount sufficient to switch on the phase conjugate resonator. The phase 
conjugate resonator continued to oscillate at these pixel locations even when the control beam was 
removed. The output was thus bistable and latching.

Photorefractive Holographic Storage

The neural networks described above rely on optical information storage in a material whose grat-
ings are long-lived. One of the earliest potential applications for the photorefractive effect was for 

FIGURE 14 Schematic diagram of linear phase conjugate resonator 
containing an intracavity saturable absorber. Information is read into the 
resonator by means of a separate control beam incident on the saturable 
absorber. The control beam can be brought in through a beam splitter, 
or at an angle to the optic axis (as shown). The fluorescein-doped boric 
acid glass saturable absorber had a saturation intensity ( )Is = 20 mW/cm2  
at its absorption peak (450 nm). The BaTiO3 phase conjugate mirror was 
pumped at the neighboring Ar laser wavelength of 458 nm. The control 
beam was generated from the same laser, and cross-polarized to a void 
feedback into the resonator. (After McCahon et al.261)
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holographic information storage. One of the best materials for the purpose was and still is lithium 
niobate; it has storage times which can be as long as years. The principal concerns for holographic 
storage are information density, crosstalk minimization, fixing efficiency, signal-to-noise ratio, and 
development of practical readout/writing architectures. There has been a recent renewed interest in 
optical memory design, now that materials and computer technology have improved and schemes 
for rapid addressing have matured. The two main classes of addressing scheme use spatially orthog-
onal reference beams262–264 and temporally orthogonal reference beams265 (spatial multiplexing vs. 
frequency multiplexing). Spatial multiplexing has the advantage that relatively simple optical sources 
can be used. Frequency multiplexing has the advantage that spatial crosstalk is reduced compared to 
that associated with spatial multiplexing. However, it has the drawback of requiring frequency-
tunable laser sources. An important consideration is the need to pack as much information as pos-
sible into each individual hologram. Here the frequency multiplexing approach is superior, because
the information density can reach much higher values before crosstalk sets in. Crosstalk can also be 
reduced by storing information in photorefractive fiber bundles instead of bulk, so that the infor-
mation is more localized.266,267

Holographic Data Storage

A photorefractive holographic digital storage system demonstrated in 1994 had a storage capac-
ity of 163 kB using lithium niobate as the storage medium.268 It used angular multiplexing to 
record data pages as separate holograms and distributed consecutive bits over multiple pages to 
reduce the probability of burst errors. The raw bit error rate was between 10 –3 and 10 –4 but was 
improved to 10–6 by use of a Hamming error correcting code. Shortly after that, the capacity was 
increased to 5 MB using Reed-Solomon error correcting codes,269 and in 2000 a 1-GB lithium 
niobate system was demonstrated with 50 μs seek time.270 Lithium niobate suffers from a low 
recording sensitivity, of the order of 0.1 cm/J and it has been largely replaced as a holographic 
recording medium by photopolymers, whose sensitivity can be several orders of magnitude larger 
(1000 cm/J).269

Photorefractive Waveguides

There are three essentially different ways to prepare electro-optic (possibly photorefractive) wave-
guides. One is to produce local alterations in the chemistry of an electro-optic substrate, for exam-
ple, by titanium in-diffusion into LiNbO3 or ion implantation in BaTiO3.

271 Another way is to grow 
waveguides in layers by techniques such as RF sputtering, liquid phase epitaxy, laser ablation,272 and 
metalorganic chemical vapor deposition (MOCVD).273 A third way is to polish bulk material down 
to a thin wafer.274

The performance of electro-optic waveguide devices such as couplers and switches can be seri-
ously compromised by the refractive index changes induced by the photorefractive effect in the 
host electro-optic materials such as lithium niobate. Therefore, one of the main motivations for 
understanding the photorefractive effect in waveguides is to develop ways to minimize its effects. 
MgO doping of lithium niobate is commonly used in attempts to reduce the photorefractive 
effect.275

Some researchers have taken advantage of waveguide photorefractivity. Optical confinement 
in waveguides enhances the effectiveness of optical nonlinearities. With conventional χ( )3  materi-
als, waveguiding confinement increases the coupling constant-length product by maintaining high 
intensity over longer distances than would be possible in bulk interactions. In the photorefractive 
case, optical confinement reduces the response time.

An excellent review of earlier work on photorefractivity in waveguides may be found in Ref. 276 
More recently Eason and coworkers have measured a response time improvement by a factor of 100 
in an ion-implanted BaTiO3 waveguide.271 A bridge mutually pumped phase conjugator was also 
demonstrated.277
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Photorefractive Solitons

In 1992, the possibility that photorefractive crystal might be able to support spatial solitons was 
proposed,278 and subsequently demonstrated, first as a transient effect,279 and then in the steady 
state.280 Optical spatial solitons are beams of light in which the normal tendency toward diffrac-
tive spreading is counterbalanced by a nonlinear optical self-focusing effect. Solitons that are 
stable in 2 transverse directions and the 1 propagation direction (2 + 1 solitons) are made pos-
sible by the fact that the photorefractive nonlinearity is saturable, in contrast to the situation with 
Kerr nonlinearities where self-focusing leads to catastrophic collapse.281 Solitons can form in pho-
torefractive crystals, where drift is made to dominate diffusion through the application of a DC 
electric field (screening solitons) or by use of the photovoltaic effect (photovoltaic solitons) and 
where the degree of saturation of the nonlinearity is controlled through provision of background 
illumination.282 These solitons can be described by the nonlinear Schrodinger equation with satu-
rable nonlinearity:283
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where u is the amplitude of the soliton normalized by the square root of the sum of the background 
and dark intensities, x is the transverse coordinate, and z is the propagation direction. More exact 
versions of this equation have been used, for example, including the diffusion component of the 
photorefractive effect,284 but Eq. (24) does describe the basic features.

Since the initial demonstration of basic screening solitons, many different types of solitons have 
been found, providing a very active research area both in fundamental physics and potential applica-
tions. These include bright and dark solitons,285 vortex solitons,286 vector solitons,287 incoherent,288 
and white light solitons.289 One of the main research interests has been in the study of soliton collisions 
and interactions.290 Applications have included optically induced waveguides for optical routing,291 
and for beam confinement for nonlinear frequency conversion.292
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13.1 INTRODUCTION

As the name implies, an optical limiter is a device designed to keep the power, irradiance, energy, or 
fluence transmitted by an optical system below some specified maximum value, regardless of the 
magnitude of the input. It must do this while maintaining high transmittance at low input powers. 
The most important application of such a device is the protection of sensitive optical sensors and 
components from laser damage. There are many other potential applications for such devices, includ-
ing laser power regulation or stabilization, or restoration of signal levels in optical data transmission 
or logic systems, but this chapter will primarily concentrate on devices for sensor protection.

Perhaps the most obvious way of achieving optical limiting is by active control, where input light 
levels are monitored by a sensor, which through some processor activates a modulator or shutter 
that in turn limits the transmitted light. The best-known examples of these are the iris and blink 
response of the eye. However, these are limited in speed to about 0.1 second, so that any intense 
pulse of light shorter than this can get past these defense mechanisms and damage the retina before 
they can respond. Speed is an issue with most active control systems for optical limiting. To protect 
sensors, the transmittance must be reduced in a time much shorter than the width of the potentially 
damaging pulse. Even very fast electro-optic shutters are limited to rise times on the order of 1 ns, 
which may be insufficient to adequately block Q-switched pulses shorter than 50 ns or so in dura-
tion. Even for protection against longer pulses, cost and complexity are disadvantages of active 
optical limiting systems. Another direct way to protect sensors against high-power lasers is to use 
narrow-line spectral filters. These can work well when the laser wavelength is known, such as in 
laboratory laser safety goggles, but would be largely ineffective against tunable lasers.

Passive systems, on the other hand, use a nonlinear optical material that functions as a combined 
sensor, processor, and modulator. This offers the potential for high speed, simplicity, compactness, 
and low cost. However, passive systems place severe requirements on the nonlinear medium.1–3 
While many materials exhibit the type of effects that produce optical limiting, usually these effects 
prove not to be large enough. Because of this, all prototype passive systems demonstrated to date 
place the nonlinear optical component in or near a focal plane. In a focal plane, the energy density of 
a beam from a distant laser source is 105 ~ 108 times greater than in a pupil plane. Even in this focused 
geometry, material nonlinearities are barely large enough, and systems that adequately protect eyes and 
other common sensors over a broad wavelength band have yet to be demonstrated, at least in the 
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visible and near-infrared. The idea of using a nonlinear material in a pupil plane (e.g., a coating on 
the surface of goggles) is therefore far from reality. For mid-infrared (3 to 12 µm wavelength range), 
optical nonlinearities are typically much larger than in the visible and results have been more prom-
ising than in the visible.4–6 Still, however, limiting elements must be placed near a focal plane. Hence, 
research to date on optical limiting has predominantly focused on the search for new or modified 
materials with stronger nonlinearities, and on how to optimally use the best available nonlinear 
materials. This chapter will concentrate on passive devices.

The response of an ideal optical limiter is shown in Fig. 1, along with some typical responses 
of passive limiters. Clearly, an optical sensor requires high linear transmittance, TL, at low input 
light levels for the transmission of images. Meanwhile, for higher inputs the limiter must clamp the 
transmitted energy below some maximum value, Emax, up to the maximum energy the limiter can 
withstand, ED. This is usually the energy damage threshold for the limiting material itself. Usually 
the minimum transmittance of the device, Tmin, occurs at this energy. Often, the performance of a 
limiting system or device is characterized by some type of figure of merit (FOM).7,8 One of the most 
commonly used is FOM = TL/Tmin, which states that a large linear transmittance combined with a 
low minimum transmittance is desirable.8 A slightly different way of expressing this is in terms of 
the optical density (OD), defined as OD = − log10(T), so that the FOM may be reexpressed as the 
change in OD, or ΔOD = log10(TL/Tmin). For the ideal limiter shown in Fig. 1, the FOM is equivalent 
to the dynamic range, which is defined as D.R. = ED/EL.7 However, although such merit figures are of 
some use, it is usually necessary to separately specify parameters such as linear transmittance, maxi-
mum transmitted energy, and damage energy. For example, in some applications, a linear transmit-
tance of >50 percent could be an absolute requirement that cannot be offset by an improvement in 
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FIGURE 1 Typical limiting curves, drawn as (a) 
transmitted energy versus input energy, and (b) trans-
mittance versus input energy, on a log-log scale. The 
solid line is the ideal optical limiter response, while the 
short- and long-dashed lines are typical of real systems. 
ED is the energy at which the limiter undergoes irrevers-
ible laser damage. Emax is the maximum transmitted 
energy, here measured at the maximum input energy 
ED. EL is the limiting threshold for the ideal limiter, TL 
is the linear transmittance, and Tmin is the minimum 
transmittance, usually obtained for the maximum input 
energy, ED.
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protection. In addition, for nonideal limiting responses, the FOM may not give a clear indication of 
whether a device provides adequate protection at all input energies. For example, the dashed curves 
in Fig. 1b look very similar when plotted as transmittance versus input energy. Although they have 
the same FOM, when plotted as transmitted versus input energy, it is clear that the long-dashed 
curve provides considerably better protection than the short-dashed curve.

The maximum permissible transmitted energy is highly dependent on the threat laser wavelength 
and pulse width, on the sensor to be protected, and on the f-number (defined as the ratio of focal 
length to lens diameter) of the imaging system. Most practical imaging systems use an f-number of 
5 or less. However, one very common sensor for which we can specify maximum safe exposure levels 
is the human eye.9 Mostly, we are concerned with retinal damage. Visible or near-infrared radiation 
is not absorbed in the cornea or lens of the eye, and the focusing of light onto the retina produces 
an optical gain on the order of 104 [i.e., the fluence (incident energy/unit area) at the retina is ~ 104 
times that incident on the cornea]. Hence for visible or near-infrared radiation, damage will always 
occur first at the retina. For wavelengths in the UV and further into the infrared, light does not 
reach the retina, as it is absorbed in the lens or cornea where the fluence is much lower. If necessary, 
damage may be avoided by use of optical elements that simply block those wavelengths by reflec-
tion or absorption, as the eye cannot detect those wavelengths anyway. As shown in Fig. 2, the ANSI 
standard for the maximum safe energy entering the eye for pulse lengths less than 17 µs is 0.2 µJ.10 
However, larger energies may be tolerated where there is a finite probability of a retinal lesion but 
little chance of retinal hemorrhaging. For example, the ED-50 exposure level, for which there is a 
50 percent chance of a retinal lesion but little chance of permanent damage, corresponds to ~1 µJ in 
the visible. Therefore, ideally one would desire Emax << 1 µJ for an eye-protection limiter. However, 
since no practical prototype limiter so far has come close to this value, a more common target value 
for Emax in recent literature has been ~1 µJ.11,12 As will be subsequently described, the total energy 
entering the eye is not a complete measure of performance, as many nonlinear optical mechanisms 
that give rise to limiting strongly distort a laser beam as well as controlling its total transmitted 
energy. Therefore, a better measure of limiting performance is the focusable component of the 
energy entering the eye, Efoc. Efoc is defined as the energy falling within a 1.5-mrad-diameter circle 
in the retinal plane.13 The accepted value for the minimum resolution of the eye is 1.5 mrad. Should 
the limiter defocus the beam enough that the focused beam significantly exceeds 1.5 mrad, an Emax 
of > 1 µJ may be tolerable as long as Efoc < 1 µJ.

In the remainder of this chapter, we describe some of the fundamental principles of passive optical 
limiting, including nonlinear mechanisms and optimization of geometry. We also present a few examples 
of experimental demonstrations of some types of optical limiters, although this is by no means intended 
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to be a comprehensive review. Rather, this chapter is intended as a starting point for newcomers to the 
field of optical limiting. For more detailed surveys of published research in this field, the reader is referred 
to the review papers,1,3,12 journal special issues,14 and conference proceedings15–22 on the subject.

13.2  BASIC PRINCIPLES OF PASSIVE OPTICAL 
LIMITING

By way of an introduction to passive optical limiting, we briefly describe five of the most common 
nonlinear mechanisms used. As summarized in Fig. 3, these are (a) nonlinear absorption, 
(b) nonlinear refraction, (c) nonlinear scattering, (d) photorefraction, and (e) optically induced 
phase transitions. There have been many other schemes proposed for passive optical limiting, but 
those mentioned here form the basis for the vast majority of practical limiting devices that have 
appeared in the literature. A common theme to all schemes is that they each require the nonlinear 
optical material to be placed in or near a focal plane. Here we concentrate on how each nonlinear 
optical property results in limiting and we avoid detailed descriptions of the nonlinear mechanisms. 
For a more complete description of nonlinear optical phenomena and mechanisms, the reader is 
referred to Chap. 16, “Third-Order Optical Nonlinearities,”of this volume.

Limiting via Nonlinear Absorption

Perhaps the most obvious and direct way to produce passive optical limiting is via nonlinear absorp-
tion (NLA), where we require the absorption to increase with increasing incident pulse fluence or 
irradiance. This can occur in a number of ways, as illustrated in Fig. 4, which shows some of the pos-
sible optical transitions for a generic material system. These could represent electronic transitions in 
many different material types (for example, an organic molecule or a semiconductor crystal).

Two-photon absorption (2PA) is a third-order nonlinear optical process that involves the simul-
taneous absorption of two photons.23 For 2PA, the absorption increases in proportion to the incident 
irradiance, I. Another possibility is a two-step absorption process, where linear absorption populates 
excited states, from which a second absorption to a higher-lying energy state is possible.24,25 If the 
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aeff  = a 0 + b2I + saN

neff  = n0 + n2I + s r
.N

(a)
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(c)

(d)
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FIGURE 3 Fundamental mechanisms for passive 
optical limiting: (a) nonlinear absorption; (b) nonlinear 
refraction; (c) nonlinear scattering; (d) photorefraction; 
and (e) optically induced phase transitions.
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excited state cross section, sex, exceeds the ground state cross section, sg, then the absorption will 
increase with increasing excited state population density, Nex, and hence with increasing incident 
fluence. This is usually referred to as excited state absorption (ESA) or reverse-saturable absorption 
(RSA). The latter nomenclature grew out of the more commonly observed saturable absorption, 
where sex < sg and the absorption decreases with increasing fluence. In materials with suitable 
energy levels, it is also possible to populate the excited state by two-photon absorption, and still pro-
duce excited state absorption at the excitation wavelength.23,26 For any of these cases, we may write 
an approximate effective absorption coefficient, aeff,

 α α β σ σ βeff ex ex ex ex= + + = + +I N N I Ng g σ  (1)

where b is the 2PA coefficient and Ng and Nex are the ground state and excited state absorption 
cross sections, respectively. For a laser pulse shorter than the excited state lifetime, t1, and for low 
excitation levels, Nex is directly proportional to the incident fluence. However, an optical limiter is 
required to work under high levels of excitation, so usually rate equations must be solved to deter-
mine the overall transmittance. Nevertheless, it is clear that a large ratio of sex/sg is desirable, as we 
want large ESA, but small linear absorption. However, sg cannot be too small, as Nex must become 
large enough to produce a strong limiting effect. The minimum achievable transmittance should 
occur when all molecules have been promoted to the first excited state, so that the transmittance is 
Tmin = exp (− sexNL), where N is the total molecular density and L is the material thickness. Hence 
the maximum achievable FOM is Tmin/TL = exp [− (sex − sg)NL].27 However, it is not practical to 
expect such a physical situation. Before such a high excitation is reached, other effects, including 
ionization, heating, and so forth will occur.11

In theory, 2PA is ideal for optical limiting, as the linear absorption is zero. Moreover, it can be 
shown that there is an absolute upper limit to the irradiance that can propagate through a two-photon 
absorber, given by Imax = (bL)−1. 2PA also may populate excited states without the inconvenience of 
linear absorption, so that one can obtain limiting due to both 2PA and ESA. However, it is difficult 
to find materials with sufficiently large and broadband 2PA coefficients to work well with nanosec-
ond or longer pulses.26,28,29

Regardless of the excitation mechanism, it is desirable to have an excited state lifetime, t1, longer 
than the laser pulse width, so that each electron or molecule need only be excited one time per pulse. 
A short upper excited state lifetime, t2, is required to reduce saturation of the excited state absorp-
tion, which detracts from limiting performance.

Nex

sg b

Ng

t2

t1

sex

FIGURE 4 Nonlinear absorp-
tion processes.
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Optimization of NLA Limiters While NLA gives the best optical limiting by placing the nonlinear 
material in a focal plane, this is also where the damage energy threshold of the nonlinear material 
is lowest. Very often, this gives an unacceptably low FOM. The damage threshold may be greatly 
increased by placing another nonlinear absorber in front of the one at focus, hence protecting it 
from damage. In the case of 2PA, this can be achieved by using a thick 2PA material, as illustrated in 
Fig. 5a.7,28,30 Here, the term thick means that the material thickness is much greater than the depth 
of focus of the beam. The front surface is far from focus, and the 2PA away from focus protects 
the material near focus. Theoretically, this can be done with no reduction in TL, as there need be 
no linear absorption. In reality, parasitic linear transmittance and scatter may reduce TL. For RSA 
materials, the intrinsic linear absorption does not permit us to use an arbitrarily thick medium. 
Instead, discrete elements can be used. This geometry is usually referred to a cascaded or tandem 
limiter.31 In the simplest case, this can consist of two or more elements in tandem, as illustrated in 
Fig. 5b. The elements can be positioned so that the damage fluence, Fd, is reached simultaneously 
by all elements. This gives the maximum damage energy.8,11,27 It has been shown that the total FOM 
of the limiter is given by the product of the FOMs of each individual element. However, because 
of beam distortion due to NLA or to any NLR that may be present in the material, the FOM of an 
individual element in a cascaded geometry does not usually approach the FOM of the same ele-
ment when used alone. Miles11 pointed out that this geometry helps keep the fluence high through 
the length of the limiter, by balancing the decrease in fluence due to absorption with the increase in 
fluence due to focusing. This is illustrated in Fig. 5b, which shows a sketch of on-axis fluence versus 
distance for a four-element tandem limiter. This can be understood by considering the example of a 
limiter with Tmin = 10−4. If such a limiter were to have only a single element, the fluence on the front 
surface of the cell would have to exceed that on the rear surface by 104. If damage to the front of the 
cell were to be avoided, the fluence on the rear surface would be so low that the molecules near the 
rear surface could not contribute significantly to the limiting. Therefore, these molecules only serve 
to reduce the linear transmittance. However, for a 4-cell tandem limiter, Tmin = 0.1 for each element, 
and the net value of Tmin for the tandem limiter is 10−4. This is much easier to achieve. The greater 
the number of cells, the larger the average fluence in each cell, and the separation of the cells is pro-
portional to the square of the distance from focus, Z.8 This can be extended to the limiting case of a 
single element with a graded molecular density, N(z) ≈ 1/sex|Z|.11,32 In this case, the on-axis fluence 

F(z)

Fd

Z

(a)

(b)

FIGURE 5 Optimization of limiter geometry: 
(a) for a 2PA limiter and (b) for an RSA limiter. The 
graph in (b) is a sketch of the on-axis fluence through the 
limiter near the maximum operating energy.



OPTICAL LIMITING  13.7

would remain constant through the RSA material at some designed value of the input energy, usu-
ally just below the damage threshold. To avoid problems of generating the exact molecular density 
distribution, approximating the distribution with a steplike series of adjacent cells of different thick-
ness and density has also been proposed. Like the tandem devices, these designs must be modified to 
account for beam distortion.27

Limiting via Nonlinear Refraction

From Kramers-Krönig relations, we know that all materials exhibiting nonlinear absorption must 
also exhibit nonlinear refraction.33 A consequence of this is that each process that gives rise to opti-
cally induced changes in absorption must also result in changes to the refractive index. This can 
usually be expressed as

 n n n I Nreff ex= + +0 2 σ  (2)

where n2 describes instantaneous index changes proportional to incident irradiance and sr describes 
the change in index due to population of excited states. As described in Chap. 16, “Third-Order  
Optical Nonlinearities,” of this volume and in Refs. 33 and 34, n2 is related to the 2PA coefficient, 
b, by Kramers-Krönig relations. sr and sex are related in a similar manner. Such index changes can 
occur even at wavelengths where there is no change in absorption.

As a focused beam has a spatially varying irradiance, then the induced index change varies across 
the beam profile, causing the beam to be strongly distorted upon propagation. Near focus, the beam 
is usually brightest in the center, so for a negative index change (where the index decreases with 
increasing irradiance or fluence), the nonlinear material will behave like a lens with negative focal 
length, and the beam is defocused. This process is referred to as self defocusing. If the sign of the 
index change is positive, self-focusing results. Both of these effects can cause the beam to spread in 
the far field and hence limit the energy density in the far field, although the geometrical alignment 
may be different for optimal limiting in each case.35 This means that Efoc may be strongly limited 
without necessarily limiting Emax. The presence of pupil-plane apertures in the imaging system com-
bined with the beam distortion may also result in limiting of Emax. An advantage of this method over 
nonlinear absorption devices is that there is no need to absorb large amounts of energy in the non-
linear material, which could cause thermal damage problems. A potential problem is that inadver-
tent refocusing of the eye could reduce the defocusing effect of the limiter. However, the nonlinear 
refraction usually aberrates the beam sufficiently that this is not a concern.

In terms of NLR, a thick limiter is defined as one where the propagation path in the nonlinear 
material is long enough that the index changes cause the beam to change its size inside the material. 
This process is sometimes refers to as internal self-action.36 In this situation, the limiting behavior 
differs considerably between positive and negative index changes. Self-focusing causes the irradiance 
to be increased, causing more self-focusing, which becomes a catastrophic effect once a critical input 
power is reached.37 This results in breakdown of the medium, which can strongly scatter the light 
and hence effectively limit the transmitted energy. It also causes damage to the material, but this is 
not a problem if the nonlinear medium is a liquid. Self-defocusing, on the other hand, reduces the 
irradiance, so that the limiting occurs more gradually as the input energy is increased.

Thermally induced index changes are also important in optical limiters. In liquids, where the 
thermal expansion is large, the index change results from the change in density upon heating due to 
laser absorption.38 Hence the index decreases with temperature, giving a selfdefocusing effect. The 
turn-on time for defocusing is dictated by the time taken for the liquid to expand across the width 
of the laser beam, which is roughly given by the beam radius divided by the speed of sound.39 The 
turn-off time is dictated by thermal diffusion. In solids, thermal expansion is much smaller, but 
other effects, such as temperature dependence of the absorption edge, can cause thermally induced 
index changes. These usually result in an increase in index with temperature. As this is a local effect, 
the turn-on time is usually very fast, but turn-off times depend again on thermal diffusion. Thermal 
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self-focusing in solid-state limiters can be a problem, leading to optical damage. Although thermal 
defocusing in liquids can be used to produce limiting, and some of the first passive optical limiters 
were based on this effect,38 it usually degrades the performance of limiters based on NLA. This is 
one reason to use solid polymer host matrices for RSA dyes.40

Limiting via Nonlinear Scattering 

Like absorption, scattering is also capable of strongly attenuating a transmitted beam. Nonlinear 
scattering is possible by laser-induced creation of new scatter centers or by laser-induced changes in 
the refractive index difference between existing scatter centers and their surroundings. In the latter 
case, glass scatterers (such as small particles, a rough surface, highly porous glass, or a regular array 
of holes in glass) are index-matched by immersion in a liquid.41–43 In this state, the composite mate-
rial is clear and highly transparent. A small amount of absorber dye is dissolved in the liquid, so that 
when illuminated by a strong laser pulse, the solvent is heated and the index matching is lost, result-
ing in strong scattering.

In the former case, new scatter centers can be created when small particles, such as carbon 
black, molecular clusters, or other absorbing particles, are exposed to intense laser radiation.44,45 
In their normal state, such particles are very small, and although they may have a very strong opti-
cal absorption coefficient, due to their small size they neither absorb nor scatter much radiation. 
Upon absorption of radiation, the particles rapidly heat and ionize. This can cause the formation 
of microplasmas, which grow rapidly and strongly scatter the laser radiation. If the particles are 
suspended in a liquid, the heating can cause subsequent formation of microbubbles, which also 
strongly scatter light.46,47 In either event, the scattering produces strong optical limiting. As the 
size of the scattering particles approaches the wavelength, the scattering is predominantly in the 
forward direction, which could reduce performance for low f-number imaging systems. Another 
problem is that the limiting process destroys the particles, making this mechanism unsuited to 
protection against high repetition-rate lasers. This might be overcome by flowing the suspensions. 
It has been shown that nonlinear scattering may also be an important yet unintentional mechanism in 
the operation of RSA limiters based on organic molecules.47 It is likely that that this is due to incom-
plete dissolution of the organic material, which leaves small clusters of undissolved material in 
suspension in the solvent.

Other Mechanisms

While the majority of the results reported on passive limiting employ one of the three previously 
noted mechanisms, many other schemes have been proposed and demonstrated. Most of these may 
involve some sort of change in refractive index or absorption, but they may use the change in a 
manner different from those just described. Although such schemes are too numerous to fully docu-
ment here, the two following examples are worthy of mention.

Photorefraction Photorefractives change their index when exposed to light, and they do so in such 
a way that the index change is in proportion to the gradient of light intensity. This is achieved by 
a complex process involving photoexcitation of charge carriers and diffusion of those carriers that 
results in a space charge field.48 This field in turn causes an index change via the electro-optic effect. 
Due to the dependence on the gradient of intensity, the photo-refractive effect is usually employed 
in situations where a periodic modulation of the irradiance induces a phase grating (a periodic 
modulation of the index). For optical-limiting applications, the interference is obtained by pick-
ing off a portion of the input laser beam with a beam splitter and overlapping it with the original 
beam in a photorefractive crystal.49 Alternatively, a reflection from the rear surface of the crystal 
is used to interfere with the forward-going beam.50 In both cases, a grating is produced that, via 
two-beam coupling, strongly scatters the incoming laser beam, limiting the transmitted energy.51 
An interesting side effect of this mechanism is that the limiting is coherence-dependent as well as 



OPTICAL LIMITING  13.9

intensity-dependent. Due to the requirement for charge diffusion, the turn on time is relatively slow, 
so that this type of limiter is usually only suitable for pulses of millisecond or longer duration.

Optically Induced Phase Change A number of materials show a reversible, thermally induced 
semiconductor-metal phase transition upon illumination with strong laser radiation.52 These mate-
rials are transparent to infrared radiation in their semiconducting state but highly reflective in their 
metallic state. Hence, in the infrared these materials may be transparent for low powers, while at 
high powers, weak optical absorption and subsequent heating may induce the strongly reflecting 
metallic phase, blocking the transmitted light. Some examples of materials of this type are Ag2S, 
TmSexTe1−x, and vanadium oxides, VxO2x−1. To be effective, such a material must be stable in its 
transparent state, have a small latent heat associated with the phase transition, and require a rea-
sonably small temperature change (~ 100 K) to induce the phase transition. Vanadium oxides with 
compositions close to VO2 or V2O3 comprise the most-studied class of these materials for optical 
limiting, having a phase transition temperature at around 70°C. In thin-film form and with appro-
priate antireflection coatings, these materials have high broadband transmission through the infra-
red (3 to 12 µm) which drops to around 1 percent in the metallic phase.52

13.3  EXAMPLES OF PASSIVE OPTICAL LIMITING 
IN SPECIFIC MATERIALS

Unavoidably, most of the materials used for passive optical limiting exhibit a combination of the 
nonlinear properties previously described. This usually complicates matters, but in some cases the 
different nonlinearities may be used to complement each other. In this section, we briefly present 
a few specific examples of limiting devices that illustrate how some of the principles just described 
may be applied in practice.

Semiconductors

Semiconductors exhibit a variety of strong nonlinear absorption and refraction effects.53 Due to 
their broad absorption bands, they are capable of producing 2PA over a broad wavelength range 
where the linear absorption is low. Moreover, the carriers excited by 2PA produce very strong 
absorption and negative nonlinear refraction. The wavelength range of operation for 2PA, avoid-
ing linear interband absorption, is Eg/2 < hv < Eg. Eg is the bandgap of the semiconductor and hv 
is the photon energy. For example, in ZnSe, this corresponds to an operating wavelength range of 
about 480 to 900 nm, while in InSb the range is 7 to 14 µm at room temperature. Over this range, 
the combined effects of 2PA and free carrier absorption and refraction are more or less constant 
for a given semiconductor. However, the nonlinearities scale very strongly with bandgap. If we keep 
the ratio of photon energy to bandgap energy fixed, 2PA scales as Eg

−3 and free carrier absorption 
and refraction scale approximately as

 
Eg

−2.6,23 Hence, semiconductors work significantly better 
for the infrared than for the visible. A problem with semiconductors is that they tend to have low 
damage thresholds. It was shown by Van Stryland et al.28 that this can be overcome by the use of 
the thick-limiter geometry. In this case, a thick sample of the large-gap semiconductor ZnSe was 
used to demonstrate limiting of 30-ps pulses at a wavelength of 532 nm, as shown in Fig. 6. Due to 
a combination of 2PA and free-carrier absorption and refraction that occurs prior to focus, it was 
not possible to damage the ZnSe in the bulk. Hence, these devices were labeled self-protecting limiters. 
The FOM was measured as 2 × 104. The linear transmittance was 40 percent, probably due to a 
combination of scatter and parasitic absorption. Despite this good performance with ps pulses, the 
self-protection does not prevail for nanosecond pulses. This is thought to be due to the effects of 
carrier recombination and diffusion, which reduce the carrier defocusing effect, allowing positive 
thermal index changes to dominate.
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Organics

Organic molecules have attracted interest for optical limiting for their attractive NLA properties 
in the visible and near-infrared. While some materials have shown promise for their combined 
2PA and excited-state absorption properties,26,29 so far these effects have not proven large enough 
over a sufficiently broad wavelength band to be practical. By far the most attention has been paid 
to organics for their RSA properties.25,54 Generally, the mechanism is as shown in Fig. 4, but often 
the excited states may also relax into long-lived triplet states. This effectively increases the lifetime 
of the highly absorbing excited state. The transfer to triplet states may be enhanced by the addition 
of heavy atoms or paramagnetic groups to the molecule or solvent.55 Several groups have demon-
strated promising results with optimized limiting devices using phthalocyanines or other similar 
RSA molecules.40,56 One example of an optimized limiter based on this type of material is that 
of Perry et al.40 Here an indium phthalocyanine chloride (InClPc) was incorporated into a PMMA 
polymer host to make a solid-state limiting material. Slices of this material were used to make a three-
element tandem limiter. The device, which had a linear transmittance of about 55 percent (70 percent 
internal transmittance), was designed to operate with a maximum fluence of 3 J/cm2 in an f/5 
focusing geometry. The combination of solid-state host and low design fluence helps minimize the 
detrimental effects of thermally induced refractive index changes. The device had a minimum trans-
mittance of 0.185 percent at the maximum input energy of 6.5 mJ, corresponding to a maximum 
output energy of 12 µJ. This was a factor of four greater than predicted by simple design models, 
which assume a constant beam shape. This discrepancy is small compared with similar liquid-based 
limiters, which suffer from much greater thermal refraction. To properly design limiters of this type, 
propagation codes have been developed that account for all NLA and NLR mechanisms, including 
thermal refraction, and that are capable of modeling internal self-action.57

Carbon-Black Suspensions

It was shown by Mansour et al.44 that dilute ink exhibits very strong, broadband optical limit-
ing properties for nanosecond pulses. Ink is a liquid suspension of amorphous carbon particles. 
Figure 7 shows an example of limiting of 14-ns, 532-nm pulses using a carbon-black suspension 
(CBS) in a 50:50 water/ethanol mixture with TL = 70 percent. Similar results are obtained with a 
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1064-nm laser wavelength, indicating an extremely broadband limiting response. By observing 
scattered light intensity as a function of input irradiance, it was clearly shown that the incident 
light becomes very strongly scattered as the incident energy increases. Measurements of the angu-
lar distribution of scattered light show a Mie scattering pattern typical of scattering particles a 
factor of ≈ 3 larger than the original carbon-black particles. Similar results were found for a layer 
of small carbon particles deposited on a glass surface. It was concluded from this that the limiting 
is a result of scattering and absorption by microplasmas formed after thermionic emission from 
the laser-heated carbon particles. Later studies have indicated that the nonlinear scattering may 
result from microbubbles formed in the solvent by heating of the carbon. There is clear evidence 
that for longer pulses, the limiting is dependent on the volatility of the solvent,46 and imaging 
techniques have shown that bubbles may persist in the focal volume 100 ns after the pulse.47 It is 
quite feasible that microplasmas may be responsible for limiting on shorter (< 10 ns) time scales, 
while bubbles play a more important role for longer (~ 100 ns) pulses.

Photorefractives

Although it has been shown that the photorefractive effect can occur over a vast range of time scales, 
effects large enough for practical devices typically have millisecond and longer response times. Cook 
et al.50 exploited the large photorefractive two-beam coupling gain in Fe:LiNbO3 to demonstrate 
strong optical limiting for millisecond pulses or c.w. lasers. A weak reflection of the input beam 
from the rear surface of the lithium niobate crystal was sufficient to initiate the two-beam coupling. 
As shown in Fig. 8, this produced a change in OD of up to 4 with a response time of about 2 ms. 
The linear transmittance for these samples is typically in the range of 30 to 60 percent. The limiting 
effect is not strongly sensitive to wavelength, operating between 420 and 670 nm. It is found that 
the optimum f-number for limiting was about f/20, and limiting performance drops off rapidly as 
the f-number is decreased. This results from the trade-off between the high irradiance produced by 
small focused spot sizes and the long interaction length produced by large spot sizes.
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Liquid Crystals

Liquid crystals are composed of highly anisotropic molecules. By illuminating a nematic liquid crys-
tal with a linearly polarized laser beam, the molecules can align with the electric field in the beam, 
inducing an irradiance-dependent birefringence in the bulk liquid. These effects are large, but 
typically take milliseconds to seconds for the realignment process. Recently, it has been shown that 
doping a liquid crystal with certain dyes can induce molecular reorientation at extremely low powers.58 
Khoo et al.59 have shown that this effect may be used to achieve extremely low-power c.w. limiting. 
Using a twisted nematic 5CB film with 1 percent methyl red doping, between crossed polarizers, the 
maximum transmitted energy of a c.w. argon ion laser beam was kept below 13 µW for inputs up to 
140 mW, with TL = 10 percent, including Fresnel reflections and losses at the polarizers. Figure 9 shows 
a photograph of the transmitted beam for low and high powers, with an image that was simultaneously 
transmitted by the system. An advantage of liquid crystals is that they can be highly transparent across 
the entire visible spectrum.
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FIGURE 8 Far-field optical limiting and response time in a 3.4-mm path 
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FIGURE 9 Suppression of a c.w. visible laser beam while transmitting the image of a resolution 
test chart, using a dye-doped nematic liquid crystal passive limiter. (a) Low laser intensity, showing 
no limiting effect and (b) above the limiting threshold. (After Ref. 59.)
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14.1 GLOSSARY

Terms and Acronyms

 EIT electromagnetically induced transparency

 CPT coherent population trapping

 STIRAP stimulated Raman adiabatic passage

 RAP rapid adiabatic passage

 SCRAP Stark chirped rapid adiabatic passage

 CPR coherent population return

 LWI lasing without inversion

 lambda (Λ) scheme three coupled atomic levels with the initial and fi nal states at lower energy
  than the intermediate state

 ladder scheme three coupled atomic levels with the energy of the initial state below the inter-
  mediate state, and the energy of the intermediate state below the fi nal state

 vee (V) scheme three coupled atomic levels with the initial and fi nal states at higher energy
  than the intermediate state

 cw continuous wave

Symbols

 |a〉 quantum state of atom

 Ea energy of quantum state |a〉
 wab angular transition frequency between states |a〉 and |b〉 (rad s–1)

 Δab detuning of a light fi eld from an atomic transition at wab (rad s–1)

 mab transition dipole moment between two states |a〉 and |b〉 (Cm)
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 Re c(1) real part of linear susceptibility (dispersion)

 Im c(1) imaginary part of linear susceptibility (absorption)

 c(3) nonlinear susceptibility of third order (m2 V–2)

 NA number of atoms

 nA atomic density (cm–3)

 E electric fi eld strength (Vm–1)

 w angular frequency of a radiation fi eld (rad s–1)

 l wavelength of a radiation fi eld (nm)

 P macroscopic polarization (Cm–2)

 Ω Rabi frequency (rad s–1)

 rab density matrix element

 Γa decay rate of state |a〉 (rad s–1)

 gab dephasing rate of the coherence rab (rad s–1)

 gDoppler Doppler (inhomogeneous) linewidth (rad s–1)

 glaser laser bandwidth (rad s–1)

14.2 INTRODUCTION

Electromagnetically induced transparency (EIT) is a quantum interference phenomenon that arises 
when coherent optical fields couple to the states of a material quantum system. In EIT the interference 
occurs between alternative transition pathways, driven by radiation fields within the internal states of 
the quantum system. Interference effects arise, because in quantum mechanics the probability ampli-
tudes (which may be positive or negative in sign), rather than probabilities, must be summed and 
squared to obtain the total transition probability between the relevant quantum states. Interference 
between the amplitudes may lead to either an enhancement (constructive interference) or a complete 
cancellation (destructive interference) in the total transition probability. As a consequence, interference 
effects can lead to profound modification of the optical and nonlinear optical properties of a medium. 
Thus, control of optical or nonlinear optical properties and processes becomes possible.

Interference effects of this kind are well known in physics. These occur naturally if there are two 
transition pathways available to the same final state. Fano interferences exhibit an example of inter-
ference between two transition pathways. In this case the two pathways are direct photoionization 
from a quantum state to the ionization continuum and photoionization from the quantum state via 
an intermediate autoionizing state.1,2 The interference between these two pathways leads to asym-
metric resonances in the photoionization spectrum. The photoionization cross section vanishes at 
certain excitation frequencies, that is, complete destructive interference occurs. This process is well 
known for radiative transitions to autoionizing states in atoms or to predissociating states in mol-
ecules. It was also predicted to occur in semiconductor quantum wells.3 

Interfering transition pathways can also be deliberately induced by application of resonant laser 
fields to multilevel atomic systems. Perhaps the most striking example for this type of interference 
is the cancellation of absorption for a probe radiation field, tuned in resonance to an atomic transi-
tion. Usually the resonant excitation would lead to strong absorption of the probe field. However, 
if the atoms are prepared by EIT,4–6 the absorption is essentially switched off. EIT exhibits a laser-
induced interference effect between the quantum coherences in the atom, which renders an initially 
highly opaque medium into an almost transparent medium. Similarly the refractive properties of 
the medium may be greatly modified.5,7,8 For instance the usual correlation of high refractive index 
with high absorption can be broken, leading to the creation of media with unique optical properties.

There has been a considerable research effort devoted to EIT and related topics over the last 
few years. This has been motivated by the recognition of a number of new potential applications, for 
example, lasers without inversion, highly efficient nonlinear optical processes, storage of light pulses 
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and quantum information, lossless propagation of laser beams through optically thick media, and 
highly efficient and selective population transfer via coherent adiabatic processes. EIT is one of an 
interrelated group of processes, for example, including coherent population trapping (CPT) and 
coherent adiabatic population transfer, that result from externally induced quantum mechanical 
coherence and interference. In contrast, the earlier ideas associated with CPT (first observed in 
1976)9 had found application mostly as a tool of high-resolution spectroscopy, rather than as a new 
direction in nonlinear optics. Therefore, the concept of EIT has contributed a distinctive new thrust 
to work on atomic coherence and its applications—a thrust, which is of direct interest to optical 
scientists and engineers.

To explain the basic idea and applications of EIT, an equivalent picture to interfering transi-
tion pathways is provided by the concept of laser-dressed states. In terms of quantum mechan-
ics, the dressed states are the eigenstates of the quantum system, including strong interaction with 
driving radiation fields. The dressed states are coherent superpositions of the bare states, that is, 
the eigenstates of the quantum system without external interaction. The coherent superpositions have 
well-defined amplitudes and phases that describe the relationship between the atomic states in the 
superposition. The reader is referred to The Theory of Coherent Atomic Excitation by Shore10 for a 
complete account of these ideas. An important feature of EIT is the preparation of large populations 
of these coherently driven, uniformly phased atoms. Such media are termed phasesonium by Scully,7 
to convey the basic idea. The (both linear and nonlinear) optical properties of the coherent medium 
are very different from those of a normal, incoherently driven medium. In the dressed medium the 
terms of linear and nonlinear susceptibilities can be retained only to the extent that it is recognized 
that all these resonant processes are highly nonpeturbative. As we will discuss later, even the so-called 
“linear” processes now involve the coupling of atoms with many photons. An important consequence 
of this is that the magnitudes of linear and nonlinear susceptibilities can reach equality in a phase-
coherent medium. This is in marked contrast to the normal situation. Usually the nonlinear suscep-
tibility would give rise to nonlinear optical processes, which are many orders of magnitude weaker 
than those arising from the linear susceptibility.

The exceptionally high efficiencies of nonlinear optical processes in gas phase media, prepared 
by EIT, therefore constitute an important feature of EIT. The large conversion efficiencies in gas 
phase media, driven to EIT, become comparable to nonlinear optical processes in optical crystals. 
Thus a renewed interest in gas phase nonlinear optical devices possessing unique capabilities [e.g., 
high conversion efficiencies into the spectral regions of vacuum-ultraviolet (VUV) and far-infrared 
(IR) radiation] has occurred. There have been a number of notable recent demonstrations of EIT, 
applied to frequency conversion. A near-unity frequency conversion into the far-ultraviolet spectral 
region was reported for a four-wave mixing scheme in lead vapor. The lead atoms were prepared in 
the state of maximal coherence, that is, maximal polarization, by EIT. The uniquely high conversion 
efficiency arises since the nonlinear terms become equal in magnitude to the linear terms. Besides 
applications in dense gas phase media with thermal velocity distribution, large optical nonlineari-
ties, induced by EIT were also studied in laser-cooled atoms. In such media, a successful implemen-
tation of EIT requires only quite weak laser couplings. Thus, at maximum transparency there is an 
extremely steep dispersion as a function of the driving laser frequency, that is, the detuning from the 
atomic resonance. The consequence of this steep slope is a very slow group velocity for optical pulses 
propagating through the medium.11 Massive optical nonlinearities accompany the steep dispersion. 
These are manifested as very large nonlinear refractive indices that are many orders of magnitude 
larger than any previously observed. These huge nonlinearities are the subject of current research 
activity. They offer the likelihood of efficient nonlinear optical processes at the few photon level. 

In addition to the applications, described above, the coherence and interference effects related to 
EIT may also permit new possibilities to build short wavelength lasers, that is, lasers in the x-ray spec-
tral range. As the Einstein coefficient for spontaneous emission scales with the cube of the transition 
frequency w,3 it is usually hard to achieve population inversion by optical pumping in an x-ray laser. 
In contrast, the laser concept based on EIT does not rely on population inversion in the atomic laser 
medium anymore.12,13 Lasing without inversion (LWI) has been demonstrated in sodium atoms and 
rubidium atoms in the visible range.14,15 The prospects that this might lead to the construction of 
lasers which are able to circumvent the usual constraints of achieving inversion in short wavelength 
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lasers has been much discussed.16,17 Related effects on LWI and EIT in semiconductor quantum wells 
have also been theoretically explored using laser-induced processes18 or bandgap engineering19 to create the 
necessary coherences. Moreover, atomic and molecular coherences, driven by EIT, were also exploited 
for efficient frequency conversion and the generation of ultrashort laser pulses.20–27,28–39

It is the aim of this chapter to provide an accessible summary of EIT and to present some of the 
main results obtained in recent research. It is not possible in the space available to cover all work in 
this field, and we apologize to authors whose important contributions are not directly mentioned. An 
extensive review of all theoretical and experimental work on related atomic coherence phenomena 
is also beyond the scope of the present article. The reader is advised to look at a number of reviews 
on LWI,16,17 coherent population trapping,10,40–43 coherent adiabatic population transfer,44 efficient 
frequency conversion in coherently prepared media45 and laser-induced continuum structure46–50 to 
find these topics presented in detail. The theory pertinent to EIT is sketched in the text, but again the 
reader is referred to the more detailed treatments published in the literature.5 References to relevant 
literature will be given as they arise. The purpose of the chapter is (1) to communicate the underly-
ing physical principles of EIT and related effects, (2) to describe the manifestations of EIT and to 
summarize the conditions required to create EIT, and (3) to introduce some potential applications in 
optical technology.

14.3  COHERENCE IN TWO- AND THREE-LEVEL 
ATOMIC SYSTEMS

The first experimental work on laser-induced atomic coherence was carried out in the 1970s. Earlier 
relevant work includes the investigation of dressing two-level systems by strong microwave fields. 
This led to the observation of splittings between dressed states, that is, Autler-Townes splittings,51 
and photon echoes in two-level systems.52 Mollow53,54 reported novel features, subsequently termed 
the Mollow triplet, of resonance fluorescence in a two-level system driven by a strong resonant laser. 
Much work on two-level systems has been carried out since.10,44,55,56 Although two-level systems 
remain a subject of considerable interest, our concern here is primarily with three-level systems (and 
in some cases four-level systems).

Atomic coherence and interference in three-level systems was first observed experimentally by 
Alzetta, Arimondo et al.,9,57 and by Gray et al.58 The first group of authors performed experiments 
that established coherence between the Zeeman split lower levels of a sodium atom using a mul-
timode laser. By employing a spatially varying magnetic field Alzetta, Arimondo et al. observed a 
series of spatially separated dark lines. These resonances correspond to the locations in the magnetic 
field where the Zeeman splitting matched the frequency difference between modes of the coupling 
laser. This situation corresponds to a two-photon resonant lambda-type level scheme. Thus, this was 
the first experimental observation of CPT. The experiments of Gray et al.58 involved the preparation 
of coherence between the hyperfine lower levels of sodium atoms. In these experiments two coinci-
dent laser fields are coupled to a three-level lambda scheme of states to create superpositions of the 
two lower states |1〉 and |2〉 (see Fig. 1). One of the superpositions, that is, the coupled state or bright 
state |C〉 interacts with the fields [see Eq. (1)]. For the other superposition, that is, the noncoupled or 
dark state |NC〉, interference causes cancellation of the two driven dipoles. Once the coherent states 
are formed, the population in the system will all be “optically pumped” into the dark state through 
spontaneous emission from the intermediate state. The optical pumping process occurs on the timescale 
of a few times the radiative decay time. Once in the dark state there is no process to remove the 
population. Thus the population is trapped in the dark state.

The basic idea of CPT has been extended to systems, driven by time-varying optical fields to 
yield very efficient excitation of atomic and molecular states.44,59–61 In stimulated Raman adiabatic 
passage (STIRAP), the noncoupled state |NC〉 exhibits a specific evolution in time. Initially |NC〉 is 
prepared such that it is composed purely of the lowest state |1〉. For intermediate times |NC〉 evolves 
as a superposition of the two lower states |1〉 and |2〉, with no contribution from the intermediate 
state |3〉. Finally |NC〉 is composed purely of state |2〉. Thus, population is transferred completely 
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between the lower states |1〉 and |2〉, with no intermediate storage in state |3〉. The bright state is not 
populated during the process. This specific preparation of a dark state in STIRAP is achieved by 
employing counterintuitive pulse sequences, that is, the couplings (or the laser pulses) Ω1 and Ω2 
still partly overlap in time, but Ω2 reaches its peak value prior to the peak of Ω1. The timescale for 
STIRAP is determined by the evolution of the laser pulses. This contrasts to conventional CPT, 
that is, driven with coincident radiation fields, when the time evolution is determined by spontane-
ous emission. We also note that recently extended work has been performed to utilize CPT also in 
laser cooling and manipulation of trapped atoms. The technique, used in these experiments was 
termed velocity-selective coherent population trapping (VSCPT).62–64 

In experiments, dedicated to CPT the primary concern is focused on the manipulation of state 
populations, essentially of individual atoms. In contrast, for EIT the main interest is the optical 
response, rather than simply the populations, of the entire medium. The optical response is deter-
mined by the coherences rather than the populations. In terms of density matrix elements, in CPT the 
pertinent quantities are the on-diagonal density matrix elements, that is, the populations; while in EIT 
they are the off-diagonal density matrix elements, that is, the coherences. Most important, in the limit 
of a strong coupling field Ω2 and population initially in the ground state, the coherences, driven by EIT 
are almost instantaneously established. The timescale of the evolution in EIT is determined by l/Ω2. 
For strong excitation, even driven by quite long nanosecond (ns) pulses, the timescale of l/Ω2 easily 
reaches the regime of picoseconds, that is, well below the pulse duration. For a successful implementa-
tion of population trapping a timescale of several radiative lifetimes is required, that is, typically in the 
regime of many nanoseconds. From these considerations we see, that though EIT and CPT are closely 
related, some of their important features as well as their aim are very different.

14.4  THE BASIC PHYSICAL CONCEPT OF 
ELECTROMAGNETICALLY INDUCED TRANSPARENCY

As discussed in the preceding section, there is a close link between EIT and other phenomena, rely-
ing on atomic coherence, that is, adiabatic population transfer processes.9,43,44,57–61,65–67 In all these 
processes, three-level atomic systems are involved—that is, systems that can be adequately reduced 
to three levels when interaction with the pertinent electromagnetic fields are considered. The 
atomic dipole selection rules require that two pairs of levels are dipole-coupled, while the transition 
between the third pair is dipole-forbidden. In Fig. 2, we show the basic three-level schemes. All of 
the level schemes, discussed in this paper can be reduced to one or other of these schemes. Following 

|1〉

|2〉

Ω2Ω1

|3〉

Δ13 Δ23

FIGURE 1 CPT in a three-level lambda configura-
tion. Two radiation fields, that is, couplings Ω1 and Ω2, are 
applied with frequencies close to the single-photon reso-
nances at w13 and w23.
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the nomenclature of Harris et al,6 we label the levels |1〉, |2〉, and |3〉. The dipole-allowed transitions 
are between states |1〉 and |3〉 and between states |2〉 and |3〉. Classification of the schemes then 
depends upon the relative energies of the three states: (1) ladder (or cascade) scheme with E1 < E3 
< E2 (2) lambda (Λ) scheme with E1 < E2 < E3, and (3) vee (V) scheme with E3 < E1 and E3 < E2. EIT 
has been extensively studied in all three of these configurations. In a lambda or ladder scheme state 
|1〉 is normally the ground state of the atom. This is, where initially the majority of the population 
resides. In EIT there is no need for significant population transfer. Thus states |2〉 and |3〉 remain 
essentially unpopulated throughout the process. It should be noted that the lambda scheme has a 
special importance due to the metastability of state |2〉. As a consequence, very long-lived coherences 
can be established between states |1〉 and |2〉. This leads to near-perfect conditions for EIT.

To understand in more detail, how laser fields interact with a three-level atom to create coherent 
superpositions of the atomic bare states, we will consider now CPT in a lambda scheme. A three-level 
lambda system (see Fig. 1) is coupled by two near-resonant laser fields. The interaction strength is 
defined by the Rabi frequencies Ω1 = m13 E1/∇ at frequency w1 and Ω2 = m23 E2/∇ at frequency w2 
with the dipole transition moments m13 and m23, and the electric fields E1 and E2. The transition 
frequencies are defined as w12 and w23. The one-photon detunings of the radiation fields from the 
atomic resonances are Δ13 = w13 – w1, Δ23 = w23 – w2 .The two-photon (Raman) detuning is Δ = 
[(w13 – w23) – (w1 – w2)]. The Hamiltonian of the bare atom H0 must be modified to include the 
interactions due to the two couplings. Thus H = H0 + V1 + V2, with the interactions Vj = � Ωj. The 
eigenstates of this new Hamiltonian will be linear superpositions of the bare atomic states |1〉, |2〉, 
and |3〉 (see Refs. 10, 42, 68). For exact two-photon resonance and, that is, Δ = 0, two of the three 
eigenstates of the total Hamiltonian H turn out to be symmetric and antisymmetric coherent super-
positions of the two lower bare states. These superpositions read
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where Ω′ = [Ω1
2 + Ω2

2]1/2. It is important to note that no component of the bare state |3〉 appears in 
these superpositions. The superposition state |C〉 is coupled to the intermediate state |3〉 via electric 
dipole interaction, that is, |C〉 is a bright state. In contrast, the other state |NC〉 is not coupled to 
state |3〉, that is, |NC〉 is a dark state or trapped state. This is obvious from the total dipole moment 
for a transition from state |NC〉 to the bare state |3〉. If the magnitudes of the coupling fields Ω1 
and Ω2 are appropriately balanced, the negative sign in the superposition of |1〉 and |2〉, which 
forms the state |NC〉, causes the transition moment 〈NC|m |3〉 to vanish. In effect, the two terms 

|1〉 |1〉 |3〉

|2〉

|2〉

|2〉
|3〉 |3〉 |1〉

(a) (b) (c)

FIGURE 2 Basic three-level schemes: (a) ladder (or cascade) scheme 
with E1 < E3 < E2; (b) lambda (Λ) scheme with E1 < E2 < E3; and (c) vee 
scheme with E3 < E1 and E3 < E2. 
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that are summed to give the transition amplitude between |NC〉 and |3〉 are of equal and opposite 
magnitude, and hence the total amplitude will vanish. In a classical picture, this corresponds to the 
electron driven by two fields, both of which may be strong, but which exert forces of exactly equal 
magnitude and opposite directions. This interaction leads to a zero net force and hence the electron 
stays at rest. In conventional CPT and assuming steady-state conditions, the superposition state 
|NC〉 will acquire all of the population of the system through optical pumping. Thus spontaneous 
emission from state |3〉 populates state |NC〉, but absorption losses from state |NC〉 back to state |3〉 
are not possible. 

The noncoupled state |NC〉 also serves as the key component for coherent population transfer 
by STIRAP,44 which was already briefly discussed above. We assume, that initially all population is 
in state |1〉. State |2〉 is assumed to be metastable, for example, if the level scheme is of lambda-type 
configuration. If at early times the Rabi frequencies (i.e., the corresponding radiation fields) are 
applied such that Ω2 >> Ω1, state |NC〉 is equal to state |1〉 [see (Eq. 1)]. All population of the system 
is prepared in the dark state |NC〉. No population is in the bright state |C〉. If at the end of the inter-
action Ω1 >> Ω2, state |NC〉 aligns now parallel to the target state |2〉. As Ω1 >> Ω2, the contribution 
of state |1〉 is negligible, that is, all population is transferred to the target state |2〉. The sequence of 
an initially strong coupling between the states |2〉 and |3〉 and a finally strong coupling between the 
states |1〉 and |2〉 exhibits a counterintuitive laser pulse order, which is the typical feature of STIRAP. 

We note that in the previous description we ignored a fast time oscillation of the bare states |1〉 
and |2〉 in the superpositions in Eq. (1). The oscillation occurs at frequencies e1/� and e3/�, with the 
energy of the bare states ei. In fact these terms disappear when the dipole moments are formed. In 
typical implementations of CPT, for example, STIRAP, the couplings are of comparable strength, 
that is, Ω1 ≈ Ω2, and the two-photon transition is strongly driven. The transition is “saturated” if the 
terminology of incoherent excitation is used. We note an interesting feature of CPT with respect to 
the coherences for the case of the laser frequencies tuned to exact two-photon resonance, but with 
large single-photon detunings. In this case, state |3〉 can be adiabatically eliminated from the level 
scheme.10 Thus state |3〉 does not enter into the consideration of the coupling between atoms and 
fields any more. However, also in this case, that is, even far detuned from the single-photon reso-
nances, the two-photon resonance condition alone is sufficient to drive large coherences between 
states |1〉 and |2〉. We also stress the point that in general in CPT the initial population may be dis-
tributed between the lower states |1〉 and |2〉. This is usually the case if the lower states are provided 
by sublevels of an atomic ground state, for example, for Zeeman or hyperfine split states. As the 
energy difference of the lower states |1〉 and |2〉 is very small in this case, the initial thermal popu-
lations will be almost the same. In this case, a careful analysis of states |NC〉 and dark state |C〉 is 
required to determine the population dynamics for the specific CPT process under consideration, 
for example, STIRAP. However, also in the case of an initial population in both lower states, the state 
|NC〉 is still a dark state. In contrast, in implementations of EIT, the population is initially and for all 
times completely stored in state |1〉.

In CPT, interference effects arise from both coupling fields, since they are of comparable strength. 
If only one of the fields is strong, that is, Ω1 << Ω2, only interference effects due to processes driven 
by Ω2 will be important. This is the situation in many implementations of EIT and is discussed by a 
number of authors (see, e.g., Ref. 5 and references therein). In such EIT experiments, Ω2 is usually 
called the coupling field and labeled ΩC, and Ω1 is a weaker probe field, labeled ΩP. In the following 
we will use the notations ΩC and ΩP, whenever appropriate. Based on the considerations, presented 
above, we will now discuss some simple and straightforward approaches alternative approaches to 
understand the basic concept of EIT.

First, let us consider the basis, formed by the coupled state |C〉 and the noncoupled state |NC〉 
[see Eq. (1)]. We can write the bare state |1〉 in this basis:

 | ( | | )1
1〉=

′
〉 + 〉

Ω
Ω ΩC PNC C   (2)

Very obviously, for the case ΩP << ΩC state |1〉 is almost equivalent to |NC〉, that is, the dark state. 
Thus absorption to state |3〉 vanishes. The population remains in the ground state |1〉 throughout 
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the interaction with the two radiation fields. The probe laser propagates through the medium with-
out any absorption losses, that is, the medium is driven to EIT. 

Alternatively, as ΩP << ΩC, we can treat the three-level system of states |1〉, |2〉, and |3〉 as a com-
position of a strongly coupled two-level subsystem of states |2〉 and |3〉, with the weakly coupled 
state |1〉 attached to the subsystem. Thus it is straightforward to describe the subsystem in terms of 
the dressed states, which arise due to the strong interaction5 (see Fig. 3). For a strong resonant cou-
pling at the single-photon resonance Δ23 = 0 the dressed states of the subsystem are
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The transition amplitude at the (undressed) resonant frequency w13 from the ground state |1〉 to the 
dressed states will be the sum of the contributions to the dressed states |+〉 and |−〉, that is, [〈1| m |+〉 
+ 〈1| m |−〉 ] ∼ [ 〈1| m |2〉 + 〈1| m |3〉 + 〈1| m |2〉 − 〈1| m |3〉 ] = m12 + m13 + m12 − m13, with the transition 
moments mij. As we assumed in the definition of our three-level system, the transition between states 
|1〉 and |2〉 is forbidden, that is, m12 = 0. The transition moments m13 enter the sum with opposite 
signs. Thus the transition amplitude, that is, the absorption, reduces exactly to zero. The system is 
driven now to EIT. 

Finally, another approach to an understanding of EIT is based on the concept of quantum inter-
ferences.13,69–71 Interference, associated with EIT, arises because the transition amplitude between 
states |1〉 and |3〉 includes different pathways from the ground state |1〉 to the excited state |3〉: One 
term, which is due to excitation by the resonant field ΩP only, that is, a direct path from state |1〉 to 
state |3〉; an additional term, which is due to the presence of the second field ΩC (see Fig. 4), that is, 
a indirect path from state |1〉 to |3〉 further on to state |2〉 and back to |3〉. The additional term and 
similar higher-order terms have a negative sign with respect to the direct path. Hence the higher-
order terms cancel completely the direct path. This situation is closely related to interferences, medi-
ated at Fano-type resonances,1 for example, via autoionizing states, or to laser-induced continuum 
structure.46–50 

Equivalently within the picture of EIT in terms of the interfering pathways between the bare 
atomic states, the coherences are the quantities pertinent to the interference. Coherences can be 
thought of, in a semiclassical picture, as associated with the oscillating electric dipoles driven by the 
coupling fields applied between pairs of quantum states of the system, for example, between states 
|i 〉 and |j 〉. Strong excitation of these dipoles occurs whenever electromagnetic fields are applied 
close to resonance with an electric dipole transition between two states. If there are several pathways 

FIGURE 3 EIT in a lambda scheme (compare Fig. 4) 
viewed in terms of (a) bare atomic states, driven by a weak 
probe field ΩP and a strong coupling field ΩC  and (b) dressed 
states, generated by the strong coupling ΩC . The probe 
field is still at the bare state resonance frequency w13. 
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to excite the oscillating dipole at frequency wij, then interference arises between the various contri-
butions to this dipole. These contributions must be summed to give the total amplitude to the electric 
dipole oscillation (see Fig. 4).

Mathematically, coherences are identified with the off-diagonal density matrix elements rij. These 
are formed by taking bilinear combinations of probability amplitudes of two quantum states, that is, 
by the weighting factors associated with the outer products such as |i 〉 〈j |.72 Off-diagonal elements in the 
density matrix play a critical role in the evolution of an atom coupled to electro-magnetic fields.73 
Many calculations of atomic coherence effects and of EIT, as well as general nonlinear optics and laser 
action, in three-level systems are therefore developed in terms of the density matrix. The magnitudes 
of the relevant density matrix elements are computed from the basic coupled evolution equations, that 
is, the Liouville equation,10,72 and are found to depend upon experimental parameters (e.g., detunings 
and laser intensities). This approach also naturally lends itself to the inclusion of dampings that cause 
the decay of populations and coherences (e.g., radiative decay and collisions).67

EIT serves to control the absorption of a probe laser on the transition between the states |1〉 and 
|3〉 in the three-level systems, defined and discussed above. Thus EIT will manifest itself in the den-
sity matrix element r13. The real and imaginary parts of r13 both vanish at zero detuning, that is, the 
coherence is cancelled by interference of the excitation pathways. A set of coupled equations con-
necting the density matrix elements (e.g., r12, r23, and r13) and their temporal derivatives is deduced 
from the Liouville equation. These coupled equations are then solved for various sets of conditions 
by either analytical or numerical means. Interference that leads to EIT arises from the coherences 
r23 and r12, which are coupled to r13. The coherence r12 between the ground state |1〉 and state |2〉 
is present only due to the additional laser coupling. The contribution to the coherence r13 from the 
coherences r23 and r12 (driven by both laser fields) cancels with the direct contribution (driven by 
the probe laser field alone).

Although this use of density matrix elements is convenient, it is by no means essential, and many 
theoretical treatments that give clear physical insight have been performed in terms of probability 
amplitudes. Additional physical insights have been obtained by adopting alternative approaches, 
for instance by a careful consideration of the Feynman diagrams representing the various processes 
involved that lead to interference,69–71 or by applying a quantum jump approach.74 In all cases the 
predictions are essentially identical. 

Analytical solutions are generally only possible for steady-state conditions [corresponding to 
continuous wave (cw) laser fields]. A time-dependent calculation of the density matrix is appropri-
ate, if laser pulses rather than cw radiation drives the atom. A time-dependent calculation is also 
vital to account for transient effects or pulse propagation. Some analytical solutions also for time-
dependent calculations of the density matrix have been obtained, but unless restrictive simplifying 
assumptions are applied,75 time-dependent calculations must be performed numerically. In many 

FIGURE 4 EIT in a lambda scheme, viewed in terms 
of Fano-type interference (compare Fig. 3), (a) shows the 
direct channel for the excitation |1〉 → |3〉 by the probe 
field ΩP , (b) shows the lowest-order multiphoton chan-
nel induced by the coupling field ΩC, that is, the sequence
|1〉 → |3〉 → |2〉 → |3〉. Interference between pathway (a) and 
(b) (also including higher-order terms) occurs.
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cases the results of a full time-dependent treatment will be comparable to the results, obtained in a 
steady-state approach. This holds true at least in so far, as qualitative trends are concerned. To cal-
culate the propagation of laser pulses through an extended medium the time-dependent equations 
for the density matrix elements must be coupled to Maxwell’s equations.10 This is necessary, for 
example, to compute the propagation of matched pulses,76–78 the efficiency of frequency conversion 
processes in coherently prepared media,20–27,28–39 to account for losses in the driving laser fields or to 
model pulse shape modifications.79 

14.5  MANIPULATION OF OPTICAL PROPERTIES BY 
ELECTROMAGNETICALLY INDUCED TRANSPARENCY

Any optical process in a medium, driven by radiation pulses, is determined by the polarization, that 
is induced be the light fields. The macroscopic polarization P at the transition frequency w13 can be 
related to the microscopic coherence r13 via the expression

 P n µA13 13 13= ρ  (4)

where nA is the number of atoms per unit volume in the ground state within the medium, and m13 
is the dipole matrix element associated with the (undressed) transition.73 In this way imaginary and 
real parts of the linear susceptibility at frequency w can be directly related to r13 via the macroscopic 
polarization.55 The latter is defined as

 P E13 0( ) ( )ω ε χ ω=  (5)

introducing the susceptibility c(w). In this paper, the microscopic coherences are treated quantum 
mechanically, while the electromagnetic fields are treated classically (i.e., using Maxwell’s equations 
and the susceptibilities). This semiclassical approach is not essential, and fully quantum mechanical 
treatments for CPT (see, Ref. 41) and EIT78–80 have been developed. These fully quantum approaches 
are appropriate for cases such as the coupling of atoms to modes in cavities,80,81 or when the statis-
tical properties of the light fields are of interest. The latter is the case, for example, in proposals to 
generate squeezed light using EIT.79 For relatively strong light fields, present in most laser experi-
ments, a semiclassical treatment, with spontaneous decay added as a phenomenological damping 
process, proves adequate. 

The real and imaginary parts of the (dressed) linear susceptibility, associated with the dispersion 
and absorption of the medium respectively, are given by5,6
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To deduce the linear susceptibility, monochromatic fields and negligible collisional or Doppler 
broadening were assumed. The real and imaginary parts of the linear susceptibility, along with the 
nonlinear susceptibility, are plotted in Fig. 5 (see figure caption for explanation of the labeling) as 
a function of the detuning Δ13, at Δ23 = 0, that is, for resonant excitation by the coupling field ΩC. 
A striking result, the absorption for the probe field vanishes at exact resonance, if the coupling field 
ΩC is switched on and state |2〉 is perfectly metastable (i.e., Γ2 = 0). Simultaneously the dispersion is 
significantly modified. The dispersion is still zero at line center, that is, the same value as in the case 
of the coupling field ΩC switched off. However, the group velocity (dependent upon the slope of 
[Re c(1)]) becomes anomalously low5,82 when absorption has vanished. This offers the possibility of 
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FIGURE 5 The dressed susceptibilities in terms of the 
normalized detuning (wd – w3)/(Γ3/2) [in our notation this 
corresponds to the detuning of the probe laser, scaled to 
the decay rate, i.e., Δ13 /(Γ3/2)] for a value of the coupling 
Rabi field Ω23 = 2 Γ3 [in our notation ΩC = 2 Γ3]. (a) [Im 
c(1) ], i.e. absorption; (b) [Re c(1) ], i.e., dispersion; and (c) |c(3)|, 
i.e., nonlinear response. [Reprinted figure with permission 
from Ref 6. Copyright (1990) by the American Physical 
Society.] 
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slowing down the speed of light by EIT, that is, a most prominent example for the striking features 
of EIT, which is discussed elsewhere in this book. Inclusion of finite laser linewidths, collisional and 
Doppler broadening in these deductions is straightforward.6 Including these effect, the dressed sus-
ceptibilities still retain the key features, provided some limits for the experimental parameters are 
kept in view.

The medium that would in the absence of the coupling field be optically thick is now rendered 
transparent. The reduction in absorption is not merely that caused by the effective detuning induced 
by the Autler-Townes splitting of the dressed state absorption peaks (see Fig. 3), that is, the absorp-
tion that would be measured if the probe field were interrogating the absorption coefficient of the 
medium in the wing of the absorption lines of the dressed states. Additionally, there is destructive 
interference at the transition frequency w13 that leads to complete cancellation of all absorption, 
provided there are no additional dephasing processes in the system. Even if the transition dipole 
moment m12 is not zero (i.e., if the spontaneous decay rate is Γ2 ≠ 0), the absorption due to EIT will 
be reduced compared to the weak field absorption by a factor of Γ2/Γ3.

6

In the preceding considerations it was implicitly assumed that the probability amplitudes of state 
|3〉 remain close to zero (i.e., the probe field is very weak). If there is an incoherent population pump 
process into the upper states |2〉 or |3〉, such that these populations no longer remain negligible, then 
gain on the transition between the states |3〉 and |1〉 can result (see Sec. 14.8). The remarkable feature 
of this gain is that under the circumstances in which EIT occurs, that is, when absorption is can-
celled, the gain can be present without the requirement of population inversion in the bare atomic 
states. This is an example of amplification without inversion. The process has successfully been 
implemented in a vee-type scheme in Rubidium atoms15 and a lambda scheme in sodium atoms.83 
Much theoretical work12–14, 84–86 has been reported on LWI. In early work, LWI was predicted by 
Arkhipkin and Heller,85 and then further elucidated by Harris,86 Kocharovskaya and Khanin,12 and 
Scully et al.84 A long-term objective in this work is the prospect of overcoming the familiar difficul-
ties of constructing short wavelength lasers, that is, the requirement of very high energy pump fields 
in order to compensate for the small transition moment at far-infrared wavelengths.

In addition to gain without population inversion, any incoherent pumping of population into the 
upper states also modifies the dispersion in the medium. In particular, it is then possible to obtain a very 
large refractive index for specific wavelength regimes. The refractive index can reach values comparable to 
those normally encountered very close to an absorption line, while here the absorption now vanishes.8 The 
prospects for engineering the refractive properties of media to give novel combinations of absorption, gain, 
and dispersion have been explored in a number of theoretical87–93 and experimental studies (see Sec. 14.9).

The successful implementation of EIT depends upon a number of critical parameters, both 
inherent to the quantum system and the experimental setup, for example, the driving laser pulses. 
A correct choice of the atomic energy level configuration is essential. The configuration must satisfy 
the conditions, already discussed above, that is, dipole allowed transitions |1〉 → |3〉 and |2〉 → |3〉, 
while the transition |1〉 → |2〉 is dipole forbidden. Radiative couplings to other energy levels outside 
of these states, that lead to an open three-level system, and additional level substructure must also 
be considered. Collisions with other species in the medium or photoionization must be minimized 
in order to prohibit perturbing decay or dephasing of the coherence r12, which is essential to EIT. 
The couplings may be either driven by cw or pulsed lasers. In both cases the couplings must be suffi-
ciently strong to overcome the inhomogeneous broadening. Morover, sufficiently monochromatic or 
radiation with transform-limited bandwidth in the pulsed case is required, in order not to dephase 
the coherence r12. These critical parameters are summarized in Table 1. In the following section we 
discuss in more detail the most crucial parameters for a successful implementation of EIT. 

Intrinsic Dephasing of Atomic Coherence
in Gas Phase Media

For processes of laser-induced atomic coherence in a realistic medium the maintenance of the phase 
of the coherence during the interaction is essential for effective quantum interference. Any dephas-
ing of the coherence will wash out and eventually nullify the interference effects. Dephasing can 
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arise from a variety of different sources, for example, the excitation of a multitude of closely spaced 
hyperfine or Zeeman components (see, e.g., Refs. 10,15,94), radiative decay of state |2〉, photoioniza-
tion channels,95 and collisions.6,96 Following these arguments, it is obvious, that in a ladder scheme 
perfect EIT is usually not possible, because state |2〉 is not metastable, but undergoes spontaneous 
emission to state |3〉—as well as to other states outside the three-state system. Collisional broaden-
ing with atoms of the same and other species is also critical and places strict limits on sample purity, 
otherwise leading to foreign gas broadening. Possibly also limits are imposed on the sample density. 
Moreover, at large atomic density the local field effects due to dipole-dipole couplings between the 
atoms may be important.96,97 In this case the simple relationship between macroscopic polarization 
and the coherences in Eq. (5) may break down.

Dephasing due to Phase Fluctuations in the Laser Fields

If cw lasers with narrow bandwidth Δν < 1 MHz (i.e., negligible phase fluctuations) are used, the 
quality of an implementation of EIT usually approaches the expectations, based on steady-state 
conditions and strictly monochromatic excitation. Due to phase-diffusion processes92–102 laser line 
broadening gives rise to linewidths above the limit of the allowed radiative decay rate. This will 
destroy EIT. EIT may also be implemented with pulsed laser, provided the laser pulses exhibits trans-
form limited bandwidth. Though these transform-limited bandwidth is inevitably larger than those 
of cw lasers, EIT is not reduced at all. A single-mode transform-limited laser pulse (i.e., without 
excess phase fluctuation) will introduce insufficient dephasing during the interaction time (i.e., the 
pulse duration tpulse) to disturb the phases of the atomic coherences. It should also be appreciated 
that hyperfine sublevels will in general cause dephasing of coherences on a timescale, which is given 
by the inverse of their frequency separation ΔwHFS.

10 In a pulsed excitation the dephasing due to 
hyperfine splitting within the laser bandwidth will therefore be negligible, provided tpulse < l/ΔwHFS 
(i.e., if the hyperfine splittings are sufficiently small).

Dephasing Processes in Solids

A few experiments on EIT have also been performed in solid-state media.103–115 In contrast to imple-
mentations of EIT in gaseous media, coherent interactions in solids suffer from additional dephasings. 
These dephasings are induced by quantum processes in the crystal lattice (e.g., by photon-phonon 
interactions). The dephasings lead to significant additional homogeneous broadening in spectral lines 
of optical transitions. At room temperature the broadening may reach the regime of many gigahertz. 
In the gas phase, homogeneous broadening (e.g., as observed in the natural linewidth of a transitions) 
is usually much smaller than inhomogeneous broadening [e.g., induced by Doppler shifts (see below)]. 
In contrast, in solids it is usually the homogeneous broadening which dominates. This homogeneous 
broadening (i.e., the dephasing) will wash out any quantum interferences. In principle, there are two 
ways to deal with the fast dephasing processes in solids: (1) to “freeze” phonon processes, that is, to cool 

TABLE 1 Summary of Critical Experimental Parameters for a Successful Implementation of EIT

    Physical Parameter Constraint Typical Values

Radiative decay rate Γ3 of state |3〉 – 1–100 MHz
Radiative decay rate Γ2 of state |2〉 Γ2 << Γ3 <1 MHz
Photoionization rate Γion Γion >> Γ3 Depends upon the laser intensity
Coherence dephasing gij g12 < g13, g23 0–1 MHz (gases), 0–100 GHz (solids)
Laser linewidth glaser Transform-limited <1 MHz (cw) or 1/tpulse (pulsed)
Doppler linewidth gDoppler gDoppler < ΩC 1 GHz
Rabi frequency ΩC ΩC > g12 ΩC = m23 EC/∇
Laser pulse energy EC [see Eq. (8)] EC > f13/f23 �w NA 
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the medium to cryogenic temperatures such that phonon interactions may be neglected; (2) to drive 
the medium with ultrafast laser pulses, that is, pulse durations below the timescale of the dephasing 
processes. However, ultrashort laser pulses usually do not provide sufficient pulse energy to saturate 
the transitions in EIT. Thus, in most experiments on EIT in solids, cryogenic cooling of the medium is 
a necessary requirement.

Inhomogeneous Broadening

In many experiments (inhomogeneous) Doppler broadening presents a serious limit since it 
introduces a randomization in the effective laser detunings over the ensemble of atoms in the sam-
ple.6,116,117 Various methods have been employed to eliminate this effect, for example, Doppler-free 
excitation118,119 or using cooled atoms in a magneto-optical trap.120,121 Alternatively, at coupling Rabi 
frequencies larger than the Doppler width the influence of inhomogeneous broadening can be over-
come.6 In spectroscopic terms, the laser-induced power broadening beats the Doppler broadening 
in this case. This concept requires Rabi frequencies exceeding the Doppler width, that is, typically 
in the regime of 1 GHz. Such Rabi frequencies can be provided by a cw laser, with a typical power 
of 1 W or less, only under conditions of tight focusing. This may lead to undesirable effects such as 
defocusing due to the interplay between the dressed refractive index and the transverse intensity 
variation across the beam waist in the region of the focus.119 For pulsed lasers, with intrinsically 
high peak power, it is usually not necessary to focus the laser to reach the required intensity. Thus 
defocusing effects are negligible and the interaction volume (i.e., the atom number) will be much 
larger than under conditions of focusing. Moreover, for short- or ultrashort laser pulses the laser 
bandwidth already exceeds the Doppler width. However, short- or ultrashort laser pulses are usually 
no good choice to drive EIT (see below). 

Inhomogeneous broadening also plays a major role for applications of EIT in solid-state systems. 
Such inhomogeneous broadenings are induced, for example, when doped atoms in a crystal experi-
ence different electric fields in the background of the host crystal. This leads to an inhomogeneous 
distribution of transition frequencies. In general, the implementation of EIT in inhomogeneously 
broadened solids requires large laser intensities. This increases the risk of optical damage to the 
sample. An exception to this is the work on solids under conditions of cryogenic cooling. In such 
media, exceptionally small inhomogeneous widths are encountered.122 Moreover, inhomogeneous 
broadening in doped solids can be overcome by appropriate optical preparation (e.g., spectral hole 
burning). In this case, a specific ensemble of atoms in the inhomogeneously broadened medium is 
prepared to exhibit spectrally narrow transitions. 

Coupling Laser Power

In addition to the conditions, described above, there are some more constraints for the coupling 
laser Rabi frequency: (1) The coupling laser Rabi frequency must be sufficiently large to induce 
a transparency with a spectral width exceeding the linewidth of the Raman (two-photon) transi-
tion. For Raman transitions involving large detunings from the single-photon resonances, this 
may require large laser powers. (2) Harris and Luo79 derived a condition for the laser pulse energy, 
which demands a sufficient number of photons in the laser pulse to match the number of atoms, 
weighted by the transition oscillator strength, in the laser path [see Eq. (8)]. Essentially, the number 
of photons in the coupling laser pulse must exceed the number of atoms in the medium. (3) In the 
adiabatic limit, the pulse durations must exceed the time evolution of the transparency, which is in 
the order of 1/ΩC. Thus, the product Ω ⋅ tpulse must be large, that is, Ω ⋅ tpulse >> 1. In terms of inco-
herent excitation, the laser must “saturate” the transition. This adiabaticity criterion can be derived 
in a very similar form also for other adiabatic processes.44 As Ω ⋅ tpulse is a combination of the electric 
field and the pulse duration, laser pulses with large intensity and/or large interaction time are a good 
choice to fulfill the adiabaticity criterion. An analysis of typical laser systems with specific pulse dura-
tion reveals that laser pulses with medium pulse duration [i.e., in the regime of short nanosecond (ns)
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or long picosecond (ps) pulses] yield the largest product Ω ⋅ tpulse, if one-photon transitions are 
driven. Shorter laser pulses usually cannot compensate for the reduced pulse duration by a sufficient 
increase in the electric field. On the other hand, long pulses or cw radiation permits for long inter-
action time, but the electric field is weak. Thus, laser pulses with intermediate pulse duration and 
pulse energies in the regime of mJ are the best choice. However, if multiphoton excitations or spe-
cific atomic systems with large transition moments are considered, also ultrashort laser pulses may 
drive adiabatic interactions.

14.6  ELECTROMAGNETICALLY INDUCED 
TRANSPARENCY, DRIVEN BY PULSED LASERS

In the earliest work on EIT, driven by pulsed lasers, the linear optical response of an extended 
ensemble of atoms in the gas phase was investigated. In these experiments the transmission of a 
weak probe laser pulse, propagating through an otherwise optically dense medium, was measured. 
The medium was rendered transparent in the presence of a strong coupling laser pulse. In pulsed 
laser experiments there is usually no difficulty to induce Rabi frequencies, which exceed the inho-
mogeneous bandwidth of the medium (i.e., to drive the complete medium in EIT). It is essential, 
however, that the laser pulse exhibits transform-limited bandwidth. Thus, for example, single-mode 
transform-limited nanosecond lasers are an appropriate choice (see Sec. 14.5). Such laser pulses are, 
for example, provided by injection seeding an amplifier or optical parametric oscillator (OPO) with 
narrow-bandwidth cw radiation of appropriate frequency.

The first demonstration of EIT, driven with pulsed lasers, was performed by Harris et al. in stron-
tium vapor123 and lead vapor.124 In both experiments laser pulses with transform-limited radiation 
were used. In the experiment on strontium (see Fig. 6) the atoms are initially optically pumped into 
the excited state 5s 5p 1P1. The transition between state |1〉 = 5s 5p 1P1 and the autoionizing state 
|3〉 = 4d 5d 1D2 at a wavelength of lP = 337.1 nm is rendered transparent. A coupling laser, derived 
from a single-mode Littman dye laser, at wavelength lC = 570.3 nm drove the transition between the 
metastable state |2〉 = 4d 5p 1D2 and |3〉 = 4d 5d 1D2. As in the prototypical scheme, the probe field 
excited the system to a state |3〉 with a large decay rate. In the absence of the coupling laser the probe 
laser experienced strong absorption. Thus the strontium vapor was completely opaque at resonance, 
with an inferred transmission of exp(–20 ± 1). When the coupling laser was applied, the transmis-
sion at line center increased dramatically to exp(–1 ± 0.1). It was pointed out by the authors that for 
this large transparency the interference effect is essential. The detuning from the (dressed) absorp-
tion lines, separated by the Autler-Townes splitting alone would only account for an increase in 
transmission to a value of exp(–7.0).

The experiment in lead vapor124 demonstrated EIT within the bound states of a medium, experi-
encing significant collisional broadening. Here EIT was implemented in a ladder configuration with 
the probe laser, driving the transition between the ground state |1〉 = 6s2 6p2 3P0 and the excited state 
|3〉 = 6s2 6p 7s 3P1

0. The coupling laser drove the transition between states |2〉 = 6s2 6p 7p 3D1 and 
|3〉 = 6s2 6p 7s 3P1

0. The reduction in opacity, driven by the transform-limited coupling laser, reached 
a factor of exp(–l0). The particular coupling scheme in lead was chosen because of approximate 
coincidence between the frequency of an injection seeded Nd:YAG laser at lC = 1064 nm and the 
transition frequency w23. The detuning was Δ23 = 6 cm–1. An important feature of this experiment 
was the role of resonance broadening, which was the dominant broadening channel for state |3〉, 
that is, about 40 times larger than the natural linewidth. Due to the destructive interference between 
the contributions to state |3〉 in the two dressed states (see Sec. 14.4), these collisions have no effect 
on transparency. In contrast, the collisions, which dephase state |2〉, also affect the degree of EIT. As 
these are no resonance collisions, their strength is small.

Both experiments served to demonstrate the principle of EIT in a three-level system. They show, 
that EIT also works in systems including autoionization or collisional broadening. In both cases the 
coupling laser exhibited near transform-limited bandwidth. No special requirements were imposed on 
the probe laser, although the probe laser bandwidth must be less than the spectral width of the EIT. 
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Experiments using pulsed lasers continue to be important, most especially in the context of 
nonlinear optics and matched pulse propagation. A related resonant EIT scheme in lead has been 
explored by Kasapi as a technique for enhanced isotope discrimination.125 This method utilized the 
resonant opacity of a low abundance lead isotope 207Pb at EIT for the most common lead isotope 208Pb 
in their sample. Additional work has also recently illustrated how EIT can be established in the 
lead isotope 207Pb despite the presence of hyperfine structure. This was done by adjusting the laser 
frequencies to coincide with the center of gravity of the hyperfine split transitions.126,127 Under this 
condition, interference of the manifold of hyperfine states yields EIT.

14.7  STEADY STATE ELECTROMAGNETICALLY INDUCED 
TRANSPARENCY, DRIVEN BY CW LASERS

Continuous wave (cw) lasers permit the implementation of EIT under steady-state conditions. Such 
experiments provide an excellent case to test the theoretical concept of EIT against experimental data 
from excitations under near-ideal conditions. Investigations of new effects in the cw regime permit 
straightforward comparison with theoretical predictions. A monochromatic laser is required, with a 
linewidth significantly less than the radiative decay rate Γ3 (i.e., in the range of 10 kHz to 10 MHz). 
Such radiation is typically provided by either dye or titanium sapphire ring lasers or more cheaply, 

FIGURE 6 Coupling scheme for EIT in strontium atoms and transmission of a probe laser pulse 
versus the probe laser detuning. Inset in the coupling scheme: dressed states [in our notation state |−〉 cor-
responds to |2d〉 and state |+〉 corresponds to |3d〉; compare Fig. 3]. (a) When the coupling laser is switched 
off, the probe laser experiences absorption in the line center. (b) When the coupling laser is switched on, 
the probe laser absorption is dramatically reduced in the line center. [Reprinted figure with permission from 
Ref. 123. Copyright (1991) by the American Physical Society.]
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but also with limited tunability and power, by external cavity stabilized laser diodes. However, in 
contrast to pulsed laser experiments, in cw EIT experiments it is more difficult to reach sufficient 
coupling strengths ΩC in order to exceed the inhomogeneous broadening. This has required the 
employment of both Doppler-free techniques and the reduction of the Doppler width by atom 
cooling methods.

Much work has been carried out in rubidium vapor. This is due to suitability of the rubidium 
atom’s energy level configuration for EIT (see Fig. 7), the possibility of near-complete elimination 
of Doppler shifts in certain configurations, and the ease of handling the vapor. Xiao et al. as well as 
Moseley et al. performed important demonstrations of steady state EIT in rubidium atoms. A near-
ideal lambda scheme is formed in rubidium (see Fig. 7a) between the ground states 5S1/2 (F = 1) and 
(F = 2) and the excited state 5P1/2 (F = 1) state. The transitions in this case are around 780 nm, sepa-
rated by the ground state hyperfine splitting of ΔnHFS ≈ 6.83 GHz. In a detailed theoretical treatment of 
this system it is necessary to include all hyperfine sublevels of the three states. However, in essence the 
behavior is that of a simple three-level system. Likewise, also a ladder scheme is formed in this atom 
between the states 5S1/2, 5P3/2, and 5D5/2 (see Fig. 7b), with the transition wavelengths at lP = 780 nm and 
lC = 775 nm. Excitation of the transition at these wavelengths is easily possible using either cw tita-
nium sapphire ring lasers or grating stabilized laser diodes. These schemes in rubidium also exhibit 
the additional advantage of Doppler-free excitation with the two closely spaced wavelengths. In such 
experimental configuration, Xiao et al. and Moseley et al. studied transparency,116,128,129 refractive 
index modification,118 and propagation effects.119,130

Observation of EIT in the rubidium ladder scheme showed good agreement with a steady-state 
calculation, involving residual effects of inhomogeneous (Doppler) broadening.116 Due to the 
near-frequency coincidence between the transitions at 780 and 775 nm in this scheme, the effect of 
inhomogeneous broadening on the experiment was almost eliminated by using counterpropagating 
beams. This elimination of inhomogeneous broadening permitted the application of grating-stabilized 
laser diodes, operating with relatively low power (P < l0 mW), to provide both probe and coupling 
fields in these experiments.

Results of experiments on the rubidium lambda scheme also proved to be consistent with theory. 
EIT was observed at the probe transition line center with a linewidth and depth in reasonable 

(b)(a)

5P1/2
F = 1

5S1/2
F = 1

5S1/2
F = 2 5S1/2

5D5/2

5P3/2
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FIGURE 7 Coupling schemes for EIT in rubidium atoms. (a) A lambda scheme 
involving the hyperfine sublevels of the ground state [which correspond to states |1〉 
and |2〉 in our notation] of 87Rb (or 85Rb) and the excited states 5P1/2 or 5P3/2 [which 
correspond to state |3〉 in our notation] and (b) a ladder-type scheme involving the 
ground state 5S1/2 [i.e., state |1〉 in our notation], and the excited states 5P3/2 [i.e., 
state |3〉 in our notation] and 5 D5/2 [i.e., state |2〉 in our notation].
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agreement with the steady-state calculation.128 In the case of the lambda scheme, copropagating 
beams lead to a Doppler-free excitation. Again this was possible due to the closely spaced probe 
and coupling laser wavelengths. As mentioned before, also here only low laser powers were required 
for EIT. This elimination of Doppler broadening was exploited by the same authors to perform an 
experiment that stresses the quantum interference nature of the EIT effect. By employing a coupling 
laser strength ΩC < Γ3 (i.e., the Rabi splitting is too small to give rise, on its own, to any significant 
absorption reduction) a well-developed transparency, with a depth limited only by the laser line-
widths, was reported.129 This experiment illustrates clearly how the additional coherence due to the 
coupling laser causes interference that cancels the effect of probe absorption.

The limits for a successful implementation of steady-state EIT with respect to the probe laser 
power has also been examined in the rubidium ladder scheme, as discussed above.131 When the 
coupling laser was strong, but the probe relatively weak, EIT was induced as usual. In the case of a 
strong probe with a power comparable to the coupling laser (ΩP ~ ΩC), the EIT was destroyed and 
replaced by enhanced absorption (i.e., electromagnetically induced absorption). This is explained by 
the opening of additional pathways in the absorption process (due to higher-order interactions with 
the probe field) leading to constructive interference in absorption. This result has implications in 
certain nonlinear frequency mixing schemes where a strong field should be generated at the probe 
frequency. The results suggest that there may be a limitation to the strength of the generated fields 
(see Sec. 14.12).

Besides operation in Doppler-free excitation schemes, also laser cooling of the atoms can be 
used to fully eliminate Doppler broadening. This also enables steady-state EIT in systems where 
the laser frequencies wC and wP differ significantly. Recently work has been reported on EIT (and 
CPT) in lambda systems in cold rubidium and cesium atoms, confined in a magneto-optical trap 
(MOT).120,121 In rubidium a coupling scheme involving Zeeman splittings has also been studied.129 
These systems are close to ideal as the trapped atoms are very cool, that is, Doppler broadening is 
almost absent. Moreover the system exhibits very low density and hence may be considered as col-
lisionless. If required, larger densities of trapped atoms can be provided by using dark-spot trap 
techniques.132 Work has been carried out that exploits the characteristics of cold, confined rubidium 
atoms to study nonlinear absorption and dispersion.133 Also temporal evolution of EIT in the tran-
sient regime has been investigated in a MOT with rubidium atoms.134 In cold cesium atoms in a 
MOT the nonlinear sum rule135 for EIT-type situations has been experimentally verified.136

14.8  GAIN WITHOUT INVERSION AND LASING 
WITHOUT INVERSION

We consider now the case of population, transferred via an incoherent pump process into the 
excited states of a three-level system, driven in EIT. Thus a small population in the upper state of 
the probe transition results in inversionless gain of the probe field. The reader is referred to the 
extensive literature on this subject for further discussion (see, Ref. 16). In studying gain without 
inversion, precautions should be taken to confirm that the system is indeed noninverted. This is in 
practice rather difficult to confirm. Experimenters must verify that there is clear evidence for gain 
on the probe transition and truly no population inversion on this transition.

Gao et al.137 performed an early experiment that stimulated discussion and subsequent work. 
A four-level system of the hyperfine ground states 3S1/2 (F = 0, 1) and the excited states 3P3/2 and
3P1/2 in sodium atoms, driven in a Raman process, was investigated. A laser pulse excited the transi-
tion between the ground states 3S1/2 (F = 0, 1) and state 3P1/2. This created a coherence between the 
two hyperfine ground states. A cw probe laser was tuned close to the transition between the ground 
states 3S1/2 (F = 0, 1) and state 3P3/2. The probe laser experienced amplification, when the probe laser 
frequency was appropriately tuned—and provided a small amount of population was pumped into 
the 3P3/2 state. The incoherent pumping process was driven by a DC gas discharge in the sodium 
vapor. The authors claimed, that the amplification process was inversionless. Initial criticism 
arose, as there was no independent monitoring of the excited state populations in this experiment. 
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Subsequent work on this issue, involving measurements of absorption, provided firmer evidence for 
inversionless conditions.138 A similar excitation and amplification scheme in potassium vapor was 
reported by Kleinfeld et al.139 The authors performed a careful numerical analysis that supports their 
claims for amplification without inversion. Further evidence for amplification without inversion 
has been found in several systems. In a lambda scheme in sodium atoms, with additional incoher-
ent pumping into the upper state, Fry et al.140 observed effects, based on atomic coherence, leading 
to amplification without inversion. The role of atomic coherence was confirmed by switching the 
coupling field on or off. Amplification was only observed when the field was present, and when it 
was absent the large population always present in the lowest state led to absorption of the probe. In 
another demonstration, picosecond pulses were used to excite atomic coherence among the Zeeman 
sublevels of the ground state in sodium atoms. Amplification without inversion was monitored and 
unambiguously confirmed by Nottelman et al.141 Amplification without inversion was also demon-
strated in a transient scheme in cadmium vapor through the formation of a linear superposition of 
coherently populated Zeeman sublevels by van de Veer et al.142 In this experiment nanosecond laser 
pulses were used. The coherent nature of the process was proven (1) by the dependence of the gain 
on the time delay between the coherence preparation and probe pulse; and (2) by the dependence of 
the gain on the magnitude of the Zeeman splitting, which controlled the period for coherent trans-
fer of population in the atom. Recently a double lambda scheme in helium atoms, driven by infrared 
radiation at 877.9 nm radiation in a helium-neon gas discharge, was used to observe amplification 
at both wavelengths 1079.8 and 611 nm (i.e., the latter in an up-conversion process). Here the evi-
dence for amplification without inversion rests on comparison to calculation.143

To demonstrate LWI, the gain medium must be placed within an optical cavity. In two 
experiments15,83on this subject, amplification of a probe laser in the inversionless medium was dem-
onstrated. Then the cavity was set up and lasing was observed even under conditions where no inver-
sion was possible at all. The first of these experiments by Zibrov et al.15 was implemented in a vee-type 
scheme, formed on the Dl and D2 lines of rubidium, with incoherent pumping from the F = 2 hyper-
fine level into the upper state of the Dl transition. The latter provided the lasing transition. Laser diodes 
were used to derive all driving fields. The incoherent pump was generated by injecting white noise 
into an acousto-optic modulator (AOM). The AOM modulated one of the diodes. This work was also 
the first experiment to demonstrate amplification without inversion using laser diodes. An important 
conceptual advantage of the vee scheme is that there is no possibility for “hidden” inversion in a dressed 
basis at all. Thus the vee scheme serves as a very appropriate basis to demonstrate inversionless gain. 
The coupling scheme in the experiment could be considered in a simplified form as a four-level system, 
that is, three levels coherently coupled and a fourth coupled via the incoherent field. There are, however, 
32 hyperfine sublevels in the particular experiment in rubidium, which must be considered in a detailed 
analysis. This complete analysis was carried out by the authors to yield predictions in good agreement 
with their experiment. Subsequently work was reported by Padmabandu et al.83 demonstrating LWI in 
the same lambda scheme in sodium atoms, as also considered by the authors of Ref. 140.

14.9  MANIPULATION OF THE INDEX
OF REFRACTION IN DRESSED ATOMS

Besides the manipulation of absorption or transmission, EIT also permits control of the refractive 
index of a laser-driven medium. Figure 5 shows the dependence of the real part of the linear suscep-
tibility [Re c(1)], which determines the refractive index, on the probe laser detuning. The dispersion 
is most significantly modified between the absorption peaks, that is, for probe laser detunings in the 
range Δ13 = ±ΩC/2. In the absence of a coupling field the usual form of [Re c(1)], for an atom leads 
to anomalous dispersion, that is, a negative slope in [Re c(1)], in the vicinity of the resonance (i.e., for 
detunings Δ13 = ±Γ3). The dispersion [Re c(1)] vanishes at exact resonance. This usual behavior of 
[Re c(1)] is not significant, since the medium is highly opaque in the frequency range close to the 
resonance. However, in EIT the absorption is nearly zero close to resonance. Thus the modified dis-
persion can have a large effect on the refractive properties of the medium.



14.20  NONLINEAR OPTICS

In a medium, driven to EIT, the dispersion [Re c(1)] = 0 at resonance. Thus the refractive index 
will attain the vacuum value (n = 1), while the medium is fully transparent. As the assumption of 
a (closed) three-level atomic system is only an approximation, there will always be a contributions 
to the total refractive index due to all other states of the atom. These other levels, however, are typi-
cally far from resonant with the driving laser fields. Thus they lead to relatively small contributions 
to the dispersion. In nonlinear frequency mixing the vanishing dispersion results in near-perfect 
phase-matching, which is essential for efficient frequency up-conversion (see Sec. 14.12). A second 
important modification to the dispersion in the frequency range Δ13 = ±ΩC/2 is that the medium 
shows normal dispersion, that is, a positive slope in [Re c(1)]. The value of the dispersion in this 
frequency range will depend on the shape of the curve and hence on the coupling laser intensity, 
which determines ΩC. In Sec. 14.11, we will examine the situation, when ΩC is small. In this case the 
dispersion profile can be very steep, and consequently very low group velocities result. The intensity 
dependence of [Re c(1)] leads also to the strong spatial dependence of the refractive index across the 
intensity profile of a focused laser beam.

Investigations of the modification of dispersion (i.e, the refractive index) as induced by EIT 
have been carried out for steady-state excitation with cw lasers.118,119,130 Direct measurements of the 
modified refractive index confirm the theoretical predictions. The dispersive properties of rubidium 
atoms, driven by EIT, was investigated using a Mach-Zehnder interferometer.118 The dispersion mea-
sured at the center frequency was inferred to be equivalent to a small group velocity of vg = c/13.2. 
In the last years, many experiments have been implemented in order to slow down the speed of light 
in media, driven to EIT. In this article we will only briefly mention some of the experiments, while a 
detailed discussion of slow light and storage of photons is subject to another article in this book.

A number of observations on electromagnetically induced focusing and defocusing, based on 
spatial variations in the index of refraction, have also been performed. A wavelength-dependent-
induced focusing or defocusing was reported by Moseley et al.119,130 employing a coupling scheme 
in rubidium. Constraints are introduced to the tightness of focusing in strongly driven media. 
However, these experiments also indicate possibilities to control the spatial properties of a beam at 
frequency wP by a beam at another (i.e., perhaps very different, frequency wC). 

In a scheme where a small amount of population is incoherently pumped into the excited state, 
gain was predicted8 at exact resonance (i.e., Δ13 = 0). Thus, the imaginary part of the linear susceptibil-
ity [Im c(1)] becomes negative at resonance. When absorption vanishes at nearby frequencies, that is,
[Im c(1)] = 0, the value of [Re c(1)] can be very large. This situation is termed enhanced refraction. 
Enhanced refraction has been observed in a lambda scheme in rubidium, provided there is an addi-
tional pumping field to result in a small (noninverted) population in the upper state of the system.144 
In this experiment an enhanced index of refraction was found at frequencies where the absorption was 
zero. A proposed application for refractive index modifications of this kind is high-sensitivity magne-
tometry.145 The large dispersion at the point of vanishing absorption could be used to detect magnetic 
level shifts via optical phase measurements in a Mach-Zehnder interferometer with high accuracy.

14.10 PULSE PROPAGATION EFFECTS

Propagation of pulses is significantly modified in the presence of EIT. Figure 5b shows the changes 
to [Re c(1)] in media, driven in EIT. An analysis of the refractive changes has been provided by 
Harris et al.82 who expanded the susceptibilities (both real and imaginary parts) of the dressed atom 
in a series around the resonance frequency to determine various terms in [Re c(1)]. The first term of 
the series (zero order) [Re c(1)(w13)] = 0 corresponds to the vanishing dispersion at resonance. The 
next term ∂/∂w [Re c(1)] gives the slope of the dispersion curve. At the transition frequency w13 this 
slope yields
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This expression shows the dependence of the slope of [Re c(1)] on ΩC. The latter parameter 
permits controls of the group velocity of a laser pulse at frequency w13 propagating through the 
medium. Higher-order terms in the expansion lead to pulse distortions (group velocity dispersion), 
but at resonance the lowest nonvanishing term is of third order.

The first experimental studies of pulse propagation in media, driven to EIT system, were con-
ducted by Kasapi et al.146 In a lambda scheme in lead vapor, Kasapi et al. measured the delay of a 
probe pulse for various coupling laser strengths. Whilst the transmission through the medium was 
still large (i.e., 55 %), pulses were found to propagate with velocities as low as vg = c/165. The authors 
showed that the delay time tdelay for the pulse in the medium compared to a propagation through 
the vacuum was correlated to the attenuation of the transmitted pulse and the residual decay rate g12 
of the (dipole forbidden) transition |1〉 → |2〉—transition via the relation ln{Eout/Ein} = − g12 ⋅ tdelay, 
with Eout and Ein as the energies of the probe pulse leaving and entering the medium. This idea was 
subsequently demonstrated as a method for measuring Lorentzian linewidths.147 It was also dem-
onstrated146 that the presence of the coupling pulse leads to a near-diffraction-limited transmitted 
beam quality for a strong probe field under conditions where severe spatial distortion was present in 
the absence of the coupling laser. The situation where probe and coupling pulses were both strong 
was studied in a subsequent experiment that investigated further the elimination of optical self-
focusing and filamentation, which afflict a strong probe field.148

The prospects of controlling the refractive index using strong off-resonant pulses was examined 
theoretically for a lambda scheme.93 In this treatment it was shown that the off-resonant bound and 
continuum states lead to Stark shifts of states |1〉 and |2〉, which can be compensated by detuning the 
lasers from the exact Raman resonance between the bare states. If this is done correctly, the addi-
tional coherence r12 will lead to EIT-like modification of the refractive index experienced by both 
pulses. This extends to the situation for which the probe pulse is also strong. With both strong laser 
pulses, off-resonant CPT is possible. Formation of an off-resonance trapped state is an important 
aspect of an experiment investigating the elimination of optical-self focusing,148 in which a nonlin-
ear refractive index would otherwise lead to self-focusing, filamentation, and beam breakup of the 
strong probe field. Off-resonant CPT is also important in nonlinear frequency mixing, as demon-
strated in experiments in lead vapor149 and solid hydrogen.126 In this case the condition Ω′ > [Δ ⋅ g12] 
must be met, where Δ is the detuning of the fields from the intermediate resonances. This leads to 
the requirement of high peak powers, if the detunings Δ are large.

Propagation of two coupled strong pulses in a lambda-type system was discussed by 
Harris76,77 and Eberly et al.42,78 The discussed excitations scheme was equivalent to EIT. However, 
if both fields ΩP and ΩC are strong, the dressed atomic system reacts back on the field modes. This 
results in lossless propagation through the medium for both fields. For laser pulses with matched 
intensity envelopes (i.e., an identical form of temporal variation) any losses are minimal. If two ini-
tially matched pulses are simultaneously launched into a medium comprising atoms in the ground 
state, the system will self-organize so as to preserve the matched pulses and generate states, showing 
CPT. As the atoms are initially in the ground state |1〉, the probe pulse will initially experience loss 
and will have a lower group velocity than the coupling pulse. It will then start to lag the coupling 
pulse and so the pulse pair will automatically satisfy the condition for adiabatic preparation of 
trapped states (i.e., a counterintuitive pulse sequence). So, following the initial loss of probe pulse 
energy, the medium is set up for lossless transmission.

A proper insight into this process is best obtained in terms of CPT. The laser fields cause the 
formation of the superposition states |C〉 and |NC〉 [see Eq. (1)]. However, the atoms in the phase-
coherent medium that is formed are also responsible for driving the two fields, and this means that 
even intensity envelopes which are initially different will evolve into matched pulses. This process 
results in the self-consistent formation of stable normal modes of the driving fields, one of which 
is uncoupled from the “uncoupled” atomic state and the other of which is “uncoupled” from the 
coupled atomic state. These new field modes result in the lossless propagation of pulses through a 
normally lossy medium, once a certain preparation energy has been extracted from the laser fields.

In the adiabatic limit the pulses are sufficiently intense, such that the timescale to establish EIT 
(i.e., 1/ΩC) in the whole medium is fast with respect to the envelope evolution. Indeed, EIT can 
be much faster than the timescale required to establish population-trapped states in an individual 
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atom. This is due to the fact, that the latter process requires transfer of population, that is, irrevers-
ible exchange of energy between the field and the medium. In fact, the preparation time for EIT 
corresponds to a certain necessary pulse energy. The minimum energy EC

(min)
 required to prepare 

the medium in EIT is essentially given by the photon energy of the coupling laser multiplied by the 
oscillator strength-weighted number of atoms:79

 E
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with the number of atoms NA in the interaction volume and the oscillator strengths of the tran-
sitions at w13 and w23. If the oscillator strength (or dipole moments) of the two transitions are 
comparable, Eq. (8) simply demands photon numbers, which exceed the number of atoms. Once 
the coupling laser pulse fulfills this condition (e.g., is long enough to provide a sufficient number 
of photons), the medium will be rendered transparent for all subsequent times. Application of this 
effect to the propagation of strong picosecond (ps) and femtosecond (fs) pulses a straightforward 
consideration. The preparation energy is not transferred irreversibly to the medium but is stored 
reversibly in the coherent excitation of state |2〉.

14.11 ULTRASLOW LIGHT PULSES

As already briefly discussed above (see Sec. 14.9), the steep, positive slope of the dispersion
[Re c(1)(w)] leads to a reduced group velocity vg. The group velocity depends upon the slope, that is, 
the derivative of c(1)(w), as follows:
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From the expression for the derivative ∂c(1)/∂w [Eq. (7)], we see that this slope is steepest (i.e., vg 
reaches a minimum) for ΩC >> Γ2 and ΩC

2 >> Γ2Γ3, but when ΩC is still small compared to Γ3. Hence 
∂c(1)/∂w ∼ 1/ΩC

2. In the limit of small coupling Rabi frequency ΩC the group velocity vg therefore 
yields
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In an inhomogeneously broadened system the requirement for EIT is ΩC > gDoppler (see Sec. 14.5). 
For typical atomic systems this usually also means ΩC > Γ3. This condition constrains the group 
velocity reduction to relatively modest values. Thus in experiments in lead vapor146 (see also Sec. 
14.13), a group velocity reduction was clearly demonstrated, but the absolute reduction was only 
vg = c/165. Further reductions in vg are possible in media with small Doppler broadening gDoppler. In 
these media lower values for ΩC (i.e., ΩC << Γ3) still permit implementation of EIT. An elimination 
of Doppler broadening of spectral transitions is, for example, possible in a coupling scheme with 
transition frequencies w13 ≈ w23 and employing a Doppler-free geometry for the laser beams, that is, 
copropagating beams in a vee or lambda scheme and counterpropagating beam in a ladder scheme. 
Alternatively, laser-cooled and -trapped atomic samples can be used to reduce the Doppler width 
such that gDoppler << Γ3. Cooled atoms also permit an excitation at frequencies w13 ≠ w23 and no 
restrictions are set on the beam geometry.

The spectral bandwidth of a light pulse determines a limitation for the possible reduction in the 
group velocity in a medium, or vice versa. The limit is set by the spectral linewidth of the EIT and by 
increased group velocity dispersion at frequencies detuned from exact resonance wP = w13. These effects 



ELECTROMAGNETICALLY INDUCED TRANSPARENCY  14.23

limit the permitted bandwidth of a light pulse with reduced group velocity to values significantly less 
than ΩC. Thus only light pulses with sufficiently long duration (i.e., small spectral bandwidth with-
out significant contribution from frequency components outside the bandwidth of EIT) are subject 
to an efficient reduction of the group velocity. 

A number of experimental observations of ultraslow group velocity have been reported. In a 
Doppler-free excitation scheme, closely related to CPT, in cesium vapor the dispersion profile near 
resonance was determined using a Mach-Zehnder interferometer.150 From the measured steep dis-
persion, a group velocity of vg = c/3000 was inferred. A Doppler-free experiment in rubidium vapor 
was carried out, which directly measured a very large group velocity reduction. A probe beam with 
fast modulated amplitude was passed through the sample. The phase lag of the modulation with 
reference to the input signal was used to measure the group velocity. Very low values of vg = 90 ms–1 
were determined, even though the temperature of the sample was as high as 360 K.151 A lambda-type 
coupling scheme with Zeeman sublevels in rubidium was recently investigated and a magnetic field 
dependent group velocity as low as vg = 8 ms–1 was measured.152

A very dramatic demonstration of ultraslow light propagation was provided by Hau et al.11 
They employed a laser-cooled sodium sample trapped in a novel magnetic trap. Evaporative cool-
ing of this sample was used to prepare a Bose-Einstein condensed (BEC) state. Experiments were 
performed (see Fig. 8) to investigate the delay in propagation of a probe pulse with pulse duration 
tp = 2.5 μs, when a coupling laser was applied to the sample in the perpendicular direction. The 
reduced group velocity was studied both above and below the BEC transition temperature TC. 
The lower group velocities found below TC were due to the increased density of the sample when 
in this state. The lowest value of vg that was measured was vg = 17 ms–1. Other experiments on 
EIT also permitted the reduction of the speed of light in solids. We will discuss these experiments 
below (see Sec. 14.15).

In this section we gave only a very short introduction to the field of ultraslow light in coherently 
prepared media. The subject of ultraslow light as well as the related topic of storing light in media, 
prepared by EIT, attracted a huge attention in the last years. For a detailed review on ultraslow light 
and storage of light pulses, we like to draw the attention of the reader to a related article on this sub-
ject elsewhere in this book.

Coupling laser beam

Magnetic
trap

Cloud of
cold atoms

2.5 μs
2.5 μs

t = 0.0 μs
Probe pulse 

t = ~ 7.0 μs
Transmitted
probe pulse 

FIGURE 8 Schematic experimental setup for the observation of ultraslow light in a cloud 
of cold atoms, as reported by Hau et al.11 A circularly polarized probe pulse passes through a 
cloud of cold atoms (length L = 0.2 mm) with a transit time of T = 7 µs. This corresponds to a 
group velocity of 1/10 millionth of the speed of light in vacuum. [Reprinted by permission from 
Ref. 153. Copyright (1999).]
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14.12  NONLINEAR OPTICAL FREQUENCY 
CONVERSION

In the previous sections, we discussed the manipulation of linear optical propertie (i.e., absorption 
and dispersion) by EIT. In addition to these effects, also the nonlinear optical response of a medium 
is significantly modified by EIT. This has been shown to lead to frequency mixing with greatly 
enhanced efficiencies and to large Kerr-type nonlinearities. In addition to the dressed linear sus-
ceptibility [see Eq. (6)], there is also a dressed nonlinear susceptibility. This nonlinear susceptibility 
describes the coupling of the atom to fields at frequencies other than the frequencies of the probe 
laser and the coupling laser, that is, to frequencies which are generated by nonlinear interaction 
between the driving radiation fields. Consider, for example, a four-wave mixing process. Three fields 
at frequencies wA, wB, and wC couple via the nonlinear response of the medium to generate a new 
field at frequency wP with wP = wA ± wB ± wC. In general, the nonlinear susceptibility reaches maxima 
close to atomic resonances. Thus laser fields with frequencies tuned close to atomic resonances will 
yield enhanced frequency conversion. Figure 9 shows some basic coupling schemes for resonantly 
enhanced frequency conversion. Figure 9a depicts a situation, which we are already familiar with: 
Two radiation fields at frequencies wA and wB are tuned close to single-photon resonances at transi-
tions |1〉 → |4〉 and |2〉 → |4〉 in a lambda-type level scheme. A third radiation field at frequency wC 
(i.e., tuned to resonance at the transition |2〉 → |3〉) mixes with the radiation fields at wA and wB to 
produce a wave at wP = wA – wB + wC. It is obvious from the coupling scheme, that the radiation 
fields wA and wB as well as the fields wC and wP will be automatically tuned close to two-photon 
resonance between the two lower states |1〉 and |2〉. The same holds true for the slightly modified 
coupling scheme in Fig. 9b. Here the lasers at wA and wB are far detuned from any single-photon 
resonance. Still, the two-photon resonance between the lower states |1〉 and |2〉 is maintained. If the 
laser frequencies wA and wB are degenerate (i.e., wA = wB) and the lambda system is modified to a 
ladder-type system, as depicted in Fig. 9c, the probe field is generated at frequency wP = 2wA + wC. 
The latter is a typical scheme for frequency conversion to the regime of short-wavelength radiation 
[e.g., to the regime of vacuum-ultraviolet (VUV) or extreme-ultraviolet (XUV) radiation].

|4〉

wB

wB

wP

wA
wA

wA

wC

|1〉 |1〉

|2〉

|1〉

|2〉

|2〉

|3〉 |3〉 

|3〉

wA

wC

wC

wP

wP

 

(a) (b) (c)

FIGURE 9 Three basic coupling schemes for four-wave mixing in coherently driven media.
(a) Double-lambda system, driven on single-photon transitions by four radiation fields wA, wB, and 
wC generating a probe radiation field at frequency wP = wA – wB + wC . (b) Modified lambda system 
with the fields at wA and wB still tuned close to two-photon, but far detuned from any single-photon 
resonance. (c) Ladder system with degenerated fields at wA = wB, driving a four-wave mixing process to 
generate the probe field at wP = 2wA + wC.
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In conventional “incoherent” frequency mixing, the laser-driven resonances will enhance the 
efficiency of the frequency conversion process. There is also a significant drawback of this resonant 
excitation scheme: As also the generated wave at wP is resonant with the transition |1〉 → |3〉, it will be 
reabsorbed in the medium. However, if coherent interaction by EIT is considered, reabsorption is sup-
pressed. To understand this feature of four-wave mixing, supported by EIT, let us consider the excita-
tion processes in Fig. 9a in a slightly different way. The excitation scheme is equivalent to two coupled 
lambda systems. One lambda system is defined by the states |1〉, |2〉, and |4〉. The other lambda system is 
defined by the states |1〉, |2〉, and |3〉. If the laser at frequency wC is strong, it will drive EIT in the second 
lambda system of states |1〉, |2〉, and |3〉. In our previous notation, the generated wave at wP corresponds 
to the probe laser, and the laser at wC corresponds to the coupling laser. As the medium is prepared in 
EIT now for the probe laser, the generated field at frequency wP will experience no reabsorption any 
more, that is, the dressed linear susceptibility at the transition |1〉 → |3〉 is zero. In contrast, the dressed 
nonlinear susceptibility is not reduced to zero (see below and Fig. 5c). Thus the susceptibility provides a 
nonlinear coupling between the radiation fields, while absorption is suppressed. 

The nonlinear susceptibility is calculated from Eqs. (4) and (5) in the same way as the linear sus-
ceptibilities in Eq. (6), however, now terms in r13 involving the fields at frequencies wA and wB are 
also included. The nonlinear susceptibility for the four-wave mixing process reads5
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where the sum on the right-hand side of Eq. (11) represents the contributions to the nonlinear 
susceptibility by all the states |j〉 of the atom, the fields at frequencies wA and wB are close to the 
two-photon resonance between the states |1〉 and |2〉. The modulus of this nonlinear susceptibility is 
plotted in Fig. 5c, although superficially similar to [Im cD

(1)] (see Fig. 5a) in the sense that both dis-
play the familiar Autler-Townes splitting. However, there is a fundamental difference. Paying atten-
tion to the center of the profile at detuning Δ13 = 0, we see that, instead of destructive interference, 
there is constructive interference at this point. The value of the nonlinear susceptibility is indeed 
larger than the incoherent sum of the contributions from the dressed states.

Constructive interference in the nonlinear optical response of the atom is one of the most sig-
nificant consequences of EIT. It accompanies the destructive interference which causes transparency 
at the same frequency. Already in 1990 Harris et al. recognized how this could be used to greatly 
improve four-wave mixing efficiencies.6 Enhancement of frequency mixing by atomic coherence and 
interference has been examined theoretically by a number of authors (see, e.g., Refs. 5, 6, 154, 155). 
The interference effects lead to improved frequency mixing in resonant systems because of three con-
nected effects: (1) The resonant reabsorption in the medium is reduced due to the creation of trans-
parency. (2) Phase matching is optimized due to vanishing dispersion near resonance. (3) Although 
the coupling field causes some reduction in the absolute value of the nonlinear susceptibility at reso-
nance, the susceptibility is subject to constructive rather than destructive interference. For a medium 
with a large product of density and length (nA L) (i.e., the uncoupled system is optically thick) there 
will be a large enhancement in the four-wave mixing conversion efficiency. This persists in a Doppler-
broadened medium, providing the Rabi frequency ΩC exceeds the Doppler width.

In a finite medium a calculation including absorption and phase-matching must be performed 
to predict the enhancement and the frequency dependence of the nonlinear response.5,6,101,102 In 
the limit of an optically deep medium and considering plane wave fields, the figure of merit for 
the conversion efficiency is given by the ratio |cD

(3)/cD
(1)|. This is physically reasonable, since cD

(1) 
characterizes the reabsorption and wave-vector mismatch in the medium, while cD

(3) determines the 
strength of the nonlinear coupling, which generates the new field. Thus we can see the importance 
of the destructive interference in the value of cD

(1) in the same frequency range, where cD
(3) experi-

ences constructive interference. This enhances the generation efficiency in a Doppler-broadened 
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medium by many orders of magnitude, provided the Rabi frequency ΩC exceeds the Doppler width. 
Modifications of cD

(1) result in reduced absorption and the essentially perfect phase matching for all 
resonant fields. Residual phase mismatch then appears only because of the dispersion caused by the 
remaining off-resonant states.

Electromagnetically induced phase matching was observed in an off-resonance four-wave mixing 
scheme in lead vapor.156 In this experiment, the small detuning from resonance Δ = 6 cm–1 indi-
cated that transparency played little role in the enhancement (since the sample was optically thin). 
However, once the coupling laser strength exceeded a critical value, that is, ΩC > [g 2doppler + Δ2]1/2, 
the dispersion became effectively zero. This led to perfect phase matching and enhanced conversion 
efficiency.

In the first experiment to demonstrate enhancement by EIT, Hakuta, Stoicheff et al. investi-
gated three-wave mixing (normally forbidden) in hydrogen when a DC electric field was applied 
to the sample.157,158 This experiment can also be viewed in the context of EIT. The DC field may be 
considered as an electromagnetic field at zero frequency. This field dresses the atom, creating two 
Stark states between which absorption cancellation occurs through interference. Second harmonic 
generation of a field at wavelength 243 nm is then resonantly enhanced at the two-photon transi-
tion between the states 1s and 2s. Due to EIT, the generated radiation at the Lyman-a wavelength 
121.6 nm is no more reabsorbed. Further experiments by the same group then demonstrated EIT 
enhancement of a resonant four-wave mixing scheme in hydrogen atoms.159 This was achieved in a 
scheme involving the states 1s, 2s, and 3p (corresponding to states |1〉, |2〉 and |3〉 in our notation). 
The coupling laser at lC = 656 nm drove the transition between states 2s and 3p. The coupling laser 
mixed with a field at lA = 243 nm, driving the two-photon transition between states 1s and 2s. This 
nonlinear interaction generated a field at lP =103 nm (see Fig. 10, compare also Fig. 9c). Both lasers 
at lC and lA were derived from single-mode pulsed dye lasers. In this scheme photoionization of state 
2s was an order of magnitude smaller than the ionization loss from state 3p. This is an important fea-
ture, since the coherence between the states 1s and 2s is essential for EIT effect to survive. Thus decay 
due to photoionization is a critical effect. However, so long as the decay rate of state 2s is significantly 
smaller than the rate of state 3p, the destructive interference in the absorption will persist and still 
lead to enhancement of the frequency mixing efficiency. 

High conversion efficiencies require that the product of density and path length (nA L) is large 
enough to ensure that the medium is initially strongly opaque. An atomic hydrogen beam was 
specially designed in the experiments, discussed above, in order to increase the beam density and 
path length. Thus EIT could be studied for the regime of an optically thin up to an optically thick 
medium.95,160 Working with products (nA L) up to l016cm–2, conversion efficiencies of >10–3 were 
found. This is an extraordinarily large value for frequency conversion in a gaseous medium. There 
was, however, a limit to the obtainable conversion efficiency in this scheme, due to the large Doppler 
width in hydrogen. This a consequence of the low mass of hydrogen and the elevated temperatures 
in the discharge used to produce the atoms. The coupling Rabi frequency ΩC had to exceed the large 
Doppler width, leading to large Autler-Townes splittings and reduction in the magnitude of c(3) 
available for mixing. To overcome this, four-wave mixing schemes in atoms with smaller Doppler 
widths (e.g., krypton) have been studied. Experiments with a four-wave mixing scheme at a large 
product (nA L) ≈ 5 × l016cm–2 in krypton at room temperature have recently demonstrated a conver-
sion efficiency of 10–2 for generation of a field at 123.6 nm.161 Quantum interference effects arising 
from the generated field itself have been reported to a limit in the optimum density for resonantly 
enhanced four-wave mixing. In a conversion scheme in rubidium162 at higher density the generated 
field itself became strong enough to cause a significant perturbation to the coherences in the system. 
This latter work, however, did not employ a single-mode coupling laser. Thus, the low limit in the 
rubidium density (nA < 1015cm–3), measured in these experiments, may not be reflected in situations 
where EIT is present.

Finally, we mention some alternative frequency conversion processes in lambda-type coupling 
schemes. In such schemes, the metastable state |2〉 often exhibits very long lifetimes. This leads to 
intrinsically low decay rates for the coherence r12 and near-perfect transparency is possible. Also in 
some selected systems (e.g., rubidium or sodium atoms) where the two lower states are hyperfine 
sublevels, Doppler-free configurations can be employed. These features make lambda systems a 
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very favorable choice for frequency conversion processes. Let us consider again the lambda scheme 
in Fig. 9a. In contrast to the above discussion, we will permit now for alternative combinations of 
the applied laser frequencies. For example, consider the coupling field at wC applied so as to create 
EIT. With two additional fields, a large number of different frequency mixing processes may arise. 
Radiation at frequencies wP and wA (or wB) in combination with the coupling field at wC drive the gen-
eration of new fields via four-wave mixing. The sign of the detuning from resonance for the applied or 
generated fields wA or wB may be positive or negative. The additional state |4〉 may be present at small 
detuning (i.e., a double-lambda scheme is prepared) or the detuning may be very large (i.e., the lasers 
drive essentially a three-level system) (compare Fig. 9b). Also if only two fields  (e.g., wC and wP) are 
applied, they will drive a coherence r12 that can give rise to four-wave mixing processes. The coher-
ence r12 can mix again with either of the fields wC and wP to generate, via a stimulated Raman process, 
Stokes and anti-Stokes fields. Moreover, if strong fields at wC and wA and a weak field at wB are applied, 
four-wave mixing yields a field at frequency wP, which is phase-conjugated to wB. 

FIGURE 10 Four-wave mixing scheme in hydrogen atoms (compare also Fig. 9c). EIT is driven by the 
coupling laser at wavelength lC = 656 nm, tuned to the single-photon transition between states 2s and 3p [corre-
sponding to states |2〉 and |3〉 in our notation]. A laser at lA = 243 nm drove the two-photon transition between 
states 1s and 2s [corresponding to states |1〉 and |2〉 in our notation]. A probe field was generated at wavelength 
lP = 103 nm, i.e., on the transition between the states 1s and 3p [corresponding to states |1〉 and |3〉 in our nota-
tion]. The photoionization yield and the sum-frequency mixing efficiency were measured versus the detuning 
Δw21 [in our notation Δ21] for different values of the coupling Rabi frequency ΩC (given in wavenumbers). The 
photoionization spectra show, that the Autler-Townes splitting increases with the Rabi frequency ΩC. The con-
version efficiency increases faster than the Autler-Townes splitting. A maximum is reached for a Rabi frequency 
of ΩC = 6.7 cm–1. The medium is driven in EIT. For larger Rabi frequency there is no further enhancement in the 
conversion efficiency, as the re-absorption is already completely cancelled. However, the Autler-Townes splitting 
still increases with ΩC = 6.7 cm–1. Thus the nonlinear coupling (i.e., the value of the nonlinear suscepti-
bility) is reduced for further increasing Rabi frequency (compare the separation of the dressed states in Fig. 5c). 
[Reprinted figure with permission Ref 159. Copyright (1993) by the American Physical Society.]
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Nondegenerate four-wave mixing (NDFWM) based on EIT in a lambda scheme has been experi-
mentally studied. In rubidium163 a coupling field wC was applied resonantly, while a second field wA 
and a weak probe at wB were both applied with a detuning of 450 MHz from the resonance to state 
|3〉. A phase-conjugate field was generated at frequency wB. Due to EIT, absorption of this gener-
ated field vanished, but the nonlinearity remained resonantly enhanced. The susceptibilities [Im c(1)] 
and c(3) were measured independently under conditions of an optically thin medium. The data 
confirmed that c(3) was indeed enhanced by constructive interference. If an optically dense medium 
was used, a significant enhancement in NDFWM was observed. High phase-conjugate gain was also 
recently observed, applying very low laser powers. The effect arose from the presence of population 
trapping in a double-lambda scheme in sodium atoms.105,164 Resonant four-wave mixing,165 driven 
by cw lasers, and frequency up-conversion166 have also been observed in an experiment investigating 
a double-lambda scheme in sodium dimers.

14.13  NONLINEAR OPTICS AT MAXIMAL ATOMIC 
COHERENCE

When two laser pulses (i.e., a probe and a coupling laser pulse) propagate as matched pulses through 
a medium (see Sec. 14.10), large amounts of populations are prepared in trapped states. This is pos-
sible under conditions of strong excitation, that is, when the laser electric field strengths are large 
enough to drive adiabatic evolution for all atoms in the beam path. In this case the coherence r12 
will reach a maximum magnitude (i.e. |r12| = |c1

∗ c2| = 1/2. Thus, all the atoms are prepared in the 
trapped state |NC〉, that is, in a coherent superposition of the ground and the excited state with 
equal amplitudes |c1| = |c2| = √1/2. As the polarization of an atom is directly proportional to the 
coherence [compare Eq. (4)], also the polarization reaches a maximum at maximal atomic coher-
ence. Under these circumstances, mixing of additional fields with the atom will become extremely 
efficient. We must not fail to mention, that the preparation of maximal coherences is also possible 
by adiabatic passage processes, other than EIT. Thus, STIRAP (see Sec. 14.3), coherent population 
return (CPR), rapid adiabatic passage (RAP), or Stark chirped rapid adiabatic passage (SCRAP) 
serve as alternative tools.45

We consider now again a frequency conversion process under conditions of EIT in the coupling 
scheme, depicted in Fig. 9a and b. If the lasers at frequencies wP and wC induce a maximal coher-
ence, any frequency conversion process, driven by the fields wA or wB occurs with high efficiency. 
This is due to the fact that the linear susceptibility, which governs the amount of absorption and 
dispersion, and the nonlinear susceptibility, which govern the frequency conversion efficiency, both 
have only a single nonresonant denominator with respect to the detuning. Thus the strengths for the 
nonlinear and the linear susceptibility for the fields at frequencies wA or wB are of the same order of 
magnitude. As a consequence, efficient energy exchange between the electric fields can occur in a 
distance of the order of the optical coherence length. The latter is determined by the real part of the 
susceptibility. This is equivalent to near-vacuum conditions for the dispersion and absorption of the 
medium while the nonlinearity is large.

The preparation of trapped states leading to the formation of a large atomic coherence has been 
applied by the Harris et al. to drive very efficient nonlinear frequency conversion.149 The adiabatic 
frequency conversion process was implemented in a lambda-type scheme in lead vapor, driven by 
two strong lasers, that is, the coupling laser at lC = 406 nm and the probe laser at lP = 283 nm. A 
large, near-maximal coherence was created between the states |1〉 and |2〉 (see Fig. 11). The phase-
coherent atoms acted as a local oscillator that mixed with a third laser field at 425 nm, detuned by 
1112 cm–1 from the resonance frequency w13. By a four-wave mixing process, involving the three 
fields, a new field at 293 nm was generated. The conversion efficiency was exceptionally large, reach-
ing ∼40 percent. The high conversion efficiency occurs since in this system the preparation of the 
optimal coherence r12 yielded a large nonlinear susceptibility, which was of the same size as the 
linear susceptibility. The same scheme was used, this time mixing a field at 233 nm to generate a 
field in the far-ultraviolet spectral region at 186 nm. In this case, the nonresonant detuning from the 
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third state in lead vapor was only ∼40 cm–1. A near-unity conversion efficiency was demonstrated in 
this case.20

The coupling scheme in lead vapor, as discussed above, was recently the subject of a proposal for 
a broadband, high-efficiency, optical parametric oscillator (OPO).21,22 In this case, a maximal coher-
ence r12 between the states |1〉 and |2〉 was created in the same fashion as discussed above. The coher-
ence r12 then acts as a local oscillator in an optical parametric down-conversion process generating 
signal and idler waves in the infrared and far-infrared spectral region. In this system the nonlinear 
and linear responses of the medium were calculated to be of the same order and high conversion 
efficiencies up to 10 percent were predicted for the center of the OPO tuning range. Furthermore 
the device was predicted to cover the entire spectrum from the infrared to very long wavelength (i.e., 
essentially almost to the regime of DC fields). 

The concept of maximal atomic coherence has been proposed to eliminate phase-mismatch in 
Raman scattering (i.e., the generation of Stokes and anti-Stokes radiation).122 In this scheme, the 
vibrational states n = 0 and n = 1 in the electronic ground state of a molecule form the lower states 
|1〉 and |2〉 of a Raman-type excitation scheme. The Raman scheme is equivalent to a lambda-type 
excitation scheme with large single-photon detunings Δ12 and Δ13, while still the laser frequencies 
are tuned close to two-photon resonance (Δ12 – Δ13). In such an excitation scheme, the dephasing 
rate g12 is very small. Thus interference can occur and cause the dispersion to become negligible. 
Because of the removal of the usual phase mismatch, efficient operation of Raman scattering over a 
broad range of frequencies, that is, from the infrared to the vacuum-ultraviolet is possible. Another 
important prediction concerned efficient generation of broadband coherent spectra, associated with 
strong-field refractive index control under conditions of maximal coherence.23 In this case a pair of 
laser pulses are slightly detuned from exact two-photon (Raman) resonance. Also in this case, which 
is closely related to EIT, a maximal coherence is generated.

To understand this feature of adiabatic excitation, we consider a two-level system of states |1〉 and 
|2〉, driven by a single laser pulse (see Fig. 12a). The dressed (adiabatic) eigenstates of the system read
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FIGURE 11 Efficient frequency conversion at maximal atomic coherence in lead vapor. (a) A large 
atomic coherence r12 was prepared by the probe and the coupling laser at wavelength lP = 283 nm and lC = 
406 nm. (b) A laser at le = 425 nm [in our notation lA] mixes with this coherence to generate a strong sum 
frequency mixing signal at lh = 293 nm [in our notation lB]. (c) Conversion efficiency versus coupling laser 
intensity. The efficiency increases linearly, till it reaches a plateau of 40 percent. This exhibits an extraordinary 
large value for a conversion process in a gaseous medium. [Reprinted figure with permission from Ref. 149. 
Copyright (1996) by the American Physical Society.]
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with the mixing angle J(t), defined by J(t) = 1/2 arctan [Ω1(t)/Δ]. As we will consider now two 
strong laser pulses, we return to our previous designation of Ω1 and Ω2 (rather than ΩP and ΩC). 
We note that for resonant excitation at Δ = 0 Eq. (12) yields the resonant form of the dressed states, 
as already introduced in Eq. (3). Let us assume now the Rabi frequency Ω1(t) to be negligibly small 
outside a finite time interval t0 < t < t1, that is, outside the pulse duration tpulse = t1 – t0. Consider 
now the case of the laser frequency detuned from exact resonance (i.e., |Δ| > 1/tpulse). If at the begin-
ning of the interaction all the population is in the ground state, the state vector Ψ(t) of the system 
at time t = −∞ is aligned parallel to the adiabatic state |−〉. If the evolution of the system is adiabatic, 
the state vector Ψ(t) remains always aligned with the adiabatic state |−〉 [see Eq. (12b) and the defi-
nition of the mixing angle J]. Thus, during the excitation process (i.e., at intermediate times t0 < t < t1) 
the state vector Ψ(t) is a coherent superposition of the bare states |1〉 and |2〉. Therefore, population 
is transiently excited to the upper state. However, at the end of the interaction at t = + ∞, the state 
vector Ψ(t) becomes once again aligned with the initial state |1〉 [see Eq. (12b) and the definition 
of the mixing angle J]. The population transferred during the process from the ground state |1〉 to 
the excited state |2〉 returns completely to the ground state after the excitation process. No popula-
tion resides permanently in the excited state, no matter how large the transient intensity of the laser 
pulse may be. This phenomenon is called coherent population return (CPR), and is also known 
from coherent spectroscopy.167–169 Figure 13 shows the bare state population dynamics in CPR. As 
expected from the analytical considerations, population flows from the ground state to the excited 
state during the excitation and returns back to the ground state after the excitation process. If the 
peak Rabi frequency Ω1

(max)
 is sufficiently large (i.e., Ω1

(max) >> Δ), the mixing angle during the process 
becomes J = p/4. Thus the coherence is |r12| = |c1

∗ c2| = sin J cos J = 1/2 (i.e., a maximal coherence is 
prepared during the process).

The dynamics, discussed above, are not restricted to excitations of single-photon transitions, 
as depicted in Fig. 12a. Also multiphoton transitions [e.g., a two-photon transition (see Fig. 12b)], 
are driven in CPR, provided the laser frequencies are slightly detuned from the multiphoton transi-
tion frequency. This holds true also for Raman-type excitation schemes (see Fig. 12c), when the 
laser frequencies are tuned such that large detunings from any single-photon resonance as well as a 
small detuning from exact two-photon resonance occur. Thus, also in the case of Raman transitions 
between molecular vibrational states, a maximal coherence can be established and used for efficient 
frequency conversion processes. Moreover, a detailed theoretical analysis shows, that the adiabatic 
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FIGURE 12 Coupling schemes for preparation of a maximal coherence by CPR. 
(a) Two-level system, driven by a single laser pulse on a single-photon transition.
(b) Effective two-level system, driven by two laser pulses on a two-photon transition.
(c) Effective two-level system, driven by two laser pulses on a Raman-type transition. 
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excitation also permits control of the refractive index, that is, phase matching or phase mismatch 
plays only a minor role in the conversion process.

Harris et al. proposed, demonstrated, and applied the efficient generation of Raman sidebands 
in gaseous media under the conditions of maximal coherence.22–24,26–28,33,35 The experiment was per-
formed in deuterium molecules in the gas phase. The deuterium molecules were cooled to 77 K in 
order to increase the population in the lowest rotational state and to reduce dephasing by collisions. 
Two nanosecond radiation pulses at frequencies w1 (pump) and w2 (Stokes) excited a Raman transi-
tion between the vibrational ground state n = 0 and the first excited state n = 1 (compare Fig. 12c). 
If the laser frequencies are slightly detuned from the Raman resonance, a maximum coherence is 
established. The medium acts now like a molecular modulator, oscillating at the frequency Δw (i.e., 
the difference frequency between the vibrational states n = 0 and n = 1). The generation of Raman 
sidebands can be viewed as subsequent mixing process of the molecular modulator and the laser 
fields: Interaction of the field at w2 with the coherence at Δw produces the first anti-Stokes sideband 
at w2 + Δw with large efficiency. Interaction of the first sideband with the coherence generates the 
second anti-Stokes sideband at w2 + 2Δw. The process proceeds to higher-order sidebands. In their 
experiment, Harris et al. demonstrated conversion of the two driving radiation fields into Raman 
sidebands, covering a spectral region from 2.94 μm to 195 nm (i.e., from the far-infrared to the 
far-ultraviolet).24 The largest conversion efficiency occurs, when the two radiation fields are slightly 
detuned from exact two-photon resonance. This, on the first glance surprising feature, confirms the 
theoretical expectations, as discussed above: Adiabaticity is maintained and a maximal coherence is 
prepared for detunings |Δ| > 1/tpulse. 

Harris, Sokolov et al. applied the scheme for efficient generation of Raman sideband, as discussed 
above, to generate intense ultrashort radiation pulses.27,28,33 In an impressive experiment, Raman 
sidebands, with pulse durations in the nanosecond regime, were overlapped and combined. When 
their relative phases were appropriately adjusted, the combination of the phase-locked frequency 
components yielded a train of ultrashort radiation pulses with pulse duration in the regime of down 
to 1.6 fs (see Fig. 14).33 

We must not fail to mention that Hakuta et al. performed some of the early investigations on 
Raman sideband generation in coherently prepared media.25,31,32,34 These experiments were con-
ducted in solid hydrogen. Other experiments on Raman sideband generation in media, coherently 
driven by nanosecond radiation pulses, were also performed by Marangos et al.29,30 In these experiments 
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the coherence was probed by long (nanosecond) as well as ultrashort (femtosecond) radiation 
pulses. 

Other work extended the concept of maximal coherence to the regime of excitations by 
ultrashort radiation pulses.170,171 As discussed above (see Sec. 14.5), ultrashort pulses are usually 
not favourable choice to drive adiabatic excitations on single-photon transitions. Thus, usually a 
maximal coherence cannot be prepared by ultrashort radiation pulses. However, in selected molecu-
lar media and with sufficient pulse energies, already a significantly enhanced molecular coherence 
(though not maximal) may enable efficient frequency conversion. Thus the efficient generation 
of Raman sidebands with pulse durations in the femtosecond time domain was demonstrated in 
hydrogen and methane molecules. 170,171 The total conversion efficiency approached 10 percent. 

Other extensions of the concepts, discussed above, utilize the excitation of Raman transitions by 
lasers of ultrabroad bandwidth.36–39 If the bandwidth glaser of a single ultrashort laser pulse covers the 
spacing Δw between the vibrational ground state and the first excited state, the Raman transition is 
driven with frequency components, deduced from the single radiation pulse. Using SF6 molecules as 
the Raman-active medium, an ultrashort pump pulse with wavelength lP = 800 nm and an additional 
ultrashort probe pulse with wavelength lPr = 400 nm, the molecular modulation technique has led to 
the generation of pulse trains and isolated pulses with a duration of a few femtoseconds.37–39 

14.14  NONLINEAR OPTICS AT THE FEW
PHOTON LEVEL

As we have noted, one of the most remarkable features of EIT is that the nonlinear susceptibility 
undergoes constructive interference, while the linear susceptibility undergoes destructive interfer-
ence. In a system without inhomogeneous broadening, perfect transparency can be induced for a 
coupling Rabi frequency ΩC << Γ3. In this case the medium becomes transparent. Due to the small 
size of ΩC with respect to the decay rate Γ3 the nonlinear susceptibility will reach a value essentially 
identical to the value in the bare atomic system. Since atomic resonances are generally much nar-
rower than those of a solid-state system, the magnitudes of the nonlinearity in this case can be many 
orders of magnitude larger than that of any solid. For instance, a very large nonlinear refractive 
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cycle optical pulses, generated by combination of Raman sidebands. The sidebands are gener-
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permission from Ref. 33. Copyright (2005) by the American Physical Society.]
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index was reported by Hau et al.11 for EIT in a ultracold sodium vapor. They measured a value for 
the nonlinear refractive index that was 0.18 cm2 W–1. This was 106 times larger than the nonlinear 
refractive index measured for cold cesium atoms in a system, which was not driven to EIT.172 In fact, 
the refractive index in cesium was itself much larger than the refractive index in a solid. For com-
parison, the largest nonlinear refractive indices of solid-state materials are on the order of less than 
10–12 cm2 W–1.173

An important feature in the regime, discussed above, is the Kerr-type nonlinearity. This can 
be understood from examination of Fig. 9a. If fields at frequencies wP, wC , and wB are considered, 
the Kerr-type nonlinearity describes the coupling between the fields at wP and wB. The detuning 
between of field wA from state |4〉 is usually smaller than the detuning from state |3〉. Via the suscep-
tibility [Re c(3)], the field at wA causes a cross-modulation with the field at wP. This effect was recently 
predicted to lead to a giant Kerr nonlinearity if the field at wC is of moderate strength. This is viable 
even when extremely low-power laser fields at wP and wB are applied. In a theoretical analysis,174 values 
of [Re c(3)] ≈ 3 × 10–6 m2 V–2 are found. These are large enough to permit measurable cross-phase 
modulations between fields containing only a few photons.

In the experiments of Hau et al.11 under the same conditions where ultraslow light pulse prop-
agation was measured, a large nonlinearity was deduced. This was extrapolated from the measure-
ment of the AC Stark shift of the transparency minimum due to the interaction between the field 
at wC and state |4〉. This interaction is equivalent to the Kerr nonlinearity discussed in Ref. 174, 
when the field at wC also plays the role of the additional field (previously wB). The connection 
between the large nonlinearity and the ultraslow light propagation has been studied by several 
authors.151,175 In the case of the experiments discussed here, the connection is seen clearly to arise 
through the AC Stark shift of the steep dispersion curve responsible for ultralow group velocities. 
For even very modest fields at wC, large changes in the absolute value of the dispersion are obtained, 
which result in significant phaseshifts. The latter are imparted on the probe field by itself. Similarly, 
in an experiment on ultraslow light, driven in a Doppler-free excitation scheme in rubidium,151 
very large nonlinearities are evidenced by the highly efficient four-wave mixing process that was 
observed. Therefore, the authors highlight the strong connection between ultraslow group velocities 
and ultralarge nonlinearity.

A number of investigations showed, that the huge nonlinearities available in the excitation 
schemes, discussed above, are large enough to mediate significant interaction between pairs of 
photons. There are important implications if a single photon can cause a measurable modification 
to another single photon (e.g., by a strong cross-phase modulation). For instance, applications are 
proposed for quantum nondemolition measurements and for quantum information processing. 
In the latter case strong mutual interactions can be utilized to generate entangled pairs of pho-
tons that form the basis of quantum logic gates. Discussions of this topic include an analysis of 
frequency mixing and nonlinear phase shifts at the few photon level,175 techniques for generating 
squeezed light at very low input powers,176 photon switching,177 and photon blockade within an 
atom-cavity system.178 

14.15  ELECTROMAGNETICALLY INDUCED 
TRANSPARENCY IN SOLIDS

While adiabatic processes (e.g., EIT) have been very extensively studied in the gas phase, only a few 
experiments were performed in solids.105–107,108–115 In contrast to gaseous media, solids offer large 
density, scalability, compactness, and convenience in their preparation and usage. Moreover, atomic 
diffusion is absent in solids. All of these features are of significant interest for applications in optical 
data storage and quantum information processing. However, large homogeneous and inhomoge-
neous broadenings exhibit an obstacle for the implementation of EIT in solids (see Sec. 14.5). Thus, 
only very specific systems in the solid phase permit appropriate conditions for EIT. 

Some larger classes of solids, which are appropriate candidates for the implementation of adia-
batic processes, combine the advantages of gaseous media and solids. Such media are (e.g., quantum 
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wells) electron-hole pairs (excitons), doped solids, and specific color centers. Quantum wells 
show a quite defined level structure, which is very similar to atoms in the gas phase. However, 
quantum wells are also subject to tremendous inhomogeneous broadening, because it is very hard 
to control the size, shape, and depths of a larger ensemble during the manufacturing process. 
Thus, usually only coherent excitation of a very small ensemble (or even single) quantum wells is 
possible—which is a significant drawback for applications, as one major advantage of a solid state 
medium (i.e., a large density) is lost. Electron-hole pairs have also been discussed in the scientific 
community as appropriate quantum systems for the implementation of adiabatic interactions. 
Like quantum dots, the electron-hole pairs also exhibit relatively well-defined level structure. As 
the dephasing times in quantum wells and electron-hole pairs are in the order of picoseconds or 
below, experimental implementations require ultrashort laser pulses. On the other hand, ultra-
short laser pulses are usually not a good choice for driving adiabatic excitation of single-photon 
transitions (see Sec. 14.5). However, if the transition moments and the laser pulse energies are 
large enough, quantum wells and electron-hole pairs may serve as appropriate media for the 
implementation of EIT. Thus, coherent excitations in quantum wells or related nanostructures 
attracted significant attention in the recent years and already lead to first successful implementa-
tions of EIT in quantum wells.108–111

A class of solid media, which combines the properties of the gas phase and the solid phase in a 
very advantageous way, are doped solids. In such media, atoms or ions are doped in a host crystal. 
The dopants in the host crystal still exhibit the level structure of the free atom. At room tem-
perature, interaction with the host lattice leads to large homogeneous broadening. Moreover, as the 
dopants experience spatially varying electric fields from the host lattice, the atomic transitions are 
subject to substantial inhomogeneous broadening. At cryogenic temperatures, the homogeneous 
linewidth can be reduced well below the width of the inhomogeneous broadening, that is, selective 
optical excitation at zero-phonon transitions becomes possible. The still remaining inhomogeneous 
broadening might be considered as an advantage, as it permits the selective excitation of different 
ensembles of dopants. This was already utilized two decades ago, when spectral hole burning179 was 
discovered as an appropriate way to address specific ensembles in an inhomogeneously broadened 
medium (e.g., for applications in frequency-selective, multichannel storage of information). Thus, 
when the dopants in a cryogenically cooled host crystal are appropriately prepared by spectral hole 
burning or related techniques, a specific subset of the atoms exhibits a quantum system with very 
narrow spectral linewidth.

Some basic adiabatic interactions have been demonstrated in the recent years in rare-earth 
doped solids. Thus, EIT,105–107,112,113 RAP,180,183 and recently STIRAP182,183 were successfully imple-
mented in praseodymium ions Pr3+, doped in a cryogenically cooled Y2SiO5 host crystal. Pr3+:
Y2SiO5 is a well-established and commercially available material for optical data storage (e.g., by 
spectral hole burning). The spin coherence, that is, the dephasing time in the medium is pretty 
large (i.e., exceeding the timescale of 100 μs).114,179 This enables the implementation and obser-
vation of EIT with long interaction times, driven, for example, by modulated radiation, derived 
from cw lasers. 

In the first successful implementation of EIT in a doped solid, Hemmer et al.105 used a cw 
laser, operating at 606 nm, split in three beams, which are frequency modulated in acousto-optical 
modulators. Two of the three beams form the probe and the coupling laser. A third beam (i.e., 
the repump laser) is necessary to refill the spectral holes, burned by the probe and coupling laser. 
The Pr3+:Y2SiO5 crystal was cooled to a temperature of approximately 2 K to reduce the otherwise 
huge homogeneous broadening. Figure 15 shows the coupling scheme and the transmission of a 
probe laser in the medium. The praseodymium ions show a quite complicated level structure, as the 
ground state 3H4 and the excited state 1D2 interact with the electric field in the background of the 
host crystal and split in Stark components. The local variations in the electric field cause substan-
tial inhomogeneous broadening in the crystal. However, by appropriate tuning and matching of 
the laser frequencies, a specific ensemble of ions is selected and driven in EIT. When the intensity 
of the coupling laser is large enough, the transmission of the probe laser is significantly enhanced 
in the center of the bare state resonance (see Fig. 15). Similar experiments on EIT in Pr3+:Y2SiO5 
were also conducted by Ichimura et al.183
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In projects, dealing with the manipulation of optical processes by EIT, Hemmer et al. also reported 
efficient phase conjugation as well as ultraslow propagation of light pulses in Pr3+:Y2SiO5.

113 The speed 
of light was reduced down to values of vg = 45 m/s. Moreover, in these experiments also stopping of a 
light pulse in the crystal was observed. Recently, Longdell et al. reported stopping of light with storage 
times larger than 1 second in Pr3+:Y2SiO5, prepared by EIT (see Fig. 16).115

In addition to rare-earth doped solids, also special color centers are appropriate media for 
adiabatic interactions. Thus, Hemmer et al. also demonstrated EIT in nitrogen vacancy (N-V) 
color centers in diamond.184 The transition moments in these color centers are much larger 
than in Pr3+:Y2SiO5. Therefore lower laser intensities are required to drive the medium. N-V 
color centers are interesting candidates for applications in quantum computation.185 Thus the 
experimental investigations in Pr3+:Y2SiO5 and N-V diamonds, as well as theoretical proposals 
for EIT and other adiabatic interactions in nanostructures (see, e.g. Refs. 186 to 188 and refer-
ences therein), may pave the way toward the implementation of solid state quantum informa-
tion processors. 
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FIGURE 15 EIT in Pr3+:Y2SiO5. Coupling scheme and transmission of the probe laser versus detun-
ing. The intensity of the coupling laser increases from graph (a) to (d). When the coupling laser is strong, 
the medium is driven to EIT and the probe laser, tuned to the bare state resonance, passes the medium with 
largely reduced losses. [The figure was published from Ref. 105. Copyright Elsevier (1997).]
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14.16 CONCLUSION

In this chapter, we reviewed the basic concepts, implementations, and applications of EIT. We dis-
cussed the principles of EIT in terms of quantum interferences, atomic coherences, and dressed 
atomic states in a system of three quantum states, coherently driven by two radiation fields, that is, the 
probe laser field and the coupling laser field. The concept of EIT is closely related to other coherent, 
adiabatic interactions, for example, RAP, SCRAP, STIRAP, CPT, and CPR. However, while the latter 
techniques are focused to a large extend on the manipulation of population distributions, the ideas of 
EIT are mainly connected with atomic coherences and the manipulation of optical properties. 

From some very basic considerations, we derived the main features of EIT, that is, vanishing absorp-
tion and dispersion at atomic resonances (due to destructive quantum interference), a steep slope of the 
dispersion at the atomic resonance, and enhanced nonlinear optical response of the medium (by con-
structive quantum interference). Thus the optical properties of quantum systems, manipulated by EIT, 
are very different from the properties of common optical media. These features lead to a rich variety of 
applications in the field of optical physics, for example, transmission through otherwise optically dense 
media, gain in quantum systems without population inversion, propagation of light with ultraslow 
velocity, storage of light pulses, and the significant enhancement of nonlinear optical processes. In the 
latter field, EIT permits frequency conversion in gaseous media with extraordinary large efficiencies. 

We reviewed convincing experiments and striking applications of EIT. The majority of these 
experiments were implemented in atoms or molecules in the gas phase, but some also in selected 
solids. The investigations, as conducted so far, already lead to tremendous impact in the fields of 
optical information processing and quantum computation, applied optics, laser physics and physics 
on ultrashort timescales. However, we believe, there is a huge potential of EIT and related concepts, 
which is still to be explored in the future. 
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15.1 INTRODUCTION

Raman and Brillouin scattering are inelastic scattering processes in which the wavelength of the 
scattered radiation is different from that of the incident light and a change in the internal energy of 
the scattering medium occurs. The main distinction between Raman and Brillouin scattering is the 
type of internal mode involved. Raman scattering involves nonpropagating collective modes in the 
material. Examples include electronic excitations and molecular vibrations and rotations in liquids 
and gases, electronic excitations and optical phonons in solids, and electron-plasma oscillations in 
plasmas. Brillouin scattering involves low-frequency propagating waves, for example acoustic waves 
in solids, liquids, and gases and ion-acoustic waves in plasmas. The two processes exhibit a range of 
similarities and differences in the properties of the scattering process as well as in the materials that are 
involved. General descriptions of Raman and Brillouin scattering are given in Refs. 1–8. Collections 
of papers on specific aspects of Raman and Brillouin scattering are contained in Refs. 9–11. Review 
articles are given in Refs. 12 and 13.

15.2 RAMAN SCATTERING

Raman scattering occurs in a wide variety of solids, liquids, gases, and plasmas. The most common 
form of Raman scattering is one in which the incident light, termed the pump, is scattered into light 
at a longer wavelength, termed the Stokes wave, with the energy difference between the incident and 
scattered photons being taken up in excitation of the appropriate mode of the material. The differ-
ence between the incident and scattered photon energy is termed the Stokes shift. The identification 
of the scattered wave as the Stokes wave is made in analogy with the Stokes shift to longer wave-
lengths in fluorescence, but the dynamics of the two processes are different except for interactions 
that are resonant with an allowed single-photon resonant transition. Raman scattering in which the 
incident light is scattered to a light wave at a shorter wavelength, accompanied by a deexcitation of an 
internal mode of the medium, is termed anti-Stokes scattering, and the scattered wave is termed the 
anti-Stokes wave. The difference between the anti-Stokes and pump photon energies is termed the 
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anti-Stokes shift. Again, the analogy is with the corresponding process in fluorescence. Raman shifts 
can range from tens to tens of thousands of wavenumbers, and are determined entirely by the material 
and the mode involved.

Raman Interactions

Raman scattering can be viewed in the semiclassical model as a two-photon interaction in which the 
material makes a real transition from an initial to a final state and a pump photon is destroyed while 
a Stokes or anti-Stokes photon is created. Several types of Raman interactions are possible. These are 
illustrated in the level diagrams of Fig. 1, which show Stokes scattering, anti-Stokes scattering, anti-
Stokes scattering with four-wave mixing, multiple Stokes scattering, and hyper-Raman scattering. Of 
these, the most common is Stokes scattering (Fig. 1a), in which the pump photon at frequency wL is 
scattered into a longer-wavelength Stokes photon wS, accompanied by the excitation of an internal 
mode of the medium at frequency wo.

Anti-Stokes scattering (Fig. 1b), in which the pump photon is scattered into a shorter-wavelength 
anti-Stokes photon wAS accompanied by the deexcitation of an internal mode of the medium, requires 
initial excitation into upper levels of the medium. The anti-Stokes interaction illustrated in Fig. 1b is 
less common than the Stokes interaction, occurring most often in spontaneous Raman scattering when 
the levels are excited thermally. In stimulated processes, this interaction incurs exponential loss unless a 
population inversion is created between the initial and final states.

Anti-Stokes Raman scattering involving a four-wave mixing interaction, as illustrated in Fig. 1c, 
is much more common in Raman scattering. In this interaction, two pump photons are scattered 
into a Stokes and anti-Stokes interaction with no net excitation or deexcitation of the medium. This 
interaction requires perfect or approximate phase matching, depending on the conditions of the 
scattering interaction. Multiple Raman scattering (Fig. 1d) occurs when the Stokes wave becomes 
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FIGURE 1 Level diagrams showing (a) stimulated Raman Stokes scattering;
(b) stimulated Raman anti-Stokes scattering; (c) coherent anti-Stokes four-wave mixing; 
(d) multiple Stokes and anti-Stokes scattering; and (e) hyper-Raman scattering.
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powerful enough to drive its own Raman interaction. This generally occurs when the pump wave is 
significantly above the stimulated Raman threshold. Under these conditions, multiple Stokes waves 
are generated, each one shifted from its effective pump wave by the frequency of the internal mode 
of the medium. Multiple Stokes and anti-Stokes waves can also be created through four-wave mixing 
processes involving one or more of the pump- or frequency-shifted waves. Hyper-Raman scattering 
(Fig. 1e) involves multiphoton interactions in which two or more pump photons are scattered into a 
single Stokes photon with excitation of an appropriate mode of the material.

In all of these interactions, energy is conserved among the incident and scattered photons and 
internal energy of the medium. The appropriate relations are summarized in Table 1.

Not all levels in a material can be involved in Raman scattering. In general, Raman scattering fol-
lows the rules for two-photon dipole transitions. In materials with inversion symmetry, the initial and 
final states must have the same parity, and therefore are mutually exclusive with absorptive transitions. 
In materials without inversion symmetry, internal levels can be both Raman and optically active.

Regimes of Raman Scattering

Raman scattering can occur in the spontaneous and stimulated regimes. In the spontaneous regime, 
the power of the Stokes and anti-Stokes waves is proportional to the power of the pump wave. The 
entire manifold of Raman-active internal modes is present in the scattered spectrum, with relative 
intensities of the Stokes components being determined by the relative Raman scattering cross sec-
tions for the various modes. Anti-Stokes scattering arises in spontaneous Raman scattering through 
thermal excitation of the internal modes. Therefore, the intensity of anti-Stokes modes is reduced 
from that of the Stokes modes for the same internal level by the thermal excitation factor e o kT−�ω / .
Anti-Stokes scattering in the spontaneous regime is generally less common than Stokes scatter-
ing, except when low-lying rotational levels of molecules or low-frequency phonons in solids are 
involved, because thermal excitation of the internal mode is required. Anti-Stokes scattering can be 
more prominent in stimulated or coherent scattering processes, as will be described in later sections. 
Spontaneous Raman scattering is used primarily for spectroscopic studies, especially for modes that 
are forbidden in single-photon absorption or emission measurements.

Stimulated Raman Scattering (SRS) occurs when the intensity of the incident pump wave is 
strong enough to initiate a positive feedback effect in the medium, resulting in exponential growth 
of the scattered wave. Stimulated Raman scattering is used for wavelength shifting of coherent light, 
amplification, improved optical beam properties, pulse compression, phase conjugation, and beam 
combining. Coherent Raman interactions are used for spectroscopy.

Stimulated Raman Scattering

In stimulated Raman scattering, the internal mode of the medium is driven by the interference of 
the pump and Stokes waves while the Stokes wave is driven by the modulation of the pump wave 

TABLE 1 Frequency and k-Vector Relationships in Various Raman Interactions

Stokes scattering ws = wL − wo
 ko = kL − ks

Anti-Stokes scattering wAS = wL + wo
 ko = kAS − kL

Coherent anti-Stokes scattering wS + wAS = 2wL
 kAS = 2kL − ks

Multiple Stokes scattering wns = w(n−1)S − wo = wL − nwo
 ko = k(n−1)S − knS

Hyper-Raman scattering ws = 2wL − wo
 ko = 2kL − ks
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by the material oscillation. Thus, the growth rate of the Stokes wave, which is determined by the 
strength of the internal excitation, increases as the Stokes intensity increases. This is exactly the con-
dition needed for exponential growth of the Stokes wave. Stimulated Raman scattering was observed 
soon after the development of Q-switched lasers.14

Stimulated Raman Geometries Stimulated Raman scattering can occur in several geometries, each 
with its own applications. Stimulated Raman generators are illustrated in Fig. 2a and b. In this arrange-
ment, only a pump wave is incident on the medium, and the Stokes wave grows from quantum noise. 
Forward scattering is the most common form of Raman generator (Fig. 2a), but backward wave gen-
eration can occur under some conditions (Fig. 2b). Single-pass Raman generators involve amplified 
spontaneous emission (ASE), and the coherence and divergence properties are characteristic of ASE 
devices. If the interaction is strong enough to involve pump depletion, the coherence of the Stokes 
wave can approach that of the pump wave. Raman generators are typically used for frequency conver-
sion from the pump to the Stokes wavelength or for creation of a Stokes wave for other applications. 
Conversion to multiple Stokes or anti-Stokes waves can also be done with Raman generators. Mirrors 
can be used with the Raman generator to create a Raman oscillator as in Fig. 2c. This arrangement is 
used with low-intensity continuous-wave (cw) or pulsed pump lasers to reduce the Raman threshold.13

Raman amplification can be achieved with the arrangements shown in Fig. 2d and e, in which a 
Stokes wave is supplied along with the pump wave. The Stokes wave is amplified at the expense of 
the pump wave. The Stokes wave is usually created in a separate low-power Raman generator and 
may be spatially filtered for control of the spatial divergence. Raman amplification is used when 
a high-quality Stokes beam is desired or when highly efficient conversion of the pump energy is 
desired without creation of multiple Stokes components. Backward amplification (Fig. 2e) is used 
for Stokes amplification or for pulse compression. In Raman generators, usually only a single Stokes 
frequency is generated corresponding to the material mode with the highest gain. Amplification of 
any of the Raman modes is possible if a suitable input Stokes signal is provided.

Coherent anti-Stokes Raman scattering (CARS) is illustrated in Fig. 2f. Here the pump and 
Stokes waves are supplied, often having comparable intensities and propagating at the appropriate 
phase-matching angle. The anti-Stokes wave is created at the appropriate angle for phase matching. 
CARS is used for spectroscopy and other diagnostic applications.
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FIGURE 2 Schematic diagrams of various Raman interaction geometries. (a) Forward Raman 
generator. (b) Backward Raman generator. (c) Raman oscillator. (d) Forward Raman amplifier.
(e) Backward Raman amplifier. (f) Coherent anti-Stokes four-wave mixing. AS, generated anti-Stokes 
mixing; L, pump laser; M, mirrors; S, Stokes wave; Sin, Stokes wave from Raman generator; Sout, amplified 
Stokes wave.
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Raman Susceptibilities Classically, the Raman effect occurs because of modulation of the polariza-
tion in the medium induced by the pump at the difference frequency between the pump and mate-
rial mode. This arises from the hyperpolarizability of the medium. The polarization of the medium 
is given by6,7

 P E
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where mo is the permanent dipole moment of the material, m is the first-order dipole moment, 
( )∂ ∂α/ Q  is the hyperpolarizability, and Q is the normal mode coordinate of the material oscillation. 
Spontaneous Raman scattering is given classically by the relation
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where ds/dΩ is the differential cross section of the Raman transition, L is the length of the scat-
tering medium, A is the cross-sectional area, and dΩ is its solid angle. The Raman cross section is 
related to the hyperpolarizability by
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The Raman effect can also be analyzed quantum-mechanically through the use of the density 
matrix15 using the third-order elements r0i and ri2 and the second-order element r02, where the sub-
scripts 0 and 2 designate the initial and final Raman levels and the subscript i designates intermedi-
ate levels. The classical parameter Q is related to the off-diagonal density matrix element r02, while 
the population density is related to the element r22. Thus the normal mode coordinate of the mate-
rial oscillation is associated with quantum mechanical transition probabilities and not directly with 
the population of the excited state of the material.

The Raman cross section can be related to the susceptibilities of nonlinear optics15 through den-
sity matrix calculations involving the third-order elements r0i and ri2 and the second-order element 
r02. The nonlinear Raman polarization amplitude is

 P A AS S L L S L S( ) ( , , , )| |( )ω ε χ ω ω ω ω= − −3
2 0

3 2  (3a)

and the Raman susceptibility per atom or molecule is
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where T2 is the homogeneous Raman dephasing time and Mij is the transition dipole moment 
between states i and j.

The Raman susceptibility has real and imaginary parts. The imaginary part, which is negative 
and proportional to T2, is responsible for spontaneous and stimulated Raman scattering. The real 
part contributes to the nonlinear refractive index through Raman-type interactions. The Raman 
susceptibility is related to the hyperpolarizability as

  ′′=−
⎛

⎝
⎜

⎞

⎠
⎟χ

ω
α1

12

2

Γm Qo

∂
∂

 (4)



15.6  NONLINEAR OPTICS

where c″ is the imaginary part of the Raman susceptibility, Γ is the inverse of the dephasing 
time, m is the effective mass of the material oscillator, and w0 is the frequency of the material 
transition. The Raman susceptibility is defined only for steady-state interactions. In transient 
interactions, the Raman polarization must be solved for as a dynamic variable along with the 
optical fields.

SRS Equations Stimulated Raman scattering is described in the most general form by the equa-
tions:2
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where AS, AL, and AAS are the slowly varying optical field amplitudes of the Stokes, laser (pump), and 
anti-Stokes waves given by
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where wS, L, AS are the optical frequencies, kS,L,AS are the k vectors, vS,L,AS are the group velocities, 
ΔN is the difference in the population between the lower and the upper Raman transition levels, 
ΔN = N0 − N2, N is the total population density, and Q is the amplitude of the normal mode coordi-
nate of the material excitation defined by

  Q( , , , ) ( , , , ) . .( )x y z t Q x y z t e c ci t k zo= +⎡
⎣

⎤
⎦

− −1
2

Ω  (7)

( )∂ ∂α/ Q S  and ( )∂ ∂α/ ASQ  are the hyperpolarizabilities for the Stokes and anti-Stokes waves, respec-
tively, wo is the Raman transition frequency, and ko is the nonpropagating k vector of the material 
excitation. Γ is the half-width at half-maximum of the Raman linewidth given by Γ = 1/T2, Δk is the 
phase mismatch of the anti-Stokes scattering, m is the effective reduced mass of the material oscilla-
tion, and e0 is the permitivity of the free space.
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The relation between various frequencies and k vectors is

 ω ωS L= −Ω  (8a)

 ω ωAS = +L Ω  (8b)

 k k ko L S= −  (8c)

 Δk k k kS L= + −AS 2  (8d)

The intensity of the various light waves is given by

  I cn AS L o S L, , , ,( )| |AS AS= 1
2

2ε   (9)

Phase matching, which is of central importance in many nonlinear interactions, is automatically sat-
isfied in stimulated Raman scattering because ko automatically adjusts to satisfy Eq. (8c). Phase matching 
in anti-Stokes scattering through four-wave mixing is not automatic, and phase-matching conditions 
determine many of the properties of the four-wave mixing anti-Stokes scattering interaction.

These equations describe most of the effects that are commonly encountered in Raman scatter-
ing, including amplification, diffraction, growth from noise, multiple Stokes generation, forward 
and backward interactions, coherent anti-Stokes interactions, and transient and steady-state inter-
actions. Each of these will be discussed individually in subsequent parts of this chapter. In most of 
these effects the population of the ground state is undisturbed and the approximation ΔN = N is 
valid. In some situations involving high-power lasers or resonant interactions, ΔN will vary and Eq. (5e) 
must be used.

Steady-State Stokes Scattering Many of the effects associated with stimulated Raman scattering 
can be illustrated by considering plane-wave steady-state forward Raman amplification. In this 
interaction, an incident Stokes wave at frequency wS is amplified by a pump wave at frequency wL in 
the geometry of Fig. 2d. The plane-wave steady-state Raman amplification equations are obtained 
from Eq. (5a and b) by assuming that the time variation of the wave envelopes is slow compared to 
the dephasing time T2, allowing the time derivatives to be neglected; by neglecting the transverse 
spatial derivative; and by assuming that the ground state population is unchanged, allowing Eq. (5e) 
to be neglected and the ground state population No = N to be treated as a constant. The resulting 
equations are
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Equation (10c) results from solution of Eq. (5d) neglecting the time derivative and the anti-Stokes 
term.
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Steady-state gain If the pump wave intensity is taken as a constant, then Eq. (10a) can be solved 
for the Stokes intensity:

 I L I eS S
I LL( ) ( )= 0 gSS  (12)

where L is the length of the interaction region and gSS is the steady-state Raman gain coefficient, given by
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This result is also written in the literature in the forms
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  I L I eS S
N I LR L( ) ( )= 0 σ   (14b)

where

  G g I LLSS SS=   (15a)

is the total steady-state Raman gain and
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is the stimulated Raman cross section. The gain coefficient is given in terms of the Raman suscepti-
bility as
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The classical Raman scattering cross section is related to the Raman gain, given in Eq. (13), by
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where ΔnR is the Raman linewidth [full width at half-maximum (FWHM)] related to the dephasing 
time as

  Δν
πR T

= 1

2

  (18)

In transparent regions of the spectrum, the Raman cross section scales as nS
4 and the Raman gain 

coefficient scales as nS. In dispersive regions of the spectrum, as for example when the pump wave-
length is in the ultraviolet, additional frequency variation in the Raman gain arises from the reso-
nant term 1/(wi0 − wL) in the susceptibility.

Initially, stimulated Raman gain coefficients were calculated from measurements of the sponta-
neous Raman scattering cross section or estimated from measurements of the Raman threshold. The 
most accurate determinations of Raman gain coefficients are now made with steady-state amplifica-
tion measurements in the low-gain regime.
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The conditions for steady-state Raman amplification are encountered when both the pump and 
incident Stokes radiation are either cw or narrowband pulses with pulse duration longer than a 
steady-state time given by16–19

  t G TSS SS= 2   (19)

and contain no rapid internal temporal variation, requiring that the linewidths ΔnL and ΔnS satisfy 
the condition

  Δ Δν νL S R( ) <<   (20)

Raman linewidths The steady-state Raman gain scales as the medium density and inversely 
with the Stokes wavelength and the material linewidth. In materials such as some molecular gases, 
the linewidth is pressure dependent due to pressure broadening with a variation of the form:20

  Δ Δν ν βρR o= +   (21)

where r is the density of the material and Δn0 is the Raman linewidth at low pressures. In materials that 
exhibit this behavior, the gain increases at low pressures but levels off at higher pressures, becoming 
independent of pressure in the limit of high pressures. In hydrogen, for example, the steady-state gain 
for the Q(1) vibrational mode is effectively independent of pressure for pressures above about 10 atmo-
spheres. The rotational lines in some gases such as hydrogen reach their pressure-broadened limit at 
lower pressures than do the vibrational lines. As a result, rotational Raman scattering in these materials 
is more prominent at low pressures, while the vibrational scattering is dominant at higher pressures.

The linewidth for forward scattering in some gases such as hydrogen exhibits Dicke narrow-
ing,21 in which inelastic collisions cause a narrowing of the linewidth at small but nonzero pressures 
before the material enters a pressure-broadened regime. The linewidth exhibits a variation in a 
region above some cutoff pressure of the form:22

  Δν
ρ

δρR

A
B= +  (22)

This behavior is shown for hydrogen in Fig. 3. Raman frequency shifts for a number of materials are 
shown in Table 2. Linewidths and gain coefficients for selected materials are given in Table 3. The tem-
perature dependence of the frequency shift parameters for hydrogen is given in Table 4. Temperature 
dependence of line-broadening parameters for hydrogen and nitrogen is given in Table 5. Formulas for 
quantities appropriate for Raman scattering in molecular gases are given in Table 6.

Pump depletion If the Stokes intensity becomes large enough, the depletion of the pump wave 
must be taken into account and Eq. (10a and b) must be solved together.

The solutions are
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When IS(0) << IL(0), the pump depletion solutions simplify to
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FIGURE 3 Calculated (a) and experimental (b) variation with pres-
sure of the linewidth of the Q(1) transition in hydrogen gas showing 
Dicke narrowing and pressure broadening. (From Ref. 22; copyright 1986 
by the American Physical Society.)
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TABLE 2 Raman Transition Frequencies of Selected Materials

Liquids

    Substance nR (cm−1) Reference

Bromoform 222 23
Tetrachloroethylene 448 24
Carbon tetrachloridea 460 25
Ethyl iodide 497 26
Hexafluorobenzenea 515 25
Bromoform 539 23
Chlorine 552 2
Methylene bromide 580 25
Trichloroethylene 640 23
Carbon disulfide 655 27
Ethylene bromide 660 28
Chloroform 667 23
o-Xylene 730 29
FC104b 757 30
Sulfur hexafluoride 775 31
a-Dimethylphenethylamine 836 32
Dioxane 836 23
Morpholinea 841 25
Thiophenola 916 25
Nitromethanea 927 25
Deuterated benzene 944 14
Potassium dihydrogen phosphate 980 33
Cumenea 990 25
Pyridine 991 14
1.3-Dibromobenzene 992 24
Benzene 992 14
Aniline 997 34
Styrene 998 35
m-Toluidinea 999 25
Acetophenone 999 36
Bromobenzene 1000 34
Chlorobenzenea 1001 25
tert-Butylbenzene 1000 24
Benz aldehydec 1001 24
Ethylbenzoate 1001 36
Benzonitrile 1002 34
Ethylbenzene 1002 29
Toluene 1004 14
Fluorobenzene 1012 37
g-Picoline 1016 25
m-Cresola 1029 25
m-Dichlorobenzenea 1034 25
1-Fluoro-2-chlorobenzened 1034 24
Iodo-Benzenea 1070 25
Benzoyl chloridea 1086 25
Benzaldehydea 1086 25
Anisolea 1097 25
Pyrrolea 1178 25
Furana 1180 25
Nitrous oxide 1289 31
Styrene 1315 35

(Continued)
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TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Liquids

     Substance nR (cm−1) Reference

Nitrobenzene 1344 14
1-Bromonaphthalene 1363 14
1-Chloronaphthalene 1374 38
2-Ethylnaphthalene 1382 24
m-Nitrotoluenea 1389 25
Carbon dioxide 1392 31
Quinolinea 1427 25
Bromocyclohexane 1438 26
Furana 1522 25
Methyl salicylatea 1612 25
Cinnamaldehyde 1624 38
Styrene 1631 35
3-Methylbutadiene 1638 39
Pentadiene 1655 39
Isoprene 1792 32
1-Hexyne 2116 24
Dimethyl sulfoxidec 2128 40
o-Dichlorobenzenea 2202 25
Benzonitrile 2229 38
Acetonitrile 2250 26
1,2-Dimethylanilinea 2292 25
Nitrogen 2327 41
Hydrobromic acid 2493 30
Hydrochloric acid 2814 42
Methylcyclohexanea 2817 25
Methanol 2831 23
cis,trans,1,3-Dimethylcyclohexane 2844 24
Tetrahydrofuran 2849 38
Cyclohexane 2852 14
cis-1,2-Dimethylcyclohexane 2853 24
a-Dimethylphenethylamine 2856 32
Dioxane 2856 23
Decahydronaphthalene 2860 30
Cyclohexane 2863 23
Cyclohexanone 2863 29
cis,trans-1,3-Dimethylcyclohexane 2866 24
cis,1,4-Dimethylcyclohexane 2866 24
Cyclohexane 2884 23
Dichloromethanea 2902 25
Dimethyl sulfoxide 2916 40
Morpholinea 2902 25
Cargille 5610f 2908 30
2,3-Dimethyl-1,5-hexadiene 2910 24
Limonene 2910 32
o-Xylene 2913 29
1-Hexyne 2916 24
cis-2-Heptene 2916 24
2-Octene 2918 24
Acetonitrile 2920 30
Mesitylene 2920 32
2-Bromopropane 2920 24
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TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Liquids

     Substance nR (cm−1) Reference

Acetone 2921 29
Ethanol 2921 23
cis-1,2-Dimethylcyclohexane 2921 24
Carvone 2922 32
2-Chloro-2-methylbutane 2927 24
Dimethylformamide 2930 23
Cis,trans-1,3-Dimethylcyclohexane 2926 24
m-Xylene 2933 29
1,2-Diethyl tartrate 2933 32
o-Xylene 2933 29
Piperidine 2933 29
1,2-Diethylbenzene 2934 24
1-Bromopropane 2935 24
Piperidine 2936 29
Tetrahydrofuran 2939 38
Decahydronaphthalene 2940 30
Piperidine 2940 29
Cyclohexanone 2945 29
2-Nitropropane 2945 24
1,2 Diethyl carbonatea 2955 25
1,2 Dichloroethanea 2956 25
trans-Dichloroethylene 2956 23
Methyl fluoride 2960 31
1-Bromopropane 2962 24
2-Chloro-2-methylbutane 2962 24
a-Dimethylphenethylamine 2967 32
Dioxane 2967 23
Methyl chloride 2970 31
Cyclohexanola 2982 25
Cyclopentanea 2982 25
Cyclopentanola 2982 25
Bromocyclopentanea 2982 25
o-Dichlorobenzenea 2982 25
p-Chloro toluenea 2982 25
a-Picolinea 2982 25
p-Xylene 2988 29
o-Xylene 2992 29
Dibutyl-phthalatea 2992 25
1,1,1-Trichloroethane 3018 23
Ethylene chlorohydrina 3022 25
Isophoronea 3022 25
Nitrosodimethylaminea 3022 25
Propylene glycola 3022 25
Cyclohexanea 3038 25
Styrene 3056 35
Pyridine 3058 24
Benzene 3064 14
tert-Butylbenzene 3065 24
1-Fluoro-2-chlorobenzene 3082 24
Turpentinea 3090 25
Pseudocumenea 3093 25

(Continued)
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TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Liquids

     Substance nR (cm−1) Reference

Acetic acida 3162 25
Acetonylacetonea 3162 25
Methyl methacrylatea 3162 25
g-Picolinea 3182 25
Aniline 3300 34
Watera 3651 25

Solids

     Substance nR (cm−1) Reference

Quartz 128 43
Lithium niobate 152 44
a-Sulfur 216 45
Lithium niobate 248 44
Bromine 295 45
Bromine 303 45
Quartz 466 43
a-Sulfur 470 45
Chlorine 543 46
Lithium niobate 628 44
Carbon disulfide 656 46
Potassium iodate 746 47
Potassium bromatea 780 47
Potassium periodate 790 47
Potassium bromate 798 47
Potassium chromate 844 47
Sodium molybdatea 884 47
Potassium dichromate 906 47
Calcium tungstate 911 38
Potassium dihydrogen phosphate 915 33
Ammonium vanadate 915 47
Sodium tungstate 915 47
Potassium perchloratea 936 47
Potassium chloratea 938 47
Ammonium sulfatea 975 47
Potassium sulfatea 985 47
Stilbene 997 48
Polystyrene 1001 23
Calcium nitrate 1050 47
Calcium nitrate tetrahydratea 1052 47
Potassium nitrate 1060 47
Magnesium nitrate dehydratea 1060 47
Ammonium nitratea 1062 47
Magnesium nitrate hexahydratea 1063 47
Sodium nitrate 1075 47
77 K (not observed at 293 K)a 
Calcite 1086 45
Diamond 1332 45
Naphthalene 1380 38
Anthracene 1403 49
Stilbene 1591 48
Potassium thiocyanate 1040 47
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The conditions for exponential Raman amplification can now be identified. In order for the approx-
imate solution of Eq. (12) to be valid, it is necessary for the condition

  I e IS
g I z

L
SS L( ) ( )0 0<<  (25)

to be satisfied. When the condition in Eq. (25) is not satisfied, the full solution of Eq. (23) [or Eq. (24), 
if IS(0) << IL(0)] must be used. The calculated behavior of the pump and Stokes waves in the depletion 
regime is shown in Fig. 4.

In the limit of large pump depletion, the Stokes intensity becomes
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ω
ω

  (26)

Equation (26) indicates that the maximum energy that can be added to the Stokes wave is reduced 
from the energy of the pump wave by the fraction (wS/wL). This ratio is termed the Manly Rowe 
fraction. The difference between the energy given up by the pump wave and that gained by the 
Stokes wave is taken up by energy deposited in the material excitation. Although complete energy 

TABLE 2 Raman Transition Frequencies of Selected Materials (Continued)

Solids

     Substance nR (cm−1) Reference

Potassium ferricyanidea 2100 47
Triglycine sulfate 2422 25
Triglycine sulfate 2702 25
Triglycine sulfate 3022 25
Polystyrene 3054 23

Gases

     Substance nR (cm−1) Reference

Barium vaporg IRh 50
Cesium vaporg IRh 51,52
Hydrogen fluoride FIRh 53
Potassium vaporg IRh 51,52
Rubidium vaporg IRh 54
r-H2 354 55,56
Carbon tetrafluoride 980 57
Oxygen 1552 29
Nitrogen 2331 58
Potassium vapor 2721 59
Methane 2916 60
Deuterium 2991 60
Hydrogen deuteride 3628 61
Hydrogen 4155 60

aObserved at low resolution.
bProduct of 3M Co., St. Paul, Minnesota.
c1:1 mixture with tetrachloroethylene.
dVery weak and diffuse.
eDeuterated.
fProduct of Cargille Laboratories, Cedar Falls, N.J.
gStimulated electronic Raman scattering (SERS).
hGenerally tunable transitions in the infrared (IR) and far infrared (FIR).
Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology: Optical 

Materials, part 1, vol. III. Copyright CRC Press, Boca Raton, FL, 1988.



TABLE 3 Linewidths and Gain Coefficients for Selected Materials

Raman transition frequencies, linewidths, and gains of selected materials at room temperaturea

  Material Mode n0 (cm−1) Δn (MHz) lL (nm) g (cm/GW) Reference

H2 gas (20 atm) Q(1) 4155 309/r + 5.22r 532 2.5 22, 62, 63
H2 gas (high) S(1) 587 119r 350 1.2 64
D2 gas (60 atm) Q(2) 2987 101/r + 120r 532 0.45 63, 65, 66, 67
D2 gas S(2) 414 124r 350  64
HD Q(1) 3628 693r 532  68
HD S(1) 443 760r 350 0.098 64
CH4 (115 atm) n1 2913 8220 + 384r 532 1.26 63, 65
N2 Q 2327 4500 (r < 10) 248 0.003r 69
N2 S(6) 60 3570r 566 0.0063 70
O2 Q 1552 54000 248 0.012r 69
SiH4 Q 2186 15000 (est.) 248 0.19r 69
GeH4 n1 2111 15000 (est.) 248 0.27r 69
CF4 n1 908 21000 (est.) 248 0.008r 69
SF6 n1 775 30000 (est.) 248 0.014r 69
   (cm−1)   
Liquid N2  2326.5 0.067 694 16 ± 5 2
Liquid O2  1552 0.117 694 14.5 ± 4 2
H2O  3290 200 694 0.14 1, 2, 71
Benzene  992 2.15  2.8 2
CS2  655.6 0.50 694 24 2
Nitrobenzene  1345 6.6  2.1 2
Bromobenzene  1000 1.9  1.5 2
Chlorobenzene  1002 1.6  1.2 2
Toluene  1003 1.94  1.2 2
LiNbO3  637 20 694 9.4 2
Ba2NaNb5O15  650  694 6.7 2
LiTaO3  201 22 694 4.4 2
SiO2  467  694 0.8 2
Ba(NO3)2  1047 1.5 cm−1 532 47 72–76

1
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Calculatedb and measured gain (gs) factor for stimulated Raman transitions in liquids ( )� , gases (g), and solids (s)

Substance

Pump 
Wavelength 

(nm)
Frequency 

(cm−1)
Linewidth 
ΔnR (cm−1)

Gain (gs) × 109 
(cm/W)

gs calc. × 109 
(cm/W)

gs at 
532 nmc

gs Relative to 
C6H6 ( )�

d Reference

Benzene ( )� 532 992 2.15 5.5e 5.5 1.0 132

532 992 2.15 5.5f 5.5 133

532 992 2.15 4.3 ± 0.9g 4.3 ± 0.9 134

694.3 992 2.15 2.8 5.9h,i 135

Oxygen  ( )� 694.3 1552 0.117 16.0 ± 0.5 14.5 ± 0.4 21.5 3.9 135

Nitrogen  ( )�  532 2327 0.067 30.0 24.0 ± 7.0 30.0 5.4 136

694.3 2327 0.067 16.0 ± 0.55 17.0 ± 0.5 21.5 3.9 135

1060 2327 0.067 10.0 9.0 ± 3.0 23.2 4.2 137

1315 2327 0.067 5.0 ± 2.0 6.0 ± 2.0 15.6 ± 6.2 2.9 138

Carbon disulfide ( )�     694.3 655.6 0.50 24.0 32.2 5.9 135

Methanol ( )�    694.3 2837 18 0.4 0.53 0.10 139

Carbon tetrachloride ( )�     597.6 458 1.3 1.5 0.27 140

532 0.12j 141

Acetone ( )�     532 0.20j 141

Cyclohexane ( )�     532 0.25j 141

Hydrogenk (g) 694.3 4155 1.51 2.14 142

694.3 4155 1.9 ± 0.3l 1.5l 2.7 142

694.3 4155 1.5l 2.1 143

353 4155 5.0l 5.7l 131

308 4155 6.7l 131

10600 354 0.07 0.09 144

Hydrogen deuteride (g) 353 3628 0.2 131

Nitrogen (g, 1 atm) 694.3 2330.7 0.0022 0.0030 128

694.3 2330.7 0.075 0.0027m 0.0038 145

Carbon tetrafluoride (g, 500 atm) 532 980 0.17 24.6 ± 2n 2.46 ± 2n 127

Calcite (s) 532 1086 1.2 5.5 5.5 146
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Calculatedb and measured gain (gs) factor for stimulated Raman transitions in liquids ( )� , gases (g), and solids (s)

Substance

Pump 
Wavelength 

(nm)
Frequency 

(cm−1)
Linewidth 
ΔnR (cm−1)

Gain (gs) × 109 
(cm/W)

gs calc. × 109 
(cm/W)

gs at 
532 nmc

gs Relative to 
C6H6 ( )�

d Reference

Fused quartz (s) 495.4 420 0.017 0.016 147

Potassium dihydrogen phosphate (s) 532 918 18 0.21 ± 0.05g 0.21 ± 0.05 134

ar is measured in amagats (1 amagat = 2.68 × 10−19 cm−3).
bOnly those supporting measured values of special interest are given.
cExcept where noted, gs/532 = (ws/532)/((ws/meas) gs/meas.
dFor qualitative use only; see previous text.
eEstimated from stimulated threshold.
fEstimated from stimulated conversion.
gDirect measurements with single-frequency lasers.
hExtrapolated using Ia ω ω ωs a

4 2( )− −
� ; wa = 39,000 cm−1.

iSee Ref. 77 for discussion of peak cross section measurements.
jRelative threshold measurement.
kFor detailed analysis of H2 cross-section pump frequency dependence, see Ref. 63.
lPressure independent gain; Q(l) transition.
mCorrected using linewidth of Ref. 58; Q(6) transition.
nTransient gain.
Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology: Optical Materials, suppl. 2, copyright CRC Press, Boca Raton, FL, 1988; R. W. Boyd, 

Nonlinear Optics, Academic Press, New York, 1992; M. J. Weber (ed.), CRC Handbook of Laser Science and Technology: Optical Materials, part 1, vol. III, copyright CRC Press, Boca Raton, FL, 
1988.

TABLE 3 Linewidths and Gain Coefficients for Selected Materials (Continued)

1
5
.1

8
 

 



STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.19

TABLE 5 Temperature Dependence of Line Broadening Parameters for H2 and N2

H2

T (K) Transition A (MHz – amagat) B (MHz/amagat) rc (amagat) Reference

474 Q(1) 508 ± 29   94.0 ± 2.0 1.23 22
298 Q(l) 309 ± 11   52.2 ± 0.5 0.92 22
298 Q(0) 257 ± 12   76.6 ± 0.8 0.79 22
81 Q(1) 107 ± 20   41.5 ± 0.6 0.63 22
81 Q(0) 189 ± 40   29 ± 1 1.1 22
81 Q(0) 76 ± 6   45.4 ± 0.8 0.45 22
p-H2     
295 S(l) 6.15  114 ± 5 0.134 78
 S(0) 1.87   77 ± 2 0.068 78
80 S(l) 2.1 110 ± 3 0.088 78
 S(0) 1.37   67 ± 2 0.095 78

N2

T (K) Transition nR (cm−1) ls (nm) B0 (MHz/amagat) g ΔN/N g (cm/GW) Reference

298        
 S(6) 60 568 3560 0.26 ± .04 0.0282 0.0036 70, 78
 S(8) 76 568 3270   0.33 ± .004 0.0337 0.0046 70, 78
 S(10) 92 568 3060   0.35 ± .002 0.0335 0.0048 70, 78
 S(12) 108 568 2870 0.39 ± .03 0.0289 0.0043 70, 78
195        
 S(6)  568 3070  0.0485 0.0072 70, 78
 S(8)  568 2860  0.0491 0.0076 70, 78
 S(10)  568 2660  0.0399 0.0065 70, 78
 S(12)  568 2340  0.0271 0.0049 70, 78
80        
 S(6)  568 2520  0.0897 0.0161 70, 78
 S(8)  568 2120  0.0452 0.0093 70, 78
 S(10)  568 1940  0.0156 0.0034 70, 78
 S(12)  568 1690  0.00378 0.00091 70, 78

Broadening coefficients for  H /2 :Δν ρ ρR A B= +
A = 309/r (T/298)0.92 B = [51.8 + 0.152(T − 298) + 4.85 × 10−4 (T − 298)] r
Broadening coefficients for N2: ΔnR = B0 r (T/295)g

Reprinted with permission from M. J. Weber (ed), CRC Handbook of Laser Science and Technology: Optical Materials, suppl. 2. Copyright 
CRC Press, Boca Raton, FL, 1988.

TABLE 4 Temperature Dependence of Line Shift Parameters for H2

T (K) Transition nR (0) (cm−1) C (MHz/amagat) D (MHz/amagat2) Reference

474 Q(l) 4155      9.5 ± 0.9 0.51 ± 0.07 22
298 Q(l)  −96 ± 1  22
298 Q(0)  −64 ± 5  22
81 Q(l)  −305 ± 10  22
81 Q(0)  −250 ± 10  22
81 Q(0)  −336 ± 10  22
p-H2     
295 S(0)   6.5 ± 3  78
 S(l)   5.9 ± 1  78
80 S(0)  −22.3 ± 0.6  78
 S(l)    −23 ± 0.6  78

Line shift parameters: nR = nR(0) + Cr + Dr2

Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology: Optical 
Materials, suppl. 2. Copyright CRC Press, Boca Raton, FL, 1988.
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conversion is not possible with Raman scattering, in principle 100 percent of the pump photons can 
be converted to the Stokes wave. In practice, high photon conversion efficiency to a single Stokes 
wave is limited in Raman generators by multiple Stokes or anti-Stokes scattering. High conversion 
efficiencies are generally obtained in practice in Raman amplifiers or in Raman generators where 
multiple Stokes generation is unfavorable because of energy level structure. Photon conversion effi-
ciencies in excess of 90 percent have been reported with pulsed lasers.

TABLE 6 Formula Summary for SRS in Molecules 1

Quantity Formula Reference

∂ ∂σ / Ω  (vibrational, averaged over 
rotational levels)

( ) ( / )2 7 454
01
2

01
2πν α γs j jj

j

f b+ ∑ 62

∂ ∂σ / Ω  (vibrational, single
rotational levels)

( ) ( )2 4 454
01
2

01
2πν α γs jjb+ / 62

b J J J Jjj = + − +( )( )( )1 2 1 2 1
fJ-relative population of level J
For hydrogen: g01 = 1.11 × 10−25 cm−3

g01 = 0.951 × 10−25 for lL = 500 nm

∂ ∂σ / Ω  (vibrational, wavelength 
dependence for hydrogen)

A s i Lν ν ν4 2 2 2/( )−     62

nR (Raman shift in H2, pressure 
dependence)

ν ρ ρR C( )0 2+ +Δ  (r in amagats) 62

ΔnR (linewidth of H2, pressure and 
temperature dependence)

(309/r)(T/298)0.92 + [51.8 + 0.152(T − 298) +
4.85 × 10−4(T − 298)2 r] (r in amagats)

62

∂ ∂σ / Ω  (rotational scattering in
linear molecules)

(2/15)(2pns/c)4g 2[(J + 1)(J + 2)]/[(2J + 1)(2J + 3)] 70

J is lower-state rotational number

γ ν α ν ν ν α ν ν ν( ) [ ( )] [ ( )]|| || ||= − − −⊥ ⊥ ⊥S i i S i i
2 2 2 2 2 2/ /     

For nitrogen:

ni|| = 1.26 × 105 cm−1 ni⊥ = 1.323 × 105 cm−1

aS|| = 2.2 × 10−24 cm−3 aS⊥ = 1.507 × 10−24 cm−3

Reprinted with permission from M. J. Weber (ed.), CRC Handbook of Laser Science and Technology, Optical Materials, suppl. 2. Copyright CRC 
Press, Boca Raton, FL, 1988.

Stokes amplification in the depletion regime 

Interaction length (Z) 

L
as

er
 a

n
d 

St
ok

es
 in

te
n

si
ti

es

Stokes

Laser

FIGURE 4 Calculated pump and Stokes dependence on 
interaction length in pump depletion regime.



STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.21

Gain narrowing Gain narrowing can occur when the Raman gain varies in one of the parameters 
of the interaction—for example, time, because of pulsed radiation; space, because of a special mode 
profile; or spectrum, because of use of broadband light; or when a Raman generator is used.

Spectral gain narrowing Spectral gain narrowing is commonly encountered in Raman genera-
tors. The spontaneous Stokes emission has the spectral variation of the appropriate Raman transi-
tion. For a lorentzian line shape, this variation is given by

  P P
TS S( ) ( )Δ

Δ
ω

ω
=

+
0

1

12 2
  (27)

where Δw = wo − (wL − wS).
This variation with detuning also appears in the Raman gain of Eq. (13) or (15). The Stokes light 

generated from such a signal can be represented approximately as

  I L I
T

G

T
( , ) ( ) exp

( )Δ
Δ Δ

ω
ω ω

=
+ +

⎡

⎣
⎢

⎤

⎦
⎥0

1

1

0

12 2 2 2
  (28)

The reduced gain at nonzero detunings from the Raman resonance leads to narrowing of the 
amplified Stokes spectrum relative to the spontaneous spectrum.22 If we use the quantity Δw(G) to 
describe the spectral width (FWHM) of the generated or amplified Stokes light, then the spectral 
width of the amplified Stokes light is

  Δ Δω ω( ) ( )
ln ( )

ln ( )
G

G
G

=
−

0
2 0

1 2 0
/

/
  (29)

where G(0) is the gain at the center of the line. If we consider the range of values of G that can be 
achieved without driving the interaction into saturation to be 23 < Gmax < 40, then the maximum 
gain narrowing that can be experienced without driving the interaction into saturation is on the 
order of 5.5 to 7.5.

Photon description The steady-state Raman gain can be recast in the formulation of photon 
interactions. In this situation, the pump and Stokes intensities are given by

 I h nS S S= ν  (30a)

  I h nL L L= ν  (30b)

where nS and nL are the photon flux densities (photons per square centimeter per second), which are 
related to the corresponding photon densities (photons per cubic centimeter) without dispersion as

  n N cS S=  (31a)

  n N cL L=  (31b)

Equations for the growth of pump and Stokes photon densities can be derived from quantum 
mechanical rate equations as7

  
dN

dt
K N NS

S L= +( )1   (32a)

  
dN

dt
K N NL

L S= − +( )1   (32b)

where K is the appropriate transition rate for the Raman interaction.
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These can be converted to the spatial gain equations for the photon flux density through the relations

  
dN

dt

dn

dz
S S=   (33a)

  
dN

dt

dn

dz
L L=   (33b)

giving

  
dn

dz
K n nS

S L= +( )1   (34a)

  
dn

dt
K n nL

L S= − +( )1   (34b)

The 1 in Eq. (34a and b) arises from quantum mechanical commutators and represents spontaneous 
Raman scattering. When the number of Stokes photons per mode is small compared to unity, the 
spontaneous Raman emission result is obtained:

  n Kn LS L=   (35)

where L is the length of the scattering medium. When nS >> 1, the exponential gain of stimulated 
Raman scattering is obtained:

  n L n eS S
Kn zL( ) ( )= 0  (36)

where K = hngSS. The relation of spontaneous and stimulated Raman scattering will be discussed 
again later in the chapter.

Transient Effects When the temporal structure of the pump or Stokes wave varies on a time scale 
comparable to or shorter than the steady-state time given in Eq. (19), transient effects must be taken 
into account. In this situation, the integrating effects of the material excitation affect the properties 
of the Raman interaction. Depending on the situation, this can result in reduced Raman gain for 
pulses of a given intensity or alteration of the coherence properties of the Stokes radiation. Transient 
effects can occur for short pump pulses or broadband pump and/or Stokes waves.

Pulsed transient effects Transient Raman scattering with pulsed Raman radiation is described by 
the equations
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1
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⎟

m Q
∂
∂

 (38)

and k2 is given in Eq. (11).



STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.23

In the most general form, when pump depletion is involved, these equations must be solved 
numerically. When pump depletion and dispersion can be neglected, the pump field can be taken as 
a prescribed function of z and t, and the equations take on the form

  
∂

∂
A z

z
i Q z AS

L

( , )
( , ) ( )

′
′

= ′
τ

κ τ τ2
∗   (39a)

  
∂

∂
Q z

Q z i A z AS L

∗
∗ ∗( , )
( , ) ( , ) ( )

′ + ′ =− ′τ
τ

τ κ τ τΓ 1   (39b)

where z′ and t are coordinates moving with the common velocity of the pump and Stokes pulses:

  ′ =z z   (40a)

  τ = −t z c/   (40b)

An integral solution for these equations can be written as16–19

  

A z A

z A
e A A

S S

L

L S

( , ) ( , )

( )
( ) ( ,( )

τ τ

κ κ τ
ττ τ

=

+
′− − ′

0

0

1 2

Γ ∗ ′′ − ′( )
− ′

′
−∞∫

τ κ κ τ τ

τ τ
τ

τ ) [ ( ) ( )]

( ) ( )

I z p p

p p
d

1 1 24  
 (41a)

where I0 and I1 are modified Bessel functions and

  p A dL( ) | ( )|τ τ τ
τ

= ′ ′
−∞∫ 2   (42)

is proportional to the total pump energy integrated to time t.
In the extreme transient regime, when t Tp << 2, and when the incident Stokes pulse has the same 

functional form as the pump, an analytic solution for the Stokes intensity can be found:

  I z I I u zS S( , ) ( , ) ( ( , ))τ τ τ= 0 0
2   (43)

where

  u z zp g z I dL( , ) ( ) ( )τ κ κ τ τ τ
τ

= = ′ ′
−∞∫4 21 2 ssΓ   (44)

and gss is the steady-state gain coefficient as given in Eq. (13).
When the conditions for Eq. (43) are valid, the solution can be approximated for values of u 

greater than about 3, corresponding to intensity amplifications of about 24, with the first term in 
the asymptotic expansion:

  I z I
e

uS S

u

( , ) ( , )τ τ
π

= 0
2

2

  (45)

Quantities other than the instantaneous intensity, such as power density, energy density, or 
total pulse energy, are useful for characterizing transient Raman measurements done with short 
pulses. Expressions corresponding to Eq. (45) and for the first and second terms of the expansion of 
Eq. (43) in u are given in Table 7. The variation of these quantities with the transient gain parameter 
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u is shown in Fig. 5. These solutions are useful for modeling the approximate properties of transient 
interactions. However, in most practical situations the incident pump and Stokes pulses do not 
have the same functional form, and the more general integral solution of Eq. (41a) must be used 
for accurate results, taking into account the specific variation of the Stokes amplitude and phase 
and the relative timing between the incident Stokes and pump pulses. An approximate analytic 
expression has been given in the limit of high conversion in which the Stokes pulse evolves to an 
approximate constant form and the pump pulse is described by regular Bessel functions.79

In the extreme transient regime tp << T2, growth of the Stokes pulse in the leading part of the pulse 
is dominated by the Bessel function and the Stokes pulse rises more slowly than the pump. In the 
trailing part of the pulse, the integral contribution remains fairly constant and the Stokes amplitude 
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FIGURE 5 Theoretical dependence of the small-signal 
amplification on the transient gain parameter u for (a) the 
intensity, (b) the energy density or power, and (c) the energy 
as predicted by the exact Bessel function solution. The expo-
nential form exp(2u) is shown for comparison in (d). (From 
Ref. 19.)

TABLE 7 Analytic Expressions and High-Gain Limiting Forms for Small-Signal Transient Raman Amplification of Various 
Quantities19,a

 Intensity, IS
b Energy Density, �S

c Power, �S
d Energy, �S

e

Approximation  I r z t
I r z t

I r tS
S

S

( , , )
( , , )

( , , )
=

0
   � S

S

S

r z
I r z t dt

I r t dt
( , )

( , , )

( , , )
=

′ ′

′ ′
−∞

∞

−∞

∞

∫
∫ 0

  � S

S

S

r z
I r z t dr

I r t dr
( , )

( , , )
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∞

∞

∫
∫

2

0

2

0
0

  �S
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S

r z
I r z t dt dr

I r t dt dr
( , )

( , , )

( , , )
=

′ ′

′ ′
−∞

∞∞ ∫∫ 2

0

20
−−∞

∞∞ ∫∫0

Exact  I u0
2( )       I u I u0

2
1
2( ) ( )−       I u I u0

2
1
2( ) ( )−       I u I u I u I u0

2
1
2

0 22( ) ( ) ( ) ( )− +     

High-gain limit   e2u/2pu   e2u/2pu2   e2u/2pu2   e2u/2pu3

(1st term)
High-gain limit   (e2u/2pu)(1 + 1/4u)   (e2u/2pu2)(1 + 1/4u)   (e2u/2pu2)(1 + 1/4u)   (e2u/2pu3)(1 + 3/4u)
(1st 2 terms)

a u u r z t A r t dtm
t

L= = ∫ ′ ′−∞( , , ) [ | ( , )| ] /2 1 2
2 1 2κ κ

bu = um(r, z, t)
cu = um(r, z, ∞)
du = um(0, z, t)
eu = um(0, z, ∞)



STIMULATED RAMAN AND BRILLOUIN SCATTERING  15.25

follows the pump amplitude.17 The result is that the Stokes pulse is delayed relative to the pump and 
is shorter than the pump. Ideal square pulses can be shortened by an arbitrarily large factor, while 
more realistic gaussian pulses can be shortened by about a factor of 2.17,80 The transient response 
for square and gaussian pulses is illustrated in Fig. 6. Optimal amplification of the Stokes pulse has 
been shown to require that the incident Stokes pulse arrive earlier than the pump by about half 
the pulse duration.19 An example of experimentally measured transient Raman amplification 
is given in Fig. 7 along with a theoretical comparison. The theoretical curve was obtained by 
integrating the square magnitude of Eq. (41a) over space and time using the experimentally 
measured amplitude and phase variations of the incident Stokes pulse. Agreement between 
experiment and theory was obtained over approximately eight orders of magnitude using one 
adjustable parameter in the region below pump depletion.

The peak intensity amplification in the extreme transient limit is reduced from the steady-state 
amplification for pump pulses with the same peak intensity. The intensity amplification grows as 
the pulse length increases, approaching the steady-state value when tp >> GssT2. For pulses of a given 
energy, the total integrated energy amplification increases steadily as the pulse duration decreases, 
reaching a maximum in the extreme transient regime.
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FIGURE 6 Calculated Stokes intensity (dotted line) and 
pump (solid line) for square pump pulses (a) and gaussian 
pump pulses (b). The input Stokes signal was assumed to be 
constant in both cases.
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Phase pulling There is a tendency for the Stokes phase to become locked to the pump phase in 
the transient regime. This can be seen from the equations for the phases of the pump and Stokes 
pulses:19

  
∂
∂
φ

κS L

Sz

A

A
Q=− 2 sinΦ   (46a)

  
∂
∂
φ κ

ω
ω

L S L

L S

S

Lz

n

n

A

A
Q=− 2 sinΦ   (46b)

  
∂
∂
φ

κQ L S

z

A A

Q
=− 1 sinΦ   (46c)

where Φ = + −φ φ φS Q L .
The phase driving terms vanish for the condition Φ = 0 or p, which are the conditions for 

optimum power transfer from the pump beam and to the pump beam, respectively. Phase pulling 
occurs only when Φ ≠ 0 or p and when the time derivatives are important. When the time deriva-
tives are not important, φQ  automatically adjusts itself so that the condition Φ = 0 is satisfied. When 
the transient response is important, phase pulling occurs whenever φS and φL  have different time 
dependencies. If the amplitude of the initial Stokes wave is small compared to that of the pump, the 
phase of the material excitation will be established at some constant value early in the pulse after the 
material excitation has been amplified above the noise level. At later times the phase of the Stokes 
wave will be driven according to Eq. (46a) so as to establish the condition Φ = 0. In the early stages 
of the amplification, the corresponding driving term for the pump phase is much smaller, so that the 
Stokes phase becomes effectively locked to that of the incident pump, with a possible constant offset 
due to the phase of the material excitation. If the amplitude of the incident Stokes wave is compa-
rable to that of the pump, the phases of all of the waves can evolve during the interaction, and the 
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FIGURE 7 Experimental measurement of transient 
Stokes amplification in hydrogen gas. Solid line includes 
measured phase and amplitude structure of incident Stokes 
pulse. Dotted line was calculated for the same conditions, 
neglecting the phase structure of the incident Stokes pulse. 
The deviation of the solid curve from the measurements at 
the high end is due to pump depletion. (From Ref. 19.)
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transfer of power from the pump to the Stokes wave can be affected or greatly reduced. An example 
of phase pulling in short-pulse Raman interactions is shown in Fig. 8.

Solitons Soliton and other self-similar solutions to the transient Raman equations can also be 
derived. Using Eq. (37) in the form

  
∂
∂
A

i A QS
Lξ

κ= 2
∗   (47a)

  
∂
∂
A

i A QL L

S
Sξ

ω
ω

κ= 2   (47b)

  
∂
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Q

Q i A AL Sτ
κ+ =Γ 1

∗   (47c)

where k1 and k2 are given in Eqs. (38) and (11), respectively, and x and t are moving coordinates 
related to the laboratory coordinates by

  ξ = z   (48a)

  τ = −t zn c/   (48b)
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FIGURE 8 Experimental demonstration of phase 
pulling in transient Raman amplification. The pump beam 
and incident Stokes beam both carry phase modulation 
due to the nonlinear index in the laser. The measurement 
shows time-dependent interference between the incident 
and amplified Stokes waves. When the incident Stokes 
phase structure is aligned with the pump phase structure, 
no phase pulling is observed (a). When the incident Stokes 
pulse is advanced to misalign the pump and Stokes phase 
structure, phase pulling is observed (b). (From Ref. 19.)
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In the extreme transient limit, the term with Γ in Eq. (47c) can be neglected and the equations 
can be expressed in normalized quantities as

  
∂
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A X1
2χ

=−   (49a)

  
∂
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A

A X2
1χ

= ∗   (49b)

  
∂
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X
A A

′
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τ 1 2
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where A n n AS L L S L1 1 2= ω κ ω κ/ , A AS2 1 2= κ κ/ , and X i n n QL S S L= − ω ω/ , c = k2x, t′ = (wLnS/
wSnL)k2t.

The soliton solutions are:81
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where K2(t) = |A1(c, t)|2 + |A2(c, t)|2, I K d( ) ( )τ τ ττ= ∫ ′ ′−∞
2  and a and a are arbitrary parameters 

such that a > a/2.
These are transient solutions in which the Stokes pulse is large everywhere except for a dip cen-

tered on the position c = I(t)/a2. The Stokes pulse also has a phase shift at its center. When a = 0, the 
phase shift is p, and when a ≠ 0, it is smaller. The pump intensity is small except for a narrow region 
centered about c = I(t)/a2, and the behavior of the material excitation is similar to that of the pump.

The form of these solutions is opposite to those normally encountered in Raman interactions. 
Once they are established, they propagate in self-similar form at a speed that is slower than that of 
the optical pulses, gradually “walking” backward in the optical pulse and eventually disappearing. 
However, the pulse shapes necessary for soliton formation do not occur in all experimental situa-
tions. In normal transient experiments, with the incident Stokes wave weak and the pump strong, 
the Stokes phase will lock to the pump phase, and solitons cannot develop. They have been pro-
duced with a phase shift introduced onto the Stokes pulse externally.82 In this situation, the soliton 
pulse of Eq. (50a), which is significantly shorter than T2, evolves from longer pulses and damping 
plays a central role in its formation. An experimental demonstration of this behavior has been done 
by Druhl et al.82 and their results are reproduced in Fig. 9. Conditions for soliton formation can also 
be encountered in growth from noise using narrowband pump pulses due to phase fluctuations in 
the zero point starting signal of the Stokes field. Other self-similar solutions are possible as well. 
Forms with damped oscillations, termed accordion solutions, have been described by Menyuk.83

Broadband effects Transient effects also appear in the conversion of broadband radiation, which 
is produced, for example, in many types of pulsed lasers, when the overall pulse duration is longer 
than T2 but the pump linewidth is wider than the Raman linewidth:84–99
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The equations for the Stokes and material excitation are as given in Eq. (37). The interaction can be 
modeled in the time domain, or in the frequency domain using a mode model for the laser radiation.

In the mode picture, the pump and Stokes radiation is modeled as being made up of a combina-
tion of randomly phased modes separated by an amount Δ, shown in Fig. 10:
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FIGURE 9 Experimental (solid curves) and theoreti-
cal (dashed curves) behavior of Raman soliton formation in 
hydrogen gas showing the input (upper curves) and output 
(lower curves) pump pulses. The soliton was initiated by 
introducing a phase shift on the incident Stokes pulse. The 
overall pulse duration was about 70 ns. The curves in (b) were 
obtained with higher pump power than the curves in (a). 
(From Ref. 82; copyright 1983 by American Physical Society.)
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of linewidth Γ < Δ

Γ
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Optical
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FIGURE 10 Mode structure used to model the broadband Raman scattering. The laser and 
Stokes modes are spaced by frequency Δ, and, for approximations of Eq. (56), the Raman line-
width is narrower than the mode spacing.
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In the absence of dispersion, Eq. (37c) can be solved in the frequency domain:
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The average Stokes intensity is given by93
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where the bar symbol denotes the average intensity given by

  I cn A AS S o S m S m
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2

ε , ,
∗   (55)

If the longitudinal mode spacing is much wider than the Raman linewidth and the pump linewidth 
is broad enough, the material excitation Q will not be able to follow the temporal variations of the 
light due to the mode structure. This is equivalent to the steady-state approximation. Only the k = 0 
term survives in Eq. (54), and the average intensity is given by

  I z I R eS S
g ILz

( ) ( )[ ( )]= + −0 1 1   (56)

where R is the field cross-correlation function given by
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In this approximation the double summation in the product of the Stokes and pump waves has col-
lapsed to a single sum. Each Stokes mode m interacts only with the corresponding pump mode m.

When the Stokes field is correlated with the pump, the correlation function is unity and the broad-
band Stokes light has the same exponential gain as in a narrowband interaction with the same average 
pump intensity. When the incident Stokes wave is not fully correlated with the pump, the component of 
the Stokes wave that is correlated with the pump has the largest gain, while Stokes components that are 
not correlated with the pump (R = 0) do not receive amplification.86–88 The Stokes wave thus becomes 
more correlated with the pump wave as it is amplified. This behavior is equivalent to the phase-pulling 
effects discussed earlier. The effective Stokes input signal to the amplifier is reduced by the factor 1/M, 
where M is the number of spectral modes of the Stokes wave. However, when growth from noise is con-
sidered, the total input Stokes signal increases in proportion to the Stokes bandwidth and the effective 
Stokes input is one photon per mode independent of the Stokes bandwidth. The threshold for growth 
from noise is therefore the same for broadband and narrowband interactions.

When dispersion is taken into account,84,88,96 the exponential gain becomes:
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  (58)

where G0 is the gain without dispersion, tc is the correlation time of the laser radiation, defined by 
τ δωc L=[ ] /1 2 1 2/  where δωL

2 is the variance of the laser spectrum, and tw is the beam walkoff time, given by

  τw z v= Δ( / )1   (59)

where Δ( )1 1 1/ / /v v vgL gS= − .
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Solutions also exist for pump depletion when the mode spacing is large and the dispersion can 
be neglected:98
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Broadband Raman scattering has also been analyzed within the time domain.99 Here the starting 
point is Eq. (39a and b). The average of quantities is calculated as

  〈 〉 = ′ ′
+∫f t

T
f t dt

t

t T
( ) ( )

1
  (64)

where the interval T is chosen to be large enough to provide a stationary average of the temporal 
structure in the signal. Generally speaking,

  T
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  (65)

If ΔvL >> ΔvR, again the material excitation cannot follow the time variations of the optical signals 
and Eq. (39b) can be solved as
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〈 〉∗Q t( )  is a slowly varying quantity even though AS(t) and AL(t) individually have rapid time varia-
tions. The equation for the average Stokes intensity is
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Making use of the fact that Q is not correlated with AL or AS and using Eq. (66) gives
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The Stokes intensity is given by
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where R is the normalized Stokes pump cross-correlation function at the input:
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The result of Eq. (70a) has the same form as that of Eq. (56). Akhmanov et al.99 have discussed the 
statistical properties of stimulated Raman scattering with broadband radiation under a number of 
other conditions.

Spectral properties As described, the Stokes radiation produced in a Raman generator in the steady-
state regime is expected to be a gain-narrowed version of the spontaneous Stokes emission. Druhl et 
al.82 have shown that when narrowband pump radiation is used, the linewidth of the generated Stokes 
radiation with single pulses varies randomly from the same width as the pump radiation to a value several 
times greater than the spontaneous Raman linewidth. Only in the ensemble average does the linewidth 
of the generated Stokes radiation coincide with the gain-narrowed spontaneous line. Individual pulses 
exhibit considerable spectral structure. This behavior is traceable to the stochastic nature of the damping 
process, by which the Raman coherence has decreased to 1/e of its initial value on a statistical basis.

When broadband radiation is used, the Stokes wave has a tendency to be pulled into correlation 
with the pump and the Stokes spectral variation matches that of the pump. Duncan et al.100 have 
shown that the spectrum of transient spontaneous Raman scattering matches that of the pump.

Anti-Stokes Raman Scattering Anti-Stokes scattering produces a scattered wave at a shorter wave-
length than the pump with frequency

  ω ω ωAS = +L o   (71)

Anti-Stokes scattering can occur either as a two-photon transition between an upper and lower state, 
as illustrated in Fig. 1b, or as a resonant four-wave mixing process, as illustrated in Fig. 1c. The first 
interaction is directly analogous with the transitions involved in stimulated Stokes Raman scattering 
that have been discussed in previous sections. For a normal thermal distribution of population, the 
stimulated version of the anti-Stokes interaction incurs exponential loss. Anti-Stokes components 
are produced in the spontaneous Raman spectrum. When a population inversion is created between 
the upper and lower states, the anti-Stokes process has exponential gain, with properties similar to 
those of normal stimulated Stokes Raman scattering. This interaction, termed as anti-Stokes Raman 
laser, has been described by several authors.101–104

Anti-Stokes radiation can also be produced through a four-wave mixing process, illustrated in 
Fig. 1c (Refs. 1, 71, 105–107,107a, 107b). In this interaction, two pump wave photons are converted 
to one Stokes and one anti-Stokes photon with the relation

  2ω ω ωL S= + AS   (72a)

The process is sensitive to the phase mismatch given by

  Δk k k kL S= − +AS 2   (72b)

Usually, four-wave mixing processes are optimized when the phase mismatch is zero. For materials 
with normal dispersion, this occurs when the Stokes and anti-Stokes waves propagate at angles to 
the pump light, as shown in Fig. 11. The angles qS and qAS are given in the small angle and small Δk 
approximation by
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When the dispersion of the material is small, so that the refractive indexes at the various wavelengths 
can be approximated as nS = nL − d and nAS = nL + d, the phase-matching angles are given by
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The plane-wave steady-state equations describing anti-Stokes generation with four-wave mixing are
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where K iK1 =− AS ASχ ; K iK S2 =− AS ASχ χ∗ ; K iKS S S3 =− χ χ∗; , and cAS are nonlinear susceptibilities for 
stimulated growth of the Stokes and anti-Stokes waves, respectively; K N n cS S S( ) ( ) ( )AS AS AS/= ω ; N is the 
number density, and Δk = kS + kAS − 2kL is the phase mismatch.

General solutions have been discussed by Bloembergen and Shen.105 These have shown that the 
Stokes and anti-Stokes waves grow as part of a mixed mode with amplitudes
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One mode is primarily anti-Stokes in character and has exponential loss. The other mode is pri-
marily Stokes in character and has exponential gain given by
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where g is given by
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The exponential gain for the coupled mode is zero for exact phase matching, Δk = 0, and increases 
for nonzero Δk until it reaches its full decoupled value for Δk > 2gSS, where gSS is the steady-state gain 

kAS
kS

kL kL

   qS
qAS

FIGURE 11 k vector diagram for coherent anti-Stokes 
Raman scattering showing laser and Stokes and anti-Stokes 
propagation directions for a medium with positive dispersion.
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coefficient. For nonzero Δk, the maximum gain occurs at small detunings from exact resonance. The 
ratio of anti-Stokes to Stokes intensities is given by
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Solutions for phase-matched conditions have been discussed by Duncan et al.106 They have the form
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Initially the Stokes and anti-Stokes amplitudes grow linearly in z with opposite phases. The growth 
slows down as z increases and the condition

  
A z

A z

K

KS

SAS

AS

( )

( )
=− =

∗
2

1

χ
χ   (82)

is approached asymptotically in the limit of large z. This ratio is approximately equal to unity except 
when there is strong resonant enhancement of the anti-Stokes susceptibility. The maximum value of 
the anti-Stokes amplitude is
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where the second of these relations is approximately valid when χ χS
∗ ≈ AS and nAS ≈ nS.

If the initial Stokes amplitude is small, as for example in a Raman generator, the limiting value 
of the anti-Stokes amplitude will be small and the predominant anti-Stokes generation will occur 
at small but finite phase mismatches. For Raman generators, the anti-Stokes radiation is produced 
in a cone about the phase-matching angle with a dark ring at exact phase matching. Experimental 
limitations can make the phase-matching minimum difficult to observe, but measurements of the 
dark ring in the phase-matching cone have been reported, as shown in Fig. 12. If the incident Stokes 
intensity is comparable to the pump intensity, considerable conversion can be made to the anti-
Stokes wave at exact phase matching.107

In spectroscopic applications of CARS,108 the usual input condition is for approximately equal 
pump and Stokes amplitudes with no anti-Stokes input. These experiments are usually performed 
under conditions of low exponential gain well below the limiting conditions of Eq. (82). Under these 
conditions, the anti-Stokes generation is maximized at the phase-matching conditions.
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Growth from Noise The most common configuration for Stokes Raman interactions is a Raman 
generator in which only a pump signal is provided at the input, as shown in Fig. 1a. The Stokes wave 
is generated in the interaction. The Stokes generation process can be viewed as one in which the 
effective Stokes noise at the beginning of the cell is amplified in the stimulated Raman interaction as 
described in the previous sections.

Classically, the Stokes noise is considered as arising from the spontaneous Raman scattering 
that is produced at the beginning of the cell. If we consider the effective spontaneous Stokes radia-
tion that serves as a source for amplification to be that generated in the first e-folding length of the 
Raman generator, the Stokes intensity at the output is

  I d NA eS
N I LL= −∂

∂
σ σ

Ω
Ω ( )1   (84)

where N is the number density of the medium, A is the cross-sectional area, and dΩ, is the solid 
angle of the gain column.

The growth from noise has been modeled more rigorously in terms of quantum fluctuations of 
the Stokes field amplitude and material excitation.97,100,109–112 In this treatment, the Stokes and mate-
rial oscillators are described by quantum mechanical creation and annihilation operators while the 
pump field is treated classically. The equations for the Stokes and material oscillators are:97
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τ τ κ τ τˆ ( ) ˆ ( ) ( ) ˆ ( , ) ˆ( ) ( ) ( ) (Q Q i A A z FL S

+ + −+ =− +Γ 1
∗ ++)( , )z τ   (85b)

where the symbol ^ indicates a quantum mechanical operator, the symbols (−) and (+) indicate cre-
ation and annihilation operators, respectively, and F̂  is a Langevin operator that ensures the correct 
longtime behavior of Q.

The initial fluctuations of the Stokes and material oscillators satisfy the conditions:

  〈 ′ 〉= − ′+ −ˆ ( , ) ˆ ( , ) ( )( ) ( )A t A t
cn a

t tS S
S

S o

0 0
2�ω

ε
δ   (86a)

  〈 ′ 〉=− +ˆ ( , ) ˆ ( , )( ) ( )A t A tS S0 0 0   (86b)

FIGURE 12 Photograph of the far field of the anti-Stokes emis-
sion pattern in hydrogen gas at a pressure of 14 atm. The anti-Stokes 
radiation is emitted in a cone about the phase-matching angle. The 
dark ring in the center of the cone is due to parametric gain suppres-
sion. (From Ref. 106.)
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  〈 ′ 〉= − ′+ −ˆ ( , ) ˆ ( , ) ( )( ) ( )Q z Q z z z0 0
1
ρ

δ   (86c)

  〈 ′ 〉=− +ˆ ( , ) ˆ ( , )( ) ( )Q z Q z0 0 0   (86d)

  〈 ′ ′ 〉= − ′ − ′+ −ˆ ( , ) ˆ ( , ) ( ) ( )( ) ( )F z t F z t z z t t
2Γ
ρ

δ δ   (86e)

  〈 ′ ′ 〉=− +ˆ ( , ) ˆ ( , )( ) ( )F z t F z t 0   (86f)

where a is the cross-sectional area of the beam. The average Stokes intensity is given by the expecta-
tion of the normally ordered number operator:
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  (87)

The formal solution is97
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The Stokes intensity obtained from use of Eq. (87) is
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In this formulation, only the third and fourth terms of Eq. (88) survive because the expectation 
values on the right side are taken over the initial state, which contains no quanta in either the Stokes 
or molecular fields. The first and second terms involve a Stokes annihilation operator acting on the 
Stokes ground state and return zero. The third term returns a nonzero result because it involves a 
creation operator acting on the molecular ground state, as discussed by Raymer.97 In this treatment 
the Stokes light is generated entirely from fluctuations in the material oscillators, while the material 
excitation is generated from zero-point fluctuations in the material oscillators.

In the extreme transient regime, this result reduces to

  I z g I z I g zI I gS L o L( , ) ( ) (( ) ) ((/τ τ τ= −1
2

2 22 1 2
1
2Γ ΓSS SS SSS LzI Γτ) )/1 2{ }   (90)

Comparison of this result with that of Eq. (43) shows a different functional dependence on the 
modified Bessel functions, which reflects the effects of buildup of the signal from the distributed 
noise source.

In the steady state, Eq. (89) reduces to

  I z g I z I g I z I g I z eS L o L L( , ) [ ( ) ( )]τ =∞ = −1
2

2 21Γ ss ss ss/ / gg I zLss /2
  (91)
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An alternative analysis for transient scattering has been presented using antinormal ordering of 
the creation and annihilation operators for the intensity.109 In this formalism, the zero-point term 
must be subtracted explicitly. The intensity is given by

  I z A A z AS S S( , ) ˆ ( , ) ˆ ( , ) ˆ( ) ( )τ ε τ τ= 〈 〉− 〈+ −1
2

cn zs o SS SA( ) ( )( , ) ˆ ( , )− + 〉{ 0 0τ τ   (92)

The Stokes intensity is given by
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Here the first term in Q is 0 because it represents an annihilation operator operating on the 
ground state. Further analysis shows that this result is identical to the one in Eq. (90). The second 
term gives the transient stimulated Raman signal, and the last two terms in brackets describe sponta-
neous Raman scattering. In this formalism, the Stokes wave is started by its own zero-point motion 
and does not involve the zero-point motion of the molecular oscillators. The zero-point motion of 
the molecular oscillators is responsible for the initiation of the molecular excitation. Further analysis 
has shown that the Stokes signal can be viewed as arising from quantum fluctuations of the Stokes 
radiation,97 the material oscillator,109 or a combination of both.100

The effective Stokes noise amplitude corresponds to one Stokes photon at the input of the gen-
erator. This result is expected for this model, which assumes plane wave propagation, effectively 
assuming a single mode in the amplifier. In a more general case, the effective Stokes noise level will 
be one Stokes photon for each temporal and spatial mode of the amplifier. The number of spatial 
modes is given by the square of the effective Fresnel number of the amplifier:113

  N Fspatial modes = 2   (94)

where

  F
A

L
=

λ
  (95)

where A is the effective area of the gain region and L is the interaction length. Because of spatial gain 
narrowing, the effective area of the generator can be significantly less than the nominal diameter of 
the pump beam and can depend on the gain level. The number of temporal modes depends on the 
relation of the pump pulse duration to the dephasing time T2. A single temporal mode will be pres-
ent when tp << T2. For longer pulses, the number of temporal modes has been modeled as110

  N t tptemporal modes ss= <1,   (96a)

  N
t

G T
t tp
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ss

ss= >
2

,   (96b)
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or alternatively as114
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The first of these derives the number of temporal modes from the steady-state time of Eq. (19) and 
the second from the gain-narrowing formula of Eq. (29).

Raman threshold Generation of first Stokes radiation from noise in a single-pass generator 
passes smoothly from exponential amplification of noise to depletion of the pump radiation with-
out a true threshold. Thresholdlike behavior has been reported in some situations but has been due 
to multimode structure of the radiation or secondary reflections. A Raman threshold is, however, 
commonly associated with a single-pass gain. This is done by assigning the threshold to a pump 
value (intensity or energy) at which the Stokes signal from a Raman generator is an arbitrary frac-
tion of the incident pump (typically of the order of 1 percent). At this level, pump saturation is 
generally not important, but for higher pump powers the process rapidly transitions to saturation. 
Thus, the concept of Raman threshold in Raman generators is reasonably practical, if not techni-
cally precise. The gain that is required to reach threshold depends on the number of noise modes 
present in the generator. For typical geometries of long, narrow interaction lengths, the Raman gain 
at threshold is of the order of e23 to e.40 Raman amplifiers are typically operated at gain levels below 
threshold. Stable amplifier gains of the order of e19 are achievable.

Quantum fluctuations Macroscopic manifestations of the stochastic nature of the Raman initi-
ating fluctuations have been reported in spatial fluctuations of the output Stokes intensity profile, 
in the pointing of the Stokes beam, and in the spectral and temporal structure of the Stokes signal 
generated by narrowband radiation.110,111,115–120 The stochastic nature of the starting signal is mani-
fest in the pulse energy statistics of Raman generators operated below threshold. In this regime, the 
statistical distribution of the Stokes pulse energy is of the form p W W WS S S( ) exp{ }= − 〈 〉/ , where WS 
is the energy of a Stokes pulse and 〈 〉WS  is the average energy over an ensemble. When the Raman 
generator is operated below threshold, energy of the output pulses fluctuates in accordance with 
this distribution. As the generator approaches pump depletion, the Stokes pulse energy distribution 
approaches one that is peaked about the average value. Statistical distributions of pulse radiation in 
short pulse experiments show exponential behavior characteristic of stochastic input for gains below 
threshold, and a gradual evolution to coherent behavior as saturation is approached.

Competition of the quantum noise with real Stokes signals in Raman amplifiers at the quantum 
level has been reported by Duncan et al.113 Their results show experimentally that the effective initiat-
ing signal is consistent with a noise level of one photon per mode of the amplifier. When the incident 
Stokes signal exceeds the noise level of one photon per mode by a sufficient amount, the fluctuations 
are effectively suppressed in both the spatial profile and the pulse energy statistics. An example of the 
evolution of the amplified Stokes signal from one dominated by quantum noise to one dominated by 
the coherent Stokes input signal in the image of bars in a resolution chart is shown in Fig. 13.

Multiple Stokes Generation Once a significant signal is produced in the first Stokes wave, it can 
serve as a pump wave for a second Raman process, generating a second Stokes wave at

  ω ω ω ω ω2 2S S o L o= − = −   (98)

This usually occurs at a pump power such that significant Stokes conversion occurs within the first 
half of the Raman cell, allowing generation of the second Stokes wave in the last part of the cell. 
Once the first Stokes wave is generated, the second Stokes radiation can also arise from a four-wave 
mixing interaction of the form

  ω ω ω2 2S S L= −   (99a)

which has properties similar to the anti-Stokes four-wave mixing interaction.
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The four-wave mixing interaction is a coherent one and will produce second Stokes radiation 
with coherent statistics when the first Stokes radiation has saturated the pump. The second Stokes 
radiation generated from stimulated scattering will exhibit the stochastic behavior characteristic of 
growth from quantum noise. The relative importance of the two sources of second Stokes radiation 
is affected by the phase mismatch for the four-wave mixing interaction and depends on the density 
of the material.

Still higher pump powers can result in conversion to third or higher Stokes orders. Each of the 
orders involves a frequency shift due to the same material transition, rather than higher excitation 
of the material system. In most materials, conditions for multiple Stokes generation are sufficient 

(a) (b)

(c)

(e)

(d)

(f)

FIGURE 13 Images of bars in a resolution chart from a Stokes 
amplifier with amplification of 1.4 × 104 for different levels of inci-
dent Stokes energy, showing effects of competition between inci-
dent Stokes energy and quantum noise, (a) Incident Stokes wave 
blocked. (b) Incident Stokes wave. (c) 210 seed Stokes photons, 
camera sensitivity 1. (d) 800 seed Stokes photons, camera sensitivity 
0.3. (e) 3.2 × 104 seed Stokes photons, camera sensitivity 7.4 × 10−3. 
(f) 1.5 × 1010 seed Stokes photons, camera sensitivity 3.2 × 10−8. 
(From Ref. 121.)
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to produce significant amounts of anti-Stokes energy through the four-wave mixing interaction. 
Multiple-order anti-Stokes energy can also be generated using various combinations of Stokes and 
anti-Stokes orders of the form

  ω ω ω ωn mS m S nAS AS= − ++ −( ) ( )1 1   (99b)

where n and m are orders of Stokes and anti-Stokes radiation and w0S = w0AS = wL. Multiple-order 
Stokes radiation can also be produced through four-wave mixing involving similar terms.

An ideal progression of Raman scattering through multiple Stokes modes is shown in Fig. 14a. 
Such a progression is seldom seen in practice because of the onset of anti-Stokes and four-wave mix-
ing interactions. Higher-order Stokes energy can be suppressed through choice of resonant structure 
in the material or through use of high pressures that suppress four-wave mixing through disruption 
of phase matching. An example of second Stokes generation in hydrogen is shown in Fig. 14b, in 
which initiation through four-wave mixing occurs at low powers and initiation through a stimulated 
process, evidenced by the wide scatter of points, occurs at higher powers.122
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FIGURE 14 (a) Theoretical calculation of multi-
ple Stokes generation for gaussian pulses. (From Ref. 2.)
(b) Second Stokes generation (lower curve) in hydrogen at 
1600 psi showing growth from four-wave mixing at low pump 
energies and the transition to stimulated emission from 
quantum fluctuations at higher pump energies. The first 
Stokes wave is shown in the upper curve. (From Ref. 122.)
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Focused Beams The effects of focusing are described by the spatial derivative in Eq. (5a and b). 
When the pump intensity varies with z, the gain must be integrated over the interaction length. For 
steady-state interactions, the Stokes intensity takes the form

  I r z I r g I dzS S L

L
( , ) ( , )exp= ⎡

⎣⎢
⎤
⎦⎥∫0

0
  (100)

The profile of a gaussian beam is described by a 1/e field radius w, given by

  w z wo( )= +1 2ξ   (101)

where wo is the radius of the beam waist, x = 2z/b, and b wo= 2 2π λ/  is the confocal parameter. When 
b >> L, the pump beam is collimated over the interaction length and the primary effect of the gauss-
ian profile is to produce gain narrowing, effectively confining the Stokes intensity near the beam 
axis. When the beam is tightly focused, so that b << L, the integrated gain is independent of the 
interaction length and depends only on the total pump power:

  G g I dz g P bL= =∫ 4 / λ   (102)

where P is the total pump power. Amplification or generation with focused beams can result in 
changes of the Stokes beam divergence and displacements of the apparent source point for diver-
gence of the Stokes beam.

Backward Raman Scattering Stimulated Raman scattering also occurs in the backward direction, for 
which the Stokes and pump waves travel in opposite directions.2,69 This type of interaction is much more 
dependent on the geometry and the laser linewidth than the forward interaction. Backward interaction 
can involve growth from noise (Fig. 2b) or amplification (Fig. 2d). Generally, it occurs for sufficiently 
narrow line widths that the coherence length of the radiation is longer than the interaction length. One 
of the characteristic differences of the backward interaction is that the growing Stokes wave continually 
interacts with undepleted pump as it propagates. Thus, for conditions in which the Stokes wave can grow 
to saturate the Raman interaction, the Stokes wave continually experiences the full pump intensity rather 
than a continually decreasing intensity as in the forward direction. One consequence of this property is 
that the intensity of the backward Stokes pulse can grow to be much higher than the initial pump inten-
sity, while the pulse duration decreases, producing pulse compression, one of the common applications 
for backward Raman scattering.69 For this application, the optimal duration for the pump pulse is twice 
the length of the Raman cell. The Stokes wave grows to depletion level in the first half of the pump pulse 
and depletes the pump in the second half. Factors affecting pulse compression have been discussed in Ref. 
69, where designs of systems to give a factor-of-10 shortening were described.

Backward scattering also results in Stokes pulses of higher spatial quality than are obtained in the 
forward direction. If the backward Stokes wave depletes the pump pulse too much before it travels 
an entire cell length, the initiating signal for Stokes radiation in subsequent parts of the pulse can be 
suppressed and oscillations can result.123

Polarization Dependence The Raman gain for various polarizations depends on the symmetry of 
the Raman transition and is governed by the depolarization ratio. For many materials and transi-
tions, the maximum gain occurs for pump and Stokes polarizations that are linear and parallel. 
For other types of transitions—for example, rotational transitions in diatomic molecules—circular 
polarization is preferred with the pump and Stokes waves polarized in the opposite sense. The rela-
tive gains for various polarization combinations are shown in Table 8.124

The earliest and most common application of stimulated Raman scattering is the production of 
coherent sources at wavelengths different from those of the pump laser. Prior to the introduction of 
tunable lasers, this was one of the few methods available for obtaining coherent radiation at any but 
a small number of wavelengths at which fixed-frequency lasers existed. This application remains an 
important one today for extending the versatility of tunable lasers, and for generation of radiation 
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at wavelengths required for specific applications such as the eye-safe region around 1.5 Mm. Other 
applications of Raman scattering include Raman beam cleanup, pulse compression, time-gated 
imaging, and coherent spectroscopy. Two of these are described in the following text.

Coherent Spectroscopy Several Raman interactions are used for coherent spectroscopy.108,125 
These interactions have the advantage of producing a stronger signal than incoherent spectroscopy 
under some conditions. These advantages occur primarily when prominent Raman modes are stud-
ied in pure materials or the dominant constituent of a mixture. A summary of interactions used in 
coherent spectroscopy along with names given to them is given in Table 9. The most common of 
these is coherent anti-Stokes Raman scattering (CARS). A typical CARS spectroscopic interaction 
is shown in Fig. 11. Incident light at both the pump and Stokes wavelengths is supplied. The anti-
Stokes signal is measured as the wavelength of the Stokes light is varied. The spectral structure is 
recorded as the frequency difference wL − wS is tuned through Raman resonances of the material.

The anti-Stokes intensity is given in a steady-state plane-wave approximation as

  I I IR L SAS NR= +| |χ χ 2 2   (103)

where cR is the Raman susceptibility that carries the resonance and cNR is the nonresonant nonlinear 
susceptibility due to electronic or other transitions in the medium. The Raman susceptibility exhib-
its resonant behavior as wL − wS is tuned through the Raman resonance wo, while the nonresonant 
susceptibility is generally constant through the resonance region. The wavelength variation of the 
anti-Stokes intensity reflects the influence of the interference between the resonant and nonresonant 
susceptibilities. In particular, the anti-Stokes intensity goes through zero when cR = − cNR, which 
always occurs on the high-frequency side of the resonance. Depending on the situation, the anti-
Stokes intensity can exhibit a resonant-like peak if cNR is small compared to cR at the resonance or a 
dispersive-like behavior if cNR is larger than cR. Intermediate behavior between these two extremes is 
also possible depending on the relative magnitudes of cR and cNR. Dispersive-like behavior can occur 
for relatively weak Raman transitions, or for Raman transitions in materials that are minor constitu-
ents in mixtures. An example of CARS spectral behavior for various conditions is shown in Fig. 15.

Time-Gated Imaging Raman amplification has also been applied to time-gated imaging to suppress 
background light in highly scattering materials, for example biological tissue or materials such as ceram-
ics.127–129 Time gating with Raman scattering can be done with either short pulses, in which case the gate time 
is comparable to the pulse duration, or with broadband radiation, in which case the time gate is determined 
by the coherence time of the pulse. In pulsed gating, only that part of the signal that overlaps with the pump 
pulse in time is amplified, and light that is delayed through multiple scattering is suppressed. In coherence 
gating, only the Stokes components that are coherent with the pump are amplified, and components that 

TABLE 8 Polarization Dependence of Relative Gain for SRS

Laser Polarization Stokes Polarization Relative Gain

Rotational Linear Linear, parallel 1

scattering, Linear Linear, perpendicular 0.75

linear Circular Circular, same sense 0.25

molecules Circular Circular, opposite sense 1.5

TABLE 9 Raman Interactions Used for Coherent Spectroscopy

      Interaction Frequency Relations Measured Quantity

Coherent anti-Stokes Raman scattering (CARS) wAS = 2wL − wS Anti-Stokes power
Coherent Stokes Raman spectroscopy (CSRS) wS = wL − wo Amplified Stokes power
Raman-induced Kerr effect spectroscopy (RIKES) wS = wL − wo Stokes power in orthogonal
  polarization component
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are decorrelated because of multiple-path scattering are suppressed. Gate contrasts of the order of 109 
are possible with pulse gating, while contrasts of the order of 106 can be obtained with correlation gat-
ing. An example of the use of pulsed gating for imaging in a scattering solution is shown in Fig. 16.

15.3 STIMULATED BRILLOUIN SCATTERING

Brillouin scattering involves low-frequency propagating waves—for example, acoustic waves in solids, 
liquids, and gases and ion-acoustic waves in plasmas. Again, scattering can be to a longer or shorter 
wavelength than the incident radiation, with the long-wavelength scattered wave being termed the 
Stokes wave and the short-wavelength scattered wave termed the anti-Stokes wave. The difference 
between the incident and scattered frequencies is again termed the Stokes shift or anti-Stokes shift as 
appropriate. For Brillouin scattering, the energies of the modes are much lower than for Raman scat-
tering, and anti-Stokes radiation is much more common. Common Brillouin shifts are typically on 
the order of 0.1 to 100 GHz, and depend on the excitation wavelength and interaction geometry as 
well as on material properties. Brillouin scattering is used most commonly for phase conjugation and 
pulse compression. It is also prominent as a limiting process for intensity in fiber-optic systems.
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FIGURE 15 Signal from coherent anti-Stokes Raman 
scattering showing variation of line shape due to interfer-
ence of Raman and nonresonant susceptibilities. (From
Ref. 126; copyright 1976 by American Physical Society.)
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The equations for Stokes Brillouin scattering for forward (+ vg) and backward (−vg) waves are2,6,7
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FIGURE 16 Use of Raman amplification with short 
pulses for time gating to photograph objects through 
scattering materials. (a) Image of bar chart, no scatterer. 
The relative timing of the pump and Stokes pulses were
(b) −16 ps, (c) 0 ps, and (d) + 24 ps. (From Ref. 128.)
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where vs is the sound velocity and
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and hs is the coefficient of shear viscosity, hb is the coefficient of bulk viscosity, k is the thermal con-
ductivity, Cp is the specific heat at constant pressure, and Cv is the specific heat at constant volume.

The fields are described by the equations

  E z t A z t eL L
i t k zL L( , ) [ ( , ) .]( )= +− −1

2
ω c.c   (106a)

  E t A z t eS S
i t kS S( , ) [ ( , ) .]( )ξ ω ξ= +− −1

2
c.c   (106b)

  ρ ζ ρ ρ ζ( , ) [ ]( )t eo
i t q= + +− −1

2
Δ Ω c.c.   (106c)

where AL, AS, and r are the amplitudes of the laser, scattered optical wave, and sound wave density, 
respectively, and wL, wS, ΩL, and kL, kS, and q are the frequencies and k vectors of the various waves. 
The scattered optical wave propagates along the direction x and the sound wave propagates along 
direction z, neither of which is required to coincide with z. The frequencies and k vectors obey the 
following relations:

  ω ωL S− = Ω   (107a)

  
� � �
k k qL S− =   (107b)

  q
s

= 2π
Λ

  (107c)

where Λs is the sound wavelength. The k vectors of the various waves are arranged according to the 
diagram in Fig. 17.

Because the sound frequency is much less than the optical frequency, |kL| ≈ |kS| and

  q kL≈ 2 2sin( )θ/   (108)

The Brillouin frequency shift can then be written as

  ΩB L L
sn

v

c
= 2 2ω θsin( )/   (109)

Unlike the Raman frequency shift, the Brillouin frequency shift depends on the laser frequency and 
the interaction geometry. It has its maximum value for backward scattering (q = 180°).

kL

kS

q

Z

q

x

z

FIGURE 17 k vector diagram for stimulated Brillouin 
scattering showing k vectors for laser kL Stokes kS and sound 
wave q.
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The Brillouin interaction involves both electrostrictive and thermal effects. Equation (104c) was 
obtained from the equation for the low-frequency acoustic and thermal response of liquids and 
gases to optical radiation:2,6,7
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where g = Cp /Cv is the ratio of specific heats at constant pressure and volume,  hs is the coefficient 
of shear viscosity,  hb is the coefficient of bulk viscosity, bp is the thermal expansion coefficient at 
constant pressure, γ ρ ε ρe = ( )∂ ∂/  is the electrostrictive constant, a is the absorption coefficient, k is 
the thermal conductivity, Etot = EL + ES is the total optical field, and ΔT is the change in temperature. 
The following form for the temperature

  T T Teo
i t qz= + +− −1

2
[ ( )Δ Ω c.c.]   (111)

can be used to reduce Eq. (110a and b) to first order, giving Eq. (104b and c).
The Brillouin equations can be solved under various approximations. The propagating terms 

in ∂ ∂Δρ/ z  and ∂ ∂ΔT z/  are usually neglected because the sound waves are strongly damped. The 
steady-state solution for the Stokes intensity is

  I L I eS S
gIL( ) ( )= 0   (112)

where the gain coefficient g is given by g = ge + ga, where ge is the electrostrictive gain coefficient 
given by
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and ga is the absorptive Brillouin gain coefficient given by
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where γ α βa p p Bnv C= 2 2 / Ω ,

  ΩB sv q=   (114)

is the Brillouin frequency shift, d Ω = Ω − ΩB, and
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  = ′′q2Γ  (115b)

is the Brillouin damping constant.
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The gain due to the electrostrictive interaction is peaked about the Brillouin frequency shift 
Ω = ΩB with a linewidth (FWHM) of ΔnB = ΓB/2p. The acoustic energy damping time is given by

 τ π νB B=1 2/ Δ  (116)

The electrostrictive gain coefficient g can also be written as
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The maximum steady-state gain is

  g
n c vB

e S L e

S o o s B
,max =

ω ω γ
π ε ρ ν

2

3 Δ
  (118)

and occurs for backward scattering (q = 180°). The frequency shift for backward scattering is

  ΩB L
sn

v

c
( )180 2° = ω   (119)

Since the Brillouin frequency shift is small, wS ≈ wL and the maximum Brillouin gain apparently 
scales as ωL

2. However, the linewidth also scales as ωL
2  [see Eq. (115b)], leaving the maximum 

Brillouin gain independent of wavelength as indicated in Eq. (117b).
The dependence of the linewidth on q2 causes the steady-state gain in the forward direction to go 

to infinity [Eq. (117b)] rather than to zero [Eq. (117a)]. However, the forward interaction is always 
transient because the steady-state time for forward scattering also goes to infinity. As a result, the 
forward gain is zero. Brillouin scattering at 90° is important in propagation of high-power laser 
radiation through large-diameter optics.

Transient Brillouin scattering has been described by Kroll16 and Faris et al.130 The transient solu-
tions to the stimulated Brillouin scattering are formally similar to those for Raman scattering and 
can be written as
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Again, the transient gain depends on the time integral of the laser intensity, and the scattered inten-
sity grows as a Bessel function. The steady-state solution of Eq. (112) applies when the pulse dura-
tion is greater than the steady-state time given by

  t
G

B
SS

SS=
Γ

 (121)

where GSS = GILL.
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Brillouin scattering in solids has been discussed in Refs. 131 to 134. The formal equations for 
electrostrictive Brillouin scattering are similar to those for liquids and gases. However, the gain coef-
ficient depends on the polarization of the laser and scattered light, and Brillouin resonances exist for 
both longitudinal and shear acoustic waves. The Brillouin gain is given by
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where p′ is the photoelastic constant appropriate for the specific combination of polarizations for 
the optical and acoustic waves. For longitudinal acoustic waves in isotropic materials134

  ′= ⋅ + ⋅ ⋅ + ⋅p p pL S L a L S L a12 44(ˆ ˆ ) [(ˆ ˆ )(ˆ ˆ ) (ˆ ˆε ε ε κ ε ε ε ε ))(ˆ ˆ )]ε κS a⋅   (123a)

while for shear acoustic waves

  ′= ⋅ ⋅ + ⋅ ⋅p p L a S a L a S a44[(ˆ ˆ )(ˆ ˆ ) (ˆ ˆ )(ˆ ˆ )]ε κ ε ε ε ε ε κ   (123b)

where ˆ
( )( )εL S a  is the unit polarization vector of the pump (Stokes) (acoustic) wave and ka is the unit 

propagation vector of the acoustic wave.
Buildup of noise in a generator with Brillouin scattering is similar in principle to buildup with 

Raman scattering. However, the primary noise source for Brillouin scattering is the thermally 
excited acoustic phonons. As a result, the equivalent noise level for Brillouin scattering can be sev-
eral orders of magnitude larger than the Raman noise level.135–137 The noise power into a given solid 
angle dΩ = pq2/4 is given by135
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where θ λ πD D= /2  is the diffraction angle that can be resolved by a gain column of diameter D. 
Brillouin scattering with broadband radiation is discussed in Refs. 138 and 139. Multiline Brillouin 
scattering is treated in Ref. 140. As with backward Raman scattering, the gain decreases when the 
coherence length becomes comparable to or shorter than the interaction length.

Thermal Brillouin scattering is driven by nonuniform heating due to absorption and is described 
by ga in Eq. (113b). The gain shows a dispersive behavior with frequency, with zero gain at the 
Brillouin frequency, gain for frequencies less than ΩB, and loss for frequencies greater than ΩB. 
Brillouin scattering parameters for various materials are listed in Table 10.

Brillouin Phase Conjugation

One of the major uses of stimulated Brillouin scattering (SBS) is phase conjugation.140a Phase con-
jugation is also possible with stimulated Raman scattering, but SRS is not used for this purpose 
as much as SBS. Phase conjugation is used to correct distortions on optical beams that arise from 
propagation through nonideal optical media, such as the atmosphere or low-quality optical com-
ponents. It can also be used for correcting or stabilizing aiming errors that arise from motion of 
components in an optical train, for improving the beam quality of laser oscillators and oscillator 
amplifier systems, and for beam combining.

A typical arrangement for phase conjugation is shown in Fig. 18. The distorting medium 
impresses a transverse phase variation on the optical beam propagating from left to right that can 
result in increased divergence, intensity structure, or reduced focal plane intensity if focused by a 
subsequent lens or mirror. If the beam entering the distorting material carried an initial distortion 
that would be undone by the material, then the beam would emerge from the medium undistorted. 



TABLE 10 Brillouin Parameters for Various Materials

Liquids

 Laser  Frequency
 Wavelength Shif Δn  tB  gB   Density
 (nm) (GHz) (MHz) (ns) (cm/GW) n (g/cm3) Reference

Acetone 1059 2.987 119 ± 5 1.34 15.8 1.355 0.791 141
 532 5.93 361 0.44 12.9 1.359(Na-D)  142
 532 6.0 320 0.497 20   138
Benzene 1059 4.124 228 0.7 9.6 1.4837 0.879 141
 532 8.33 515 0.31 12.3 1.501(Na-D) 0.874 142
Benzyl alcohol 532 9.38 2120 0.08 5.75 1.54(Na-D) 1.045 142
Butyl acetate 532 6.23 575 0.28 9.13 1.394(Na-D) 0.882 142
CS2 1060 3.761 50 3.2 68 1.595 1.262 141
 532 7.7 120 1.9 130   138
CCl4 1060 2.772 528 0.3 3.8 1.452 1.595 141
 532 5.72 890 0.18 8.77 1.4595 1.594 142
Chloroform 532 5.75 635 0.25 11.7 1.446(Na-D) 1.492 142
Cyclohexane 532 7.19 1440 0.11 5.8 1.426(Na-D) 0.779 142
N,N-Dimethyl formamide 532 7.93 615 0.26 7.8 1.431(Na-D) 0.944 142
Dichloromethane 532 5.92 255 0.62 16.8 1.424 1.325 142
o-Dichlorobenzene 532 8.03 1340 0.12 4.7 1.551 1.306 142
Ethanol 532 5.91 546 0.29  1.36 0.785 142
Ethylene glycol 532 10.2 3630 0.04 0.85 1.431 1.113 142
Freon 113 532 3.72 865 0.18 5.5 1.3578 1.575 142
n-Hexane 532 5.64 580 0.27 8.8 1.379 0.67 142
Nitrobenzene 1060 4.255 396 0.4 7.2 1.5297 1.206 141
Methanol 532 5.47 325 0.49 10.6 1.329 0.791 142
 530 5.6 210 0.334 13   138
Pyridine 532 8.92 746 0.21 14 1.51 0.978 142
Tin tetrachloride 1064 2.21 ± 0.02 182 ± 12 0.874 11.2 ± 0.5 1.36 2.226 143
 532 4.71 357 0.45    
Titanium tetrachloride 1060 3.070 216 0.735 14.2 1.577 1.73 141
Toluene 532 7.72 1314 0.12 8.4 1.496 0.867 142
Trichloroethylene 532 5.94 765 0.21 12 1.4755 1.464 142
Water 1060 3.703 170 0.935 3.8 1.324 1 141
 532 7.4 607 0.26 2.94 1.333 1 142
Xylenes 532 7.74 1211 0.13 9.3 1.497 0.86 142
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TABLE 10 Brillouin Parameters for Various Materials (Continued)

Gases

 Laser  Frequency
 Wavelength Shif Δn  tB  gB   Density
 (nm) (GHz) (MHz) (ns) (cm/GW) n (g/cm3) Reference

Xenon        
7599 Torr   532 0.654 ± 0.024   98.1 ± 8.9  1.38 ± .19 1.0069 0.05767 134
6840 Torr   532 0.627 ± 0.030 107.4 ± 16.9   1.0062 0.05159 134
     0.65 λP P2      144
CClF3        
3310 kPa (liquid) 1060  305     145
3860 1060  155     145
3950 1060  200     145
32 atm (liquid)     6.2 ± 0.4    146

Gas    ( . / . )4 78 10 3 25 109 2 5 1× + × −ρλL      144

SF6    ( . / . )5 9 10 1 6 109 2 5 1× + × −ρλL      144

P in atmospheres, r in bg/m3

Solids

   Laser Frequency     Density
Substance P k Wavelength (nm) Shift (GHz) Δn (MHz) tB (ns) gB (cm/GW) n (g/cm3) Reference

d-LAP   1053  28.9 (q = 180°) 5.5 (q = 180°) 18(q = 180°)   147
     14.4(q = 90°) 11 (q = 90°) 26 (q = 90°)   147
 x y = b = Y 532 25.374 ± 0.051 84.1 ± 3.5  20.7 ± 2.99 1.5090 1.600 134
 x z 532 25.207 ± 0.042 100.4 ± 7.5  10.99 ± 1.88 1.5090 1.600 134
 y x 532 19.590 ± 0.087 79.8 ± 6.3  27.96 ± 2.85 1.5764 1.600 134
 y z 532 26.415 ± 0.009 104.1 ± 5.2  12.25 ± 0.93 1.5764 1.600 134
 z x 532 19.644 ± 0.048 82.3 ± 6.2  29.85 ± 2.4 1.5847 1.600 134
 z y 532 26.709 ± 0.039 91.9 ± 5.1  24.33 ± 3.26 1.5847 1.600 134
 THG  532 25.149 ± 0.072 94.8 ± 8.4  17.45 ± 3.41   134
   351  261 (q = 180°) 0.61 (q = 180°) 22 (q = 180°)   147
     132(q = 90°) 1.2 (q = 90°) 31 (q = 90°)   147
Fused silica   1053  40.8 (q = 180°) 3.9 (q = 180°) 4.8 (q = 180°)  2.202 147
   1053  20.4 (q = 90°) 7.8 (q = 90°) 6.8 (q = 90°)   147
   532 32.65 ± 0.054 163 ± 7.6  2.9 ± 0.015 1.4607  134
   532 32.62 167.6 ± 13.5  2.69 ± 0.22   134
   351  370 (q = 180°) 0.43 (q = 180°) 5.4 (q = 180°)   147
   351  185 (q = 90°) 0.86 (q = 90°) 7.6 (q = 90°)   147
KD*P x = c = Z z = Y 532 29.763 ± 0.06 101.5 ± 7.5  3.53 ± 0.31 1.4683 2.355 134
 z x 532 27.627 ± 0.087 120.0 ± 6.9  4.57 ± 0.38 1.5073 2.355 134
 z Z 532 30.525 ± 0.156 107.4 ± 7.2  5.09 ± 0.40 1.5073 2.355 134

Polarization

1
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KDP, THG   532 28.554 ± 0.036 72.9 ± 5.7  6.5 ± 0.95 1.5073 2.355 134
LAA y b 532 20.892 ± 0.009 100.4 ± 7.6  24.9 ± 3.75   134
BK3   532 31.383 ± 0.036 198.6 ± 6.6  1.78 ± 0.13 1.5008 2.37 134
LHG-8   532 27.786 ± 0.024 219.0 ± 6.2  2.74 ± 0.23 1.5316 2.83 134
BK7   532 34.65 ± 0.039 165.0 ± 8.6  2.15 ± 0.21 1.5195 2.51 134
CaF2   532 37.164 ± 1.185 45.6 ± 8.8  4.11 ± 0.65 1.4354 3.179 134
Plexiglas   532 15.687 ± 0.036 253.7 ± 12.6   1.4938 1.19 134
GGG   532 26.283 ± 0.005 12.5 ± 6.9  1.02 ± 0.5 1.9788 7.09 134

Glasses

 Laser  Frequency
 Wavelength Shift
 (nm) (GHz) Δn (MHz) vs (m/s) gB (cm/GW) n Density (g/cm3) Reference

SiO2 488 35.6 156 5944.2 4.482 1.462 2.203 132
ZBL 488 25.0 213.6 3979.0 2.832 1.530 4.672 132
ZBLA 488 25.2 98.7 3968.4 1.713 1.548 4.579 132
ZBLAN 488 26.6 96.0 4270 3.608 1.521 4.301 132
HBL 488 22.4 151.4 3608.9 1.127 1.514 5.78 132
HBLA 488 22.1 162.3 3470 0.96 1.554 5.83 132
HBLAPC 488 25.2 179.5 4035 1.023 1.524 5.1 132
BeF2 488 24.3 52.5 4634.1 16.06 1.28 2.01 132
95BeF2-5THF4 488 24.9 74.8 4638.5 11.54 1.31 2.1 132
4.97 Li2O 94.27 B2O3 0.13 Al2O3 488 26.9 100 4364 12.88 1.5056 1.9434 132
4.97 Li2O 94.27 B2O3 0.13 Al2O3 488 26.8 116 4351 14.29 1.5053 1.9439 132
4.97 Li2O 94.27 B2O3 0.13 Al2O3 488 24.8 113 4050 11.74 1.4946 1.9025 132
4.97 Li2O 94.27 B2O3 0.13 Al2O3 488 32.1 124 5109 10.93 1.5324 2.0753 132
4.97 Li2O 94.27 B2O3 0.13 Al2O3 488 29.0 138 4662 12.66 1.5189 1.9823 132
4.97 Li2O 94.27 B2O3 0.13 Al2O3 488 33.0 104 5205 3.441 1.5455 2.0541 132
6 K2O-94SiO2 673º C 78.56 h 488 33.1 184 5458 3.905 1.4781 2.2416 132
6 K2O-94SiO2 604.8°C 231.8 h 488 33.1 186 5465 2.783 1.4781 2.2519 132
8 K2O-92SiO2 547° C 488 32.4 175 5330 3.354 1.4845 2.2703 132
8 K2O-92SiO2 603.5°C 103.42 h 488 32.5 190 5335 3.587 1.4844 2.2725 132
8 K2O-92SiO2 589.5°C 141.79 h 488 32.4 177 5332 5.181 1.4846 2.2716 132
8 K2O-92SiO2 574.3°C 345.68 h 488 32.4 170 5321 3.704 1.4844 2.2696 132
8 K2O-92SiO2 573.4°C 84.66 h 488 32.5 187 5339 4.038 1.4846 2.2702 132
10 K2O-90SiO2 488 30.8 208 5039 3.122 1.4923 2.2991 132
10 K2O-90SiO2 488 25.8 104 4190 8.169 1.5037 2.0281 132
30 K2O-70SiO2 488 30.2 134 4839 4.675 1.5231 2.2699 132

Reprinted with permission from M. X Weber (ed), CRC Handbook of Laser Science and Technology: Optical Materials, suppl. 2. Copyright CRC Press, Boca Raton, FL, 1988.
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The general concept is that the initial distortion required for this compensation is the inverse of 
the distortion imposed by the medium. However, determining precisely what that distortion is and 
imposing it on the initial beam is the heart of the matter in phase compensation.

The arrangement shown in Fig. 19 illustrates how this is done with nonlinear optical phase 
conjugation. The beam propagating from left to right is initially undistorted. It emerges from the 
medium at point B with a complete record of the distortion imposed by the medium. In the nonlin-
ear medium, the beam undergoes a backward nonlinear optical interaction in which a second beam 
is generated that travels in the opposite direction and has phase variations that are reversed from 
the original distorted beam. When this beam propagates through the distorting medium again from 
right to left, the medium again impresses a phase variation on it, but this time the process simply 
undoes the initial phase distortion instead of creating one. The beam emerging from the distorting 
medium at point A is undistorted.

Several types of nonlinear interactions have been used for phase conjugation, including degener-
ate and nondegenerate four-wave mixing, stimulated Brillouin scattering, Brillouin-enhanced four-
wave mixing, and stimulated Raman scattering. Of these, degenerate four-wave mixing is used most 
often for low-power interactions and stimulated Brillouin scattering is used for high-power applica-
tions. Brillouin-enhanced four-wave mixing provides a high-gain Brillouin system.

Incident wave

Distorted
medium

Distorted
medium

Corrected
wave

Conjugate
wave

z1 z2

Distorted wave

FIGURE 18 Schematic diagram for correction of phase distor-
tions caused by distorting medium with double-pass propagation.

Incident high-
quality beam

Distorted beam

SBS mediumHigh-quality
corrected beam

BA

FIGURE 19 Schematic diagram of use of stimulated Brillouin scattering 
for phase distortion correction with phase conjugation.
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Phase conjugation with SBS is the result of mode competition in which the mode that corre-
sponds to the conjugate of the pump has higher gain than other possible modes. The gain for the 
backward-generated beam involves a sum over all possible spatial modes of the backward Stokes 
wave. The mode that matches the pump wave has the highest gain because the high- and low-inten-
sity points coincide, providing reinforcement of that mode over the entire interaction length. The 
exponential gain for this mode is twice that for the noncorrelated modes when the pump beam car-
ries a large number of spatial modes.

In order for the conjugate mode to dominate over the other modes, it is necessary that it experi-
ences preferential gain over an extended region. Essentially, it is required that the Stokes beam dif-
fract across the entire pump beam in the interaction region before it grows to a saturation level. This 
has been accomplished by using a light guide to confine the beams. In free-focused interactions, it 
requires that the divergence of the pump beam be sufficient to provide a wide focal area relative
to its depth. An example of phase conjugate correction in a two-pass Q-switched Nd:YAG amplifier
system is shown in Fig. 20 using liquid Freon-113 as the conjugating medium.148 Properties of 
phase-conjugated beams, quality of correction, and efficiency of conversion are given in Ref. 10.

Brillouin-Enhanced Four-Wave Mixing Brillouin-enhanced four-wave mixing (BEFWM) is a 
nearly degenerate four-wave mixing process where the four waves are coupled by the Brillouin non-
linearity as shown schematically in the Fig. 21. BEFWM was first observed and explained by Basov 
et al.149 In addition to the beam to be conjugated, two oppositely propagating pump beams are 

(a)

(b)

FIGURE 20 Spatial beam profiles of a Q-switched Nd:
YAG oscillator-amplifier system using a two-pass amplifier 
configuration with a conventional mirror in the two-pass 
amplifier (a) and an SBS mirror (b). The Brillouin mirror 
was a cell of liquid Freon-113. (From Ref. 148.)
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provided at frequency wL. In general, the two pump beams do not need to be at the same frequency, 
but in practice they usually are. The signal beam ks at a frequency wS = wP − ΔwB interacts with 
the laser beam k1 at a frequency wP to produce an acoustic wave that moves in the direction of the 
laser beam. The second laser beam k2 scatters from the moving grating to generate the conjugated 
anti-Stokes beam kAS at a frequency wAS =wP + ΔwB. The phase-conjugated beam, traveling in the 
opposite direction of the signal beam, can be amplified when the pump beams do not interact with 
each other. Therefore, BEFWM represents a mirror with reflectivity greater than 1. The pump beams 
are usually decoupled by frequency or polarization control. A reflectivity as high as ~7 × 105 has 
been observed.150 The process can also be done with the anti-Stokes wave as the signal beam. The 
signal Stokes beam is usually generated externally via a separate SBS process. The angles between 
the beams can be adjusted to make the phase matching possible. Various aspects of BEFWM are 
described in detail in Ref. 151.
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16.1 INTRODUCTION

The subject of this chapter could well fill a textbook, and indeed the topic comprises a significant 
portion of the many books on nonlinear optics. A large (but by no means exhaustive or complete) list 
of texts that provide extensive discussion of high-order nonlinearities appears in Refs. 1 through 30. 
We have not attempted to write a review chapter nor mentioned or even listed every known 
third-order nonlinear optical phenomenon. Our aim is to illustrate important and representative 
third-order effects, emphasizing qualitative descriptions. Details can be found in the references. An 
exception is our discussion of the Kramers-Kronig relations in nonlinear optics. A fundamental 
premise of this transformation is the causal link between nonlinear refraction and nonlinear absorp-
tion, which is a key aspect of the third-order susceptibility. It has not been treated in most texts; 
some of the important mathematical steps are given here. Our treatment of third-order nonlinear 
optics assumes that the reader is familiar with electromagnetic theory, physical optics, and quantum 
mechanical energy level diagrams.

Any real, physical oscillating system will exhibit a nonlinear response when it is overdriven. In 
an optical system, a nonlinear response can occur when there is sufficiently intense illumination. 
The nonlinearity is exhibited in the polarization ( )

�
�  of the material, which is often represented by a 

power series expansion of the total applied optical field ( )
�
� :

  ( ) ( ) ( ) ( )
� � � �

�� � � �= + + +ε χ ε χ ε χ0
1

0
2 2

0
3 3   (1)

Here c(1) is the linear susceptibility representing the linear response (i.e., linear absorption and the 
refractive index) of the material. The two lowest-order nonlinear responses are accounted for by the 
second- and third-order nonlinear susceptibilities c(2) and c(3). The subject of this chapter is third-
order effects. Processes arising from the second-order response (including second-harmonic genera-
tion and optical parametric processes) are discussed elsewhere (see Chap. 10, “Nonlinear Optics” and 
Chap. 17, “Continuous-Wave Optical Parametric Oscillators”). We will, however, briefly consider the 
cascading of second-order nonlinearities that appear as an effective third-order process in Sec. 16.10.
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Third-order optical nonlinearities cover a vast and diverse area in nonlinear optics. A simple 
illustration of this point is the reported range of magnitudes and response times for c(3) in various 
materials, which span 15 orders of magnitude! This has led to unavoidable inconsistency and confu-
sion in the definition and interpretation of the nonlinear susceptibility. We will not be immune from 
such inconsistencies and errors. In that spirit, we note that the simple power series representation of 
the nonlinear optical response described by Eq. (1) is not rigorously correct because it assumes the 
response is instantaneous. In the case of the bound electronic nonlinearity, for example, this assump-
tion is excellent because the response is exceedingly fast. The response is not infinitely fast, however. 
Response times can vary by orders of magnitude depending on the physical mechanism and reso-
nance conditions involved. Furthermore, Eq. (1) assumes locality, which implies that the nonlinear 
polarization at a given point in space depends on the magnitude of the electric field only at that 
point. This condition is not always satisfied. The electrostrictive nonlinearity, for example, is the 
result of physical displacement of charged particles in a material subject to the ponder-motive force 
due to the gradient of light irradiance. It is therefore nonlocal. It is nevertheless instructive to apply 
Eq. (1) to describe various third-order effects that are local and (single photon) nonresonant.

The nonlinear polarization represented in Eq. (1) excludes effective third-order nonlinear processes 
involving linear absorption (c(1) process) of one of the excitation beams. An example is the thermal 
nonlinearity resulting from linear absorption and heating that causes a change of refractive index. 
Although this is effectively a third-order nonlinear response, we group this and similar phenomena in 
Sec. 16.9 on cascaded c(1):c(1) effects.

The term involving 
�
�

3 in Eq. (1) implies that three optical fields interact to produce a fourth 
field. The c(3) interaction is thus a four-photon process. This is a consequence of the quantum 
mechanical picture of the nonlinear susceptibility. Conservation of photon energy is always required 
to complete the interaction process. Assuming the applied optical fields are monochromatic plane 
waves, we write the total input electric field 

�
�  as

  
� � � �
� � � �( , ) ( , ) ( , ) ( , )r t r t r t r t= + +1 2 3   (2)

In general, each beam has a different frequency (w) and wave vector ( ),
�
k  represented in complex notation:

  
�

�
�

� j

j

j jr t
E

i t ik r j( , ) exp( . ) ,= − + =
2

1 2ω c.c. for ,, 3   (3)

where c.c. stands for complex conjugate and 
�
Ej  is a complex vector describing the amplitude, phase, 

and polarization of each beam. It is important to realize that there can be up to three different input 
laser frequencies, but there can also be as few as one. Ignoring the c(1) and c(2) components in Eq. (1), the 
nonlinear polarization resulting from the 

�
�

3
 interaction leads to a total of 108 terms involving all possible 

permutations of the fields at three frequencies. The nonlinear polarization occurs at frequencies given by

  ω ω ω ω4 1 2 3=± ± ± =i j k i j kfor , , , ,   (4)

The existence of 108 terms does not mean there are as many distinct mechanisms involved. For 
instance, three terms give w4 = 3wj, for j = 1, 2, 3, describing exactly the same process of third-harmonic 
generation (THG). Furthermore, THG is a special case of sum frequency generation (SFG) involving 
one, two, or three different frequencies giving w4 = wi + wj + wk, i, j, k = 1, 2, 3 accounting for 27 terms.

One realizes 108 permutations with different time ordering of three different laser beams distinguished 
by frequency, and/or wave vector, and/or polarization. If only two distinguishable laser beams are available, 
the number of permutations decreases to 48. When the system is driven by a single beam, the third-order 
response involves only four terms in three fields. In general, the c(3) coefficients associated with each term 
will be different due to the ever-present dispersion (i.e., frequency dependence) of the susceptibilities. 
The frequency dependence is a direct consequence of the finite response time of the interaction. We will 
expand on this subject in the discussion of the Kramers-Kronig dispersion relations in Sec. 16.4.

Another important property of nonlinear susceptibilities is their tensor nature. Because of 
the molecular or lattice structure of materials, the nonlinear response will depend on the state of 
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polarization of the optical fields. For the sake of brevity, we neglect the tensor properties of c(3) and 
treat all the susceptibilities and electric fields as scalar quantities. The reader may consult textbooks 
on nonlinear optics for detailed discussions of this subject.

Propagation of interacting beams is also an important consideration, and one must account for 
wave vector summation (i.e., conservation of momentum) that results from the 

�
�

3
 operation. It is 

useful to invoke the four photon picture, recalling that the momentum of each photon is given by 
�kj . Taking the resultant nonlinear polarization to be a plane wave with a wave vector 

�
k4 , momen-

tum conservation requires that:

  
� � � �
k k k ki j k4 = ± ± ±   (5)

where | | ( ) / .
�
k n cj j j= ω ω  This phase-matching requirement is not necessarily satisfied in every 

interaction due to dispersion of the linear refractive index in the material. Phase matching can be a 
serious obstacle in interactions leading to new-frequency generation, that is, when w4 ≠ w1, w2 and 
w3 (e.g., Sec. 16.6 on THG). When the nonlinear polarization is at one of the driving frequencies, 
w4 = wi for example, conservation of energy [Eq. (4)] implies that wj = −wk. In this case, Eq. (5) 
reduces to a vector-matching condition that depends only on the geometry (i.e., direction) of the 
beams (Secs. 16.11 and 16.12).

The frequency terms arising from the third-order nonlinear polarization described by Eq. (1) 
are collected in Table 1. In the following section, we discuss the physical mechanisms and important 
features of these processes.

TABLE 1 Frequency Terms Arising from Third-Order Nonlinear Polarization

Nonlinear Process 8P(w4)/e0c(3) w4

• Third-harmonic generation (THG)  E jj
3 1 3= ,…  3w1, 3w2, 3w3

• Sum frequency generation (SFG)  3 1 2 32E E i j i ji j , , ,= ≠  2w1 + w2, 2w1 + w3,
2w2 + w3, 2w2 + w1,
2w3 + w1, 2w3 + w2,

  6E1E2E3 w1 + w2 + w3

• Frequency mixing  3 1 2 32E E i j i ji j
∗ , , ,= ≠  2w1 – w2, 2w1 – w3,

• Parametric amplification 2w2 – w3, 2w2 – w1,
2w3 – w1, 2w3 – w2,

• Coherent Stokes and anti-Stokes
  Raman scattering (CSRS and CARS)

 6 1 2 3E E E i j k i j ki j k
∗ , , , ,= ≠ ≠  w1 + w2 − w3,

w1 − w2 + w3,
−w1 + w2 + w3

 6 1 2 3E E E i j k i j ki j k
∗ ∗ , , , ,= ≠ ≠  w1 − w2 − w3,

−w1 − w2 + w3,
−w1 + w2 − w3

• Bound electronic optical Kerr effect  3 1 2 32E E ii i
∗ = , ,  w1, w2, w3

• Raman-induced Kerr effect (RIKE)

• Molecular orientational Kerr effect  6 1 2 3E E E i j i ji j j
∗ , , , ,= ≠  

• Two-photon absorption (2PA)

• ac Stark effect

• Stimulated Raman scattering (SRS)

• Stimulated Rayleigh-Wing Scattering



16.4  NONLINEAR OPTICS

16.2 QUANTUM MECHANICAL PICTURE

The conservation of energy shown in the frequency summation of Eq. (4) contains both posi-
tive and negative signs from each of the input beams. A positive sign represents the annihilation 
(absorption) of a photon, while the negative sign is interpreted as the generation (gain) of a photon. 
Both annihilation and generation of photons involve atomic and/or molecular transitions from one 
state to another. It is instructive to use diagrams to keep track of transitions participating in the 
nonlinear interactions. Let us take the most general case, where four distinguishable beams (i.e., 
three input photons at w1, w2, w3, and the final photon at w4) are involved. The third-order non-
linear interaction follows a path corresponding to one of 14 sign-ordering possibilities, assuming 
emission at the photon frequency w4. All possible time-ordering sequences are illustrated in Fig. 1. 
In addition, the interacting photons are in general distinguishable; to preserve the clarity of presen-
tation we have not shown this in Fig. 1. Because the photons are (in general) distinct, we must allow 
for permutation of frequencies in the diagrams. Assuming emission at w4 (i.e., we can only assign 
w4 to a downward-pointing arrow), we count up the various time-ordering permutations for each 
interaction path shown in Fig. 1. This gives a total of 168 terms! Little would be gained by a tedious 
analysis of all these terms, and such a task is far beyond the scope of this chapter. Instead, we illus-
trate some important third-order mechanisms and the role of resonances in Fig. 2, where we have 
labeled the three most important diagrams in Fig. 1. The energy level |g> is the ground state, while 
|a>, |u>, and |b> are intermediate states of the system in a sequence of transitions involving photons 
with frequencies wi, wj, wk, and wl (i, j, k, l = 1, 2, 3, 4) such that ±wi ± wj ± wk ± wl = 0. The three 
time-ordering processes shown in the figure are:

Figure 2a. Consecutive absorption of three photons followed by the generation of the final pho-
ton, partly describing sum frequency generation and third-harmonic generation. The reverse 
process is third-order parametric amplification, which is the absorption of a photon together 
with emission of three photons.

Figure 2b. An absorption-emission-absorption-emission sequence. Difference frequency genera-
tion and frequency mixing are examples of this type of interaction. Coherent anti-Stokes Raman 
spectroscopy (CARS) is also represented by this transition sequence.

Figure 2c. Absorption of two photons followed by emission of the two photons. As can be seen in 
the third section of Table 1, a variety of physical mechanisms fall under this general description. 
Note that the essential difference between (b) and (c) is the time ordering of the transitions. This 
is extremely important in resonant cases: a Raman-type resonance occurs in (b), and a two-pho-
ton resonance exists in (c).

Energy conservation is strictly obeyed upon the completion of the interaction [as dictated by 
Eq. (4)] but may be violated in the time frame of intermediate state transitions. This is allowed 
by Heisenberg’s Uncertainty Principle. In many cases, an intermediate state is a virtual state, 
which is a convenient way of stating that a real, intermediate state of the system does not exist 
to support the transition of a photon at the selected wavelength. The virtual, intermediate state 
allows for energy bookkeeping in transition diagrams, but a physical description of the optical 
interaction using quantum mechanics involves only real eigenstates of the system. In particular, 
there must be a dipole-allowed transition between the initial state |g> and a real state associated 
with the virtual state. The time scale and strength of the interaction is partly determined by 
the energy mismatch between the virtual, intermediate state and an associated real, electronic 
state. This means a system can absorb a photon of energy �ωi  and make a transition from the 
ground state |g> to a real intermediate state |a> even though there is insufficient photon energy 
to bridge the gap (i.e., there is an energy mismatch ΔE E Ei a g= − + >| | ).�ω 0  This is possible, 
provided the interaction occurs in a time faster than the observation time Δ Δt E~ /�  permitted 
by the Uncertainty Principle. Transitions of this type are called virtual transitions, as opposed to 
real transitions, where energy is conserved. In the former case, Δt is known as the virtual lifetime 
of the transition.
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12 terms 12 terms 12 terms 12 terms

6 terms 6 terms18 terms

18 terms 6 terms

12 terms 12 terms

18 terms 6 terms18 terms

FIGURE 1 Time-ordering sequence illustrating all possible third-order paths. Arrows 
depict photons. Note that in general, the size of the arrows can be different provided their 
vector sum is zero. The number of terms is obtained assuming emission of a photon at w4. 
For clarity, arrows are not marked.
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FIGURE 2 Energy level diagrams for some important third-order nonlin-
ear optical processes: (a) third-harmonic generation (THG); (b) coherent anti-
Stokes Raman scattering (CARS); and (c) two-photon absorption (2PA).
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If the entire sequence of transitions comprising the third-order interaction is not completed 
within the virtual lifetime, the intermediate state collapses back to the ground state, and no nonlinear 
interaction occurs. In other words, all the required particles must be present in the system during the 
virtual lifetime. The longer the virtual lifetime, the greater the probability that the required photons 
will appear, allowing the multiparticle interaction to run to completion. A longer virtual lifetime 
translates to a larger third-order nonlinear susceptibility c(3). The closer an input photon moves to 
a dipole-allowed system resonance, the longer the virtual lifetime and the stronger the resulting c(3) 
will be.

These quantum mechanical issues are manifest in the mathematical formulation of c(3) derived 
from perturbation theory:1,3,17

  χ ω ω ω μ
μ

ω
( )

, ,, , ,

( , , )
(

3
1 2 3 3

± ± ± = ∑∑N
ga

a u bi j k l

au

� aag i

ub

ug i i

bg

bg i j k

l

∓ ∓ ∓ ∓ ∓ ∓
� �	

∓

ω
μ

ω ω ω
μ

ω ω ω ω
ω

) ( ) (
		 
			

)
  (6)

In Eq. (6), N is the total population in the ground state |g>, and m’s are dipole-moment matrix 
elements associated with each of the transitions. The first sum describes the frequency per-
mutations: i, j, k, and l can take any integer value 1, 2, 3, 4, provided energy conservation 
(±wi ± wj ± wk ± w1 = 0) is obeyed. The second sum is over all possible real, intermediate quantum 
eigenstates of the system. This complicated-looking equation is nothing more than the sequence of 
optical transitions weighted by the appropriate virtual lifetime. The first coefficient represents the 
virtual transition initiated by a photon of energy �ωi  from the ground state to the intermediate 
state |a> with strength given by the matrix element mga. The next three matrix elements are weighted 
by the virtual lifetimes of their initial state. The virtual lifetimes are represented by energy (i.e., fre-
quency) denominators; as the photon frequency approaches a system resonance, the virtual lifetime 
and magnitude of c(3) grow accordingly.

The ± signs in front of the frequency arguments in Eq. (6) indicate there is a physical significance to 
the time ordering of the participating photons. This representation distinguishes the various compo-
nents of the third-order susceptibility. In many textbooks, a permutation of all the frequencies (includ-
ing the signs) is already incorporated in the final calculation of c(3).3,4 In that case, for a given w4, one 
obtains the total contribution to c(3) with the order of frequency arguments having no particular physi-
cal relevance.

We also point out that the nonlinear susceptibility described by Eq. (6) and shown in our example 
is real. A resonance condition occurs when any one of the energy/frequency denominators approaches 
zero. This not only enhances c(3) but also makes it a complex quantity (i.e., a resonance condition intro-
duces an imaginary component to c(3)). This is better understood by making the following substitution:

  
1 1

Δ Δ Γω ω
→

+i
  (7)

where Γ represents a phenomenological broadening of the particular transition. This complex 
damping term accounts for the physical impossibility of the nonlinear susceptibility becoming infi-
nite in a resonance condition. Even in the case of vanishing damping, a basic theorem of complex 
variables can be applied to Eq. (7):

  lim ( )
Γ Δ Γ Δ

Δ
→ +

=
⎛
⎝⎜

⎞
⎠⎟

+
0

1 1
ω ω

πδ ω
i

i�   (8)

where � stands for the principle value and d is the Dirac delta function. The important message is that 
in general, the nonlinear susceptibility c(3) is a complex quantity that will be dominated by its imagi-
nary component when photon frequencies move into resonance with real eigenstates of the system. 
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The resonance conditions leading to a strong imaginary c(3) are associated with one or more of the 
following processes: three-photon (wi + wj + wk = − wl ≈ wbg), two-photon (wi + wj = −wk − wl ≈ wug), 
Raman-type (wi − wj = wl − wk ≈ wug), and/or single-photon (wi ≈ wag) resonances. The latter cases 
(i.e., those having linear resonance) will be discussed in Sec. 16.9, which deals with cascaded c(1):c(1) 
nonlinearities. A special case of linear resonance can occur in Raman-type transitions, where wug = 0 
(i.e., when the second intermediate state is degenerate with the ground state). This corresponds to the 
optical Stark effect (ac Stark effect). The three-photon resonance that gives rise to an imaginary c(3) in 
third-harmonic generation does not have a significant physical implication. It only influences the phase 
of the interacting fields, similar to the case of second-order effects (e.g., second-harmonic generation).1 
The remaining two processes involving two-photon and Raman resonances are of significant interest 
and will be discussed in detail.

16.3  NONLINEAR ABSORPTION AND NONLINEAR 
REFRACTION

Just as the real and imaginary components of the linear susceptibility c(1) are associated with refrac-
tion and absorption, the real and imaginary parts of c(3) describe nonlinear refraction (NLR) and 
nonlinear absorption (NLA) or gain. This can be understood by considering situations in which the 
nonlinear polarization is at one of the driving frequencies. These are particular cases of Fig. 2b and 
c, with corresponding polarization terms given in the third section of Table 1. Taking the interacting 
photons to have frequencies wa and wb, the total polarization (linear and third order) at wa can be 
written as

  P E E Ea a a a a a a a( ) ( ) ( , , )( ) ( )ω ε χ ω χ ω ω ω= + −0
1 3 21

2
3
8

  (9)

For the sake of brevity, we ignore time ordering in the frequency arguments of c(3). This means that 
the c(3) component in Eq. (9) is assumed to contain the various permutations of frequencies includ-
ing, for example, two-photon as well as Raman transitions shown in Fig. 2b and c. From Eq. (9), we 
introduce an effective susceptibility ceff:

  χ ω χ ω χ ω ω ωeff ( ) ( ) ( , , )| |( ) ( )
a a a a a aE= + − +1 3 23

4
6
4

χχ ω ω ω( )( , , )| |3 2
a b b bE−   (10)

Deriving the coefficients of nonlinear absorption and refraction from Eq. (10) is now straight-
forward. The complex refractive index is defined as

  n i+ = +κ χ( ) /1 1 2
eff   (11)

Making the very realistic assumption that the nonlinear terms in Eq. (10) are small compared to 
the linear terms, we use the binomial expansion to simplify Eq. (11):

 n i n i
c

n i
c

a a

+ ≅ + + +κ
ω

α
ω

α0 02 2
Δ Δ   (12)
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where n e0
1 1 21= +( { }) .( ) /� χ  We also assume the background linear absorption coefficient is small, 

that is, α χ χ0
1 1∝ℑ <<m e{ } { }.( ) ( )�  We define the irradiance as I c n Ei i i=( / ) ( )| |1 2 0 0

2ε ω  (i = a, b) and 
the nonlinear refraction coefficient n2 and the nonlinear absorption coefficient a2 as follows:

  n
n n c

ea b
a b

a b2
0 0 0

33
4

( ; )
( ) ( )

{ ( , ,( )ω ω
ε ω ω

χ ω ω ω= −� bb)}   (13)
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ε ω ω
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2
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a b
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a b
an n c

m= ℑ − bb b, )}ω   (14)

The change of refractive index due to the presence of fields Ea and Eb is

  Δn n I n Ia a a a a b b( ) ( ; ) ( ; )ω ω ω ω ω= +2 22   (15)

and the change of absorption is

  Δα ω α ω ω α ω ω( ) ( ; ) ( ; )a a a a a b bI I= +2 22   (16)

where Ia and Ib are the irradiances of the two beams. Note that without loss of generality we assume 
the measurement is performed on the laser beam corresponding to field Ea, while the field Eb acts 
as an excitation source only. The first terms on the right-hand side of the just-noted equations cor-
respond to self-action (i.e., commonly performed single-beam experiments). The second terms cor-
respond to the case of an excite-probe experiment where the two beams are distinguishable either 
by frequency and/or wave vector. The factor of 2 in front of the second terms in Eqs. (15) and (16) 
arises from the larger number of permutations in this component of the nonlinear susceptibility.3,4,31 
The stronger nondegenerate response (i.e., distinguishable beams) is sometimes referred to as 
weak-wave retardation.32 While most reported measurements and applications involve degenerate 
self-action processes (i.e., a single laser beam), the theoretical treatment presented in this chapter 
considers the more general nondegenerate case. One must keep in mind that degenerate third-order 
coefficients are only the limit of the nondegenerate case, where wa = wb. The need for generality in 
the theoretical approach is very important for correct implementation of the Kramers-Kronig dis-
persion relations in nonlinear optics. This allows us to establish a rigorous mathematical relation 
between NLR and NLA, discussed in the next section.

Another commonly used coefficient for describing the nonlinear index is ñ2 defined as

  n n n
E

n
E

a a
a

a b
b= + +0 2

2

2

2

2
2

2
� �( ; )

| |
( ; )

| |
ω ω ω ω   (17)

where �n2  is usually given in Gaussian units (esu). �n2  is related to n2 by

  �n cn
n2 240

( ) ( )esu SI=
π

  (18)

where the right-hand side is in SI/MKS units. The reader is cautioned that in the literature 
various symbols and definitions different from those given here are often used to describe the 
nonlinear refractive index. The symbol b is commonly used in place of a2 to denote two-photon 
absorption (2PA).
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The propagation of electromagnetic waves Ea and Eb through a nonlinear medium, ignoring the 
effect of diffraction and dispersion (i.e., pulse distortion), is governed by the following equations for the 
irradiance and phase of the probe beam (Ea):

  
dI

dz
I I I Ia

a a a a a a b a b= − − −α ω α ω ω α ω ω0 2
2

22( ) ( ; ) ( ; )   (19)

and

  
d

dz c
n n I n Ia a

a a a a a b b

φ ω
ω ω ω ω ω= + +[ ( ) ( ; ) ( ; ) ]0 2 22   (20)

The coefficient n2 is often used to describe the nonlinear index change due to mechanisms such as 
thermally induced material changes, molecular orientation effects, saturation of absorption, and ultra-
fast c(3) processes. Here, consistent with our definition of c(3), we designate the n2 notation for local and 
linearly nonresonant nonlinearities only. Processes that appear as an effective n2 are treated separately as 
cascaded c(1):c(1) or c(2):c(2) phenomena.

As a consequence of the principle of causality, the real and imaginary parts of the linear suscepti-
bility are connected through the Kramers-Kronig relations of linear optics. Equations (19) and (20) 
suggest a similar relation in nonlinear optics. We discuss the Kramers-Kronig relations of nonlinear 
optics and their underlying physics next.

16.4 KRAMERS-KRONIG DISPERSION RELATIONS

The complex response function of any linear, causal system obeys a dispersion relation linking its 
real and imaginary parts as Hilbert transform pairs. In linear optics, causality is manifest in the 
Kramers-Kronig (K-K) dispersion relations (see Chap. 5, “Optical Properties of Semiconductors”) 
that tie the frequency-dependent refractive index, n(w), to the absorption coefficient a(w) and vice 
versa:
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where � denotes the Cauchy principal value. The principal value is really just a warning to be 
careful when integrating near the singularity in the denominator of the integrand. We drop the � 
notation for simplicity, although it is always implied. There is an equivalent relation for the real and 
imaginary parts of the linear susceptibility:
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The K-K relation is the mathematical expression of causality, and a simple, intuitive derivation of 
these relations can be made.33,34

Causality clearly holds for any real, linear system. Real, nonlinear systems must also be causal—
does that imply there are dispersion relations as well? If so, what form do they take? The Kramers-
Kronig relations of linear optics are derived from linear dispersion theory, suggesting this procedure 
is completely inappropriate for a nonlinear system. Fortunately, this is not the case, and since the early 
days of nonlinear optics, many authors have addressed the K-K relations in the nonlinear regime.35–39 
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The usefulness of these relations was not fully appreciated until recently, however.31,39,40 The key 
insight is that one can linearize the system; we view it as the material plus a strong perturbing light 
beam. This new linear system, which is different from the system in the presence of weak light, has a 
modified absorption spectrum. The linear Kramers-Kronig relation is applied in the presence of and 
in the absence of a high field perturbation, and we study the difference between these two regimes. It 
is important to appreciate the fact that our new system is causal even in the presence of an external 
perturbation. This allows us to write down a modified form of the Kramers-Kronig relation linking 
the index of refraction to the absorption31,39:
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After subtracting the linear terms n and a, we are left with a relationship between the changes in 
refractive index and change of absorption:
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where z denotes the perturbation. An equivalent relation also exists that allows calculation of the 
change in absorption coefficient, given the change in the refractive index. This relation is rarely used 
in practice for reasons described momentarily. In evaluating Eq. (24), it is essential that the perturba-
tion be independent of the frequency of observation (w′). In other words, the excitation z must remain 
constant as w′ is varied.

It is an interesting fact that calculation of the refractive index change from data obtained in 
nonlinear optics experiments is often easier than extracting the absolute refractive index from 
the K-K transform in linear optics! The reason is that absorption changes in nonlinear optics are 
usually strong only in a very limited frequency range; the integration range in Eq. (24) need only 
consider this spectrum. In contrast, evaluation of the linear index based on the linear absorption 
spectrum normally involves a much larger amount of data. One must take full account of the 
entire linear absorption data to obtain quantitative agreement with experiments that measure 
the refractive index. In the same way, the reverse transformation in nonlinear optics (obtaining 
Δa from Δn) is not as accommodating as the transformation of Eq. (24). Experiments show that 
irradiance-dependent changes of the refractive index occur over a relatively broad frequency spec-
trum. A large and impractical amount of nonlinear dispersion data must be collected and incorpo-
rated into a K-K calculation of nonlinear absorption. The reverse transformation is thus difficult 
to accomplish in practice.

Equation (24) has been used to determine refractive changes due to real excitations (i.e., c(1):c(1) 
cascaded processes) such as thermal and free-carrier nonlinearities in semiconductors.41,42 In these 
examples, z denotes either change of temperature or change of free-carrier density, respectively. This 
K-K methodology has also been applied with great success to the situation where the perturbation is 
virtual or nonresonant. This work unified the bound electronic Kerr effect in bulk semiconductors 
(i.e., the dispersive nonlinearity resulting from anharmonic motion of bound, valence electrons) to 
its absorptive counterparts: two-photon absorption, the electronic Raman effect, and the ac Stark 
effect.31,39,43–45 The dispersion relation between a2 and n2 is given by

  n
c

da b
b

a
2

2
2 20

( ; )
( ; )

ω ω
π

α ω ω
ω ω

ω=
′

′ −
′

∞

∫   (25)

Note that in the general case we are dealing with two frequencies: wa and wb. Even in the degen-
erate situation (i.e., n2 = n2(wa; wa)) where we desire the nonlinear index coefficient at a single 
frequency wa, we are still required to provide the nondegenerate absorption spectrum α ω ω2( ; )′ b  at 
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all frequencies w′ as input to the calculation. We also point out that Eq. (25) can be used to derive 
relations linking the real and imaginary parts of the nonlinear susceptibility via Eq. (13) [the inverse 
transformation is obtained with Eq. (14)]:

  �e
m

a b b
b b{ ( , , )}

{ ( , , )}
( )

( )

χ ω ω ω
π

ω χ ω ω ω
3

32− =
′ℑ ′

′ωω ω
ω

2 20 −
′

∞

∫
a

d   (26)

Using the symmetry properties of c(3), an equivalent representation is
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Equation (27) can also be derived in a very general way from a first-principles approach that 
applies the causality condition directly in the temporal nonlinear response. In this way, one can 
obtain the dispersion relations for the nth order optical susceptibility:39

  χ ω ω ω ω
π

χ ω ω ω
( )

( )

( , , , , , )
( , , , , ,

n
j n

ni
1 2

1 2… …
… …

= − ′ ωω
ω ω

ωn

j

d
)

− ′
′

−∞

∞

∫   (28)

where c(n) is a complex quantity. By separating the real and imaginary parts of this equation, we get 
the generalized Kramers-Kronig relation for a nondegenerate, nth order nonlinear susceptibility:
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Note that for n = 3 with the substitutions w1 = wa, w2 = wb, and w3 = –wb, Eq. (29) becomes iden-
tical to Eq. (27). When the susceptibilities for generating frequency harmonics are included, Eq. (29) 
can be further generalized.39 If we consider the c(3) associated with third-harmonic generation, it can 
be shown that:
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Such relationships have been utilized in calculations of the total c(3) (THG) in semiconductors. It is 
computationally more convenient to first calculate the imaginary part because of the presence of d func-
tions in its frequency domain. The real part is then calculated using the K-K dispersion relations.46

16.5 OPTICAL KERR EFFECT

The c(3) process leading to an intensity-dependent refractive index is known as the optical Kerr effect 
(OKE). Experimental observation is relatively straightforward, usually requiring just a single laser 
beam. The OKE is described by Eq. (15) where, for the sake of brevity, we ignore cross-modulation 
terms and drop the frequency terms to write

  n n n I= +0 2   (31)

There are a variety of physical mechanisms that submit to this mathematical representation, many dif-
ferent ways to observe the effect experimentally, and an assortment of practical devices that can be built.
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Optical transitions giving rise to a nonlinear susceptibility c(3) (see Figs. 1 and 2, for example) 
are intimately related to the energy eigenstates of the system. These eigenstates can be associ-
ated with bound electronic motion, molecular vibrations, or molecular rotations of the system. 
Electronic transitions involve the largest energy separation and rotational transitions the smallest. 
In a given material (gas, liquid, or solid), one or more of these excitations may contribute to the 
optical Kerr effect. In general, the various contributions differ in their response time, magnitude, 
and frequency dependence. Referring to our earlier discussion of Eq. (6), the time response of an 
optical nonlinearity is governed by the virtual lifetime of the relevant transitions. This implies that 
the nonlinearities associated with the electronic transitions give the fastest response time because 
they possess large energy denominators. Experiments have shown that electronic nonlinearities are 
usually faster than the time resolution provided by the shortest optical pulses available at the time 
of this writing (<10 fs). For practical purposes, then, the nonlinearity associated with the motion of 
bound electrons can be regarded as instantaneous. At the other extreme, the nonlinearity associated 
with rotational motion of molecules is relatively sluggish—response times in the picosecond regime 
have been measured. In the middle range are nonlinearities arising from molecular vibrations. For a 
Raman-type transition as shown in Fig. 2b this effect is manifest as the Raman-induced Kerr effect 
(RIKE). We discuss two important cases of NLR: the bound electronic Kerr effect in solids (n2), and 
the rotational (or orientational) Kerr effect in liquids.

Bound Electronic Optical Kerr Effect in Solids

The optical Kerr effect in solids has been extensively studied in materials ranging from large-gap 
dielectrics and glasses to narrow-gap semiconductors.31,44,47–50 The fundamental energy gap Eg 
turns out to be a parameter of critical importance. Because of direct, linear absorption of the 
incident laser light, we are interested in the transparency regime where the photon frequency is 
less than the bandgap energy (i.e., ω ω< =g gE / ).�  We estimate the response time (tr) of the non-
linearity using the virtual lifetime of the transition: tr ≈ 1/|w − wg|. Far below the bandgap, where 
w << wg, the response time can be very fast (<<10 fs) and for most applications can be assumed as 
instantaneous. This ultrafast response has been exploited in soliton propagation in glass fibers5,51 
(Sec. 16.11) and in the generation of femtosecond pulses in solid-state lasers.52 The optical Kerr 
effect also causes self-focusing, sometimes resulting in beam distortion and damage in transpar-
ent media (Sec. 16.11). Another significant application is the development of ultrafast all-optical-
switching devices.53,54 Although much progress has been made in this area of research, develop-
ment of a practical switch has been hindered by the relatively small magnitude of bound electronic 
nonlinearities.

The bound electronic optical Kerr effect in optical solids has been analyzed using semiempirical 
methods55 and, more recently, by simple two-band models appropriate for semiconductors.31,44 The 
latter treatment provides information about the dispersion, bandgap scaling, and the relationship 
between the NLA (e.g., two-photon absorption) and NLR through Kramers-Kronig transformation. 
The resulting simple formula allows one to predict the nonlinear refraction coefficient n2 knowing 
only the photon frequency (w), energy bandgap (Eg), and linear index (n0):

  n m W
A

n E
G

E
g g

2
2

0
2 4 2( / )=

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟

�ω
  (32)

where A ≈ 3 × 10−35 (MKS); Eg is in joules. The function G2  describes the normalized dispersion of 
the coefficient n2 and is depicted in Fig. 3, along with the normalized two-photon absorption spec-
trum for bulk semiconductors (Sec. 16.8).

Recall that NLA and NLR correspond to the imaginary and real parts of the third-order suscepti-
bility, respectively. The derivation of Eq. (32) by a Kramers-Kronig transformation required knowledge 
of the NLA spectrum. Three different mechanisms of NLA were employed in the analysis, correspond-
ing to the three relevant time-ordering sequences depicted in Fig. 2: two-photon absorption, electronic 
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Raman scattering, and the optical (ac) Stark shift of electronic states. The optical Stark effect is a 
change of the fundamental energy gap that occurs when the oscillating laser field becomes compa-
rable to the electric field binding valence electrons to the positively charge nuclei. In experiments where 
only a single beam is used (i.e., all the input frequencies are the same), the only observable NLA effect 
is two-photon absorption, which is discussed in Sec. 16.8.

The plot of the dispersion function G2  (Fig. 3) is consistent with our intuitive arguments about 
resonance enhancement presented in Sec. 16.2. At long wavelengths (i.e., for �ω << Eg ), we are far 
from resonance so G2 1≈  and is nearly frequency independent (i.e., there is very weak dispersion). 
Approaching the two-photon resonance (i.e., as 2�ω  gets close to Eg), there is an approximately 
fivefold enhancement of n2. With increasing photon energy, the sign of n2 reverses; this is a direct 
consequence of the sign change in the energy denominator associated with two-photon absorp-
tion. With further photon energy increase, there is enhancement due to resonances ascribed to 
two-photon absorption and the optical Stark effect. The inverse fourth-power bandgap scaling 
(i.e., Eg

−4 ) and the dispersion predicted by this simple expression display remarkable agreement 
with data obtained with many different semiconductors and dielectrics.44

Reorientational Kerr Effect in Liquids

The reorientational Kerr effect involves transitions between rotational energy levels of a molecule. It 
is nonresonant and therefore associated with the real part of c(3). The absorptive nonlinearity asso-
ciated with these rotational levels gives an imaginary component to c(3); this is a Raman-type tran-
sition known as Rayleigh-wing scattering.3,17 For simplicity, we make a classical description of this 
phenomenon. Consider a carbon disulfide (CS2) molecule as shown in Fig. 4. This is a cigar-shaped 
molecule with different polarizabilities along its principal axes (here we show a3 > a1). As discussed 
in Sec. 16.7, the polarizability describes the propensity for an external field to produce a dipole in a 
molecule. In the first step of the interaction, the optical field polarizes this molecule (i.e., induces 
a dipole moment). The induced dipole interacts with the applied field and aligns itself along the 
direction of polarization. This molecular reorientation (rotation) causes a birefringence in an isotropic 
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FIGURE 3 Calculated dispersion of nonlinear absorption. Also shown is the 
two-photon absorption spectrum.
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solution; initially, the molecules were randomly oriented and there was no birefringence. The 
response time of the molecule depends on its mass: the heavier molecule, the slower the response. 
As an example, CS2 has a reorientational n2 ≈ 3.4 × 10−18 m2/W with a relaxation time t ≈ 1 to 2 ps.56

16.6 THIRD-HARMONIC GENERATION

In crystals where there is no inversion symmetry, c(2) vanishes, making sum and difference frequency mix-
ing impossible. The possibility of third-harmonic generation always exists in principle, although it usually 
suffers from practical drawbacks. Typical values of c(3) are orders of magnitude smaller than c(2) coeffi-
cients found in popular frequency conversion crystals. This means the laser irradiance must be increased 
to compensate, often leading to material damage. Moreover, third-harmonic generation in crystals is 
usually difficult to phase match. Because of these obstacles, cascading of two second-order effects 
(second-harmonic generation, followed by sum-frequency generation) in two separate crystals is usu-
ally the preferred method of obtaining high multiples of the pump laser frequency (see Sec. 16.10).

Gases do not have the damage limitations of crystals. Third-harmonic generation was extensively 
studied in many different gases around the time that high-power, Q-switched lasers became widely 
available, and conversion efficiencies as high as several percent were obtained. Studies of sodium vapor 
have been helpful in elucidating the resonant enhancement that occurs near w, 2w, and 3w.

16.7 STIMULATED SCATTERING

Useful spectroscopic information can be obtained when light is scattered from material, often at 
frequencies far removed from absorption and emission resonances. Spontaneous scattering is a 
linear process, in which the material is unmodified by the probing light beam. The various forms of 
spontaneous scattering (Raman, Brillouin, and Rayleigh) have been known for the better part of a 
century. In the presence of a sufficiently intense laser beam, however, these scattering processes can 
be strongly amplified by a nonlinear interaction of the excitation beam with the material, resulting 
in stimulated scattering.

Raman scattering is most commonly described as the interaction of light with vibrational waves 
in a material. (Electronic and magnetic excitations can also be measured in Raman experiments.) 
These vibrational frequencies are typically in the infrared, meaning that Raman-scattered light can 
have a substantial spectral shift with respect to near-infrared or visible excitation light. Brillouin 
scattering involves the interaction of light with acoustic waves—waves associated with the propaga-
tion of pressure in the medium, leading to periodic density fluctuations. Acoustic waves occur at 
frequencies that are orders of magnitude smaller than material vibrations; Brillouin scattered light 
is therefore frequency-shifted from the incident light by a much smaller amount. Rayleigh scattering 
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FIGURE 4 Simple picture of CS2 molecule.
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results from the interaction of light with stationary density variations—variations much smaller 
than the wavelength of the incident light. Scattering takes place without any frequency shift relative 
to the incident light. Rayleigh scattering is of interest because of its strong wavelength dependence 
and polarization properties. Spontaneous scattering processes scale linearly with input irradiance.

Stimulated Raman Scattering

In Raman scattering (Fig. 5), a photon is absorbed by a material that makes a quantum-mechanical 
transition from a low energy state |l > to a high energy state |2 >. At some short time later (i.e., not 
instantaneously), the material relaxes to a lower energy state |3 > different from the original state, 
giving up its energy in the form of a photon of different energy than the excitation photon. If the 
lower state |3 > is at a higher energy than state |1 >, the emitted photon will be at a longer wave-
length than the excitation light. This is called Stokes shifted Raman scattering. If the terminal state 
|3 > is at a lower energy than state |l >, the emitted photon will be shorter in wavelength than the 
incident light, leading to anti-Stokes shifted Raman scattering. The difference between the incident 
and emitted light thus provides information about the relative positions of the different energy 
levels. Maintaining the same nomenclature, there is also Stokes and anti-Stokes shifted Brillouin 
scattering. Note that when state |1 > and |3 > are the same, there is no frequency shift and we have 
Rayleigh scattering.

The intermediate state can be a real state corresponding to a quantum mechanical energy level 
of the system; this is known as resonant Raman scattering. In the theme of this chapter, resonant 
Raman scattering is an example of a cascaded linear process leading to an effective c(3). More often, 
the intermediate level is not resonant with the photon, and the transition from |1 > to |2 > is virtual 
(illustrated by a horizontal dotted line in Fig. 5). The distinction between the resonant and nonreso-
nant processes can be confusing because both are referred to as Raman scattering. To maintain con-
sistency with standard nomenclature, we briefly depart from the logical organization of this chapter 
and discuss both resonant and nonresonant Raman scattering in this section.

The essential physics of Raman scattering can be understood from the classical picture of a diatomic 
molecule of identical atoms vibrating back and forth at frequency wL. The diatomic molecule is an 
illustrative example; in principle all Raman-active and some normal modes of vibration of a solid, 
liquid, or gas can be probed with Raman techniques.57 We assume that the electronic charge dis-
tribution on the molecule is perfectly symmetric, hence there is no permanent dipole or a dipole 
moment modulated by the vibration. This normal mode is therefore not dipole active, that is, it can-
not absorb electromagnetic radiation (see Chap. 8, “Fundamental Optical Properties of Solids”).

Stokes shifted
Raman scattering Anti-Stokes shifted

Raman scattering
|2 〉

|3〉

|1〉

|2'〉
|2 〉

|3〉

|1〉

|2'〉

FIGURE 5 Raman scattering.
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When an external electric field is applied, the situation changes. The field in an electromagnetic 
wave polarizes the charge distribution on the molecule and it acquires a dipole. If the induced dipole 
is also modulated by a normal mode of vibration, the mode is said to be Raman active. The extent to 
which an external field can polarize the molecule is quantified by the following equation:

  p E( , ) ( , )r t r t=α   (33)

where p(r, t) is the induced dipole moment, a is the polarizability, E(r, t) is the time- and spatially-
varying electric field, and bold type denotes vector quantities. The polarizability is not constant, 
however, but rather is a function of the molecular separation distance q. Writing the first two terms 
of a Taylor series expansion of a (q) we have:
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where a0 is a constant representing the polarizability at the equilibrium position of the molecule 
(qo). The molecule vibrates at a frequency ± wL, which is the energy difference between the states 
|1 > and |3 > in Fig. 5, hence:

  q q i to L= ±exp( )ω   (35)

Inserting Eqs. (34) and (35) into Eq. (33), and realizing that the electromagnetic field varies 
sinusoidally at the optical frequency w, we find that the second term in the polarizability expansion 
is responsible for the appearance of induced dipoles oscillating at a frequency offset from the inci-
dent electromagnetic wave by ± wL:
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These dipoles can radiate and are the origin of spontaneous Raman scattering. There is also an 
oscillating dipole unaffected by the vibration corresponding to the term a0. This dipole oscillation is 
exactly at the frequency of the incident light and corresponds to spontaneous Rayleigh scattering:

  p r t E r i to o( , ) ( ) exp( )Rayleigh = α ω   (37)

In stimulated scattering, we have to consider the force exerted on the vibrating molecule by the 
external field as a consequence of its polarizability. This force involves only the second term in Eq. (34):
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where the angular brackets represent a time average over an optical period. In a dipole-active interaction, 
the lowest order forcing term is proportional to E, resulting in linear absorption of light. In the case of a 
Raman-active mode, Eq. (38) shows the force scales as E2; therefore, the force is nonlinear in the field. 
The forcing term is negligible at low light intensities, but becomes important when large electro-
magnetic field levels generated by lasers are encountered.

Because the Raman active mode of the molecule is subject to a force proportional to E2, there 
must be two input photons driving the interaction. If the two photons are at different frequencies, 
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the molecule will experience a force at the beat frequency of the two photons. If the wavelengths of 
the two photons are chosen so that their beat frequency equals that of the molecular vibration wL, 
strong amplification of all three waves (two input electromagnetic waves and the molecular vibra-
tion) can occur, resulting in stimulated scattering. The molecular polarizability thus acts as a non-
linear mixing term to reinforce and amplify the interacting waves. It is important to realize this is of 
practical consequence only when the input electromagnetic fields are sufficiently high.

The nonlinear polarizability impresses sidebands on the pump light, resulting in three distinct 
electromagnetic waves (laser beam, Stokes shifted Raman, and anti-Stokes shifted Raman) propa-
gating in the medium. The same nonlinear mixing process that led to the generation of the Raman 
sidebands in the first place can cause coherent excitation of additional molecules due to their polar-
izability. In this way, a coherent vibrational wave builds up, which in turn feeds more energy into the 
Raman-shifted components, thus amplifying them. In stimulated scattering, the fluctuations of the 
optical medium (vibrations, density variations, etc.) are induced and amplified by the external elec-
tromagnetic radiation. In contrast, spontaneous scattering originates from the naturally occurring 
(thermally driven, for example) fluctuations of the material. Because the linear optical properties of 
the medium are modified by the presence of an exciting laser beam (specifically its irradiance), the 
various stimulated scattering mechanisms are classified as third-order nonlinear optical processes.

In stimulated Raman scattering (SRS), one is most often looking for a new frequency generation 
at the wavelength corresponding to the energy difference of levels |2′ > (or |2 >) and |3 > shown in 
Fig. 5. Stimulated Raman gain and loss applied to an input beam at this frequency can be obtained 
as well. Polarization effects occurring in the nonlinear wave mixing process can also be studied in 
what is known as Raman-induced Kerr effect spectroscopy (RIKES, see Chap. 5, “Optical Properties of 
Semiconductors”). We also mention two other classes of third-order nonlinear spectroscopy: coher-
ent anti-Stokes Raman spectroscopy (CARS) and coherent Stokes Raman spectroscopy (CSRS). In 
these interactions, illustrated in Fig. 6, two external laser fields at frequencies w1 and w2 are supplied. 
There must be a third-order nonlinear polarization present as in SRS, leading to frequency mixing 
and new wavelengths.

The somewhat subtle differences distinguishing SRS, CARS, and CSRS are the number and loca-
tion of intermediate levels (designated by dashed lines in Fig. 6). Consider two excitation frequencies 
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FIGURE 6 Stimulated Raman processes.
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with w1 > w2 probing a given material system with real energy levels separated by frequency wL in 
Fig. 6. In CARS, short-wavelength photons are detected at was = 2w1 − w2. For the CSRS arrange-
ment, the excited intermediate states are at lower energy and a longer-wavelength photon at frequency 
ws = 2w2 − w1 is detected. Note that SRS is obtained when the intermediate levels are degenerate; SRS 
is thus a special case of the nonlinear interaction. In linear, spontaneous Raman scattering, a single 
exciting electromagnetic wave is required. In SRS, two input fields are involved; they just happen to 
be at the same frequency and invariably are supplied by a single laser source. Unlike spontaneous 
Raman scattering, however, SRS is a function of the third-order nonlinear susceptibility and hence 
depends nonlinearly on the irradiance of the excitation laser.

It is important to emphasize that all three of these stimulated Raman processes (SRS, CARS, and 
CSRS) are essentially a mixing of three waves to produce a fourth wave via the third-order nonlinear 
polarization. Analysis of the problem is made using second-order perturbation theory in quantum 
mechanics. The tensor nature of the third-order susceptibility and the multitude of ways the inter-
acting waves of various polarization states can mix lead to complicated expressions. One finds reso-
nance denominators quantifying the efficiency of the wave mixing process. The scattering efficiency 
is governed by the proximity of photon energies to real energy eigen states in the system. In principle, 
SRS, CSRS, and CARS can all take place in an experiment; the various generated beams can be dis-
tinguished by substantially different angles of propagation when leaving the irradiated sample. These 
angles are readily determined by phase-matching conditions for the nonlinear interaction. The wave 
vectors of the interacting photons can be arranged for maximum output signal of the desired Raman 
process. The phase-matching condition is obtained automatically in SRS, but careful orientation of 
the interacting beams can lead to very narrow linewidths and extremely accurate spectroscopic mea-
surements. Some applications of stimulated Raman scattering include high-resolution spectroscopy 
of gases,11,17,58,59 spin-flip Raman scattering, stimulated polariton (the quanta of photon-phonon 
coupling) scattering, and ultrafast time-resolved measurements.60,61 The reader should also be aware 
that Raman spectroscopy beyond the third-order nonlinear susceptibility has been demonstrated. 
Further information can be obtained in texts on nonlinear laser spectroscopy.3,6,10,16,62–65

Stimulated Brillouin Scattering

Stimulated Brillouin scattering (SBS) is an important third-order nonlinear optical effect that 
has been widely used for efficient phase conjugate reflection of high-power lasers.26 An incident 
laser beam can scatter with the periodic refractive index variations associated with a propagating 
acoustic wave. The scattered light, depending on the propagation direction of the acoustic wave, 
will be Stokes or anti-Stokes shifted by the frequency of the acoustic wave. The process is stimu-
lated because the interference of the incident and scattered wave can lead to an amplification of 
the acoustic wave, which then tends to pump more energy into the scattered wave. This positive 
feedback process can cause an exponential growth of the SBS beam and very high efficiencies in the 
right circumstances. Optical feedback to the medium is accomplished in one of two ways: (1) elec-
trostriction is local compression of the material in response to the strength of the electromagnetic 
field with a commensurate refractive index change; and (2) linear optical absorption by the laser field 
leads to local heating, expansion, density fluctuations, and thus periodic modulation of the refrac-
tive index. The latter effect is an example of a cascaded c(1):c(1) process, which is the subject of Sec. 
16.9. Electrostriction is usually associated with SBS, and we discuss it here.

Consider again the diatomic molecule that was used to illustrate the Raman effect. In the pres-
ence of an external electric field, it acquires a polarizability described by Eq. (34). As we have seen, 
the induced dipole can interact with the field. Electrostriction accounts for the ability of the electric 
field to do work on the polarized molecule—pulling and pushing it by electrostatic forces. The mol-
ecules will move and tend to pile up in regions of high field, increasing the local density. Associated 
with these density changes will be a change of refractive index. Density fluctuations can also be 
generated by the change in pressure that accompanies a propagating acoustic wave: Pressure nodes 
will exist in the peaks and valleys of the acoustic wave. Electrostriction therefore provides a coupling 
mechanism between acoustic waves and electromagnetic waves.
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It is important to emphasize that the periodic modulations in an electrostrictive medium are 
propagating spatial fluctuations modulated at the frequency of traveling acoustic waves. When the 
density fluctuations are stationary, we can have stimulated Rayleigh scattering. A thorough, detailed 
discussion of the many (often intricate) issues in stimulated Brillouin and Rayleigh scattering can be 
found in textbooks on nonlinear optics.3,11,16,17,28

16.8 TWO-PHOTON ABSORPTION

Two-photon absorption (2PA) is the process by which the energy gap between two real states is 
bridged by the simultaneous (in the context of the Uncertainty Principle discussed in Sec. 16.2) 
absorption of two photons, not necessarily at the same frequency. Both photons have insufficient 
energy to complete the transition alone; 2PA is thus observed in the spectral range where the mate-
rial is normally transparent. When the two photons are present together for a fleeting instant of time 
determined by the Uncertainty Principle, an optical transition can take place.

Quantum mechanically, we can think of the first photon making a virtual transition to a non-
existent state between the upper and lower levels (Fig. 2c). If the second photon appears within the 
virtual lifetime of that state, the absorption sequence to the upper state can be completed. If not, 
the virtual transition collapses back to the ground state, and no absorption takes place. To have an 
appreciable rate of 2PA, photons must be supplied at a rate high enough that there is a reasonable 
probability two photons will both be present during the virtual lifetime. Because the virtual lifetime 
is so short, photon fluxes must be high, and therefore power levels from laser beams are required.

The efficiency of 2PA is affected by the proximity of the input photons to a real state of the 
system. It is important to note that there must be an allowed optical transition linking the initial 
state and this real state. The closer one of the input photons coincides with a real state, the stronger 
the 2PA. When the intermediate state of 2PA is also a system resonance, the situation is commonly 
referred to as excited state absorption (ESA)—a sequence of two linear absorption processes that 
leads to an effective third-order nonlinearity. Excited state absorption is thus a cascaded c(1):c(1) 
effect, giving rise to an effective third-order nonlinearity (Sec. 16.9). It has implications for optical 
power limiting and is discussed in Chap. 13, “Optical Limiting.”

In stimulated scattering, the difference frequency of two input electromagnetic fields � �ω ωi j−  
equals a characteristic energy resonance of the material system. In 2PA, an energy resonance exists 
at the sum of the two input fields: � �ω ωi j+ . In Secs. 16.2 and 16.3, 2PA was shown to be associated 
with the imaginary part of c(3). This is because it is an absorption process (i.e., it is exactly resonant 
with two eigenstates of the system). It is the only NLA process (i.e., a process associated with the 
imaginary part of c(3)) that can be simply studied with a single photon frequency.

Two-photon absorption in semiconductors is one of the most thoroughly studied subjects in the 
entire field of nonlinear optics.66 The 2PA coefficient (often written b or a2

2PA) of bulk semiconduc-
tors has been calculated using models involving only two parabolic bands and also with more com-
plex band structure.67 It is defined by the rate of electron-hole pair excitation: dN dt I/ /=β ω2 2( ).�  
The two-parabolic band model gives a comparatively simple yet general and accurate description of 
2PA for a large class of semiconductors. The theoretical result for single frequency excitation can be 
expressed as
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where F x x x2
3 2 52 2 1( ) ( ) /= − /  and B = 5.67 × 10−66 (x Eg= �ω /  and the energy bandgap Eg is in 

joules). The best empirical fit to experimental data is obtained with B adjusted to a slightly higher 
value of 9.06 × 10−66. The function F 2  describes the dispersion of 2PA and is plotted in Fig. 3. 
The intimate relation between NLA and NLR and the role of 2PA in semiconductors is explored 
in Sec. 16.4 and in Refs. 31 and 67 to 69. There are important practical implications for 2PA in 
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semiconductors and dielectrics. It can enhance or degrade optical switching performance in semi-
conductor devices and lead to optical damage in laser window materials. 2PA is also the basis of 
Doppler-free spectroscopy of gases.57,59

16.9  EFFECTIVE THIRD-ORDER NONLINEARITIES; 
CASCADED b (1):b (1) PROCESSES

Effective third-order nonlinearities occur when one of the transitions in our four-photon interac-
tion picture is resonant, providing a path of linear absorption. Linear absorption is a mechanism 
to directly couple laser light into the system—with sufficiently intense laser light, the linear optical 
properties of a material can be modified. An effective third-order nonlinearity occurs when linear 
absorption affects the refractive index. We give some examples here.

Optically Generated Plasmas

Optical generation of stable plasmas is readily obtained in semiconductors and most studies of 
this subject have been made with these materials (see Chap. 8, “Fundamental Optical Properties of 
Solids” and Chap. 5, “Optical Properties of Semiconductors”). For cascaded linear processes that we 
discuss here, the formation of a free electron-hole pair occurs by direct bandgap excitation by an 
incident photon. The optically produced carriers augment the background electron-hole density, 
and the plasma remains electrostatically neutral. If the generation of an excess amount of plasma 
exceeds the rate of loss (by recombination or diffusion) on the time scale of interest, the plasma will 
modify the linear optical properties of the semiconducting material. The simplest way to see this is 
via the classical Drude model, where the refractive index of a metal or semiconductor is70,71

  n n p= −0
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  (40)

In this equation, w is the angular frequency of the light, n0 is the linear index in the absence of sig-
nificant free carrier density, and wp is the density-dependent plasma frequency:
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where N is the electron-hole pair density, e is the electronic charge, m is the reduced mass of the 
positive and negative charge carriers (electrons, holes, or ions), and e is an appropriate background 
dielectric constant. Note that as the carrier density increases, the refractive index decreases. The 
material is usually excited by a laser beam with a nonuniform spatial profile such as a Gaussian, giv-
ing rise to negative-lensing and self-defocusing, assuming w < wp.

The situation becomes complicated at densities where many-body effects become important or 
when the Drude model ceases to be valid. We also note that optical generation of plasmas can also 
occur as the result of nonlinear mechanisms in the presence of high laser fields, and we aren’t, of 
course, restricted only to solid-state plasmas. Examples of nonlinear plasma production are mul-
tiphoton absorption, laser-induced impact ionization, and tunneling. Because plasma generation 
and the concomitant refractive index modification are caused by a nonlinear optical process, the 
order of the nonlinearity is higher than three. Although high-order nonlinearities are a rich subset 
of the field, they are not dealt with in this chapter. A number of review articles and textbooks on 
laser-induced change to the refractive index due to plasma generation via linear absorption are 
available.31,42,72–74
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Absorption Saturation

Absorption saturation is a well-known example of a cascaded linear process. Consider a homoge-
neously broadened system of two-level atoms (i.e., a system of identical two-level atoms) with the 
energy diagram shown in Fig. 7. The lower and upper states are resonant with a photon depicted 
by the vertical arrow, and there is linear absorption of incident light. Associated with the absorp-
tion is a spectral linewidth (with a Lorentzian shape for a homogeneous system), illustrated on 
the right side of the diagram in Fig. 7. An induced dipole or polarization is set up between the two 
states upon excitation by a photon. The states are coherently coupled, and this coherence is in phase 
with the exciting electromagnetic field. In a real system, this coherence will be quickly destroyed by 
collisions with other atoms. The rate at which the coherence is washed out determines the spectral 
width of the absorption profile and hence the frequency response of the imaginary component of 
the linear susceptibility. The real part of the linear susceptibility is obtained by the Kramers-Kronig 
transformation, giving rise to what is traditionally known as anomalous dispersion of the refractive 
index shown on the left side of Fig. 7. Note that the refractive index is positive for frequencies below 
resonance and negative at frequencies above it.

We have assumed that the rate at which photons are supplied to the system produces a negligible 
change of population in the upper and lower states. This means that the rate of population relax-
ation (recombination and diffusion, for example) is much faster than excitation. When the incident 
irradiance is sufficiently high, however, this may no longer be the case. The upper level can become 
appreciably occupied, reducing the availability of terminal states for optical transitions. The absorp-
tion thus decreases or bleaches, indicated by the dashed lines in Fig. 7. Associated with the change of 
absorption is a change of refractive index. The relationship between absorption and refraction can 
again be handled with the Kramers-Kronig transformation provided we consider the system as being 
composed of both the atoms and the input light beam, specifically the nonequilibrium change of 
population created by the input light. This is exactly the same mathematical formulation used in the 
description of nonresonant third-order nonlinearities introduced in Sec. 16.4. The difference here 
is that the absorption of photons is a resonant, linear process. The linear absorption of light then 
affects the linear optical properties of absorption and dispersion. Because the reduction of absorp-
tion depends directly on laser irradiance, it behaves like a third-order nonlinearity. We point out 
that the resonant nature of absorption saturation (and the associated nonlinear refraction) can lead 
to an unacceptable deviation from a third-order susceptibility description when the input irradiance 
goes even higher. In the high-power regime, a nonperturbative approach (i.e., not represented by a 
power series expansion) must be used.75

Absorption saturation spectroscopy (with emphasis on gases) is discussed at length in Ref. 59. It 
is also a principle nonlinear effect in bulk and quantum-confined semiconductors (where the simple 
two-level picture previously outlined must be substantially modified), having implications for opti-
cal switching and bistability.42,53,72,76

We briefly mention the density matrix (see Chap. 10,76 “Nonlinear Optics”). This is a powerful 
method of analysis for the resonant interaction of light with a two-level system. In addition to absorp-
tion saturation, the nonlinear optical effects described by the density matrix include Rabi oscillations, 
photon echoes, optical nutation, superradiance, self-induced transparency, and optical-free induction 

Absorption
Refractive
index

FIGURE 7 Absorption saturation and refraction of a 
two-level atomic system.
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decay, which are not immediately associated with a third-order nonlinearity derived from a perturba-
tion expansion of the polarization. Experimental manifestations of these phenomena, however, can 
often be represented by an effective third-order nonlinearity. The nonlinear optics of the two-level 
system and the associated optical Bloch equations derived from the density matrix formulation of the 
problem are discussed in Chap. 11, “Coherent Optical Transients.” The reader is also referred to many 
excellent textbooks and monographs.3,11,24,77,78

Thermal Effects

Linear absorption of light must result in energy deposition in the irradiated material. If the rate of 
energy deposition significantly exceeds its rate of removal, heating can take place. As the energy of 
a collection of atoms and molecules increases, it’s easy to understand that their macroscopic optical 
properties will be altered. When there is a linear relationship between laser irradiance and the refrac-
tive index, an effective third-order nonlinearity will result. The thermo-optic effect has a relatively 
straightforward physical interpretation and is arguably one of the most important optical nonlin-
earities. It is often the power-limiting mechanism of a high-power solid-state laser—where excessive 
circulating optical flux can cause thermal blooming in the laser crystal. This heat-induced lensing 
effect can destroy the beam quality. Thermal-index coefficients have been extensively tabulated, and 
the reader is referred to Refs. 18 and 42.

Photorefraction

Photorefraction results from the spatial redistribution of electrons and/or holes in a solid (see Chap. 12, 
“Photorefractive Materials and Devices”). Electron-hole pairs are generated by linear absorption 
of laser light. If the excitation geometry produces a spatial modulation of irradiance such as a two-
beam interference pattern, the electrons and holes will arrange themselves in accordance with the 
spatial irradiance profile. Often the linear absorption involves impurity levels. Mobile carriers tend to 
diffuse from the bright regions, leaving fixed charges behind. If a sinusoidally modulated, two-beam 
interference fringe pattern is written in a doped photorefractive crystal, for example, fixed charges of 
ionized states will be prevalent in the high irradiance regions while mobile charge carriers will tend 
to accumulate in regions with low light levels. A modulated space charge must exist, and therefore a 
modulated electric field pattern must be present as well. This field alters the refractive index via the 
linear electro-optic effect (i.e., Pockel’s effect). The photorefractive nonlinearity is clearly nonlocal, as 
it requires a spatial modulation of charge density. Manipulation of the carriers can also be obtained 
with static electric fields, and the response time tends to be of the order of seconds.3,18,79,80

16.10  EFFECTIVE THIRD-ORDER NONLINEARITIES; 
CASCADED b(2):b(2) PROCESSES

Materials lacking a center of inversion symmetry have nonzero c(2) and exhibit a second-order non-
linear polarization. This is the second term in the polarization power series expansion of Eq. (1) that 
is responsible for the most well-known effects in nonlinear optics, including second-harmonic gener-
ation (sum and difference frequency generation, optical rectification), and optical parametric processes 
(see Chap. 17, “Continuous-Wave Optical Parametric Oscillators”). It is also possible to cascade 
two c(2) processes to produce an effect that mimics a c(3) process. The most common and efficient 
way of producing THG, for example, is by a c(2) cascade process. In this interaction, an input source 
at w generates SHG via the second-order susceptibility c(2) (2w = w + w); the second harmonic and 
fundamental then mix in a second (or the same) nonlinear crystal to produce the third harmonic by 
sum frequency generation c(2)(3w = 2w + w). This type of nonlinearity is nonlocal because the two 
processes (SHG and SFG) take place in spatially separate regions.
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In addition to THG, all other c(3) effects have an analogous process in c(2):c(2) cascading. Consider 
the case where we have one frequency w. The corresponding cascaded c(2) effects are depicted in 
Fig. 8. Recall that the intrinsic c(3) is manifest as: (1) THG, (2) 2PA, and (3) the ac Stark effect. The 
horizontal block arrows indicate the point of cascade (i.e., the propagation of the beams between the 
two c(2) interactions). There are always two distinguishable c(2) interaction regions; hence c(2):c(2) is 
clearly nonlocal. We also point out that in general the photon frequencies can be different.

Although the analogy is limited, cascaded c(2) effects exhibit NLA and NLR mimicking c(3). In the 
case of SHG, for example, the manifestation of c(3) NLA is depletion of the pump beam. The utility 
of cascaded c(2):c(2) for producing large nonlinear phase shifts has been realized only recently.81–83 
The analysis of c(2) is relatively straightforward, involving the coupled amplitude equations govern-
ing the propagation of the interacting beams. For example, the nonlinear phase shift imposed on a 
fundamental beam (w) as it propagates through an SHG crystal of length L with a phase mismatch 
Δk = k(2w) − 2k(w) and assuming small depletion is82
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FIGURE 8 Cascaded c(2):c(2) effective third-order nonlinearities.
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Here deff = c(2)(2w  = w  + w)/2 is the effective tensor component of the second-order nonlinear sus-
ceptibility for a given experimental geometry.

Phase mismatch is represented by the bracketed term in Eq. (43), plotted in Fig. 9. Also shown in 
Fig. 9 is the depletion of the fundamental beam which, on the same level of approximation, can be 
regarded as an effective two-photon absorption coefficient that scales as b eff ~ sinc2 (ΔkL). Cascaded 
c(2) leads to an effective refractive index modulation (n2

eff) and two-photon absorption (b eff), but 
one should not conclude that the material’s index of refraction is altered or energy is deposited in 
the material. These coefficients describe only nonlinear phase shifts and the conversion of the fun-
damental beam to second-harmonic beams. The nonlinear phase shift from the c(2):c(2) process has 
been used to demonstrate nonlinear effects analogous to those observed previously with the intrinsic 
optical Kerr effect. These include self-focusing and self-defocusing,81 all-optical switching,85,86 
soliton propagation,87,88 and laser mode-locking.89

16.11 PROPAGATION EFFECTS

When the nonlinear optical polarization PNL(t) is known, the propagation of optical fields in a non-
linear medium can be analyzed with the aid of Maxwell’s equations:
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where P(t) is the total polarization including the linear and nonlinear terms. The slowly varying enve-
lope approximation is then usually made to reduce the above equation to a system of four coupled non-
linear differential equations for the four interacting fields. For thin nonlinear media, where there is no 
significant distortion of the spatial beam and temporal shape upon propagation, the problem simplifies 
greatly. Equations (19) and (20) were obtained with this approximation. For thick nonlinear media, 
however, linear and nonlinear diffraction as well as dispersion cannot be ignored. In this section, we 
discuss two important propagation phenomena: self-focusing and soliton formation.
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FIGURE 9 Calculated phase shifts in cascaded c(2):c(2).
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Self-Focusing

Self-focusing occurs in materials with a positive intensity-dependent refractive index coefficient 
(n2 > 0). Self-focusing (or Kerr-lensing) causes spatial collapse of the laser beam when it propagates 
through transparent optical materials, often leading to optical damage. It is a consequence of the 
nonuniform spatial profile of the laser beam.2,3,17,18 For a thin nonlinear material, one makes the 
so-called parabolic approximation for the nonlinear phase shift to obtain an approximate Kerr-lens 
focal length, assuming a Gaussian beam of radius w (1/e of the electric field profile):90

  f
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where L is the thickness of the medium, I is the irradiance, and 6 > a > 4 is a correction term. Note 
that when n2 is negative, Eq. (45) shows there will be a negative focal length and thus self-defocusing 
of the incident beam.

Equation (45) is valid for fNL >> L and Z0 >> L, where Z0 is the diffraction length (Rayleigh range) 
of the incident beam. This is the so-called external self-action regime.91 This approximation fails for 
thick nonlinear media and/or at high irradiance (i.e., internal self-action). Equation (44) must then 
be solved numerically. Analysis shows that self-lensing of a Gaussian beam overcomes diffraction at 
a distinct threshold power (i.e., the self-focusing threshold), given by the approximate formula:90,92
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Note that for sufficiently thick media, the self-focusing threshold occurs at a critical power, not 
at a threshold irradiance (i.e., the power at which the self-focusing overcomes diffraction). Self-
focusing and diffraction both scale with beam area, thus canceling out the spot size dependence 
in Eq. (46). Self-focusing and self-defocusing (collectively called self-action effects) are often 
employed in optical limiting applications. Self-action is also the essential mechanism for mode-
locking cw solid-state lasers, commonly known as Kerr-lens mode-locking.93

Solitons

Soliton waves are realized in many different physical circumstances, ranging from mechanical 
motion to light propagation. In general, they are robust disturbances that can propagate distortion-
free for relatively long distances. The robustness of optical solitons can be manifest in the time 
domain (temporal solitons), transverse space (spatial solitons), or both (light bullets). Temporal 
solitons have been extensively studied in optical fibers because of their tremendous utility in long-
distance optical communication. They exist as a consequence of a balance between the competing 
effects of linear refractive index dispersion and nonlinear phase modulation.

Assume a single beam propagating in a long nonlinear waveguide characterized by an instanta-
neous nonlinear index coefficient n2 and a linear refractive index n(w). Ignoring spatial effects (i.e., 
diffraction), we write the electric field as �( , ) ( , / )exp( )z t A u z t z v i t ik zg= − − +0 0 0ω c.c.  From Eq. (44), 
one derives a differential equation describing the evolution of the soliton field envelope u(z, t):3,51,94
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dependent change of the propagation wave vector. In MKS units, the peak intensity of the soliton 
pulse is I0 = n0e0c|A0|

2/2. Equation (47) is called the nonlinear Schrödinger equation (NLSE) and can 
be solved exactly. One solution gives the fundamental soliton pulse:
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where τ0
2

2= −k k/ NLΔ  is the soliton pulsewidth and κ τ= −k2 0
2/2 . Note that the modulus of the soli-

ton pulse envelope |u| remains unperturbed upon propagation. For this solution to exist, the GVD 
(k2) and the nonlinear refraction (ΔkNL) must have opposite signs. For transparent optical solids, 
including silica glass optical fibers, the nonlinear index coefficient n2 is almost always positive, 
which means that a negative GVD is required. In fused silica fibers, the point of balance is attained 
at a wavelength of l ≈ 1.55 μm. This is also a spectral region with very low absorption loss. This 
wavelength has become the standard for the telecommunications industry. Optical solitons in fibers 
were first reported by Mollenauer et al.51

Spatial solitons refer to the propagation of an optical beam without any change or distortion 
to its spatial irradiance distribution. In this type of soliton, a point of stability is achieved between 
linear diffraction (causing the beam to diverge) and nonlinear self-focusing. In the presence of a c(3) 
nonlinearity, a stable solution to the NLSE can be found in one spatial dimension only.95,96 Using a 
cascaded c(2):c(2) nonlinearity, however, two-dimensional spatial solitons (or solitary waves) have 
been demonstrated.87,88 Two-dimensional spatial solitons can be realized for a cascaded c(2):c(2) 
process because of its different behavior compared to c(3) at large nonlinear phase shifts. Specifically, 
cascaded c(2):c(2) exhibits a saturation of the nonlinear phase-shift that is a direct consequence of 
depletion of the fundamental beam.

16.12  COMMON EXPERIMENTAL TECHNIQUES 
AND APPLICATIONS

There are a variety of experimental methods for determining the characteristics (magnitude, response 
time, spectrum, etc.) of c(3) (or χeff

(3)). The merit of a technique depends on the nature of the nonlin-
earity and/or the specific property that we wish to measure. An example is obtaining short-time 
resolution at the expense of sensitivity. Nonlinear optical coefficients can be determined absolutely or 
relative to a reference material. In the former case, accuracy is determined by the ability to precisely 
characterize the incident beams. There are many potential sources of error and misinterpretation in 
nonlinear optical measurements. In thick samples, for example, the phase shift that occurs during 
beam propagation can lead to varying irradiance at different points within the sample. This can be 
quite difficult to account for and properly model. It is usually best to work in the external self-action 
regime (i.e., thin-sample limit so that beam propagation effects can be ignored)91 (see also Sec. 16.3). 
This greatly simplifies data analysis, since the equation describing nonlinear absorption can be sepa-
rated from nonlinear refraction. Even if the thin-sample approximation is satisfied, nonlinear refrac-
tion can deflect light so strongly after the sample that the detector does not collect all the transmitted 
energy. This will lead to an overestimation of the nonlinear loss. Particular care must be exercised 
when using ultrashort pulses. Pulse broadening effects due to group velocity dispersion, for example, 
may cast ambiguity on the magnitude as well as response time associated with a nonlinearity.

We briefly discuss a few of the commonly used experimental methods: four-wave mixing, excite-
probe techniques, interferometry, and Z-scan. It is practically impossible for any single technique 
to unambiguously separate the different nonlinear responses. Experiments are generally sensitive to 
several different nonlinearities at once. Different measurements are usually required to unravel the 
underlying physics, by varying parameters such as irradiance and pulse width. Near-instantaneous 
nonlinearities such as two-photon absorption and the optical Kerr effect should be independent 
of pulse width. Slower nonlinear responses will change as the pulse width approaches the response 
time. Ultrafast and cumulative nonlinearities are often present simultaneously in experiments (e.g., 
semiconductors), thus hindering their experimental isolation.

Time-Resolved Excite-Probe Techniques

Pump-probe (excite-probe) measurements allow the study of temporal dynamics in nonlinear 
absorption.27,60 In the usual implementation, a relatively strong pump pulse excites the sample and 
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changes its optical properties (see Fig. 10). A weaker probe pulse interrogates the excitation region 
and detects changes. By varying the relative time separation of the two pulses (i.e., by appropriately 
advancing and delaying the probe pulse), the temporal response can be mapped out. Specifically, 
relatively slow and fast nonlinear responses can be identified. Often, but not always, the probe is 
derived from the excitation beam. In degenerate pump-probe (identical frequencies), the probe 
beam is isolated from the pump beam in a noncollinear geometry (i.e., spatial separation as in Fig. 
10) or by orienting the probe with a different polarization.

Nondegenerate nonlinear absorption spectra can also be measured; one approach is to use a 
fixed-frequency laser pump and continuum (white light) probe such as the output of a flash-lamp.97 
The temporal width of a flashlamp source is usually much longer than the laser pulse, which causes a 
convolution of the fast two-photon response with much longer-lived cumulative nonlinearities in the 
probe spectrum. The availability of femtosecond white-light continuum sources has allowed nonde-
generate spectra to be obtained on short time scales where the ultrafast response dominates.27,98

Interpretation of the nonlinear response is complicated by the fact that pump-probe experi-
mental methods are sensitive to any and all induced changes in transmission (or reflection); pump-
induced phase shifts on the probe are not readily detected. A time-resolved technique that is very 
sensitive to index changes is the optical Kerr-gate. This is a form of the pump-probe experiment 
where induced anisotropy in a time-gated crystal leads to polarization changes.99 Beyond the two-
beam pump probe, three-beam interactions can produce a fourth beam through NLA and/or NLR. 
This is known as four-wave mixing and is discussed in the next section. The development of high-
irradiance, femtosecond-pulsed laser systems has led to the evolution of pump-probe measurements 
that automatically yield the nondegenerate nonlinear absorption spectrum. The femtosecond pulse 
is split into two beams: one beam is used for sample excitation while the other beam is focused 
into an appropriate material to produce a white-light continuum for probing. This white-light 
continuum is used to measure the response over a range of frequencies w′; this data is suitable for 
numerical evaluation via the K-K integral in Eq. (24). For a sufficiently broad spectrum of data, the 
K-K integration yields the nondegenerate n2 coefficient.100

Four-Wave Mixing

The most general case of third-order interaction has all four interacting waves (three input and one 
scattered) at different frequencies. Generating and phase-matching three different laser wavelengths 
in an experiment is a formidable task; the benefit is often an improved signal-to-noise ratio.

The other extreme is when all four waves have identical frequency, a situation known as degener-
ate four-wave mixing (DFWM), although it is commonly (and less precisely) referred to as four-wave 
mixing (see Chap. 12, “Photorefractive Materials and Devices” and Chap. 5, “Optical Properties of 
Semiconductors”). DFWM is readily implemented in the laboratory, since only a single laser source 
is needed. There are two general cases: nonresonant and resonant DFWM. In transparent media (i.e., 
nonresonant) the index of refraction is usually a linear function of laser irradiance, and nonresonant 
DFWM (wavelength far from an absorption resonance) leads to optical phase conjugation. Phase 

FIGURE 10 Pump-probe experiment.
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conjugation by the optical Kerr effect (Sec. 16.5) is one of the most important applications involving 
third-order nonlinearities.26 Nonresonant DFWM leads to the formation of a phase grating due the 
spatial modulation of the refractive index. Two of the beams write the phase grating while a third 
reads or probes the grating by diffracting from it, thereby generating a fourth beam (see Fig. 11). The 
diffracted beam can either be transmitted or reflected (i.e., a phase-conjugate beam) from the mate-
rial in a direction determined by the wave vectors of the interacting photons. In some experiments, 
the writing beams also serve to read the grating. One of the difficulties in interpreting DFWM data 
for third-order nonlinearities is that the signal is proportional to | | | { } { }|( ) ( ) ( )χ χ χ3 2 3 3 2= + ℑ�e m  (i.e., 
NLA and NLR both contribute). Separating the effects is difficult without performing additional 
experiments. Techniques that study different polarizations can provide information on the symme-
try properties of c(3).

In resonant DFWM, there is the added complication of optical absorption at the frequency of the 
interacting light beams.101 This is an example of a cascaded c(1):c(1) effective third-order nonlinear-
ity discussed in Sec. 16.9, where absorption causes population in excited states, resulting in a spatial 
grating due the spatial modulation of population. In principle, both phase and absorption gratings 
are present in resonant DFWM. In practice, it is usually the intensity-dependent changes of popula-
tion (i.e., effective c(3)) that dominate the nonlinear polarization, although this is not always the 
case.76 For example, photocarrier generation in a semiconductor can alter the bulk plasma frequency 
and thus modulate the refractive index, leading to a strong phase grating (see Sec. 16.9).

The diffracted beam contains a wealth of information about the system under study. In nonreso-
nant DFWM, the absolute magnitude and spectral width of the Kerr-effect nonlinearity (n2) can be 
obtained. Even more can be deduced from time-resolved DFWM, where the interacting beams are 
short laser pulses. If the pulses (two and sometimes three separate pulses) are delayed with respect to 
each other, the dynamic response of the nonlinear polarization can be measured. In resonant DFWM, 
the diffracted beam measures the coherent response of the optically coupled eigenstates of the system. 
The linewidth of the diffracted beam indicates the rate at which various physical processes broaden the 
transition. The nonlinear polarization can be washed out by mechanisms such as population relaxation 
and diffusion and scattering events associated with optically coupled states. Because of selection rules 
linking resonant states, various polarization geometries can be employed to study specific transitions. 
This can be very useful in studies of a complex system such as a semiconductor. Time-resolved experi-
ments with short pulses provide information that complements and elucidates spectral linewidth data 
obtained from measurements with long duration or continuous laser beams.26,60,102

Interferometry

Interferometric methods can be used to measure nonlinearly induced phase distortion.103,104 
One implementation of this approach places a sample in one path (e.g., arm) of an interferometer, 
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mixing experiment.
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and the interference fringes are monitored as a function of irradiance. If the interferometer is set 
up to give a series of straight-line interference fringes for low-input irradiance (linear regime), 
the fringes become curved near the region of high irradiance, such as the center of a Gaussian 
beam. The addition of a streak camera can add time resolution.27 Alternatively, a third beam 
can be added to the experiment. The sample is in the path of one weak beam and the strong 
third beam. The fringe pattern of the two weak beams is monitored as a function of sample 
irradiance provided by the strong beam. The relative fringe shift observed when the strong beam 
is present and blocked gives the optical path length change. The nonlinear phase shift can thus be 
determined. Interferometric experiments require excellent stability and precise alignment. When 
these conditions are met, sensitivities of better than l/104 induced optical path length change can 
be measured.

Z-Scan

The Z-scan was developed to measure the magnitude and sign of nonlinear refraction (NLR). It 
is also useful for characterizing nonlinear absorption (NLA) and for separating the effects of NLR 
from NLA.105,106 The essential geometry is shown in Fig. 12. Using a single, focused laser beam, one 
measures the transmittance of a sample through a partially obscuring circular aperture (Z-scan) or 
around a partially obscuring disk (EZ-scan107) placed in the far field. The transmittance is deter-
mined as a function of the sample position (Z) measured with respect to the focal plane. Employing 
a Gaussian spatial profile beam simplifies the analysis.

We illustrate how Z-scan (or EZ-scan) data is related to the NLR of a sample. Assume, for 
example, a material with a positive nonlinear refractive index. We start the Z-scan far from the focus 
at a large value of negative Z (i.e., close to the lens). The beam irradiance is low and negligible NLR 
occurs; the transmittance remains relatively constant near this sample position. The transmittance 
is normalized to unity in this linear regime as depicted in Fig. 13. As the sample is brought closer 
to focus, the beam irradiance increases, leading to self-focusing. This positive NLR moves the focal 
point closer to the lens, causing greater beam divergence in the far field. Transmittance through the 
aperture is reduced. As the sample is moved past the focus, self-focusing increasingly collimates the 
beam, resulting in enhanced transmittance through the aperture. Translating the sample farther 
toward the detector reduces the irradiance to the linear regime and returns the normalized trans-
mittance to unity. Reading the data right to left, a valley followed by peak is indicative of positive 
NLR. In negative NLR, one finds exactly the opposite: a peak followed by a valley. This is due to 
laser-induced self-defocusing. Characteristic curves for both types of NLR are shown in Fig. 12. The 
EZ-scan reverses the peak and valley in both cases. In the far field, the largest fractional changes in 
irradiance occur in the wings of a Gaussian beam. For this reason, the EZ-scan can be more than an 
order of magnitude more sensitive than the Z-scan.

We define an easily measurable quantity ΔTpv as the difference between the normalized peak 
and valley transmittance: Tp − Tv. Analysis shows that variation of ΔTpv is linearly dependent on the 

FIGURE 12 Z-scan experimental arrangement.
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temporally averaged induced phase distortion, defined here as ΔΦ0. If the Z-scan aperture is closed 
to allow linear transmission of less than 10 percent, and ΔTpv < 1:105,108

  Δ ΔΦTpv ≅0 41 0. | |   (49)

assuming cw illumination. If the experiment is capable of resolving transmission changes ΔTpv � 1%, 
the Z-scan will be sensitive to wavefront distortion of less than l/250 (i.e., ΔΦ0 = 2p/250). The 
Z-scan has demonstrated sensitivity to a nonlinearly induced optical path length change of nearly 
l/103, while the EZ-scan has shown a sensitivity of l/104, including temporal averaging over the 
pulsewidth.

To this point in the discussion, we have assumed a purely refractive nonlinearity with no NLA. It 
has been shown that two-photon absorption will suppress the peak and enhance the valley. If NLA 
and NLR are present simultaneously, a numerical fitting procedure can extract both the nonlinear 
refractive and absorptive coefficients. Alternatively, a second Z-scan with the aperture removed (all 
the transmitted light collected) can independently determine the NLA. Considering 2PA only and 
a Gaussian input beam, the Z-scan traces out a symmetric Lorentzian shape. The so-called open 
aperture Z-scan is sensitive only to NLA. One can then divide the partially obscuring Z-scan data 
by the open aperture data to give a curve that shows only nonlinear refraction. By performing these 
two types of Z-scans, we can isolate NLR and NLA without the need for a complicated numerical 
analysis of a single data set obtained with an aperture.

All-Optical Switching and Optical Bistability

Since the early 1980s, there has been substantial interest in third-order nonlinear optical behavior 
in materials because of the potential for performing high-speed switching operations—gate speeds 
many orders of magnitude faster than conventional electronics have been demonstrated. The pos-
sibility of increasing data rates on information networks provides the obvious motivation for this 
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research. A bistable optical switch has two stable output states for a given input (i.e., a specific 
optical power level). This has implications for applications such as optical data storage and power 
limiting. Both nonresonant c(3) and resonant effective c(3) processes have been extensively studied, 
primarily in semiconductors. The early work looked at bulk semiconductor behavior, but as the 
technology matured the emphasis shifted to specially designed optical waveguides made from suit-
able material. At the time of this writing, both resonant and nonresonant approaches have encoun-
tered problems that have limited practical use. The bound electronic nonlinearity responds on a 
femtosecond time-scale but is inherently weak. The laser irradiance must be increased to compen-
sate, but this leads to the unwelcome presence of 2PA and associated losses. Resonant nonlineari-
ties must involve the generation of carriers (electrons and holes). While such nonlinearities can be 
exceptionally strong, the speed of an optical switch depends crucially on the ability to manipulate 
the carriers. Generation of electron-hole pairs, for example, may dramatically affect the refractive 
index of a semiconductor and its ability to modulate light, but if the carriers have a long recombina-
tion lifetime the switch recovery time will be relatively slow. Other significant issues that must be 
weighed when comparing optical switching schemes to the all-electronic approach (i.e., transistors 
and integrated circuits) include device packaging density and heat removal.18,42,53,72,109,110
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17.1 INTRODUCTION 

Since the publication of an earlier review on optical parametric oscillators (OPOs) in 2000,1 there 
has been remarkable progress in the technological development and applications of OPO devices. 
Once considered an impractical approach for the generation of coherent radiation, OPOs have now 
been finally transformed into truly viable, state-of-the-art light sources capable of accessing difficult 
spectral regions and addressing real applications beyond the reach of conventional lasers. While the 
first experimental demonstration of an OPO was reported in 1965,2 for nearly two decades thereaf-
ter there was little or no progress in the practical development of OPO devices, owing to the absence 
of suitable nonlinear materials and laser pump sources. With the advent of a new generation of bire-
fringent nonlinear crystals, most notably b-BaB2O4 (BBO), LiB3O5 (LBO), and KTiOPO4 (KTP), but 
also KTiOAsO4 (KTA) and RbTiOAsO4 (RTA) in the mid-1980s, and advances in solid-state laser 
technology, there began a resurgence of interest in OPOs as potential alternatives to conventional 
lasers for the generation of coherent radiation in new spectral regions. The high optical damage 
threshold, moderate optical nonlinearity, and favorable phase-matching properties of the newfound 
materials led to important breakthroughs in OPO technology. In the years to follow, tremendous 
progress was achieved in the development of OPO devices, particularly in the pulsed regime, 
and a variety of OPO systems from the nanosecond to the ultrafast picosecond and femtosecond 
timescales, and operating from the near-ultraviolet (near-UV) to the infrared (IR) were rapidly 
developed. These developments led to the availability of a wide range of practical OPO devices and 
their deployment in new applications, with some systems finding their way to the commercial market. 
A decade later, in the mid-1990s, the emergence of quasi-phase-matched (QPM) ferroelectric 
nonlinear crystals, particularly periodically poled LiNbO3 (PPLN) stimulated new impetus for the 
advancement of continuous-wave (cw) OPO devices, traditionally the most challenging regime for 
OPO operation due to almost negligible nonlinear gains available under cw pumping. The flexibility 
offered by grating-engineered QPM materials, allowing access to the highest nonlinear tensor coef-
ficients, combined with noncritical phase matching (NCPM) and long interaction lengths (>50 mm 
in PPLN), enabled the low available nonlinear gains to be overcome, hence permitting the develop-
ment of practical cw OPOs in a variety of resonance configurations. As such, the advent of QPM 
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materials, most notably PPLN, but also periodically poled KTP (PPKTP), RbTiOAsO4 (PPRTA), and 
LiTaO3 (PPLT), has had an unparalleled impact on cw OPO technology. Combined with advances 
in novel high-power solid-state crystalline, semiconductor, and fiber pump sources over the past 
decade, these developments have led to the practical realization of a new class of cw OPOs with pre-
viously unattainable performance capabilities with regard to wavelength coverage, output power and 
efficiency, frequency and power stability, spectral and spatial coherence, and fine frequency tuning.   

With their exceptional spectral coverage and tuning versatility, temporal flexibility from the cw 
to femtosecond timescales, practical performance parameters, and compact solid-state design, OPO 
devices have now been firmly established as truly competitive alternatives to conventional lasers and 
other technologies for the generation of widely tunable coherent radiation in difficult spectral and 
temporal domains. In the current state of technology, OPO devices can provide spectral access from 
~400 nm in the ultraviolet (UV) to ~12 μm in the mid-infrared (mid-IR), as well as the terahertz 
(THz) spectral region. They can also provide temporal output from the cw and long-pulse micro-
second regime to nanosecond, picosecond, and ultrafast sub-20 fs timescales. Many of the developed 
OPO systems are now routinely deployed in a variety of applications including spectroscopy, optical 
microscopy, environmental trace gas detection and monitoring, life sciences, biomedicine, optical 
frequency metrology and synthesis, and imaging.

The aim of this chapter is to provide an overview of the advances in OPO device technology and 
applications since the publication of the earlier review in 2000.1 The chapter is concerned only with 
the developments after 2000, since many of the important advances in this area prior to that date 
can already be found in the previous treatment1 as well as other reviews on the subject.3–10 Because 
of limited scope, and given that most of the important advances over the last decade have been in
the CW operating regime, the chapter is focused only on a discussion of cw OPOs. Reviews on  
pulsed and ultrafast OPOs can be found elsewhere.3,4,6–10 This chapter also does not include a 
description of the fundamental concepts in nonlinear and crystal optics, parametric generation, 
amplification and gain, or a comprehensive description of the design criteria and operating prin-
ciples of OPO devices, which have been the subject of several earlier treatments.11–16

17.2  CONTINUOUS-WAVE OPTICAL PARAMETRIC 
OSCILLATORS 

Of the different types of OPO devices developed to date, advancement of practical OPOs in the cw 
operating regime has been traditionally most difficult, since the substantially lower nonlinear gains 
available under cw pumping necessitate the use of high-power cw pump laser or the deployment 
of multiple-resonant cavities to reach operation threshold. As in a conventional laser oscillator, 
the OPO is characterised by a threshold condition, defined by the pumping intensity at which the 
growth of the parametric waves in one round-trip of the optical cavity just balances the total loss 
in that round-trip. Once threshold has been surpassed, coherent light at macroscopic levels can 
be extracted from the oscillator. In order to provide feedback in an OPO, a variety of resonance 
schemes may be deployed by suitable choice of mirrors forming the optical cavity, as illustrated in 
Fig. 1a to e. The mirrors may be highly reflecting at only one of the parametric waves (signal or idler, 
but not both), as in Fig. 1a, in which case the device is known as a singly resonant oscillator (SRO). 
This configuration is characterised by the highest cw operation threshold. In order to reduce thresh-
old, alternative resonator schemes may be employed where additional optical waves are resonated 
in the optical cavity. These include the doubly resonant oscillator (DRO), Fig. 1b, in which both the 
signal and idler waves are resonant in the optical cavity, and the pump-resonant or pump-enhanced 
SRO, Fig. 1c, where the pump as well as one of the generated waves (signal or idler) is resonated. In 
an alternative scheme, Fig. 1d, the pump may be resonated together with both parametric waves, in 
which case the device is known as a triply resonant oscillator (TRO). Such schemes can bring about 
substantial reductions in threshold from the cw SRO configuration, with the TRO offering the low-
est operation threshold. In an alternative scheme, the external pump power threshold for a cw SRO 
may also be substantially reduced by deploying internal pumping, where the OPO is placed inside 
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a minimally output-coupled pump laser. A schematic of such an intracavity SRO (IC-SRO) is illus-
trated in Fig. 1e.

The comparison of steady-state threshold for conventional externally pumped cw OPOs under 
different resonance schemes is shown in Fig. 2, where the calculated external pump power thresh-
old is plotted as a function of the effective nonlinear coefficient of several materials including LBO, 
KTA, KTP, KNbO3, PPLN, and PPRTA. From the plot, it is clear that for the majority of birefringent 
materials the attainment of cw SRO threshold requires pump powers on the order of tens of watts, 
well outside the range of the most widely available cw laser sources. However, in the case of PPLN, 
the cw SRO threshold is substantially reduced to acceptable levels below ~1 W, bringing operation 
of cw SROs within the convenient range of widespread cw solid-state pump lasers. With the cw 
PE-SRO, considerably lower thresholds can be achieved, from a few hundred milliwatts to ~1 W for 
birefringent materials and below ~100 mW for PPLN. In the case of cw DRO, still lower thresholds 
of the order of 100 mW are attainable with birefringent materials, with only a few milliwatts for 
PPLN, whereas with the cw TRO, thresholds from below 1 mW to a few milliwatts can be obtained 
in birefringent materials. 

It is thus clear that practical operation of cw OPOs in SRO configurations is generally beyond 
the reach of birefringent materials, but requires DRO, TRO, and PE-SRO cavities. On the other 
hand, implementation of cw SROs necessitates the use of PPLN or similar QPM materials, offering 
enhanced optical nonlinearities, and long interaction lengths under NCPM. However, the thresh-
old reduction from SRO to PE-SRO, DRO, and TRO cavity configurations is often achieved at the 
expense of increased spectral and power instability in the OPO output arising from the difficulty in 
maintaining resonance for more than one optical wave in a single optical cavity. For this reason, the 
cw SRO offers the most direct route to the attainment of high output stability and spectral control 
without stringent demands on the frequency stability of the laser pump source. On the other hand, 
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practical implementation of cw PE-SRO, DRO, and TRO requires active stabilization techniques 
to control output power and frequency stability, with the PE-SRO offering the most robust con-
figuration for active stabilization and TRO representing the most difficult in practice. In addition, 
practical operation of OPOs in multiple resonant cavities can only be achieved using stable, single-
frequency pump lasers and such devices also require more complex protocols for frequency tuning 
and control than the cw SRO. More detailed description of the different resonance and pumping 
schemes for OPOs and analytical treatment of tuning mechanisms, spectral behavior, frequency 
control, and stabilisation can be found in an earlier review.1

Singly Resonant Oscillators

By deploying the intracavity pumping scheme using a Ti:sapphire laser in combination with a 20-mm 
PPKTP crystal, Edwards et al.18 reported a cw IC-SRO capable of providing up to 455 mW of non-
resonant infrared idler power at a down-conversion efficiency of 87 percent. Using a combination 
of pump tuning at room temperature and crystal temperature tuning, idler (signal) coverage in the 
2.23 to 2.73 μm (1.14 to 1.27 μm) spectral ranges was demonstrated. By configuring the Ti:sapphire 
pump laser and the SRO in ring cavity geometries and using intracavity etalons, 115 mW of uni-
directional, single-frequency idler power was generated at 2.35 μm with mode-hop-free operating 
time intervals of about 10 s under free-running conditions. The resonant signal was measured to 
have a linewidth <15 MHz for  a pump linewidth <25 MHz. 

The advent of PPLN with large effective nonlinearity (deff ~15 pm/V) and long interaction 
lengths (currently up to 80 mm) under NCPM has enabled the development of cw SROs in conventional 
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sents the maximum enhancement attainable with parasitic losses of ~3 percent at the pump.17
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external pumping configurations using more commonly available, moderate- to high-power solid-
date pump sources. By deploying a fixed-frequency, cw, single-mode Nd:YVO4 pump laser at 1.064 μm, 
Bisson et al.19 developed a portable source for mid-IR photoacoustic spectroscopy based on a 
PPLN cw SRO by using discrete mode-hop tuning of the idler. The SRO, based on a 50-mm PPLN 
crystal with fanned grating (Λ = 29.3 to 30.1 μm), was configured in a ring cavity, and frequency 
selection and fine tuning was implemented using solid or air-spaced intracavity etalons. With an 
uncoated, 400-μm-thick, solid Nd:YAG etalon, a total mode-hop-tuning range of ~4 cm–1 for the 
idler in discrete steps of 0.02 to 0.1 cm–1 was achieved by rotation of the etalon. The SRO could 
deliver a maximum idler power of ~120 mW at a pump depletion of 40 to 50 percent for 6 W of 
pump power. Using the mode-hop-tuned idler output near 3.3 μm, photoacoustic spectroscopy of 
the methane Q branch was performed at atmospheric pressure by simultaneous tuning of the PPLN 
crystal combined with etalon rotation. A total of four etalon scans covering ~10 cm–1 was necessary 
to trace the Q branch spectrum. In an effort to achieve a constant tuning rate as well as minimize 
insertion loss due to etalon rotation, which in turn leads to mode hops arising from variable heat-
ing of the PPLN crystal due to the changes in intracavity power, an alternative air-spaced fused silica 
etalon with ~0.5 to 1.5 mm spacing and ~5 percent reflectivity at the signal (~1.57 μm) was also 
employed in the present device. While resulting in a higher oscillation threshold (~4 W) and lower 
idler output (~80 mW), the combination of PPLN tuning and piezoelectric scan of the etalon over a 
distance of 3 μm (at 1.5 mm separation) yielded a total mode-hop tuning range of ~14 cm–1 for the 
idler at a constant tuning rate and in discrete steps of 0.1 cm–1, providing sufficient resolution for 
atmospheric sensing and pressure-broadened spectroscopy. The measured linewidth of the idler was 
<10 MHz with a passive stability of ~50 MHz over 30 s.

By using a 10-W cw single-frequency diode-pumped Nd:YAG laser at 1.064 μm, Van Herpen
et al.20 demonstrated a cw SRO based on PPLN with a mid-IR idler tuning range of 3.0 to 3.8 μm. 
The SRO, configured in a ring cavity and using a crystal with fanned grating (L = 50 mm, Λ = 
29.3 to 30.1 μm) exhibited a pump power threshold of ~3 W and could provide a maximum idler 
output power of 1.5 W at 3.3 μm for 9 W of pump power. The combination of the single-mode 
pump laser, a ring cavity for the SRO, and the inclusion of an intracavity air-spaced etalon enabled 
mode-hop-free tuning of the idler over 12 GHz by tuning the pump frequency over 24 GHz, with 
the idler mode-hop tuning range limited by mode hopping in the pump laser. Under this condi-
tion, 700 mW of single-frequency, smoothly tunable idler power could be provided by the SRO. In a 
later experiment,21 using the same PPLN crystal and identical cavity design for the SRO, the authors 
were able to improve the idler output power in the 3.0 to 3.8 μm range by increasing the available 
Nd:YAG pump power to 15 W and by optimizing pump focusing and the SRO cavity length. The 
SRO similarly exhibited a cw power threshold of ~3 W, but could provide 2.2 W of idler power for 
10.5 W of input pump power. The coarse and fine tuning properties of this SRO were similar to the 
earlier device. For fine tuning, an intracavity air-spaced etalon with variable spacing of 0.2 to 3 mm 
(FSR = 50 to 750 GHz) was used. Continuous scanning of etalon spacing resulted in discrete mode-
hop tuning of the idler over 100 GHz. With a 400-μm uncoated solid YAG etalon (FSR = 207 GHz), 
an idler mode-hop tuning range of 10 cm–1 in steps of 0.02 to 0.1 cm–1 (0.6 to 3 GHz) could be 
obtained by rotation of the etalon. Subsequently, using the same pump laser, the authors reported a 
cw SRO based on a multigrating PPLN crystal (Λ = 25.9 to 28.7 μm) and providing extended idler 
coverage into the 3.7 to 4.7 μm spectral range in the mid-IR.22 The ring-cavity SRO exhibited an 
oscillation threshold of between 5 and 7.5 W over this spectral range and for an input pump power 
of 11 W could provide a maximum idler output of 1.2 W at 3.9 μm, decreasing to 120 mW at 4.7 μm. 
The increase in SRO threshold and corresponding decrease in output power were attributed to the 
increasing idler absorption in PPLN at longer wavelengths toward 5 μm. With the inclusion of the 
same 400-μm uncoated YAG etalon to stabilize the resonant signal frequency, continuous mode-
hop free tuning of the idler was achieved by tuning the pump frequency over 24 GHz, but with a 
reduction in idler power by as much as 50 percent. Discontinuous mode-hop tuning of the idler 
output could also be obtained through rotation of the intracavity etalon. In a later report, the use of 
a tunable high-power (>20 W) diode-pumped Yb:YAG laser in combination with two PPLN crystals 
with fanned gratings (Λ = 28.5 to 29.9 μm) and two sets of OPO mirrors enabled the generation of 
widely tunable idler radiation with a total tuning range of 2.6 to 4.66 μm, and at increased
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cw power levels up to 3 W.23 For frequency stability, a 400-μm uncoated YAG etalon (FSR = 207 GHz) 
was similarly used internal to the SRO cavity (Fig. 3). The SRO had a threshold of 8 W and, with
nonoptimized mirror and crystal coatings, could provide 3.0 W of mid-IR idler output at 2.954 μm 
for 18 W of pump power. The SRO could provide an idler mode-hop tuning range of 25 GHz in 
steps of 100 MHz (FSR of the pump laser cavity) by tuning the intracavity pump etalon. Combined 
with the tuning of the Lyot filter within the pump laser, a total mode-hop tuning range of 190 GHz 
could be scanned, limited by a mode hop in signal frequency of 207 GHz corresponding to the 
FSR of the YAG etalon within the SRO cavity. By recording the photoacoustic signal in ethane, the 
authors characterized the frequency stability of the SRO. Due to unoptimized coatings, the idler 
exhibited frequency instabilities of 90 MHz/s, while temperature fluctuations in the PPLN crystal 
resulted in an idler frequency drift of 250 MHz over 200 s. In the same report, the authors demon-
strated extension of the idler wavelength to 3.3 to 4.66 μm using the broad tuning of the pump laser 
(1.024 to 1.034 μm) in combination with grating tuning of the PPLN crystal, providing 200 mW of 
idler power at 4.235 μm, corresponding to the strongest CO2 absorption line. 

Subsequently, Ngai et al.24 reported a cw SRO with automatic tuning control based on a mul-
tigrating MgO:PPLN (L = 50 mm, Λ = 29.0 to 31.5 μm). A schematic of the experimental setup 
is shown in Fig. 4. The SRO was pumped by a master oscillator-power amplifier (MOPA) laser at 1064 
nm, providing 11.5 W of single-frequency output with a linewidth of 5 kHz (over 1 ms), frequency 
stability of 50 MHz/h, and continuous tuning over 48 GHz. The combination of temperature and 
grating tuning in the MgO:PPLN crystal provided coarse coverage over 2.75 to 3.83 μm in the idler 
and 1.47 to 1.73 μm in the signal, with a maximum idler power of 2.75 W. By using a ring SRO cav-
ity containing a 400-μm-thick uncoated solid YAG etalon (FSR = 207 GHz), a short-term frequency 
stability of 4.5 MHz over 1 s was attainable in the absence of active stabilization. Fine wavelength 
scanning of the idler output was achieved through a combination of pump tuning, etalon rota-
tion, and temperature tuning using an automated process with computer control. First, by con-
tinuous tuning of the pump frequency over 48 GHz at a fixed etalon angle, the idler could be tuned 
over 12 GHz before the occurrence of a mode hop in the pump laser (Fig. 5). The total idler tuning 
range attainable in this way was 207 GHz, limited by an etalon mode hop. Then, by rotation of the 

FIGURE 3 Experimental setup of the cw SRO. The pump wavelength 
varies from 1024 to 1034 nm and the idler wavelength from 2.6 to 4.7 µm. 
A pump rejecter mirror separates the pump light from the idler and signal 
beams, after which the idler beam is reflected toward the wavemeter and 
photoacoustic cell. The signal wavelength can be measured with the same 
wavemeter by replacing the idler reflector with a signal reflector.23
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etalon to a new angle, the pump was again scanned until a new total tuning range of 207 GHz was 
covered, and process was repeated. Finally, changing the crystal temperature by 2 to 5oC, and repeat-
ing the entire process, wavelength scans of up to 450 cm–1 with a resolution of <5 × 10–4 cm–1 could 
be obtained with a single grating period. Using this automated tuning process, the utility of the cw 
SRO for sensitive detection of CO2, methane, and ethane was demonstrated with photoacoustic and 
cavity leak-out spectroscopy, and analysis of human breath was performed by recording the absorp-
tion spectra of methane, ethane, and water in two test persons using photoacoustic spectroscopy.

With the continued advances in pump laser technology, the development of cw SROs based on 
high-power diode-pumped fiber lasers and amplifiers has also become a reality. Fiber lasers are 
attractive alternatives as pump sources for cw SROs, because they combine the high-power proper-
ties of crystalline solid-state laser materials with significant wavelength tuning and excellent spatial 
beam quality in compact and portable design. The pump tuning capability allows rapid and wide 
tuning of the SRO output without recourse to temperature or grating period variation, while the 
high available powers and excellent beam quality allow access to SRO threshold and enable the gen-
eration of practical output powers. The use of fiber pump lasers can thus provide a versatile class 
of cw SROs for the mid-IR that offer the advantages of simplicity, compact all-solid-state design, 
portability, reduced cost, improved functionality, and high output power and efficiency. Operation 
of a cw SRO pumped by a fiber laser was first reported by Gross et al.25 using a tunable Yb-doped 
fiber laser. The laser delivered more than 8 W of cw output power in excellent spatial beam quality 
and was tunable over the wavelength range of 1031 to 1100 nm. With the use of a 40-mm-long multi-
grating PPLN crystal and a ring cavity for the SRO, a cw idler output power of 1.9 W was generated 
at a wavelength of 3.2 μm in the mid-IR for 8.3 W of fiber pump power, with a corresponding SRO 
power threshold of 3.5 W. Idler wavelength tuning over 3.057 to 3.574 μm could be accomplished 
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by varying the crystal temperature or changing the grating period. However, wider and more con-
venient wavelength tuning was also available by exploiting the tuning capability of the fiber pump 
laser, where an idler tuning range of more than 700 nm over 2.980 to 3.700 μm was obtained by 
varying the pump wavelength between 1.032 and 1.095 μm. In a subsequent experiment, Klein 
et al.26 demonstrated rapid wavelength tuning of a similar cw SRO by using electronic wavelength 
control of the Yb-doped fiber pump laser with an acousto-optic tunable filter. The SRO, based on a 
40-mm-long single-grating PPLN crystal, was arranged in a similar ring cavity and, at a fixed crystal 
temperature and grating period, could be rapidly tuned over 3.160 to 3.500 μm in the idler wave-
length by electronically tuning the fiber pump laser from 1060 to 1094 nm. The 340-nm idler tuning 
could be achieved within a time interval of 330 μs, representing a frequency tuning rate of 28 THz/
ms. The overall electronic tuning range of the fiber pump laser over 1.057 to 1.100 μm resulted in an 
SRO idler tuning range of 437 nm in the mid-IR, from 3.132 to 3.569 μm. For the maximum fiber 
pump power of 6.6 W at 1.074 μm, the SRO generated an idler output power of 1.13 W at 3.200 μm.

More recently, operation of a low-threshold mid-IR cw SRO was reported by Henderson and 
Stafford27 using MgO:PPLN and an all-fiber laser pump source. A schematic of the experimental 
setup is shown in Fig. 6. The cw single-frequency pump at 1083 nm was configured in a MOPA 
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arrangement using a 20-mW distributed feedback (DFB) fiber laser with 50-kHz linewidth as the 
seed and a polarization-maintaining fiber as the amplifier. The use of fiber connection between 
the two stages ensured an all-fiber configuration with no free-space components, alignment-free 
injection, and minimum long-term cavity misalignment. The MOPA could provide up to 3.5 W of 
amplified single-mode pump power for 20 mW of input seed power. Using multigrating and fanned 
crystals (Λ = 31.3 to 32.5 μm) of 80-mm interaction length and operating the SRO just above room 
temperature (30oC), oscillation thresholds as low as 780 mW were obtained, with up to 750 mW of 
idler power generated for 2.8 W of fiber pump power. The idler output was tunable over 2650 to 
3200 nm with a near-diffraction-limited spatial mode up to 500 mW and beam quality factor M 2 = 1.04. 
By exploiting the tunability of the pump laser through application of a voltage to the piezoelectric 
transducer attached to the fiber (rapid) and temperature variation of the seed source (slow), contin-
uous mode-hop-free tuning of the idler over more than 120 GHz was demonstrated (Fig. 7). Using a 
Fabry-Perot interferometer, the idler linewidth was measured to be 1.1 MHz at 3.17 μm. The narrow 
linewidth, broad coarse wavelength coverage, and rapid mode-hop-free tuning of the idler through 
piezoelectric tuning of the pump enabled high-resolution spectroscopy in a variety of mid-IR gases 
including water vapor, CO2, and methane.

The development of PPLN has also led to substantial reductions in cw SRO power threshold, 
compatible with the direct use of semiconductor diode lasers as pumps for cw SROs. In addition to 
a compact design, an important advantage of this approach is the tunability of diode laser, which 
allows rapid and continuous tuning of SRO output at a fixed temperature and grating period 
through pump tuning. However, to provide the sufficiently high cw pump powers (typically >1 W) 
and the highest beam quality to attain SRO threshold, it has been necessary to boost the available 
power from single-mode diode lasers using amplification schemes. By employing a grating stabi-
lized, extended-cavity single-stripe InGaAs semiconductor diode laser at 924 nm as a master oscil-
lator and a single-pass tapered amplifier, Klein et al.28 demonstrated operation of a cw SRO based 
on a 38-mm-long PPLN crystal with a pump power threshold of 1.9 W. For 2.25 W of diode pump 
power, 200 mW of single-frequency idler radiation was generated at 2.11 μm. Wavelength tuning 
was achieved by electronic control of the master oscillator cavity, providing continuous mode-
hop-free tuning of the diode pump radiation over 60 GHz from the power amplifier with a corre-
sponding linewidth of <4 MHz. By using an intracavity etalon to fix the resonant signal frequency, 
a continuous mode-hop-free idler tuning of 56 GHz was obtained at 2.11 μm by tuning the pump 
wavelength. In an alternative scheme, using a distributed Bragg reflector (DBR) diode laser at 1082 nm, 
which was amplified in an Yb-doped fiber, Lindsay et al.29 achieved rapid mode-hop-free tuning of 
a mid-IR cw SRO. A schematic of the experimental configuration is shown in Fig. 8, and the SRO idler 
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FIGURE 6 Schematic of experimental configuration for the fiber-pumped 
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17.10  NONLINEAR OPTICS

output power and tuning range are shown in Fig. 9. The SRO was based on a 40-mm PPLN crys-
tal and could provide rapid continuous tuning over 110 GHz in 29 ms. Coarse and discontinuous 
wavelength tuning of the idler wave was also obtained over 20 nm by tuning the DBR diode laser, 
and more than 1 W of idler output power was generated across the 3.405 to 3425 μm range for 6.9 W 
of input pump power. An overall idler tuning range of 300 nm in the 3 to 3.5 μm band in the mid-IR 
was also available by varying the temperature of the PPLN crystal. 
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The availability of increasingly powerful pump sources such as cw fiber lasers, together with the 
high nonlinear coefficient (deff ∼17 pm/V) and long interaction lengths (50 to 80 mm) in PPLN, 
can now readily permit practical operation of cw SROs many times above operation threshold, 
providing multiwatt idler output powers. At the same time, the presence of high optical powers 
can lead to additional linear and nonlinear optical effects which can modify SRO output charac-
teristics. These include thermal loading of the crystal due to linear absorption, which can result 
in thermal lensing, thermal phase mismatching and output beam quality degradation, or spectral 
generation and broadening due to higher-order nonlinear optical effects. As such, optimum per-
formance of cw SROs at high pump powers requires strategies to combat such effects in order to 
achieve maximum conversion efficiency and output extraction at full pump power, while maintain-
ing the highest spectral and spatial beam quality, power, and frequency stability. The performance 
characteristics of cw SROs at high pump powers many times threshold have been studied by 
Henderson and Stafford.30 By deploying a 15-W cw single-frequency Yb fiber laser at 1064 nm 
as the pump and 50-mm MgO:PPLN crystals with multiple (Λ = 31.5 to 32.1 μm) and fanned 
(Λ = 30.8 to 31.65 μm) gratings, they investigated the effects of pump power on crystal heating, 
wavelength tuning, beam quality, and optimum output power and extraction efficiency. With 
the high beam quality of the fiber laser (M2 ~ 1.06), and using a ring cavity with mirrors of 
highest reflectivity at the signal (R ~ 99.9 percent) and optimum mode-matching, they achieved 
a threshold as low as 1.0 W, enabling SRO operation at up to 15 times threshold. With the multi-
grating crystal, the SRO reached a pump depletion of 91 percent at 2.5 times threshold, remaining 
constant to within ~10 percent up to the maximum pump power at 15 times above threshold. The 
idler output, measured at 2610 nm, exhibited a linear increase with input pump power, reach-
ing 4.5 W at 15 W of pump, with a corresponding external photon conversion efficiency of ~74 
percent. However, operation of SRO at increasing levels of pump power was found to result in a 
passive increase in crystal temperature and thus a shift in the output wavelength. At the highest 
pump power the rise in crystal temperature was as much as 23oC, leading to a significant shift in 
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signal (26 nm) and idler (57 nm) wavelengths compared to operation at low pump power. Given 
the minimal absorption of the MgO:PPLN crystal at idler wavelengths of 2 to 3 μm in this SRO, 
the self-heating effect was attributed to the finite absorption of the intracavity signal power. To 
confirm this, the authors deployed output coupling of the signal by replacing one of the high reflec-
tors with a 4.2 percent output coupler. By operating the SRO at an ambient temperature of 26oC, 
they observed a 22oC rise in crystal temperature to 47oC under minimum output coupling at the 
maximum pump power. However, when using the 4.2 percent output coupler, the corresponding 
temperature rise was only 2.5oC, from 26oC to 28.5oC. Using measurements of signal output power, 
they estimated the circulating signal power to be as high as ~1.4 kW at the maximum pump power 
under minimum output coupling, decreasing to ~100 W with the 4.2 percent output coupler. By 
estimating the total absorption in the 50-mm crystal as 0.4 percent (0.08 percent/cm), they were 
able to conclude that an absorbed signal power of 5 W was responsible for the 22oC rise in crystal 
temperature. These measurements clearly confirmed the role of the intracavity signal power in heating 
of the MgO:PPLN crystal and its influence on spectral shifting of SRO output. The rise in crystal tem-
perature was also observed to have a significant influence on the degradation of spatial quality of the idler 
beam by inducing thermal lensing effects within the crystal. From measurement of idler beam quality 
at the same output power level of 3.2 W, they were able to deduce a quality factor of M2 ~ 1.35 under 
minimum output coupling compared to M2 ~ 1.0 when using the 4.2 percent output coupler, hence 
confirming the deleterious effects of high circulating signal power on SRO beam quality and thus the
need for optimization of output coupling at a given pump power to achieve the highest beam quality while 
maintaining maximum extraction efficiency. To this end, the authors also investigated the optimization of 
SRO output power and extraction efficiency at the maximum pump power by using variable output cou-
pling (0 to 5 percent) for the signal across a limited tuning range. Using the fanned crystal, they found the 
optimum output coupling value to be 3.0 percent, resulting in the simultaneous extraction of 3.0 W of 
idler and 4.2 W of signal at an overall extraction efficiency of 48 percent. Under this condition, the pump 
depletion was 78 percent and SRO threshold was 5.8 W, corresponding to the optimum pumping ratio of 
~2.5 for maximum power extraction. The effect of use of signal output coupling as a means of optimiz-
ing the performance of cw SROs was also later investigated in a separate experiment by Samanta and 
Ebrahim-Zadeh.31 Using a cw SRO based on MgO:sPPLT pumped at 532 nm, the authors demonstrated 
improvements of 1.08 W in total output power, 10 percent in total extraction efficiency, and a 130-nm 
extension in the useful tuning range, while maintaining pump depletions of 70 percent, idler output powers 
of 2.59 W, and a minimal increase in oscillation threshold of 24 percent. The output-coupled cw SRO could 
deliver a total power of up to 3.6 W at 40 percent extraction efficiency across 848 to 1427 nm. The single-
frequency resonant signal also exhibited a higher spectral purity than the nonresonant idler output.

The high nonlinear gain coefficient of PPLN combined with the large optical powers present in 
cw SROs has also been observed to give rise to higher-order nonlinear effects in addition to the second-
order parametric process. In a recent example of such an effect,32 operation of a cw SRO based on 
MgO:PPLN was reported together with simultaneous Raman action driven by the high intracavity 
signal intensity. The SRO, based on a multigrating MgO:PPLN crystal (L = 50 mm, Λ = 28.5 to 
31.5 μm), was configured in a linear standing-wave cavity and pumped by a 10-W Yb fiber laser  at 
1070 nm. Two sets of cavity mirrors were used for the SRO, providing different reflectivities for the 
signal over 1500 to 1700 nm. With the low-Q cavity (R = 98.2 to 99 percent; Q ∼ 108), normal cw SRO 
operation with the expected signal and idler spectra was achieved with a 3.3-W threshold, and 1.6 W 
of idler power was generated at 3620 nm for 8 W of pump at an optical efficiency of 20 percent and 
slope efficiency of 35 percent. With the high-Q SRO cavity (R = 99.4 to 99.8 percent; Q ∼ 109), stimu-
lated Raman action with characteristic spectra was simultaneously observed in the vicinity of signal 
spectrum, driven by the tenfold increase in intracavity signal power to ∼100 W. The cw SRO threshold 
in this case was reduced to 0.5 W, with a corresponding reduction in optical efficiency to 16 percent 
and slope efficiency to 15 percent. The pump power threshold for Raman conversion was 1.9 W. While 
stimulated by intracavity signal power, Raman action was present only for grating periods and mirror 
reflectivities with lowest loss at the corresponding wavelengths, confirming the resonant nature of the 
observed effect. It was also observed that the presence of Raman oscillation with the high-Q SRO cav-
ity resulted in improved idler RMS power stability of 1.46 percent compared to a 4.1 percent variation 
with the low-Q cavity, suggesting power limiting of intracavity signal by the Raman conversion.
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In a subsequent experiment, Henderson and Stafford33 also observed stimulated Raman oscil-
lation in a high-power cw SRO based on MgO:PPLN. Using a 14.5-W cw single-frequency Yb fiber 
laser at 1064 nm and the same SRO arrangement as in Ref. 30, they observed Raman conversion 
of the intracavity signal under minimum output coupling and at pump powers more than 2 times 
above threshold, corresponding to circulating signal powers in excess of 230 W. Because of the 
increasing loss of SRO cavity across an extended tuning range, only two components of the Raman 
spectrum could be observed. However, under conditions of output coupling no Raman generation 
was observed up to the maximum available pump corresponding to 170 W of intracavity signal 
power. In the same cw SRO, the authors also observed spectral broadening of the resonant signal 
wave at high pump powers. Using highly reflecting mirrors to minimize threshold to 1.5 W, they 
were able to investigate the evolution of signal spectrum with pump power above threshold. It was 
observed that while at pump powers up to 3 times above threshold, the signal spectrum remained 
single-frequency, at pumping ratios between 3 to 4.7 the spectrum exhibited broadening with a 
symmetric pattern of side modes. The side modes were separated by between 0.2 and 0.5 nm, with 
their number and intensity increasing with pump power. Above a pumping ratio of 4.7, the signal 
spectrum was observed to become continuous with a FWHM bandwidth of ∼2 nm. These observa-
tions, which were found to be in qualitative agreement with predicted theory, confirm that the oper-
ation of cw SROs at high pump powers and under the conditions of minimum signal coupling must 
be limited below a critical pumping ratio of ∼4.5, if single-frequency oscillation is to be maintained. 
Since the maximum conversion in the same experiments was found to be attainable at a pumping 
ratio of 2.5, by choosing an optimum output coupling of 3.0 percent, the authors increased the
SRO threshold to 5.1 W and so were able to maintain single-frequency operation up to the full avail-
able pump power of 14.5 W by remaining above the optimum pumping ratio (∼2.5) for optimum 
conversion, but below the critical ratio (∼4.5) for spectral broadening and multimode operation. 
Under this condition, 5.1 W of single-mode signal and 3.5 W of single-mode idler were simultane-
ously generated for 14.5 W of pump at an overall extraction efficiency of nearly 60 percent, with a 
measured idler bandwidth of 30 kHz over 500 μs.

The advent of QPM nonlinear materials has had a profound impact on cw SROs, with the vast 
majority of devices developed to date based on PPLN as the nonlinear material. When pumped near 
~1 μm by solid-state, amplified semiconductor, or fiber lasers, they can provide potential coverage 
from above ~1.3 μm up to the absorption edge of the material near ~5 μm. For wavelength genera-
tion below ~1.3 μm, the use of PPLN is generally precluded by photorefractive damage induced by 
visible pump or signal radiation. As such, the development of practical cw OPOs for visible and 
near-IR at wavelength below ~1.3 μm has remained difficult, particularly in high-power SRO con-
figuration where strong visible pump and signal radiation are present. This has thus necessitated the 
use of additional frequency conversion schemes or deployment of alternative QPM materials such as 
PPKTP and, more recently, MgO-doped periodically poled stoichiometric LiTaO3 (MgO:sPPLT). To 
extend the tunable range of cw SROs to the visible range, Strossner et al.34 used an approach based 
on second harmonic generation (SHG) of the idler output from a cw SRO in an external enhance-
ment cavity. By deploying a 10-W, single-frequency, cw pump laser at 532 nm in combination with 
multigrating PPKTP (L = 24 mm, Λ = 8.96 to 12.194 μm) and PPLN (L = 25 mm, Λ = 6.51 to 9.59 μm) 
crystals as the OPO gain medium, and PPLN (L = 43 mm, Λ = 6.51 to 20.93 μm) for SHG, a vis-
ible green-to-red tuning range of 550 to 770 nm in the frequency-doubled idler was demonstrated. 
Together with direct signal (656 to 1035 nm) and idler (1096 to 2830 nm) tuning, this resulted in a 
total system tuning range of 550 to 2830 nm, with a tuning gap of ~60 nm over 1035 to 1096 nm. 
The output power, limited by photorefractive damage to the PPLN crystal, and optical damage to the 
PPKTP crystal and coatings induced by input pump, was 60 mW (signal), 800 mW (idler), and 70 mW 
(visible frequency-doubled idler) for up to 3.3 W of pump. The output signal from the free-running 
SRO exhibited a short-term linewidth of 20 kHz over 50 μs, with a jitter of 300 kHz over 5 ms, and 
5 MHz over 1 s. By frequency locking the SRO to a monolithic Nd:YAG laser, a jitter-free line-
width of 20 kHz was measured at a signal wavelength of 946 nm. In the absence of pump tuning, 
mode-hop-free tuning of SRO output was obtained by adjustment of the cavity length using piezo 
control and synchronous rotation of the etalon using a feedback loop, resulting in 38 GHz of fine 
tuning in the signal for PPKTP and 5 to 16 GHz for PPLN, limited by photorefractive effects. The 
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free-running SRO exhibited a mode hop over a free-spectral range (680 MHz) every 10 min, but 
locking the SRO cavity to the 532-nm pump ensured a long-term frequency drift of <50 MHz/h in 
the signal and idler, accompanied by a reduction in output power by ~10 percent.

More recently, the development of MgO:sPPLT has brought about new opportunities for the 
advancement of practical cw SROs for the visible and near-IR at wavelength below ∼1.3 μm with 
the direct use of high-power solid-state laser sources in the green. By deploying a 10-W, single-
frequency, cw, frequency-doubled Nd:YVO4 pump laser at 532 nm, MgO:sPPLT (L = 30.14 mm, Λ = 
7.97 μm) as the nonlinear crystal and temperature tuning, Samanta et al.35 demonstrated a cw SRO 
with a tunable range of 848 to 1430 nm. Using a linear standing-wave cavity and double-pass pump-
ing, the cw SRO had an oscillation threshold of 2.88 W, and could provide >1.51 W of single-pass 
idler power for 6 W of pump at an extraction efficiency of >25 percent and photon conversion effi-
ciency of >56 percent. The maximum idler power and conversion efficiency in this SRO was limited 
by thermal lensing effects, attributed to the finite liner absorption of the green pump light in the 
MgO:sPPLT crystal. Despite this, the SRO could deliver >500 mW of single-pass power across the 
entire idler tuning range of 1104 to 1430 nm, and in a Gaussian profile, confirming the absence of 
photorefractive damage as is present in PPLN. With a standing-wave SRO cavity and in the absence 
of intracavity frequency selection, the output frequency in both signal and idler was characterized 
by mode hops. Soon after, by deploying a compact ring cavity with a 500-μm intracavity etalon, the 
authors demonstrated single-frequency operation of the cw SRO.36 Using the same pump laser and 
MgO:sPPLT crystal in a single-pass pumping arrangement, the SRO had a pump power threshold of 
2.84 W and could deliver 1.59 W of single-mode idler power over 1140 to 1417 nm for 7.8 W of pump 
at >20 percent extraction efficiency. The total SRO tuning range was 852 to 1417 nm, obtained for a 
variation in crystal temperature from 61 to 236οC. Under free-running conditions, the idler had an 
instantaneous linewidth of ∼7 MHz and exhibited a peak-to-peak power stability of 16 percent over 
5 hours. Measurements of idler power at different crystal temperatures revealed stronger thermal 
lensing at higher temperatures. In a separate experiment, operation of a similar cw SRO based on 
MgO:sPPLT and pumped by a Nd:YVO4 laser at 532 nm was reported by Melkonian et al.,37 pro-
viding tunable signal over 619 to 640 nm in the red. Using a ring cavity for the SRO containing a 
30-mm multigrating crystal (Λ = 11.55 to 12.95 μm) and a 2-mm-thick intracavity silica etalon, the 
SRO could provide ∼100 mW of nonresonant idler power. The resonant signal was extracted using a 
1.7 percent output coupler, providing 100 mW of single-frequency red radiation for 10 W of input 
pump power. The cw SRO threshold varied from 3.6 W in the absence of the intracavity etalon up 
to 6.6 W with signal output coupling, and rising to 6.8 W depending on the exact signal wavelength.
The maximum pump depletion was 15 percent, limited by thermal effects attributed to pump and 
signal absorption. The output signal frequency could be mode-hop-tuned over a total range of 27 
GHz by rotation of the intracavity etalon, in steps of 255 MHz corresponding to free-spectral-range 
of the SRO cavity. With active stabilization of SRO cavity length, a frequency stability of 20 MHz over
3 min was obtained for the signal.

The development of practical, high-power, single-frequency cw SROs based on MgO:sPPLT 
pumped in the green and operating below 1 μm35–37 has also provided new motivation for spectral 
extension to shorter wavelengths. By using internal SHG of the resonant near-IR signal in a cw SRO 
based on MgO:sPPLT, Samanta and Ebrahim-Zadeh38 demonstrated the first cw SRO tunable in the 
blue. A schematic of the SRO configuration is shown in Fig. 10. The device was based on similar 
experimental design as in Ref. 36, except for the exclusion of the intracavity etalon and inclusion of a 
5-mm BiB3O6 (BIBO) crystal at the secondary waist of the bow-tie SRO ring resonator to frequency 
double the circulating signal radiation in a single direction. By varying the temperature of the MgO:
sPPLT crystal to tune the signal over 850 to 978 nm, and simultaneous rotation of the BIBO phase-
matching angle, a wavelength range of 425 to 489 nm in the blue was accessed. The generated blue 
power varied from 45 to 448 mW across the tuning range, with the variation arising from the non-
optimum reflectivity of the blue coupling mirror over the signal wavelength range. The output power 
behavior and pump depletion of the SRO with pump power is shown in Fig. 11. The frequency-dou-
bled SRO had a threshold of 4 W (2.4 W without the BIBO crystal), and exhibited a pump depletion 
of up to ∼73 percent under blue generation. In addition to the blue, the device could provide in excess 
of 100 mW of signal and as much as 2.6 W of idler output power. Without an intracavity etalon, the 
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single-mode nature of the pump and resonant signal resulted in single-frequency blue generation 
and a measured instantaneous linewidth of ∼8.5 MHz in the absence of active stabilization. The blue 
output beam also exhibited a gaussian spatial profile. In the meantime, operation of a intracavity 
frequency-doubled cw SRO based on MgO:sPPLT was also reported by My et al.,39 providing tunable 
output in the orange-red. By resonating the idler wave in the 1170 to 1355 nm range in a ring resonator 
and employing a 10-mm intracavity b-BaB2O4 (BBO) crystal for doubling, tuning output over 585 to 
678 nm was generated. With a 30-mm MgO:sPPLT crystal (Λ = 7.97 μm), up to 485 mW of visible radia-
tion was internally generated for 7.6 W of pump, with 170 mW extracted as useful output. The device 
could also provide up to 3 W of nonresonant infrared signal power. The power threshold for the cw 
SRO was 4.5 W (4 W without the BBO crystal) and pump depletions of ∼80 percent were measured 
for input powers >6 W. Without active stabilization, the visible SHG output was single mode with a 
frequency stability of 12 MHz over 12 min, and mode-hop-free operation could be maintained over 
several minutes. 

In a departure from conventional cw OPOs based on bulk materials, the use of guided-wave 
nonlinear structures can also in principle offer an attractive approach to the realization of OPO 
sources in miniature integrated formats. The tight confinement of optical waves in a waveguide can 
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provide substantial enhancement in nonlinear gain per input pump power compared with the bulk 
materials, but a major drawback of the approach is the unacceptably high input and output cou-
pling losses in the waveguide, hindering OPO operation. The problem is further exacerbated in the 
cw regime, and in the SRO configuration, which is characterized by the highest oscillation threshold. 
In an effort to overcome this difficulty, Langrock et al.40 deployed the technique of fiber-feedback 
to achieve operation of a cw SRO based on a reverse-proton-exchanged (RPE) PPLN waveguide. 
In this approach, the SRO cavity was formed in a ring using a single-mode optical fiber pigtailed to 
both ends of the waveguide, providing feedback at the resonant signal wave. The pump was similarly 
coupled into the PPLN waveguide using a separate fiber and, together with the nonresonant idler, 
exited the waveguide in a single pass. The configuration resulted in minimum coupling losses of 0.7 dB 
(signal input) and 0.6 dB (signal output), and alignment-free operation. Using a 67-mm RPE PPLN 
waveguide containing a 49-mm grating (Λ = 16.1 μm), and a tunable external cavity diode laser at 
779 nm as the pump, cw SRO threshold was reached at ~200 mW of coupled pump power. The waveguide 
cw SRO exhibited gain bandwidths in excess of 60 nm. Ultimately, however, practical realization of such 
waveguide cw SROs offering significant output will require further optimization of waveguide fabrication 
process to minimize propagation losses (a = 0.2 dB/cm) and loop losses (1.5 dB) in the present device, as 
well as further reductions in the waveguide-to-fiber coupling losses.

Multiple-Resonant Oscillators

Because the high pump power requirement for cw SROs can be prohibitive for many practical 
applications, extensive efforts have been directed to the development of cw OPOs in alternative 
resonance configurations, from the traditional DRO to the more recently devised PE-SRO and TRO, 
with the goal minimizing the pump power thresholds. These efforts have brought the operation of 
cw OPOs within the reach of more commonly available low- to moderate-power cw laser sources, 
albeit at the expense of added system complexity arising from the need for more elaborate cavity 
designs, more complex tuning protocols and the imperative requirement for active stabilization and 
control. In particular, the use of DRO and PE-SRO resonance schemes in combination with novel 
cavity designs have led to the practical generation of cw mid-IR radiation with the highest degree of 
frequency stability, and continuous mode-hop-free tuning capability over extended frequency spans 
at practical powers. These efforts have led to the realization of novel cw OPO systems in PE-SRO, 
DRO, and TRO configurations pumped by a variety of laser sources. These sources offer practical 
cw output powers in the mW to 100s mW range, high frequency stability, significant mode-hop-free 
tuning capability and extended wavelength coverage in the 1 to 5 µm spectral range.

Doubly Resonant Oscillators The use of DRO configurations in combination with PPLN has per-
mitted substantial reductions in cw pump power threshold in cw OPOs, to levels compatible with 
the direct use single-mode semiconductor diode lasers, without the need for power amplification. 
The smooth wavelength tuning capability of the diode laser pump can then be similarly exploited to 
achieve continuous mode-hop-free tuning of the DRO output. In an example of such an approach, 
Henderson et al.41 demonstrated a PPLN cw DRO pumped directly with a 150-mW, single-mode, 
single-stripe, DBR diode laser at 852 nm. Configured in a single, linear, standing-wave resonator and 
using a 19-mm-long multigrating crystal (Λ = 23.0 to 23.45 μm), the DRO exhibited a pump power 
threshold of ~17 mW, with thresholds as low as 5 mW under optimum alignment and minimum 
output coupling. Using three DRO mirror sets, a signal (idler) wavelength range of 1.1 to 1.4 μm (2.2 to 
3.7 μm) was accessed by temperature tuning the PPLN crystal. The DRO generated a total signal and 
idler power of 18 mW at 1.3 and 2.3 μm, respectively, for 89 mW of input diode pump power, with 
4 mW of output in the idler beam. Continuous mode-hop-free tuning of the signal (idler) at 1.3 μm 
(2.3 μm) could be obtained over 12 GHz (7 GHz) by smooth tuning the frequency diode laser using 
temperature variation and over 17 GHz (10 GHz) using current control in combination with active 
servo control of the DRO cavity length to follow the pump frequency scan. The continuous mode-
hop-free tuning ranges were limited by the restrictions on DRO cavity length variation imposed by the 
piezoelectric transducer. With a pump linewidth of <3 MHz, the signal wave was measured to have 
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a linewidth of <7 MHz and a free-running frequency stability of ~20 MHz over 10 s without active 
stabilization. To demonstrate the utility of the diode-pumped cw DRO, continuous tuning of the 
idler was used in single-pass absorption spectroscopy of R6 line in CO gas at 2.3 μm.

In an effort to extend the wavelength coverage of cw OPOs to the visible spectrum, Petelski et al.42 
demonstrated a DRO tunable in the yellow, using a cascaded frequency scheme comprising three 
resonators including two external enhancement cavities, and a cw single-frequency monolithic ring 
Nd:YAG laser as the primary pump source. The pump light at 1.064 μm was frequency doubled in 
an external enhancement cavity using MgO:LiNbO3 as the nonlinear crystal, to provide the input 
radiation for the cw DRO based on an identical crystal. With a threshold of 15 mW, the DRO deliv-
ered 95 mW of idler power for 450 mW of input at 532 nm, with the idler tunable over 1.130 to 
1.190 μm by changing the temperature of the MgO:LiNbO3 crystal. The generated idler output was 
then frequency doubled in an external enhancement cavity based on a 16-mm PPLN crystal (Λ = 
8.0 to 8.6 μm) to provide tunable radiation across the 565 to 590 nm range. For 1.05 W of primary 
pump power at 1.064 μm, an output power of 3.8 mW was obtained at 580 nm, with active sta-
bilization of the DRO and enhancement cavities providing single-mode output with a 3 percent 
intensity noise and stable operation over 10 hours. Fine tuning of the yellow output was obtained 
by smooth tuning of the Nd:YAG pump source, as well as mode-hop tuning of the DRO by scan-
ning the cavity length. By tuning the pump frequency over 10 GHz, the yellow output at 580 nm 
was tuned continuously over 18 GHz, while mode-hop tuning could provide 160 GHz of step tun-
ing across 20 mode pairs. 

Pump-Enhanced Singly Resonant Oscillators In separate experiments, using a single-mode, 
single-stripe, grating-stabilized AlGaAs diode lasers at ~810 nm in both solitary and external-cavity 
configurations, Lindsay et al.43 demonstrated a PPLN cw OPO in pump-enhanced configuration. 
Using a single, linear, standing-wave cavity for the OPO and a 50-mm, multigrating (Λ = 21.0 to 
22.4 μm) crystal, a typical pump power threshold of 25 to 30 mW over a signal (idler) tuning range 
of 1.06 to 1.19 μm (2.58 to 3.44 μm) was demonstrated, with ~4 mW of single-mode idler power 
available for 62 mW of pump. Wavelength tuning could be achieved by the variation of pump wave-
length, PPLN crystal temperature, or grating period. In the external cavity configuration, locking 
of the OPO cavity length to the pump laser frequency using the Pound-Drever technique enabled 
stabilized single-mode operation with a signal (idler) intensity fluctuation of ±3.5 percent (2.6 percent) 
at 0.5 mW (4 mW) power level over 1 hour. Over this period, pump frequency fluctuations of ±125 MHz 
resulted in ±100 MHz variation in signal frequency. However, mode-hop-free operation was main-
tained throughout the entire period. By continuous tuning of the external cavity diode laser over 
510 MHz, a mode-hop-free tuning range of 377 MHz for the signal and 133 MHz for the idler was 
obtained, limited by the relative tuning rate of parametric gain curve and resonant signal modes 
with frequency tuning of the pump in the common-cavity PE-SRO, and so could be extended using 
a dual-cavity arrangement for the OPO.

By deploying a single-frequency cw Ti:sapphire pump laser, Turnbull et al.44 demonstrated a cw 
PE-SRO based on a multigrating PPLN crystal (L = 19 mm, Λ = 21.0 to 22.4 μm) with an extended 
mid-IR idler coverage to 5.26 μm, well into the strong absorption region of the material beyond 
~4.5 μm. The PE-SRO could provide idler tuning in two regions from 2.71 to 3.26 μm and from 
4.07 to 5.26 μm, using a combination of temperature tuning and grating period variation. The oscil-
lator exhibited a typical cw pump power threshold of 100 mW, increasing to more than 500 mW 
near 5 μm. For 750 mW of input pump power, the PE-SRO could typically provide a maximum 
one-way cw idler power of 16 mW. By employing a dual-cavity arrangement for the PE-SRO and a 
solid etalon in one arm of the resonant signal cavity, the authors were able to demonstrate mode-
hop-free tuning of the idler over 10.8 GHz by smoothly tuning the pump laser over 12.3 GHz. In 
a further experiment, Stothard et al.45 extended operation of the same PE-SRO to a single-cavity, 
traveling-wave ring geometry with the aim of extending the total fine-tuning performance of the 
oscillator and improving the idler output power. By using a low-finesse intracavity etalon to control the 
resonant signal frequency, the authors were able to achieve discontinuous mode-hop tuning of the idler 
frequency across the entire free spectral range of the etalon, corresponding to 83 GHz. The PE-SRO 
exhibited an oscillation threshold of 250 mW and could generate 35 mW of cw single-frequency mid-IR 
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idler radiation in the 2.8 to 3-μm spectral range for 600 mW of input Ti:sapphire pump power. In a 
separate experiment, Lindsay et al.46 reported the operation of a cw PE-SRO based on PPRTA 
(L = 20 mm, Λ = 39.6 μm) as the nonlinear crystal. The PE-SRO was pumped by a diode-pumped 
cw single-frequency Nd:YVO4 laser at 1.064 μm and was configured in a linear standing-wave reso-
nator with the nonresonant idler double-passed through the cavity. With the 20-mm crystal length, 
the oscillator had an external pump power threshold of 250 mW and could deliver 87 mW of cw 
mid-IR idler output for 900 mW of input pump power. Coarse tuning of the idler over the wave-
length range of 3.245 to 3.520 μm was achieved by temperature tuning the single-grating PPRTA 
crystal. Continuous mode-hop-free tuning of the PE-SRO over 0.7 GHz was also demonstrated by 
fine tuning the Nd:YVO4 pump laser frequency.

In subsequent experiments, Muller et al.47 investigated long-term frequency stability and line-
width properties of cw PE-SROs in common-cavity and dual-cavity configurations. Using multi-
grating PPLN crystals (L = 50 mm, Λ = 28.64 to 30.16 μm), a 2.5 W cw Nd:YAG pump laser (line-
width ~1 kHz/100 ms, frequency drift ~1 MHz/min) at 1064 nm, and linear standing-wave cavity 
arrangements for both configurations, they studied frequency stability and linewidth of the idler 
output tunable in the 3.1 to 3.9 μm spectral range. Schematics of the experimental setups for both 
cavity configurations are shown in Figs. 12 and 13. In the common-cavity PE-SRO (Fig. 12) with 
the pump and signal resonant in the same cavity, the OPO was locked to the pump laser using the 
Pound-Drever-Hall (PDH) technique, and the oscillator exhibited a threshold of 280 mW. In dual-
cavity arrangement (Fig. 13), the pump and signal were resonated in separate linear cavities, with 
an intracavity 500-μm-thick Nd:YAG etalon inserted into the signal cavity for improved frequency 
control. The pump cavity was locked to the pump laser using the PDH method, while the signal 
cavity was locked to the point of maximum idler power using an intensity lock without an external 
reference. The use of dual-cavity configuration increased the threshold to 380 mW, but resulted in
stable, mode-hop-free operation over 30 min. While an intrinsic advantage of the common-cavity 
PE-SRO is direct stabilization of the signal frequency to pump, it is more sensitive to mechanical 
perturbations, leading to mode hops. Moreover, reliable mode-hop-free operation and continuous 
frequency tuning by tuning the pump laser are more difficult due to the simultaneous resonance of 
two different wavelengths within a single cavity. On the other hand, the dual-cavity approach can over-
come spontaneous mode hops and continuous tuning limitations of common-cavity PE-SROs, and 
can also offer several tuning methods combining etalon, signal cavity and pump frequency tuning. The 

FIGURE 12 Common-cavity cw PE-SRO setup; M = mirror, 
DM = dichroic mirror, FI = Faraday isolator, L = lens, p = pump, s = 
signal, i = idler.47
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results of the investigations revealed long-term frequency stability better than ± 30 MHz over more 
than 30 min for both configurations (Figs. 14 and 15), limited by the resolution of the wavemeter.  
The short-term frequency jitter was 56 kHz over 1.8 s for the common-cavity PE-SRO and 13.5 MHz 
over 1.5 s for the dual-cavity PE-SRO. The short-term linewidths, measured using the cavity leak-out 
technique in external high-finesse cavities, were (9 ± 2) kHz for the common-cavity and (6 ± 1) kHz 
for the dual-cavity over 20 μs. The difference in frequency stability and linewidth of the two configura-
tions is a result of the stabilization methods used. In the common-cavity PE-SRO, direct locking of 
the cavity to the pump laser provides a strong stabilization of the signal to pump frequency. In the 

FIGURE 13 Dual-cavity cw PE-SRO setup; M = mirror, DM = 
dichroic mirror, FI = Faraday isolator, L = lens, p = pump, s = signal,
i = idler.47
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dual-cavity PE-SRO, the signal cavity is locked to the maximum idler output power and so the idler 
frequency is coupled to the maximum of the phase-matching gain curve. Any shifts in the gain curve 
in time will also result in corresponding variations in the signal and idler frequencies. However, the 
reported results confirm that despite this limitation, the dual-cavity PE-SRO provides the required 
frequency stability and linewidths as well as continuous mode-hop-free tuning necessary for high-
resolution spectroscopy.

Triply Resonant Oscillators Characterized by the lowest oscillation threshold, the TRO represents 
the least demanding configuration for cw OPOs with regard to pump power. However, practi-
cal operation of such oscillators requires active cavity length control to maintain simultaneous 
resonance of the pump, signal and idler within the OPO resonator. In an example of such a device, 
Gross et al.48 reported a TRO based on a 58-mm PPLN crystal using only 14 mW of pump power 
from a grating-stabilized, single-frequency, extended-cavity diode laser at 805 nm. By deploying a 
linear two-mirror cavity, highly reflecting mirrors, optimum mode-matching and active stabiliza-
tion, they achieved a threshold pump power as low as 600 μW at resonance, with a maximum total
(signal and idler) output power of 47 μm generated for 13.5 mW of pump. With mirrors of higher 
transmission (4 percent) at the signal and idler, a total output power of 2.1 mW was generated for
13.8 mW of pump, but at the expense of an increase in pump power threshold to 4.5 mW. Using a 
segmented design for the PPLN crystal consisting of two 19-mm outer sections poled with multiple 
grating of identical periods (Λ = 20.2 to 20.8 μm) at 50 percent duty cycle and a single-domain 
section of length 20 mm at the centre, they demonstrated electro-optic tuning of the TRO output 
wavelengths at a fixed temperature, grating period, and pump wavelength. By applying an electric 
voltage of up to +1230 V across the single-domain section, wavelength tuning of the signal and idler 
over 1560 to 1660 nm could be obtained through modification of the phase-matching gain spectrum 
induced by the electro-optic effect. By applying a voltage modulation of amplitude 513 V at 0.11 Hz, 
signal (idler) tuning over 9.7 nm (10.8 nm) was demonstrated over 4.6 s, limited by the bandwidth 
of servo electronics.

Because of their phase coherent properties and the ability to generate exactly correlated frequencies, 
cw OPOs are also uniquely versatile sources for applications in optical frequency synthesis and metrol-
ogy. Combined with compact solid-state semiconductor, or fiber pump lasers, they can offer practical 
tools for precision frequency generation, measurement, and control across extended regions spanning 
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the optical spectrum. In a report, Ferrari49 demonstrated a particular architecture for optical frequency 
synthesis based on a cw OPO in TRO configuration. By taking advantage of the lowest oscillation 
threshold offered by the TRO, the author developed a 3/2 pump frequency multiplier from the near-IR 
to visible using a 400-mW, single-mode semiconductor MOPA device at 1006.5 nm as the pump source 
(Fig. 16). The TRO, based on PPKTP as the nonlinear crystal (L = 20 mm, Λ = 38 μm), was operated at 
degeneracy to provide identical signal and idler frequencies at half the pump frequency. A second intra-
cavity PPKTP crystal (L = 20 mm, Λ = 19.8 μm) was then used to sum the pump with the degenerate 
frequency, resulting in 3/2 frequency multiplication of the pump, corresponding to a wavelength of 
671 nm in the red. To provide stable operation, the TRO cavity length was locked using the pump reso-
nance, and independent control of the degenerate signal and idler oscillating modes was obtained by 
using wedged crystals. Fine tuning of the TRO cavity modes could be obtained while maintaining pump 
resonance by lateral translation of the wedged crystals to alter in the optical path lengths within the crys-
tals, thus enabling single-frequency operation to be achieved at degeneracy. The TRO had a threshold of 
<50 mW and could provide 40 mW of single-mode output at degeneracy in a near-gaussian spatial 
mode with an RMS amplitude noise of 1.4 percent (50 kHz bandwidth) over 3 min at full power. 

17.3 APPLICATIONS 

The important advances in cw OPOs over the last decade have led to the realization of a new gen-
eration of practical coherent light sources in new spectral regions from the visible to the near- and 
mid-IR offering unprecedented optical powers, high frequency stability and narrow linewidth, 
excellent beam quality, and extended fine and coarse tuning. These capabilities have paved the way 
for the deployment of cw OPOs in new application areas, in particular spectroscopy. Most notably, 
cw OPOs based on PPLN have found important applications in sensitive detection and analysis of 
trace gases in mid-IR, where a variety of important molecular finger prints exist. A wide range of 
experiments, from simple single-pass absorption to high-resolution Doppler-free and cavity leak-
out spectroscopy have been successfully performed by deploying cw OPOs based mainly on PPLN 
and operating in different resonance configurations of SRO, PE-SRO, or DRO. The higher cw output 
powers available to SROs and PE-SROs have also enabled detection of trace gases in the mid-IR with 
unprecedented sensitivity using photoacoustic spectroscopy.

FIGURE 16 Schematic of the cw TRO for 3/2 frequency multiplier, converting a cw 
single-frequency radiation at 1006.5 nm into 671 nm. The wedged surfaces of the crystals are 
cut at an angle of 100 mrad with respect to the crystal axis. The input (output) facet of the OPO 
(SFG) crystal is at normal incidence. The two inclined surfaces facing each other are parallel. 
The transverse displacement of the nonlinear crystals provides an independent control over the 
cavity dispersion, ensuring simultaneous resonance of the two infrared fields.49
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By exploiting fine frequency tuning in a diode-pumped PPLN cw SRO, Klein et al.28 performed 
single-pass absorption spectroscopy of rovibrational transitions in N2O gas near 2.1 μm. The wide 
and continuous mode-hop-free tuning of the idler over 56 GHz enabled monitoring of three molec-
ular lines separated by ~20 GHz within a single frequency scan. 

Using a cw SRO based on PPLN, providing 700 mW of idler power and a total single-frequency 
fine tuning range of 24 GHz, Van Herpen et al.20 recorded absorption line of ethane in nitrogen 
using the photoacoustic spectroscopy technique. In a later experiment,21 by deploying a more pow-
erful pump laser and a similar SRO configuration, photoacoustic spectroscopy of ethane in nitrogen 
was demonstrated with a detection sensitivity of 10 parts per trillion (ppt) (Figs. 17 and 18). The 
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FIGURE 17 100-GHz-wide mode-hop scan of 10 ppm ethane in 
nitrogen was made around 2996.9 cm–1. The solid line at the bottom shows 
the photoacoustic signal, the dashed line the idler power and the solid line 
at the top the fringes from a 7.5-GHz external Fabry-Perot etalon.21
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extension of operation of the SRO to the 3.7 to 4.7-μm spectral range enabled photoacoustic detec-
tion of the CO2 absorption line in nitrogen near 4.235 μm using 24-GHz continuous scan of the idler 
frequency.22 By using a high-power cw SRO based on PPLN operating in the 2.6 to 4.7 μm in the mid-IR, 
photoacoustic spectroscopy of a mixture of 20-ppm ethane in nitrogen was performed near 3.33 μm.23 
The SRO was pumped by a 20-W, cw single-frequency Yb:YAG laser (tunable over 1.024 to 1.034 μm) 
and could deliver 3 W of idler power at 2.954 μm (Fig. 3). By step-tuning the pump frequency using 
a combination of intracavity etalon and a Lyot filter, mode-hop-tuning of the idler over 190 GHz 
could be achieved, enabling coverage of several absorption lines of ethane. With 2.15 W of idler 
power available at 3.33 μm, a photoacoustic detection sensitivity of 0.005 ppb was deduced. By 
monitoring the photoacoustic signal corresponding to the strongest absorption peak in the same 
20-ppm mixture of ethane in nitrogen at low pressure (77 mbar) as a function of time (Fig. 19), a
slow idler frequency drift of 250 MHz over 200 s was measured, which was attributed to the 
fluctuations in the PPLN crystal temperature and lack of thermal isolation of the SRO from the 
environment. The idler frequency also exhibited fast frequency fluctuations of 90 MHz/s, attributed 
to the nonoptimized coatings of the PPLN crystal and cavity mirrors, which resulted in unwanted 
etalon and resonance effects in the SRO cavity. In a later report, Ngai et al.24 performed photoacous-
tic and cavity leak-out spectroscopy of several trace gases including CO2 and multicomponent gas 
mixtures of methane, ethane, and water in human breath using an automatically tunable cw SRO based 
on a multigrating MgO:PPLN crystal (Figs. 4 and 5). By deploying a ring SRO cavity with an uncoated 
intracavity YAG etalon and using a combination of pump tuning and etalon rotation, step-tuning of 
the idler over 207 GHz could be achieved. Adjustment of the crystal temperature could further be 
used to repeat this process, to provide wavelength scans of up to 450 cm–1 with a single grating 
period at high resolution (<5 × 10–4 cm–1). By translating the crystal to other grating periods, an 
extended idler wavelength range of 2.75 to 3.83 μm could be accessed. Using the wide wavelength 
scanning capability, extended wavelength coverage, and automatic tuning capability of this source, 
photacoustic spectroscopy of strong CO2 combination bands in laboratory air (460 ppmv) extend-
ing over 14 nm (from 2788 to 2802 nm) was recorded by a combination of pump tuning, etalon 
rotation and crystal temperature tuning with a spectral resolution of 0.01 nm and a recording time 
of 1 hour. The recorded spectra were corrected for the water-vapor contribution to reveal the true 
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FIGURE 19  The high resolution performance and the wave-
length stability of the SRO are demonstrated by recording the photo 
acoustic signal from the half maximum of a 77 mbar pressure broad-
ened absorption line of 20 ppm of ethane in nitrogen at 2996.9 cm−1.
When not tuning the pump frequency, the photoacoustic signal shows 
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CO2 spectra, with the results in excellent agreement with calculations. Similarly, using the same 
automatic tuning protocol, photoacoustic spectroscopy of methane, ethane, and water vapor in 
human breath were simultaneously recorded by scanning the idler wavelength in the 3344 to 3349 
spectral range (Fig. 20). Concentrations of 21 ppmv and 13 ppbv were calculated for methane and 
ethane, respectively, in the first sample, and 4.5 ppmv and 13 ppbv in the second sample. Using the 
same cw SRO, cavity leak-out spectroscopy was performed for gas mixtures containing methane
(at 3.221 μm) and ethane (at 3.337 μm) in N2 at 100 mbar pressure. In the case of methane, the 
absorption peak was scanned over 200 s with a spectral resolution of 0.001 cm–1, resulting in a 
background methane concentration of 31 ppbv in N2, a noise-equivalent detection limit of 0.16 ppbv, and 
a minimum detectable absorption coefficient of 2.0 × 10–9 cm–1. For ethane, the idler was scanned 
over 60 s with a lower resolution of 0.01 cm–1, resulting in concentrations from 5 to 100 ppbv, a 
noise-equivalent detection limit of 0.07 ppbv, and a minimum detectable absorption coefficient of 
1.4 × 10–9 cm–1. The cw SRO was also used to record the spectrum of 12CH4 and 13CH4 isotopes of 
methane in laboratory air with cavity leak-out spectroscopy. Scanning the idler wavelength from 
3210 to 3211.5 nm revealed the absorption features corresponding to the two isotopes as well as 
water vapor, with the measured data in good agreement with calculated spectra.

The rapid and continuous mode-hop-free idler tuning over 110 GHz in a PPLN cw SRO pumped 
by a fiber-amplified DBR diode laser29 has been used to perform real-time single-pass absorption 
spectroscopy of methane near 3.39 μm with a refresh period of 29 ms and a corresponding refresh 
rate of 34 Hz, demonstrating the suitability of the system for rapid spectroscopic measurements
(Fig. 21). In a subsequent experiment,50 by taking advantage of frequency modulation capabilities 
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of the idler output from a similar fiber-amplified DBR diode-pumped cw SRO, sensitive detection 
of multicomponent trace gas mixtures was performed using quartz-enhanced photoacoustic spec-
troscopy (QEPAS). The SRO, based on a multigrating MgO:PPLN crystal (L = 50 mm, Λ = 28.5 to 
31.5 μm), was similarly configured in a ring cavity with a 400-μm-thick uncoated intracavity YAG 
etalon to provide enhanced frequency selection and stability (Fig. 22). The pump laser delivered
7.9 W of single-frequency power at 1082 nm with a linewidth of ~100 MHz. The idler wavelength 
was tuned coarsely over 3 to 4 μm by a combination of grating and temperature tuning, in discrete 
steps of 1 to 4 cm–1 due to the combination of SRO cavity modes, etalon mode selection and phase-
matching bandwidth of the crystal. Pump tuning was then used to provide fine wavelength control 
and mode-hop-free tuning of the idler over 5.2 cm–1, which could be shifted within a total range 
of 16.5 cm–1 by current control of the DBR diode laser. By monitoring the idler wavelength with a 
wavemeter, and using a computer-controlled feedback loop to adjust the phase and current to the 
DBR, locking of  idler frequency at 2990.076 cm–1 could be achieved with a stability of 1.7 × 10–3 cm–1 
over 30 min. With the programmed tuning, idler wavenumbers from 2987 to 2994 cm–1 could be
accessed in 1-cm–1 steps within the pump tuning range, with any desired wavelength reached within
~20 s of tuning the pump. Using this source, QEPAS spectral data of 2-ppmv ethane in nitrogen 
were successfully recorded at 2990.1 cm–1, as well as isolated 1.2 percent water vapor at 2994.4 cm–1

(Fig. 23). By locking the pump laser frequency to the maximum ethane absorption peak at 2990.08 cm–1

and measuring concentrations from 20 ppmv down to 100 ppbv, a QEPAS detection limit of
25 ppbv was deduced. By keeping the idler wavelength fixed at the same absorption peak with a 2 ppmv 
methane concentration, a linear dependence of QEPAS signal on input power was verified, confirm-
ing the advantage of higher powers for improved detection sensitivity. To further demonstrate the 

FIGURE 21 Rapid mode-hop-free tuning of a cw SRO pumped by a fiber-amplified DBR diode laser, 
and application absorption spectroscopy of CH4.

29
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unique advantages offered by the wide tuning coverage of the cw SRO, QEPAS data corresponding 
to a multiple gas mixture containing 2.2 ppmv ethane, 1.1 percent water, and 1.5 ppmv methane 
were successfully recorded by pump-tuning the idler from 2979.4 to 2994.6 cm–1, with the obtained 
spectra in good agreement with calculations. From the obtained data, it was also possible to deduce 
an improved QEPAS detection limit of 13 ppbv for the stronger methane absorption line at 2983.3 cm–1 
and 6.8 ppmv for water at 2994.4 cm–1.

By deploying an all-fiber-pumped PPLN cw SRO,27 single-pass absorption spectroscopy of sev-
eral gases over the wavelength range of 2700 to 3200 nm was performed by continuous scanning 
of the idler frequency with a linewidth of ~1 MHz. Using piezoelectric tuning of the fiber pump 
laser allowed mode-hop-free tuning of the idler frequency up to 60 GHz, enabling high-resolution 
spectroscopy of various absorption features in water vapor (2709 nm), carbon dioxide (2810 nm), 
nitrous oxide (2879 nm), ammonia (2897 nm), and methane (3167 nm). 
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In a separate experiment, using a PPLN cw DRO pumped directly by a 150-mW DBR diode 
laser and delivering 4 mW of idler output with a mode-hop-free tuning range of 10 GHz, simple 
single-pass absorption spectroscopy of CO molecule at 2.3 μm was demonstrated.41 Spectroscopic 
applications of cw OPOs in the visible spectral range has also been performed by external frequency 
doubling of the idler output from a cw DRO in an external enhancement cavity to generate yel-
low radiation in the 565 to 590 nm region.42 The DRO was pumped by a cw, monolithic ring Nd:
YAG laser at 1064 nm and by tuning the pump frequency over 10 GHz, the yellow output at 580 nm 
could be tuned smoothly over 18 GHz, while mode-hop tuning could provide 160 GHz of step-tuning 
across 20 mode pairs. This tuning capability enabled spectroscopy of the 5D0 → 7F0 transition in 
Eu3+:Y2SiO5 at 4 K, which is of interest because it exhibits the lowest known homogeneous line-
width for an optical transition in a solid. The step-tuning capability enabled the full spectrum of 
the transition containing two absorption peaks at 580.070 and 580.224 nm to be scanned, while the 
fine mode-hop-free tuning enabled continuous scan of each inhomogeneously broadened absorp-
tion peak, resulting in linewidths of Δn = 3 GHz and Δn = 2.5 GHz, respectively. Persistent spectral 
hole-burning was also observed by continuous tuning of the pump, and linewidths <1 MHz were 
recorded after 40 min of burning. By monitoring the hole spectrum every few hours, it was possible 
to follow the hole decay as long as 15 hours, demonstrating the repeatability of frequency tuning 
and stability of the cw DRO over many hours.

By deploying a cw PE-SRO based on a 19-mm-long PPLN crystal, Kovalchuk et al.51 performed 
high-resolution Doppler-free spectroscopy of rovibrational transition of methane molecule at 3.39 μm. 
The PE-SRO, configured in semi-monolithic cavity design and containing an intracavity etalon, 
was pumped by a cw single-mode Nd:YAG ring laser with a linewidth of ~5 kHz. It could provide 
single-frequency idler output with a linewidth of ~100 kHz and a mode-hop-free tuning range of 
1 GHz, obtained by smooth tuning of the pump laser. The PE-SRO had a minimum oscillation 
threshold of 305 mW and generated a total two-way idler power of 58 mW at 3.39 μm for 808 mW 
of input pump power. With this set-up, Doppler-free resonances with a resolution of ~500 kHz 
were recorded in methane, limited by the frequency jitter of the PE-SRO idler output and pressure 
broadening. Subsequently, Muller et al.52 reported a transportable, all-solid-state photoacoustic 
spectrometer based on a cw PE-SRO using an alternative dual-cavity semi-monolithic cavity design. 
The PE-SRO used a 19-mm-long multigrating PPLN crystal and was pumped by a 2.5-W cw single-
frequency Nd:YAG laser at 1.064 μm. The oscillator was characterized by a pump power threshold 
of 380 mW and could generate a total two-way idler power of 200 mW. Using active signal cavity 
length stabilization, an idler frequency stability better than ±30 MHz was obtained. Coarse tun-
ing of the idler wavelength over 3.1 to 3.9 μm was performed by a combination of temperature 
and grating period variation, while the use of an etalon inside the signal cavity enabled continuous 
mode-hop-free tuning of the idler over 1.5 GHz by tuning the pump laser. Mode-hop tuning of the 
idler frequency in steps of 450 MHz could also be achieved over 52 GHz by rotation of the intracav-
ity etalon. Using this mode-hop tuning method and with 70 mW of available idler power, photo-
acoustic spectroscopy of ethane was performed with a detection sensitivity of 110 ppt. By deploying 
the same dual-cavity cw PE-SRO in combination with cavity leak-out spectroscopy, substantial 
improvement in detection sensitivity of ethane down to 0.5 ppt was demonstrated near 3 μm,53 and 
by exploiting the frequency tuning capability of the PE-SRO, simultaneous monitoring of ethane, 
methane, and water vapor in human breath could be performed, without significant interference 
from other gases.

In a further application, Stothard et al.54 demonstrated the use of a cw PE-SRO for hyperspec-
tral imaging of gases in the mid-IR. Based on a 20-mm-long, single-grating crystal of PPRTA and 
pumped by a 1-W diode-pumped Nd:YVO4 laser, the PE-SRO could provide ~50 mW of idler 
output power and coverage in the 3.18 to 3.50-μm spectral range by temperature tuning the crystal. 
The use of a three-mirror standing-wave PE-SRO cavity and an intracavity etalon at the signal 
wavelength-enabled mode-hop tuning of the idler frequency over ~30 GHz, in steps of 1.4 to 2 GHz, 
by rotation of the etalon. This frequency resolution was sufficient compared to the typical linewidth 
of ~5 GHz for pressure-broadened transitions in gases under atmospheric pressure, thus enabling the 
deployment of the cw PE-SRO for imaging of methane gas in the atmosphere. By tuning the cw PE-SRO 
idler frequency to the strong methane absorption lines near 3.27 and 3.35 μm, gas concentrations of 
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the order of 30 ppm-m could be detected and significant target areas (~4 m2 at 3 m) could be effec-
tively imaged with the subsecond acquisition times.

As well as versatile spectroscopic tools, cw OPOs offer unique sources of correlated twin beams 
and nonclassical states of light for applications in quantum optics and quantum information pro-
cessing. When pumped by cw all-solid-state lasers, they can provide compact twin-beam optical 
sources for quantum cryptography and sub-shot-noise measurement. In one configuration of such 
a device, a cw TRO based on a 10-mm KTP crystal and using a linear semi-monolithic resonator to 
separate the pump and parametric wave cavities, was reported by Hayasaka et al.55 The TRO was 
pumped at 540 nm by the second harmonic of an extended-cavity single-stripe cw diode laser and 
was operated close to degeneracy. The use of this pump wavelength permitted type II NCPM in KTP, 
resulting in a TRO pump power threshold as low as 2.5 mW near degeneracy and providing 5.1 mW 
of cw output power for 16 mW of pump power. By recording the noise spectrum of the twin-beam 
intensities, 4.3 dB of intensity-difference squeezing was observed at ~3 MHz. In a subsequent exper-
iment, Su et al.56 demonstrated quantum entanglement between the signal and idler twin beams 
in a nondegenerate cw DRO above threshold. The DRO, based on a 10-mm PPKTP crystal cut for 
type II nondegenerate phase matching, was configured in a linear semi-monolithic cavity and was 
pumped by the stabilized cw single-mode output of a frequency-doubled Nd:YAP laser at 540 nm. 
Using a pair of unbalanced Mach-Zender interferometers with unequal arm lengths, the amplitude 
and phase noise of the signal and idler beams above threshold were recorded at 20 MHz, enabling 
quantum correlations to be deduced from the noise levels of the intensity difference and phase sum 
of the photocurrents measured by the unbalanced interferometers. Using this method, the authors 
were able to deduce correlations of amplitude and phase quadratures of signal and idler below the 
shot-noise-limit, amounting to ~2.58 and ~1.05 dB, respectively, and from the sum of the amplitude 
and phase correlation variances, demonstrate quantum entanglement of the twin beams below
the shot-noise-limit. For 230 mW of input pump power, nearly twice the 120-mW DRO threshold, 
the output power in the correlated twin beams was 22 mW. The nondegenerate signal and idler twin 
beams were at wavelengths of 1079.130 and 1080.215 nm, respectively, separated by 1.085 nm.  In 
another experiment, Tanimura et al.57 deployed a cw DRO below threshold to generate squeezed 
vacuum on resonance with the rubidium D line at 795 nm. The DRO, based on a 10-mm crystal of 
PPKTP, was configured in a ring cavity and pumped at 397.5 nm by the second harmonic of a cw 
single-frequency Ti:sapphire laser to provide near-degenerate signal and idler frequencies at 795 nm 
(Fig. 24). Operating the cw DRO below threshold and using homodyne detection, the authors were 
able to measure strongly squeezed vacuum at the OPO output. With the DRO operated at 61 mW of 
input pump power, below a calculated threshold of 150 mW, a squeezing level of –2.75 dB below the 
shot-noise-limit and anti-squeezing level of +7.00 dB above the shot-noise-limit was observed (Fig. 25). 
Such a system could find useful applications for ultraprecise measurements of atomic spins as well 
as quantum information processing by mapping squeezed vacuum onto an atomic ensemble.

Because of their phase coherent properties and the ability to lock correlated frequencies to stable 
optical references, cw OPOs also represent highly promising light sources for applications in optical 
frequency synthesis and metrology. In an example of such application, a novel approach based on 
the combination of a cw OPO with a femtosecond Ti:sapphire frequency comb was used to provide 
a phase-coherent bridge from the visible to mid-IR spectral regions.58 The cw PE-SRO, based on a 
19-mm PPLN crystal and deploying a similar configuration to that in Ref. 51 was pumped by a cw 
single-frequency Nd:YAG laser. The oscillator provided idler emission in the 2.4 to 3.7-μm spectral 
range, with 50 mW of idler power and an instantaneous linewidth of ~10 kHz at 3.39 μm. The 
technique takes advantage of the fact that in a PPLN cw PE-SRO, in addition to the phase-matched 
signal and idler, there are also non-phase-matched frequencies generated by mixing of the resonant 
pump and signal waves. This process provides a range of visible frequencies within the emission 
bandwidth of a femtosecond Ti:sapphire laser, which can be used for frequency comparison with the 
nearest comb lines. By forming suitable differences of the heterodyne beat frequencies between the 
visible frequency components from the cw OPO and adjacent comb lines in the femtosecond laser, 
mutual phase locking of OPO optical frequencies, Ti:sapphire repetition frequency and carrier-
envelope offset frequency could be obtained. Using this method, the authors performed direct fre-
quency comparison between an iodine-stabilized Nd:YAG laser at 1.064 μm and a mid-IR methane 
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optical frequency standard at 3.39 μm. Subsequent demonstrations, taking advantage of the unique 
coherence properties of cw OPOs for frequency synthesis, include the development of a precise 3/2 
frequency multiplier from a near-IR pump to the visible using a cw TRO.49

17.4 SUMMARY

This chapter has provided an overview of the latest advances in cw OPOs and their applications 
over the past decade. The advent of QPM nonlinear materials has had an unprecedented impact 
on cw OPO technology which, combined with major advances in solid-state laser technology and 
innovative design architectures, has led to the realization of a new generation of truly practical cw 
OPOs with performance capabilities surpassing conventional lasers. The mature technology and 
ready availability of PPLN has enabled the development of near- and mid-IR cw OPOs for the 1 to 
5 μm spectral range in various resonance configurations, from TROs offering minimal oscillation 
threshold and lowest output power to cw SROs with highest threshold and watt-level output power, 
previously unattainable with birefringent nonlinear materials, and using a variety of pump sources 
from miniature semiconductor diode lasers to high-power solid-state and fiber lasers. The applica-
tion of novel cavity designs and resonance schemes including pump enhancement, dual cavities and 
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intracavity pumping, together with innovative tuning and stabilization techniques have enabled the 
generation of coherent output with excellent power and frequency stability and short-term line-
widths down to a few kHz, long-term stability of a few MHz, and smooth mode-hop-free tuning 
of more than 100 GHz from cw OPOs. With the continuing advances in QPM material technology, 
reliable fabrication of MgO-doped PPLN has led to significant reductions in photorefractive dam-
age, enabling its use at lower temperatures and higher powers with reduced output beam degrada-
tion. By deploying high-power fiber pump lasers in combination with MgO:PPLN, output powers in 
excess of 10 W have now been realized in cw SROs and power scaling to several tens of watts appears 
a clear possibility.  

While photorefractive damage has placed limitations on the use of (MgO:)PPLN under visible 
pumping and confined operation of cw OPOs to near- and mid-IR above ~1 μm, advances in QPM 
material technology have enabled reliable fabrication of alternative QPM crystals with short grat-
ing periods, long interaction lengths, and immunity to photorefraction. This has paved the way 
for spectral extension of cw OPOs to the wavelengths  below 1 μm by exploiting QPM materials 
including MgO:sPPLT and PPKTP and using direct pumping in the visible followed by additional 
frequency upconversion steps internal or external to the OPO cavity. By exploiting such techniques, 
spectral regions in orange and red have been successfully accessed and wavelengths down to 425 nm 
in the blue have been generated at several hundred milliwatts of output power in single-frequency 
spectrum and high beam quality. These developments have opened up new opportunities for the 
realization of practical solid-state sources with wide tunability across the visible and into the UV, 
where there is a severe shortage of conventional laser sources or other solid-state technologies. 

The rapid advances in cw OPOs over the past decade have paved the way for the routine 
deployment of practical devices in a wide range of applications, from spectroscopy and imaging 
to frequency metrology and quantum optics. The unique capabilities of cw OPOs with regard to 
spectral versatility, output power, frequency and power stability, and compact solid-state design 
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open up new avenues for the ultimate development of these devices in real applications including 
portable gas detectors, mobile breath analyzers, handheld imaging systems or transportable opti-
cal frequency meters. At the same time, significant challenges and opportunities remain for further 
advancement of cw OPOs. In particular, wavelength extension of these devices into the mid-IR 
wavelength regions beyond 5 μm remains difficult because of the absorption of oxide-based QPM 
nonlinear materials, the key building blocks for the successful development of cw OPOs. The 5 to 
12-μm spectral range is a particularly important and interesting region because of the presence of 
several atmospheric windows as well as many molecular absorption finger prints, including volatile 
substances in exhaled breath. The development of cw OPOs for this wavelength range will thus be 
of significant interest for spectroscopy, gas sensing, biomedicine, and atmospheric transmission. 
Progress toward the development of cw OPOs in this spectral range will require the deployment of 
alternative mid-IR birefringent nonlinear materials such as ZnGeP2, or the more recently developed 
nonlinear crystals such as CdSiP2 and orientation-patterned GaAs, together with suitable near- to 
mid-IR laser pump sources and cascaded two-step pumping schemes. On the other hand, advance-
ment of cw OPOs toward shorter UV wavelengths below the current 425-nm limit will be feasible 
with the use of recently demonstrated frequency upconversion techniques internal to cw SROs by 
exploiting existing birefringent crystals such as BBO, BIBO, and LBO. With the rapid advances in cw 
fiber laser technology and the potential for wavelength extension toward the extremes of the optical 
spectrum, the realization of compact, high-power and practical coherent solid-state light sources 
across the entire 300 to 12000 nm range based on cw OPOs appears a clear possibility in not too 
distant a future. 
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18.1 GLOSSARY

 AA laser beam cross section on the absorber

 AL  laser beam cross section in the laser gain material. If the cavity mode is not constant inside the 
gain medium, this area corresponds to an effective averaged value.

 c light velocity in vacuum

 D2  total group delay dispersion inside the laser cavity per cavity round-trip (i.e., second-order 
dispersion)

 d sample thickness

 DR differential refl ectivity

 DT differential transmission

 Ep intracavity pulse energy

 Esat, A saturation energy of the saturable absorber

 Esat, L saturation energy of laser material

 Fp, A pulse fl uence on the absorber
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  The factor of 2 is used in case of a linear resonator with a standing wave.

 g saturated amplitude gain cross section

 g0 small signal amplitude gain coeffi cient

 I(t) time-dependent intensity

 IA(t) time-dependent intensity on absorber

 IL(t) time-dependent intensity inside the laser gain material

 Isat, A saturation intensity of the absorber

  I
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A
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sat,
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 Isat, L saturation intensity of laser material
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L
sat,

sat,=
τ

 

 k wave number in vacuum k c= =ω π λ/ /2  

 kn wave number in a dielectric with refractive index n: kn = kn

 k1  wave vector of the pump pulse in a pump-probe experiment or of the fi rst pulse applied in an 
FWM experiment for positive time delay Δt

 k2  wave vector of the probe pulse in a pump-probe experiment or of the second pulse applied in 
an FWM experiment for positive time delay Δt 

 LL length of the laser gain medium

 n2 nonlinear refractive index

 P(t) time-dependent power: E P t dtp = ∫ ( )  

 q(t) saturable amplitude loss coeffi cient (does not include any nonsaturable losses)

 q0 unsaturated amplitude loss coeffi cient, also corresponds to the maximal loss coeffi cient

 a intensity absorption constant

 Δa nonlinear change of the intensity absorption constant

 ΔR  maximum modulation depth of a saturable absorber integrated within a mirror structure 
(i.e., the maximum nonlinear intensity refl ectivity change)

 ΔRns nonsaturable loss of a saturable absorber integrated within a mirror structure

 Δt time delay between the excitation pulses in a pump-probe or FWM experiment

 v frequency

 v0 center frequency

 Δvg FWHM (full width half maximum) gain bandwidth

 l wavelength in vacuum

 ln wavelength in a dielectric medium with a refractive index n

 l0 center wavelength

 sL gain cross section: Fsat, L = hn/sL, where h is the Planck’s constant

 sA absorber cross section: Fsat, A = hn/sA

 tp FWHM (full width half maximum) of pulse intensity

 tA recovery time of the saturable absorber

 tL upper state lifetime of laser medium
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18.2 ABBREVIATIONS

 A-FPSA antiresonant Fabry-Perot saturable absorber

 APM additive pulse modelocking

 AsGa arsenic antisite

 AsGa
0 neutral arsenic antisite

 AsGa
+ ionized arsenic antisite

 CB conduction band

 CPM colliding pulse modelocking

 FWHM full width half maximum

 FWM four-wave mixing

 KLM Kerr lens modelocking

 LT low temperature

 MBE molecular beam epitaxy

 MOCVD metal-organic chemical vapor deposition

 SAM self-amplitude modulation

 SBR saturable Bragg reflector

 SESAM semiconductor saturable absorber mirror

 SPM self-phase modulation

 VGa Ga vacancy

 VB valence band

18.3 INTRODUCTION

Since 1990 we have observed tremendous progress in ultrafast laser sources—a development that 
was triggered by the invention of the Ti:sapphire laser.1 The strong interest in all-solid-state ultrafast 
laser technology was the driving force and formed the basis for many new inventions and discoveries. 
Solid-state lasers provide some of the best laser qualities in terms of high-quality spatial modes, high 
output power, energy storage and large pulse energy when Q-switched, and large optical bandwidth 
necessary for ultrashort pulse generation. Today, the most important nonlinear optical processes 
that support short and ultrashort passive pulse generation are based on Kerr and/or semiconductor 
nonlinearities. Saturable absorbers based on either the Kerr effect or on semiconductors play a major 
role in ultrashort pulse generation. However, independent of the specific saturable absorber material 
or mechanism, we can define a few macroscopic saturable absorber parameters that will determine 
the pulse formation process. These parameters are defined in Sec. 18.4 and discussed in more detail 
for the specific cases of a slow and a fast saturable absorber. The material properties then can be 
modified over an even larger range if the absorber is integrated within a device structure. This 
will be discussed at the end of Sec. 18.4. Stable pulse generation can then be obtained when these 
macroscopic saturable absorber parameters are designed correctly. The crucial role of the optical 
Kerr effect in ultrashort pulse generation will be discussed in Sec. 18.5. Optimization of semicon-
ductor saturable absorber parameters normally requires a better understanding of the underlying 
physics, that is, the microscopic properties (Sec. 18.6). Ultrafast nonlinear optical processes can be 
analyzed in various ways to extract the information about the material system involved in the pro-
cess. Numerous studies with ultrafast laser pulses have been performed in atomic, molecular, and 
condensed matter systems. Thus, some of the most common experimental techniques in ultrafast 
spectroscopy will also be reviewed in Sec. 18.6. The results of such ultrafast spectroscopy measure-
ments are then summarized for semiconductor materials because of their importance in ultrashort 
pulse generation.
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Today ultrafast lasers demonstrate unsurpassed performances: pulse duration in the two-cycle 
regime,2,3 compact and reliable picosecond and femtosecond all-solid-state lasers,4,5 pulse repetition 
rates in the 100-GHz regime,6,7 average powers well above 10 W,8 and novel Q-switching perfor-
mances that bridge the gap between modelocking and Q-switching both in terms of pulse durations 
and pulse repetition rates.9 A more recent review is given in Ref. 10 with detailed tables summarizing 
the different modelocking results for many solid-state lasers. Further average power scaling towards 
the 1-kW regime looks very promising with SESAM modelocked Yb-doped thin disk lasers11 and 
this concept could be transferred to optically pumped semiconductor lasers.12,13

Optical pulses in the two-cycle regime have been produced by a variety of methods: direct generation 
in a modelocked laser oscillator,2,3 continuum generation together with parametric optical amplifica-
tion,14 and external pulse compression.15,16 In Fig. 1, interferometric autocorrelation measurements of the 
two-cycle pulses are shown. Although this is a relatively crude characterization technique, it is the only 
common measurement that has been performed on these sources; thus it allows for a direct comparison. 
These pulse generation techniques rely essentially on three identical ingredients:17 (1) an ultrabroadband 
amplifying process, (2) precise control of dispersion, and (3) the nonlinear optical Kerr effect.

Ultrafast all-solid-state lasers are based on diode-pumped solid-state lasers. Semiconductor satu-
rable absorbers were the first intracavity saturable absorbers that reliably started and sustained pas-
sive modelocked diode-pumped solid-state lasers.18,19 Any previous attempts to passively modelock 
such lasers with intracavity saturable absorbers resulted in Q-switching instabilities or Q-switched 
modelocking (see Fig. 2). The precise control of optical nonlinearities was necessary to resolve 
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parametric amplification.14 Comp. I: compression of Ti:
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the Q-switching problem. Such a control can be achieved with epitaxially grown semiconductor 
saturable absorbers, which makes them very attractive for use as saturable absorbers in solid-state 
lasers. Semiconductor saturable absorbers provide a variety of bandgaps, ranging from the visible 
to the infrared, and can be easily integrated into different device structures (such as a mirror, for 
example), which allows for the control of the absorber parameters over an even larger range. This 
is actually required to obtain stable pulse generation with many solid-state lasers. The specific satu-
rable absorber nonlinearities required for stable cw modelocking or Q-switching have recently been 
discussed in much more detail in Ref. 4 and will be briefly summarized in Sec. 18.4.

In this section we will put the emphasis on the nonlinearities used for ultrashort pulse generation. It is 
not our goal to provide a tutorial for pulse generation techniques such as passive modelocking or Q-switching. 
A more tutorial-type overview of the physics of ultrashort pulse generation was given in Refs. 5, 10, 20, and 
21. We would like to refer the interested readers to those chapters and the extensive references therein.

18.4  SATURABLE ABSORBERS: MACROSCOPIC 
DESCRIPTION

Saturable Absorber: Self-Amplitude Modulation

Saturable absorbers have been used to passively Q-switch and modelock many different lasers. 
Different saturable absorbers, such as organic dyes, colored filter glasses, dye-doped crystals, and semi-
conductors have been used. Independent of the specific saturable absorber material, we can define a 
few macroscopic absorber parameters that will determine the pulse generation process. The macro-
scopic properties of a saturable absorber are the modulation depth, the nonsaturable loss, the satura-
tion fluence, the saturation intensity, and the impulse response or recovery times. These parameters 
determine the operation of a passively mode locked or Q-switched laser. In our notation we assume 
that the saturable absorber is integrated within a mirror structure. Thus we are interested in the non-
linear reflectivity change or the differential reflectivity DR(t) as a function of time or in the reflectivity 
R(Fp, A) as a function of the incident pulse energy fluence on the saturable absorber. If the saturable 
absorber is used in transmission, we simply characterize the absorber by nonlinear transmission 
measurements. Both the saturation fluence Fsat, A and the absorber recovery time tA are determined 
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saturable absorber. Continuous wave (cw) Q-switching typically 
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experimentally without any need to determine the microscopic properties of the nonlinearities. 
Thus, the saturation fluence of the absorber is not only dependent on material properties but also 
on the specific device structure the absorber is integrated in.

Standard pump-probe techniques determine the impulse response DR(t) and therefore tA (see Fig. 3). 
In the picosecond regime we normally only have to consider one recovery time, because much faster 
femtosecond nonlinearities in the saturable absorber result in a negligible modulation depth. This is 
shown in Fig. 3, where the impulse response DR(t) was measured for two different excitation pulse 
durations. For excitation with a picosecond pulse, the pump-probe trace clearly shows no significant 
modulation depth with a fast time constant. In the femtosecond pulse regime we normally have to con-
sider more than one absorber recovery time. In this case the slow component normally helps to start the 
initial pulse formation process. The modulation depth of the fast component then determines the pulse 
duration at steady state. Further improvements of the saturable absorber normally require some better 
understanding of the underlying physics, which will be discussed in more detail in Sec. 18.6.

The saturation fluence Fsat, A is determined and defined by the measurement of the nonlinear 
change in reflectivity R(Fp, A) as a function of increased incident pulse fluence (see Fig. 4). The com-
mon traveling wave rate equations22 in the slow absorber approximation normally give a very good 
fit and determine the saturation fluence Fsat, A, modulation depth ΔR, and nonsaturable losses ΔRns 
of the absorber. The modulation depth is typically small to prevent Q-switching instabilities in pas-
sively modelocked solid-state lasers.23 Thus it is reasonable to make the following approximation:

  ΔR e q qq= − ≈ <<−1 2 12
0 0

0 ,   (1)

where q0 is the unsaturated amplitude loss coefficient. Here, it is assumed that the nonsaturable 
losses are negligible.

The saturation of an absorber can be described with the following differential equation:22

  
dq t

dt

q t q q t P t
EA A

( ) ( ) ( ) ( )=−
−

−0

τ sat,

  (2)

where q(t) is the saturable amplitude loss coefficient that does not include any nonsaturable losses. 
At any time t the reflected (or transmitted) intensity Iout(t) from the saturable absorber is given by

  I t R t I t e I tq t
out in in( ) ( ) ( ) ( )( )= = −2   (3)
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FIGURE 3 Standard pump-probe techniques deter-
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DR(t) for the same saturable absorber is different for dif-
ferent excitation pulse durations. For excitation with a 
picosecond pulse, the pump-probe trace clearly shows no 
significant modulation depth with a fast time constant.
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Then the total net reflectivity is given by
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This determines the total absorber loss coefficient qp, which results from the fact that part of the 
excitation pulse needs to be absorbed to saturate the absorber:

  R e qq
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tot = ≈ −−2 1 2   (5)

From Eqs. (4) and (5) it then follows that for qp << 1
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We then distinguish between two typical cases: a slow and a fast saturable absorber.

Slow Saturable Absorber

In the case of a slow saturable absorber, we assume that the excitation pulse duration is much 
shorter than the recovery time of the absorber (i.e., tp << tA). Thus, we can neglect the recovery of 
the absorber during pulse excitation, and Eq. (2) reduces to:

  
dq t

dt
q t P t

E A

( ) ( ) ( )≈ −
sat,

  (8)
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FIGURE 4 Nonlinear Reflectivity as function of the inci-
dent pulse fluence R(Fp, A). The measurement was made with 
a SESAM supporting 34-fs pulses in a Ti:sapphire laser. The 
measurements are fitted with common traveling wave rate equa-
tions22 in the slow absorber approximation which normally 
give a very good fit and determine the saturation fluence Fsat, A, 
modulation depth ΔR, and nonsaturable losses ΔRns of the 
absorber. Detailed guidelines how to measure the macroscopic 
SESAM parameters are given in Refs. 24 and 25.
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This differential equation can be solved, and we obtain for the self-amplitude modulation (SAM):
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Equation (6) then determines the total absorber loss coefficient for a given incident pulse fluence Fp, A:
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p A
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It is not surprising that qp does not depend on any specific pulse form, because tp << tA.
A slow saturable absorber has been successfully used to passively modelock dye and semiconduc-

tor lasers. In this case, dynamic gain saturation was supporting the pulse formation process (Fig. 5a), and 
much shorter pulses than the recovery time of the saturable absorber were obtained.26,27 Dynamic 
gain saturation means that the gain experiences a fast pulse-induced saturation that then recovers 
again between consecutive pulses. Therefore, an ultrashort net-gain window can be formed by the 
combined saturation of absorber and gain for which the absorber has to saturate and recover faster 
than the gain, while the recovery time of the saturable absorber can be much longer than the pulse 
duration. Haus’s master equation formalism can describe this passive modelocking technique very 
well.28 This formalism is based on linearized differential operators that describe the temporal evolu-
tion of a pulse envelope inside the laser cavity. Generally, the linearized master equations of Haus 
describe modelocking very well, as long as they only have to deal with small nonlinearities and loss 
modulation. This is true for most lasers; otherwise a strong tendency for instabilities is observed.
A review of Haus’s modelocking formalism is presented in more recent articles and book chapters.5,10,21,29 
Assuming passive modelocking according to Fig. 5a, Haus predicts a mode locked pulse duration for 
a fully saturated absorber
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with a predicted pulse form of

  I t I t p( ) ( ), .= = ⋅0
2 176sech /τ τ τ   (12)

where tp is the FWHM pulse width of the pulse intensity. For dye lasers using Rhodamin 6G with a 
gain bandwidth Δvg ≈ 4·1013 Hz and DODCI as the saturable absorber with an absorber cross section 
sA = 0.52·10−16 cm2, we would then predict a pulse duration tp of 56 fs at a center wavelength of 
620 nm [Eqs. (11) and (12)]. Slightly shorter pulses of 27 fs duration were demonstrated.30,31 The 
interplay of self-phase modulation and negative group velocity dispersion can result in pulses that 
are shorter than would be predicted by the SAM alone [Eq. (10)]. Martinez estimated the additional 
pulse shortening to be about a factor of 2.32,33 This will be discussed in Sec. 18.5.

For solid-state lasers we cannot apply slow saturable absorber modelocking as shown in Fig. 5a, 
because no significant dynamic gain saturation is taking place, due to the small gain cross section 
and the long upper state lifetime of the laser. The gain cross section of ion-doped solid-state lasers is 
typically 10−19 cm2 and smaller. This is at least 1000 times smaller than dye, semiconductor, or color cen-
ter lasers. In addition, the upper-state lifetime of ion-doped solid-state lasers is typically in the μs 
to ms regime—much longer than the pulse repetition period that is typically in the ns regime. We 
therefore do not observe any significant dynamic gain saturation, and the gain is only saturated to a 
constant level by the average intracavity intensity (Fig. 5b and c).

Fast Saturable Absorber

In the case of a fast saturable absorber, the absorber recovery time is much faster than the pulse 
duration (i.e., tp >> tA). Thus, we can assume that the absorption instantaneously follows the 
absorption of a certain power P(t), and Eq. (2) reduces to

  0 0=−
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−
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τ sat,

  (13)

The saturation of the fast absorber then follows directly from Eq. (13):
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where we used the fact that Psat, A = Esat, A/tA and P t P I t IA A A( ) ( ),/ /sat sat,= . In the linear regime we can 
make the following approximation in Eq. (14):
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The total absorber loss coefficient qp [Eqs. (10) to (12)] now depends on the pulse form, and for a 
sech2-pulse shape we obtain for an incident pulse fluence Fp, A and the linear approximation of q(t) 
[Eq. (15)]:
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We only obtain an analytic solution for fast saturable absorber modelocking if we assume an ideal 
fast absorber that saturates linearly with pulse intensity over the full modulation depth [Eq. (15)]. 
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For a maximum modulation depth, we then can assume that q0 = gI0, A, where I0, A is the peak inten-
sity on the saturable absorber. We then obtain with Eq. (16) a residual saturable absorber loss of 
q0/3, which the pulse experiences to fully saturate the ideal fast saturable absorber.

A fast saturable absorber has been successfully used to passively modelock solid-state lasers 
(Fig. 5b). An analytical solution with Haus’s master formalism34 is only obtained if we assume an 
ideal fast saturable absorber that produces a decreased loss directly proportional to intensity of 
the incident laser pulse [Eq. (15)]. Then again a sech2-pulse shape [Eq. (12)] with the following 
pulse duration is predicted:
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where Dg is the gain dispersion. Unfortunately, fast saturable absorbers with femtosecond recovery 
times are often not sufficient for reliable self-starting of the modelocking process. In passive mod-
elocking, pulse formation should start from normal noise fluctuations in a laser. One noise spike is 
strong enough to start saturating the absorber and thereby lowers the loss. This noise spike begins 
to grow in amplitude and becomes shorter until a stable pulse duration is obtained. Initially, these 
noise spike durations are on the order of the cavity round-trip time, introducing only very small loss 
modulations in a fast saturable absorber (see Fig. 3). A combination of a fast and a slow saturable 
absorber can help to solve this problem. Thus, semiconductor saturable absorbers are very interest-
ing because they typically have a bitemporal impulse response which even can be modified.

For picosecond solid-state lasers, the self-amplitude modulation of a fast saturable absorber 
with a picosecond recovery time is sufficient for stable pulse generation. A picosecond recovery time 
can be achieved with low-temperature-grown semiconductor saturable absorbers where midgap 
defect states form very efficient traps for the photoexcited electrons in the conduction band. A more 
detailed description of the microscopic nonlinearities is given in Sec. 18.6. In the picosecond regime, 
we developed a very simple stability criteria for stable passive modelocking without Q-switching 
instabilities:23

  E E E E Rp p c L A
2 2> =, sat, sat, Δ   (18)

The critical intracavity pulse energy Ep, c is the minimum intracavity pulse energy that is required 
to obtain stable cw modelocking; that is, for Ep > Ep, c we obtain stable cw modelocking and for Ep < Ep, c 
we obtain Q-switched modelocking (see Fig. 2). For good stability of a mode locked laser against 
unwanted fluctuations of pulse energy, operation close to the stability limit is not recommended. 
Thus, a large modulation depth supports shorter pulses [Eqs. (1), (15), and (17)], but an upper limit is 
given by the onset of self-Q-switching instabilities [Eq. (18)].

Semiconductor Saturable Absorber Mirrors

Semiconductor saturable absorbers were used as early as 1974 in CO2 lasers and as early as 1980 for 
semiconductor diode lasers. A color center laser was the first solid-state laser that was cw modelocked 
with an intracavity semiconductor saturable absorber.35 However, for both the diode and color center 
laser, dynamic gain saturation supported pulse formation, and a slow saturable absorber was sufficient 
for pulse generation (Fig. 5a). In addition, because of the much larger gain cross section and there-
fore smaller saturation energy Esat, L [Eq. (18)] (i.e., typically 1000 to 10,000 times smaller than ion-doped 
solid-state lasers), Q-switching instabilities were not a problem. Thus, semiconductor saturable absorber 
parameters (see Figs. 3 and 4) have to be chosen much more carefully for stable cw modelocking.

We typically integrate the semiconductor saturable absorber into a mirror structure that results in 
a device whose reflectivity increases as the incident optical intensity increases. This general class of device 
is called a semiconductor saturable absorber mirror (SESAM).18,36 A detailed description and guidelines on 
how to design a SESAM for either passive modelocking or Q-switching for different laser parameters is 
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given in Ref. 4. Such a SESAM device structure can be a simple Bragg mirror, where at least one quarter-
wave-layer contains an absorber layer (saturable Bragg reflector -SBR).37–39 A larger parameter range 
for the saturation fluence and modulation depth can be achieved if the saturable absorber is inte-
grated inside a Fabry-Perot structure that is operated at antiresonance (A-FPSA).18,40 The antiresonant 
Fabry-Perot structure is broadband and can be designed to have no significant bandwidth limitations 
even in the sub-10-fs pulse-width regime.41 The top reflector of the A-FPSA provides an adjustable 
parameter that determines the intensity entering the semiconductor saturable absorber and there-
fore the saturation fluence of the saturable absorber device. A SiO2/TiO2 dielectric top reflector has 
an additional advantage in that the damage threshold for this SESAM design is significantly higher 
compared to a SESAM design with the same saturation fluence but based on semiconductor materi-
als alone. We also distinguish between resonant and antiresonant SESAM designs. There are different 
trade-offs between these design regimes, but a compromise can be found to obtain both low satura-
tion fluence and sufficiently small group delay dispersion.42

More recently, semiconductor-doped dielectric films have been demonstrated for saturable absorber 
applications.43 Semiconductor-doped glasses have been used to modelock lasers as early as 1990.44 
However, the recently developed InAs-doped thin-film rf-sputtering technology offers similar 
advantages as SESAMs, which allows for the integration of the absorber into a device structure. At 
this point, however, the saturation fluence of ≈ 10 mJ/cm2 is still rather high for stable solid-state laser 
modelocking [Eq. (18)]. In comparison, MBE or MOCVD-grown SESAMs have typically a saturation 
fluence of ≈ 10 μJ/cm2, even though they can be modified from the μJ/cm2 to the mJ/cm2-range depend-
ing on the specific device structure.4,36

A more detailed discussion of microscopic semiconductor nonlinearities will be presented in 
Sec. 18.6. In principle, knowledge of the macroscopic absorber parameters is sufficient to under-
stand pulse generation. However, further improvements of saturable absorbers will require a more 
detailed understanding of microscopic optical nonlinearities.

18.5 KERR EFFECT

Longitudinal and Transverse Kerr Effect

The extremely rapid response and broad bandwidth of the Kerr nonlinearity are very attractive for a 
modelocking process. For high intensities, polarization inside a dielectric medium does not propor-
tionally follow the electric field anymore. This gives rise to an index change that is proportional to 
intensity. Off-resonance, this nonlinear optical effect is extremely fast, with estimated response times 
in the few-femtosecond range. The transverse and longitudinal effects resulting from the intensity 
dependence are shown schematically in Fig. 6. The transverse Kerr effect retards the central and 
most intense part of a plane wavefront, thus acting as a focusing lens, referred to as the Kerr lens. 
Later we will indicate concepts that make use of the Kerr lens to produce short pulses. Along the axis 
of propagation, the longitudinal Kerr effect retards the center of an optical pulse, producing a red 
shift of the leading part of the pulse and a blue shift in the trailing part. Consequently, the longitu-
dinal Kerr effect has been named self-phase modulation (SPM).

Longitudinal Kerr Effect for External Pulse Compression

SPM generates extra bandwidth; in other words, it spectrally broadens the pulse. SPM alone does 
not modify the pulse width—but a much shorter pulse can be generated with the extra bandwidth 
and proper dispersion compensation.45 To create a short pulse, the blue spectral components have 
to be advanced relative to the red ones, exactly counteracting the phase delays induced by the SPM 
(assuming n2 > 0). To do so an effect opposite to the normal material dispersion is needed. This 
type of dispersion is called anomalous or negative dispersion. A careful balance between a nonlinear 
spectral broadening process and negative dispersion is needed for efficient compression of a pulse. 
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Typically, self-phase modulation in a single-mode fiber is used to chirp the pulse, which is then 
compressed with a grating pair compressor.46

Ultimately, compression schemes are limited by uncompensated higher-order dispersion and 
higher-order nonlinearities. For pulses shorter than 100 fs, compression is typically limited to fac-
tors of less than 10. Compression of amplified CPM dye laser pulses with 50 fs duration produced 
the long-standing world record of 6 fs for short pulses.47 Similar concepts have been recently used 
for external pulse compression of 13-fs pulses from a cavity dumped Ti:sapphire laser15 and of 20-fs pulses 
from a Ti:sapphire laser amplifier16 resulting, in both cases, in approximately 4.5-fs pulses (see Fig. 1). 
In the latter case, the use of a noble-gas-filled hollow fiber resulted in unsurpassed pulse energies of 
about 0.5 mJ, with 5.2-fs pulses and a peak power of 0.1 TW.48

Longitudinal Kerr Effect for Broadband Parametric 
Amplification

The extra bandwidth obtained with SPM can be extremely large, producing a white-light contin-
uum49 that can be used as a seed for broadband parametric amplification. Parametric processes can 
provide amplification with even broader bandwidth than can typically be achieved in laser ampli-
fiers. Noncollinear phase-matching at a crossing angle of 3.8° in Barium beta borate (BBO) provides 
more than 150 THz amplification bandwidth.50 With this type of setup, parametric amplification 
has been successfully demonstrated with pulse durations of less than 5 fs.14

Longitudinal Kerr Effect for Passive Modelocking: Soliton 
Modelocking

It was recognized early on that the longitudinal Kerr effect or SPM together with negative dis-
persion results in soliton formation and further reduces pulse duration by about a factor of 2 in 
dye lasers.32,33 However, at that time an analytic solution for the pulse-shortening effect was not 
presented. Using soliton perturbation theory, an analytic solution has been derived that describes 
how to make use of much more significant soliton pulse shortening in solid-state lasers.51,52 This 
modelocking model, referred to as soliton modelocking, is fundamentally different from any previ-
ous models, because it treats soliton pulse shaping as the dominant pulse formation process and 
the saturable absorber as a perturbation to the soliton. This strongly relaxes the requirements of the 
saturable absorber as compared to pure saturable absorber modelocking. However, the saturable 

Longitudinal Kerr effect:
self-phase modulation

Δn(z) = n2I(z)

Transverse Kerr effect:
Kerr lens

Δn(x, y) = n2I(x, y)
y

z
x

FIGURE 6 The Kerr effect produces a nonlinear intensity-
dependent refractive index change. The longitudinal Kerr effect 
(top) causes self-phase modulation (SPM). The transverse Kerr 
effect (bottom) causes a nonlinear focusing lens (Kerr lens).
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absorber is still required to start the modelocking process and to stabilize the soliton pulses against 
continuous wave breakthrough.

The soliton modelocking model was experimentally confirmed by the production of 300-fs-long 
soliton pulses with a saturable absorber response time of only 10 ps.53 Pulses of 13 fs were achieved 
with a saturable absorber response time of about 60 fs.52 Further improvements of extremely broad-
band saturable absorbers41 with a higher modulation depth would be necessary to obtain even 
shorter pulses based on this modelocking mechanism.

In soliton modelocking the pulse duration is given by the soliton condition:
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where D2 is the total group delay dispersion inside the laser cavity per cavity round-trip. Here we 
assume that the dominant SPM is produced in the laser material (i.e., n2 is the nonlinear refractive 
index of the laser material, LL is the length of the laser material, and Fp, L the pulse fluence inside the 
laser material). In other cases we have to add all other contributions as well. The pulse duration 
scales linearly with the negative intracavity dispersion. Reducing the intracavity dispersion results 
in shorter transform-limited pulses.53 However, there is a limit. The soliton loses energy due to 
gain dispersion and losses in the cavity. This lost energy, called continuum in soliton perturbation 
theory,54 is initially contained in a low-intensity background pulse, which experiences negligible 
SPM, but spreads in time due to group velocity dispersion. This continuum experiences a higher 
gain compared to the soliton pulse, because it only sees the gain at line center (while the soliton 
sees an effectively lower average gain due to its larger bandwidth). After a sufficient build-up time, 
the continuum would actually grow until it reaches lasing threshold, destabilizing the soliton. 
However, we can stabilize the soliton by introducing a “slow” saturable absorber into the cavity. This 
“slow” absorber has to be fast enough to add sufficient additional loss for the growing continuum 
that spreads in time so that it no longer reaches lasing threshold. For a given recovery time of the 
saturable absorber, the continuum pulse will not broaden fast enough when the negative dispersion 
becomes too small. Therefore there is a minimum pulse duration that can be achieved for a given set 
of absorber and laser parameters:

  τ
π

φ τ
p

g

s
A

v

g

q, min

/

/
/

.=
⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

⎛

⎝
⎜−1 7627

1

6

3 4

1 8
3 2

0Δ ⎜⎜
⎞

⎠
⎟⎟

1 4/

  (20)

where φs  is the phase shift of the soliton per cavity round trip (assuming that the dominant SPM 
occurs in the laser gain medium) and is given by

  φ φs s L L Lz L kn L I= = =( ) ,2 2 0   (21)

Here we assume a fully saturated slow absorber with a linear approximation for the exponential 
decay of the slow saturable absorber, and a slow saturable absorber.

In the femtosecond regime, we observe a significant reduction of the tendency of Q-switching 
instabilities compared to pure saturable absorber modelocked picosecond lasers [Eq. (18)]. This 
can be explained as follows: If the energy of an ultrashort pulse rises slightly due to relaxation oscil-
lations, SPM and/or SAM broadens the pulse spectrum. A broader spectrum, however, reduces 
the effective gain due to the finite gain bandwidth, which provides some negative feedback, thus 
decreasing the critical pulse energy which is necessary for stable cw modelocking. The simple stability 
requirement of Eq. (18) then has to be modified as follows:23

  E gK E E E E RL p p L Asat, sat, sat,
2 2 2+ > Δ   (22)



18.14  NONLINEAR OPTICS

where K is given by
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Here we assume that the dominant SPM is produced in the laser medium. In other cases we have to 
add all other contributions as well.

Longitudinal Kerr Effect for Passive Modelocking 
with a Coupled Cavity: Soliton Laser, Additive Pulse 
Modelocking

The longitudinal Kerr effect can also be used to produce the same effect as a fast saturable absorber. 
To do this, the phase nonlinearity provided by the longitudinal Kerr effect has to be converted into 
an effective amplitude nonlinearity. The earliest modelocking schemes (based only on SPM) used 
a coupled cavity to convert SPM into SAM. In the soliton laser,55 pulses compressed by SPM and 
anomalous dispersion in the coupled cavity are directly coupled back into the main laser cavity. This 
provides more gain for the center of the pulse. Pulses as short as 19 fs have been demonstrated with 
color center lasers.56 Later, the SPM-to-SAM conversion with a coupled cavity was demonstrated 
for a case when the pulses inside the coupled cavity were broadened due to positive group velocity 
dispersion.57 In this case, no compressed pulse was fed back into the main cavity. An effective SAM 
was obtained because SPM inside the coupled cavity generates a phase modulation on the pulse 
that adds constructively at the peak of the pulse in the main cavity and destructively in the wings, 
thus shortening the pulse duration inside the main cavity. This was also referred to as additive pulse 
modelocking (APM).58 Although very powerful in principle, these coupled-cavity schemes have the 
severe disadvantage that the auxiliary cavity has to be stabilized interferometrically. An alternative 
method for converting the reactive Kerr nonlinearity into an effective saturable absorber has been 
developed: Kerr-lens modelocking (KLM).59

Transverse Kerr Effect for Passive Modelocking:
Kerr Lens Modelocking

The discovery of Kerr lens modelocking has been a breakthrough in ultrashort pulse generation.59 
Initially the modelocking mechanism was not understood and was somewhat of a mystery. But within 
a short time after the initial discovery it became clear that the transverse Kerr effect provides a fast satu-
rable absorber. In KLM, the transverse Kerr effect produces a Kerr lens (see Fig. 6) that focuses the high 
intensity part of the beam more strongly than the low intensity part. Thus, combined with an intra-
cavity aperture the Kerr lens produces less loss for high intensity and forms an effective fast saturable 
absorber.60–62 A similar modelocking effect can be obtained without a hard aperture when the Kerr 
lens produces an increased overlap of the laser mode with the pump profile in the gain medium.63 The 
Kerr lens provides the strongest advantage for the pulsed operation when the cavity is operated close to 
the stability limit. Optimization guidelines for SAM produced by the Kerr lens in different cavities can 
be found in Ref. 64. Unfortunately, the transverse Kerr effect couples the modelocking process with the 
laser cavity mode. In contrast, the use of only the longitudinal Kerr effect in modelocking decouples 
the modelocking process from the laser mode. This allows optimum cavity design for scaling the laser 
to higher powers and to higher pulse repetition rates without being constrained by the Kerr lens.

KLM is well described by the fast absorber modelocking model discussed above65 even though 
it is not so easy to determine the exact saturable absorber parameters such as the effective satura-
tion fluence. However, the linearized model does not describe the pulse generation with Ti:sapphire 
lasers in the sub-10-fs regime very well. Pulse-shaping processes in these lasers are more complex.66,67 
Under the influence of the different linear and nonlinear pulse shaping mechanism, the pulse is sig-
nificantly broadened and recompressed, giving rise to a “breathing” of the pulse width. The order of 
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the pulse shaping elements in the laser cavity becomes relevant and the spectrum of the modelocked 
pulses becomes more complex. In this case, an analytical solution can no longer be obtained. As 
a rough approximation, the pulses still behave like solitons and consequently these lasers are also 
called solitary lasers.66

Longitudinal Kerr Effect for Passive Modelocking
with Nonlinear Polarization Rotation

A Kerr effect-induced nonlinear polarization rotation in a weakly birefringent fiber has been used as a 
“pulse cleaner” to reduce the low-intensity pulse pedestals.68,69 The same effect can also be used to form an 
effective fast saturable absorber.70 Pulses as short as 38 fs have been generated with Nd-doped fiber lasers.

18.6  SEMICONDUCTOR ULTRAFAST 
NONLINEARITIES: MICROSCOPIC PROCESSES

The discussion of saturable absorbers in Sec. 18.4 has shown that semiconductors are well-suited 
absorber materials for ultrashort pulse generation. In contrast to saturable absorber mechanisms 
based on the Kerr effect (Sec. 18.5), ultrafast semiconductor nonlinearities can be studied outside 
the laser. Such studies give insight into the microscopic processes that determine the nonlinear opti-
cal properties of semiconductors on ultrashort time scales. This insight has substantially contributed 
to our understanding of the physics of semiconductors. Moreover, the information obtained from 
ultrafast semiconductor spectroscopy provides the basis for further improvement of ultrashort pulse 
generation with semiconductor saturable absorbers.

In this section, we will first give an overview of ultrafast semiconductor dynamics, which will be 
followed by a description of the most important experimental techniques for the study of ultrafast 
processes and nonlinearities. Then we summarize some of the results that have been obtained with 
these experimental techniques. This summary emphasizes aspects that are particularly relevant for 
saturable absorber applications, but goes beyond the saturable absorber issue if this is helpful to 
illustrate general concepts.

In ultrafast semiconductor spectroscopy, it is often convenient to distinguish between excitonic 
excitations (i.e., Coulomb-bound electron-hole pairs at the band edge71) and unbound electron-
hole pairs in the continuum of the spectrum. Laser pulses with a temporal width well below 100 fs 
have a spectral bandwidth that is much larger than the spectral width of the exciton resonance and 
the exciton binding energy in most semiconductors. This is illustrated in Fig. 7 for the example of 
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a 16-fs pulse and the absorption spectrum of a GaAs/AlGaAs quantum well72 at room temperature. 
Therefore, saturable absorber applications with sub-100-fs pulses very often involve broadband con-
tinuum excitations. For this reason, we will focus on ultrafast continuum nonlinearities and dynamics. 
Exciton dynamics will be discussed only to outline some general concepts of ultrafast semiconductor 
spectroscopy. For a comprehensive, in-depth review of ultrafast semiconductor spectroscopy the 
interested reader is referred to Ref. 73.

Overview

Semiconductors are characterized by closely spaced electronic eigenstates in energy space. This 
electronic structure gives rise to strong interaction among optical excitations on ultrafast time 
scales and very complex dynamics. Despite the complexity of the dynamics, different time regimes 
can be distinguished in the evolution of optical excitations in semiconductors.73,74 These different 
time regimes are schematically illustrated in Fig. 8, which shows the energy dispersion diagram of 
a 2-band bulk semiconductor. Optical excitation with an ultrafast laser pulse prepares the semicon-
ductor in the coherent regime (time regime I in Fig. 8). In this regime, a well-defined phase relation 
exists between the optical excitations and the electric field of the laser pulse and among the optical 
excitations themselves. The coherence among the excitations in the semiconductor gives rise to a 
macroscopic polarization (dipole moment density). Since the macroscopic polarization enters as a 
source term in Maxwell’s equations, it leads to an electric field which is experimentally accessible. 
The magnitude and decay of the polarization provide information on the properties of the semi-
conductor in the coherent regime. The irreversible decay of the polarization is due to scattering 
processes and is usually described by the so-called dephasing or transversal relaxation time. For a 
mathematical definition of this time constant the reader is referred to Refs. 73, 75, 76, and 77. Some 
more details about dephasing and coherent dynamics in semiconductors will be given later.

After the loss of coherence, ultrafast spectroscopy of semiconductors is solely concerned with 
the dynamics of the population (i.e., electron and hole distributions). In this incoherent regime, the 
time regimes II–IV can be distinguished, as described in the text that follows. The initial electron 
and hole distributions are nonthermal in most cases (i.e., they cannot be described by Fermi-Dirac 
statistics with a well-defined temperature). Scattering among charge carriers is mainly responsible 
for the redistribution of energy within the carrier distributions and for the formation of thermal 
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distributions. This thermalization is shown as time regime II in Fig. 8, for the example of a thermal-
izing electron distribution where thermalization occurs through scattering among the electrons. 
For excitation of the continuum, thermalization usually occurs on a time scale of 100 fs under most 
experimental conditions. More details about the dynamics in the thermalization regime will be pre-
sented later.

In general, the carriers have a temperature different from the lattice temperature after thermal-
ization has been completed. In Fig. 8 it is assumed that the carriers have a higher temperature than 
the lattice. For this case, Fig. 8 schematically shows the cooling of carriers by the emission of pho-
nons (i.e., energy transfer to the lattice). Cooling defines the time regime III. Typical time constants 
are in the picosecond and tens of picosecond range.

Finally, the optically excited semiconductor returns to thermodynamic equilibrium by the 
recombination of electron-hole pairs. Recombination is shown as time regime IV in Fig. 8. In a per-
fect semiconductor crystal, recombination proceeds via the emission of photons or Auger processes 
at high carrier densities. These recombination processes take place on time scales of tens of picosec-
onds and longer. These slow recombination processes as well as the relatively slow carrier cooling 
will not be discussed in more detail in this chapter. An excellent review can be found in Ref. 73.

Another ultrafast process is encountered if large densities of deep-level traps are incorporated 
in a semiconductor. Trapping of carriers into deep levels can proceed on subpicosecond time scales 
(not shown in Fig. 8). Since carrier trapping is important in many saturable absorber applications, it 
is discussed at the end of this section.

We note that the different time regimes temporally overlap. For example, a scattering process 
may destroy the coherence and contribute to thermalization. Nevertheless, it is very useful to dis-
tinguish between the different time regimes because they are a convenient means for the descrip-
tion of the complex semiconductor dynamics. The schematic picture of the different time regimes 
also demonstrates that two or more time constants are usually required to describe the temporal 
response of a semiconductor absorber. For example, we recall that thermalization typically takes 
place on the 100-fs time scale, while carrier trapping proceeds on times scales from a few hundreds 
of femtoseconds to picoseconds.

Experimental Techniques

In the following, we describe two very common experimental techniques for the study of ultrafast pro-
cesses and nonlinearities. The discussion focuses on semiconductors. However, the experimental tech-
niques have also been intensively used for the study of other condensed matter systems or molecules.

Transient Four-Wave Mixing Transient four-wave mixing (FWM) is an experimental technique 
for the study of the coherent regime. A schematic diagram of a transient FWM experiment is shown 
in Fig. 9. Two excitation pulses with wave vectors k1 and k2 excite the sample. In most FWM experi-
ments the two pulses have the same spectrum (degenerate FWM). We assume here that the case of 
degenerate FWM is realized. An optical delay line is used to introduce a time delay Δt between the 
pulses where positive Δt refers to pulse k1 arriving before pulse k2 at the sample.

k1

k2

FWM

Delay

Pump-probe
transmission

Pump-probe
reflectionΔt

2k2-k1

FIGURE 9 Schematic experimental setup for four-wave-
mixing (FWM) and pump-probe spectroscopy.
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Pulse k1 generates a coherent polarization in direction k1 in the sample. If the time delay Δt is 
smaller than the dephasing time of the coherent polarization, in a second step, this polarization 
interacts with the electric field of pulse k2 to set up an interference grating. In a third step, pulse k2 
is self-diffracted from this grating and an electric field is emitted in the phase-matching direction 
2k2-k1. The diffracted field constitutes the FWM signal. A more detailed analysis shows that the 
FWM signal is due to a nonlinear polarization in direction 2k2-k1.

73,78

The FWM emission can be analyzed in different ways. First, the time integral over the FWM inten-
sity can be measured versus the time delay. Such measurements usually provide information about the 
dephasing time since the strength of the FWM emission is determined by the coherent polarization 
in direction k1 that is left when pulse k2 is applied.73,78 Spectral information is obtained if the FWM 
emission is analyzed with a spectrometer at fixed time delays. If more than one resonance is excited, 
the FWM spectrum shows the magnitude of the optical nonlinearity of the different resonances. 
Moreover, for homogeneously broadened transitions, the dephasing time can be obtained from the 
spectral width of the FWM emission. For a fixed time delay, the decay of the FWM signal can be 
measured in real time by optical gating with a reference pulse. Usually, sum frequency generation 
in a nonlinear crystal is used for this purpose. This is essentially a cross correlation measurement 
between the FWM signal pulse and the reference pulse, in which the time resolution is determined 
by the duration of the reference pulse. In such a correlation measurement, a slow photodetector can 
be used to detect the sum frequency signal. Real-time detection of FWM signals shows whether the 
excited optical transitions are homogeneously or inhomogeneously broadened. For homogeneous 
broadening, the FWM signal in direction 2k2-k1 immediately sets in when pulse k2 is applied (for 
positive time delays). For inhomogeneous broadening, the FWM signal is emitted time-delayed with 
respect to pulse k2 as a so-called photon echo.75 More details as well as a mathematical analysis of 
degenerate two-pulse FWM can be found in Refs. 73 and 78. Transient FWM with three pulses is 
treated in Ref. 79.

For excitation of interband transitions in semiconductors, occupation of valence and conduction 
band states contributes to the optical nonlinearity exploited in the FWM process. Occupation effects 
are a source of nonlinearity in many electronic systems, as shown by the analysis of simple two-level 
systems.73,78 Other sources of nonlinearity will be briefly mentioned when we present some results 
of coherent semiconductor spectroscopy.

Pump-Probe Spectroscopy Pump-probe spectroscopy is the most widely used technique for the study 
of ultrafast optical nonlinearities. As shown in Fig. 9, the sample is excited by the pump pulse k1. The 
nonlinear changes of the transmission or reflectivity of the sample are detected by the time-delayed 
probe pulse k2. The time delay is defined as positive if the pump pulse precedes the probe. Often, the 
pump pulse train is amplitude-modulated and a lock-in amplifier is used for detection of the nonlinear 
transmission or reflectivity changes at the modulation frequency. It is important to note that the pump-
probe experiment is a correlation experiment, in which a slow photodetector can be used.

With this technique, nonlinear reflectivity changes are measured in saturable absorbers which are 
integrated within a mirror structure, as mentioned in Sec. 18.4. In studies of microscopic processes, 
very often the nonlinear changes of the probe transmission are measured, which is referred to as 
differential transmission (DT) spectroscopy. In the simplest arrangement, the DT signal is spectrally 
integrated over the spectrum of the probe pulse. If the probe pulse has a large bandwidth, the DT 
signal at various photon energies can be obtained from measurements of the spectrum of the trans-
mitted probe pulse in the presence and absence of the pump. The difference between those spectra 
represents the DT spectrum. Spectral information can also be obtained if a tunable narrowband 
probe pulse is scanned over a spectral window.

The differential transmission signal contains information on the coherent and the incoherent 
regime. In the coherent regime, the DT signal is determined by the nonlinear polarization in the 
direction of the probe pulse. The DT signal in the coherent regime is analyzed in more detail in 
Refs. 80, 81, 82, and 83.

Coherent effects can be neglected on time scales much longer than the dephasing time of the 
polarization. The DT signal is then determined by the population (i.e., the electron and hole distribu-
tions) generated by the pump pulse. In the incoherent regime, one can roughly distinguish between 
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two different sorts of effects that determine the DT signal of semiconductors: (1) occupation effects 
and (2) many-body Coulomb effects. Occupation effects are based on the fermionic nature of opti-
cal excitations and can be understood in the following way. A nonequilibrium carrier population 
in excited states reduces the optical transition rate into these states due to the reduced density of 
empty final states. This manifests itself by the reduction of the absorption at certain photon ener-
gies. Occupation effects are important in many electronic systems. Many-body effects are particularly 
important in semiconductors. They include the renormalization of the bandgap and screening of the 
Coulomb interaction. Details can be found in Refs. 84 through 87. Of course, the many-body effects 
are related to the occupation effects since they depend on the distribution of carriers.

If many-body effects can be neglected and if the optical matrix elements do not depend on the 
pump excitation, the nonlinear change Δa of the absorption constant a is directly proportional to 
the magnitude of the population (i.e., the electron and hole densities). In general, both refractive 
index changes and absorption changes Δa contribute to the differential transmission signal.88 A 
considerable simplification is obtained if refractive index changes can be neglected and if the relation 
Δad << 1 holds (d sample thickness). Then the DT signal is proportional to Δa, and the decay of the 
DT signal can be identified with the decay of the electron and hole densities. We note that in studies 
of carrier trapping, pump-probe data are very often analyzed under the just-described assumptions.

Results

In this subsection, examples are given that show how ultrafast spectroscopy has contributed to the 
understanding of ultrafast processes and nonlinearities in semiconductors. We will highlight those 
aspects that are particularly relevant for broadband saturable absorbers. The material is organized 
according to the different time regimes which have been identified at the beginning of Sec. 18.6.

Coherent Regime: Excitonic Excitations Studies of excitons in the coherent regime are an illus-
trative example for the issues addressed in coherent ultrafast spectroscopy of semiconductors. 
Therefore, we briefly discuss some aspects of coherent exciton dynamics even though excitonic exci-
tations are less important for many ultrafast saturable absorber applications. This discussion will 
illustrate the main issues addressed in ultrafast semiconductor spectroscopy in the coherent regime: 
(1) dephasing times and underlying scattering mechanisms, (2) coupling and interference between 
optical excitations, and (3) the nature of the optical nonlinearity.

Four-wave mixing has been intensively used to study the dephasing of excitons and the underly-
ing scattering mechanisms. Varying the excitation intensity, the effects of exciton-exciton and exci-
ton-electron scattering on the dephasing of excitons have been investigated in bulk semiconductors89 
and quantum wells.90 Varying the temperature, dephasing of excitons due to interaction with lattice 
vibrations (phonons) has been studied in Ref. 91. Summarizing these results, exciton dephasing 
times can be in the picosecond range at moderate exciton and free-carrier densities and Helium 
temperatures. Increasing the temperature decreases the dephasing time due to enhanced phonon 
scattering. Likewise, enhanced carrier or exciton densities cause faster dephasing. A detailed analysis 
of exciton dephasing in three- and two-dimensional semiconductors is presented in Ref. 92. We note 
that exciton dephasing can also give insight into the structural properties of a semiconductor, such 
as interface roughness in quantum wells and alloy disorder in mixed crystals.93,94

More recent four-wave mixing investigations of coherent exciton dynamics focus on quantum-
mechanical coupling and interference between different exciton transitions. Beating phenomena 
between two exciton transitions have been observed in various systems95–98 as well as beats involving 
the whole excitonic Rydberg series.99 The study of beating phenomena allows for the extraction of 
level splittings and yields information on the quantum-mechanical coupling in multilevel systems 
(i.e., their internal structure100,101).

The nature of the optical nonlinearity in the coherent regime is another subject that has been 
intensively studied in four-wave-mixing experiments on excitons.87,102–110 It has been shown that 
many-body Coulomb interaction substantially contributes to the coherent optical nonlinearity. With 
respect to the essence of this result we note that the polarization of a certain interband excitation 
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gives rise to an electric field which has to be added to the external laser field in order to determine 
the coherent dynamics of other excitations. A rigorous theoretical treatment can be found in 
Refs. 85 and 87.

Coherent Regime: Continuum Excitations Four-wave-mixing studies of continuum dephasing 
have been performed with broadband sub-10-fs pulses in three-dimensional bulk semiconductors111 
and quasi two-dimensional quantum wells.112 These studies have shown that the decay of the coher-
ent polarization of the semiconductor continuum is extremely fast. Decay times are only about 10 fs at 
high carrier densities, which are likely to be obtained in a saturable absorber in a laser cavity. The 
ultrafast dephasing is mainly due to carrier-carrier scattering with a density dependence that reflects 
the dimensionality of the semiconductor.112 More recent work113 shows that at reduced carrier den-
sities interaction with the lattice also needs to be considered in continuum dephasing experiments. 
The interaction with the lattice has been identified as electron-LO-phonon scattering,113 which has a 
time constant of about 200 fs.114–116

The internal structure of the continuum has been experimentally investigated in Ref. 117. The 
observation of a photon echo has demonstrated that the semiconductor continuum can be treated 
as an ensemble of uncoupled excitations at higher carrier densities.117 Interaction between contin-
uum and exciton transitions in coherent nonlinear optics has been studied both for degenerate118–120 
and nondegenerate excitons and continua.121–124 This work has demonstrated the importance of 
many-body coupling effects between different interband transitions at lower carrier densities.

We note that it is not yet clear how coherence in a semiconductor saturable absorber affects 
the formation of broadband ultrashort pulses in a laser cavity. Some theoretical predictions can be 
found in Refs. 125 and 126. Experimental results about this issue are missing so far. Given the ultra-
fast dephasing times in semiconductors under the conditions in a laser cavity, coherence effects are 
most likely to be important for the generation of sub-10-fs pulses.

Thermalization Regime Here we will focus on the excitation of semiconductor continuum states. 
Studies of the thermalization of free electron and hole distributions are an instructive example for 
the usefulness of the differential transmission (DT) technique. In particular, measurements of dif-
ferential transmission spectra have yielded considerable insight into the complex processes that 
determine the dynamics in the thermalization regime. For excitation well above the bandgap, non-
thermal carrier distributions can be observed in bulk semiconductors, such as GaAs127 and quantum 
wells.128 These nonthermal distributions manifest themselves as positive signal in the DT spectrum 
with a shape that is approximately given by the spectrum of the pump pulse. Often, this signature 
in the DT spectrum is referred to as a spectral hole. The decay of the spectral hole and the thermal-
ization of the carrier distributions lead to a substantial change of the shape of the DT spectrum. 
Thermalization occurs on the 100-fs time scale in undoped semiconductors and is determined by 
carrier-carrier scattering in many experiments. The exact thermalization time strongly depends 
on the carrier density, the excess photon energy with respect to the band edge, and the type of 
carrier.73,127–129 Thermalization of optically excited carriers in the presence of cold electron or hole 
plasmas has also been investigated by the differential transmission technique.73,130 These experi-
ments have been performed in modulation-doped quantum wells72 and show that thermalization 
can occur in less than 10 fs.

Besides carrier-carrier scattering, intervalley scattering is another process which can affect carrier 
dynamics in the thermalization regime. Semiconductors such as GaAs possess several conduction 
band minima at different points of the Brillouin zone. If electrons are created near the center of the 
Brillouin zone with large enough excess energy, they can scatter to the side valleys. This process has 
been investigated in DT experiments, and intervalley scattering times in the sub-100-fs range have 
been deduced.131,132

Spectrally resolved DT measurements have also revealed interesting many-body effects. A closer 
inspection of DT spectra has shown that the spectral hole is redshifted with respect to the pump 
spectrum.133 Moreover, at the high-energy edge of the pump spectrum a negative DT signal is 
observed. These signatures have been interpreted in terms of Fermi edge singularities at the upper 
and lower edge of the nonthermal electron distribution generated by the pump pulse.133,134 The 
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work on Fermi edge singularities is an instructive example for the interplay between occupation and 
many-body effects in differential transmission experiments in semiconductors.

Thermalization of carrier distributions and many-body effects also change the spectrally inte-
grated DT signal or the impulse response of a semiconductor saturable absorber. In particular, ther-
malization contributes to the fast decay seen in the impulse response at early times (cp. Fig. 3). It is 
important to note that this fast decay is the result of the complex redistribution of nonlinear trans-
mission or reflectivity changes in frequency space. As a consequence, no general concept has evolved 
so far for the engineering of this fast decay.

The fast decay of a spectrally integrated DT curve in the thermalization regime also depends on 
the temporal structure of the pump and probe pulses themselves.135,136 This point has been recently 
demonstrated in experiments in which a so-called frequency chirp was imposed on 20-fs pulses. In 
a frequency-chirped laser pulse the frequency varies over the temporal profile of the pulse. Such 
chirped pulses have been used in DT experiments on continuum transitions in bulk semiconduc-
tors. The results show that the fast decay of spectrally integrated DT curves can be enhanced by an 
appropriate frequency chirp.135,136 The manipulation of ultrafast nonlinearities by the chirp of the 
pulses can be viewed as an example of a much more general concept known as coherent control.137 
In coherent control experiments, the temporal shape or spectral content of ultrafast laser pulses are 
adjusted138 to reach preset goals. The chirp control experiments in Refs. 135 and 136 demonstrate 
that the detailed temporal and spectral structure of the laser pulses should be included in the opti-
mization of semiconductor saturable absorbers. That probably also means that the position of the 
SESAM within the laser cavity may play a role in sub-10-fs pulse generation.

Carrier Trapping Processes that remove electrons and holes from the bands of a semiconductor lead 
to a decay of the nonlinear transmission or to reflectivity changes resulting from the interband transi-
tions. As discussed in Sec. 18.4, semiconductor saturable absorber applications in ultrashort pulse 
generation often require picosecond or subpicosecond absorber recovery times. The simplest way to 
obtain such short absorber recovery times would be to remove the optically excited carriers from the 
bands a few hundreds of femtoseconds after they have been created. Ultrafast depletion of the semicon-
ductor band states is also important in all-optical switching devices139,140 and optoelectronics.141 However, 
intrinsic recombination processes are usually too slow to deplete the band states of a semiconductor on 
picosecond or subpicosecond time scales. Therefore, one generates defect states in the bandgap which 
give rise to fast carrier trapping, thereby depleting the bands. The trapping time is determined by the 
density and the type of the traps. Higher trap densities give rise to faster trapping.

Standard methods for the controlled incorporation of defect and trap states are ion implanta-
tion142 and low-temperature (LT) molecular beam epitaxy.143 In ion-implanted semiconductors, the 
trap density and the type of defect are determined by the implantation dose. The growth tempera-
ture controls the defect density in LT semiconductors, where larger defect densities are incorporated 
at lower temperatures.144 GaAs is the best understood LT-grown III-V semiconductor. Low-temperature 
growth of GaAs is performed at temperatures of 200 to 300°C, as compared to about 600°C in stan-
dard molecular beam epitaxy. During LT growth of GaAs, excess arsenic is incorporated in the form 
of arsenic antisites (As on Ga lattice site: AsGa) at densities as large as 1020 cm−3.144,145 In undoped LT 
GaAs, more than 90 percent of the antisites are neutral, while the rest is singly ionized due to pres-
ence of Ga vacancies (VGa) which are the native acceptors in the material (see Fig. 10a).144,146 The 
ionized arsenic antisites have been identified as electron traps.147 Annealing at higher temperatures 
(typically 600°C and higher) converts the arsenic antisite point defects into arsenic clusters, so-called
As precipitates (see Fig. 10b).148 A detailed review of the properties of LT GaAs can be found in 
Refs. 149 and 150.

The carrier trapping times in as-grown LT GaAs can be in the subpicosecond regime and show 
the expected decrease with decreasing growth temperature.151,152 Subpicosecond recovery times of 
nonlinear transmission or reflectivity changes are also found in annealed LT GaAs, indicating that 
arsenic precipitates efficiently deplete the band states.153,154 For more details about carrier trapping 
in LT semiconductors the reader is referred to Refs. 155 through 162.

Picosecond and subpicosecond carrier trapping times have also been found in semiconductors 
implanted with various ion species.163–168 A decrease of the trapping time with increasing ion dose 
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was observed at lower doses.163,164,167 At higher ion doses, the trapping time can increase with the 
dose.168 The correlation of trapping times with structural properties of ion implanted semiconduc-
tors has given more insight into this unexpected dose dependence of the trapping time.169 This work 
indicates that not only the defect density but also the type of defect depends on the ion dose.169 Both 
the density and the type of defect affect carrier trapping, leading to longer trapping times if less 
effective traps are generated at higher ion doses.169

Besides an ultrafast carrier trapping and absorber recovery time, other important sat-urable 
absorber parameters are the modulation depth and the nonsaturable losses which remain even at 
the highest pump energy fluences (see Sec. 18.4). Optimized materials combine an ultrafast recovery 
time with high modulation and small nonsaturable losses. This material optimization issue has been 
addressed in recent publications.154,168,170 In these studies, the nonlinearity of continuum transitions 
was investigated in different modifications of GaAs. The preparation of the semiconductor lay-
ers ensured that the modulation depth and the nonsaturable losses were determined by nonlinear 
absorption changes.

It has been shown that standard as-grown LT GaAs with an ultrafast carrier trapping time suffers 
from a small absorption modulation and high nonsaturable absorption losses.154,170 Note that large 
nonsaturable absorption decreases the modulation depth and causes large nonsaturable losses when 
the semiconductor absorber is integrated within a mirror structure. The high nonsaturable absorp-
tion mainly results from the strong defect absorption from the neutral As antisites to the conduction 
band (see Fig. 10a) whose saturation fluence has been shown to be extremely high.154 Therefore, the 
goals of material optimization are (1) to reduce the nonsaturable absorption by the reduction of the 
density of neutral As antisites and (2) to maintain a fast trapping and absorber recovery time.

We have demonstrated two different ways to reach those goals. Annealing of LT GaAs strongly 
reduces the density of neutral As antisites and the nonsaturable absorption.154 The simultaneous 
reduction of the density of useful ionized As antisite electron traps does not substantially increase the 
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absorber recovery time due to the presence of the As precipitates (see Fig. 10b). Alternatively, dop-
ing with acceptors, such as Beryllium, can be used to reduce the density of neutral As antisites.171 
The simultaneous increase of the ionized As antisite density results in ultrafast carrier trapping and 
absorber recovery times (see Fig. 10c).170 Annealed LT GaAs and Be doped LT GaAs combine ultra-
fast recovery times with high modulation depth and small nonsaturable losses. These materials are 
well suited for saturable absorber devices in laser physics and for all-optical switching applications.

Studies of the modulation depth ΔR, the nonsaturable losses ΔRns, and the recovery time tA in 
ion implanted GaAs have shown that ΔR decreases and ΔRns increases with decreasing recovery 
time.168 Nevertheless, if the ion species, ion dose, and annealing conditions are properly chosen, 
combinations of ΔR, ΔRns, and tA can be obtained which are appropriate for saturable absorber 
applications. Ion-implanted GaAs is an alternative to annealed or Be doped LT GaAs as a material 
for saturable absorber devices.168
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19.1 INTRODUCTION

For the general public the word “laser” brings to mind images of space ships zapping evil invaders, 
or perhaps earthbound military planners engineering speed-of-light weapons for destroying incom-
ing ICBMs. However, the reality is that the things most often “zapped” or damaged by lasers are the 
various optical components used to make or direct laser beams.

This chapter deals with laser-induced damage (LID) in optical materials. LID refers to perma-
nent damage produced by melting, ablation, cracking, plasma formation (spark), and so on in or 
on an optical material as a result of exposure to laser radiation. The LID threshold refers to the flu-
ence or irradiance which causes such damage. In early literature on this topic LID thresholds were 
defined to be the average between the highest fluence or irradiance levels for which no damage was 
observed and the lowest levels for which damage was observed. Most recent literature defines the 
LID threshold as the fluence or irradiance level for which probability for damage goes to zero (a 
much more useful definition for use in designing laser systems). For more defect-free samples these 
two definitions give approximately the same values for LID thresholds.

The problem of LID is as old as the first pulsed laser. The reason for this is that the power den-
sity, or fluence, is most often largest inside the laser resonator itself. The problem can, in principle, 
be avoided by lowering the power density or fluence inside the laser system by appropriate expan-
sion of the beam. However, such expansions can greatly increase the cost, weight, and volume of 
laser systems. In many cases, larger size components are simply not available.

The net result is that systems are constrained by cost, weight, and volume to be as compact as 
possible. In practical terms, this means that the LID thresholds of critical components form the limit 
of laser output power, or energy, for many pulsed laser systems.

Thus, the critical nature of LID has led to many efforts to understand the mechanisms of LID 
and to improve the damage resistance of optical components. As will be shown later, the LID pro-
cesses are often highly nonlinear as well as complex. The range of operating wavelengths of lasers 
(infrared to the ultraviolet), pulse widths (continuous output to tens of femtoseconds), and variable 
repetition rates further complicate the situation.

There is vast literature on the subject of LID. A good start for data on LID of optical materials 
can be found in the proceedings of the annual Conference on Laser-Induced Optical Materials, also 
known as Boulder Damage Symposium, held in Boulder, Colorado, since 1969.1 These proceedings 
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are available from the SPIE in hardcopy, online, or a set of CD-ROMs. The CDs and online versions 
are searchable by topics, key words, and authorship. The proceedings’ of the 2008 meeting contain 
review articles on LID to surfaces and mirrors,2 materials and measurements,3 thin films,4 and fun-
damental mechanisms,5 for the previous 40 years of research on these topics. Much of the material 
in this chapter on fundamental mechanism is taken from Ref. 5.

19.2 PRACTICAL ESTIMATES

With few exceptions LID practical limits are determined at the surfaces and interfaces of optical 
materials. The reason for this is that these are the locations with the most defects and impurities. LID 
at such locations can occur at fluences that are orders of magnitude smaller than that in the bulk of 
materials, and below that expected from measurements of average absorption of light, or required 
for failure through operation of some fundamental mechanisms such as multiphoton absorption.

Given the large parameter space of laser operations many authors have tried to develop scaling 
rules for LID to aid the design of laser systems.6 These models try to incorporate parametric depen-
dence in various mechanisms but the parameter space can be huge. For example, in one of the earlier 
papers on LID7 E.L. Bliss noted that LID depends on laser frequency, pulse duration, beam diameter, 
temperature, beam focusing, and the details of the materials growth and preparation. Even after more 
than 40 years of study, the parametric dependence of the various mechanisms of LID are not under-
stood well enough to allow accurate scaling models that can ensure adequate design of laser systems.

However, there is a “rule of thumb,” which gives a good starting point in estimating limits 
imposed by LID:5

 Ed = (10 J/cm2)(tp/1 ns)1/2 (1)

where Ed = damage threshold fluence, J/cm2

 tp = laser pulse width, ns

Equation (1) gives an approximation of the threshold fluence to within plus or minus an order of 
magnitude for optical materials (transparent dielectrics) over the wavelength range from the UV to 
the infrared. This is admittedly a gross over simplification. The proper use of this equation is sim-
ply to get an idea as to whether or not one should be concerned about the possibility of LID. Laser 
systems designs that anticipate fluences on the high side of this equation will likely be dominated by 
LID considerations. For fluences below this range, one can reasonably assume that LID will not be a 
major factor limiting system performance.

Note that Eq. (1) has little theoretical basis except for the case where damage is caused by a thin 
absorbing film on a surface or interface. For that case, damage fluence should be scaled as the square 
root of the pulse width due to one-dimensional heat dissipation into the surface.

If one must know the damage threshold to better than the approximation in Eq. (1), then one 
should make a careful measurement of the threshold for conditions (tp, wavelength, etc.) similar to 
those expected in use.

19.3 SURFACE DAMAGE

A good optical surface can be polished and cleaned to have optical absorption of order 10–4 of 
the incident radiation,8 which by itself should not result in optical damage. However, surfaces are 
subject to contamination and will have some amount of subsurface defects and imbedded impuri-
ties9 (such as polishing particles). While minor surface contamination and point defects may not 
substantially contribute to the average linear absorption of light by a surface such factors can, and 
usually do, dominate LID of optical surfaces. Examination of surface damage sites indicates a mor-
phology consistent with defect-initiated damage.
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Surface damage thresholds can be raised by

• Using grinding and polishing techniques that produce minimum subsurface damage10

• Postpolishing etching or annealing11

• Proper surface cleaning12

A note of caution: Care must be used in cleaning optical surfaces as to not scratch the surface 
and not leave behind residue from the cleaning process. It is best not to get surfaces dirty! Holding a 
laser component on its edge by an ungloved hand will result in the diffusion of body oils across the 
surface sufficient to cause LID at low fluences. The references cited above are just a sampling. The 
Boulder proceedings1 contain over 100 papers that relate to this one topic.

Standard optical polishing techniques can lead to substantial subsurface damage and contamina-
tion that in turn leads to LID. Typical procedures for preparing optical surfaces consist of a series 
of polishing or grinding steps with each subsequent step using finer grinding or polishing agents. A 
process sometimes referred to as “controlled grinding”8 can raise LID thresholds. In such processes, 
each step first removes damaged layer (approximately 3 times the size of the previous grinding or 
polishing grit), then proceeds with the next step in surface finishing.

An effective method of surface annealing is pre-irradiation of surfaces with fluence levels below 
the single shot LID threshold of a surface. Two methods are used: the so-called N on 1 method, 
where multiple subthreshold irradiations are undertaken,13 and the S on 1 process,14 in which the 
surface is irradiated at levels substantially below the single-shot damage threshold and then ramped 
up to the expected operational level. Substantial increases in LID fluences have been observed by 
using these techniques.

Entrance versus Exit Surface Damage

Consider an optical component illuminated by laser radiation at normal incidence. An interesting 
damage phenomenon is that for a given power or fluence incident upon an optical component, the 
exit (or rear) surface will damage before the entrance (or front) surface. This is at first counterintuitive, 
since Fresnel reflection loss at the entrance surfaces results in less energy reaching the rear surface.

The puzzling fact that the exit surface damages first provided an important clue as to the more 
fundamental aspects of LID. Several exotic explanations were proposed, but the explanation from 
linear optics is simply that the electric field associated with the laser is larger at the exit surface than at 
the entrance (even though the beam is partially depleted by Fresnel reflection at the front surface).15

This is understood by considering that the reflected wave at the entrance surface is 180° out 
of phase with the incident field (Fresnel reflection for propagating from a low-index medium to a 
high-index medium). At the exit surface, propagation is from the high-index medium (say, glass) to 
the low (say, air). In that case, the reflected field is in phase with the incident field. Therefore, the exit 
surface damages first simply because the electric field is higher at the rear surface. The fluence and 
irradiance are proportional to the electric field squared thus for even linear damage mechanisms, for 
example, simple absorption, the LID thresholds (expressed in terms of incident energy or power) for 
the exit surface will be lower than that of the entrance surface.

This field dependence of LID has played an important role in the design of thin film coatings 
(“move” the E-field away from coating interfaces), understanding the effects of cracks, voids, and 
other surface defects, and in formulation of various models for fundamental mechanisms of LID.

LID in Optical Coatings

Section 19.3 emphasizes the dominance of surface damage in most damage-limited laser systems. In 
fact, most optical surfaces in high-performance laser systems are coated with thin films (usually mul-
tiple layers) to control or manage reflectivity. Examples include high-reflection mirrors, antireflection 
coatings on transmitting optics, partial reflecting beam splitters, and wavelength selectivity elements.



19.4  NONLINEAR OPTICS

LID to thin films is the most likely factor limiting the performance of high-power laser systems. 
(See Ref. 4 and references contained therein.) Multilayer (ML) coatings are affected by the defects, 
contamination, and subsurface damage of the surfaces upon which they are applied. In addition, 
each coating interface contributes an additional surface to the system and thus additional oppor-
tunities for surface defects to effect damage. Among other thin-film problems affecting LID are: 
adhesion; differential expansion; defects in the films themselves; porosity, which allows diffusion of 
defects; and enhancement of E-fields within the thin film stack.

A few general statements and guidelines to minimize thin-film damage are

1. Proper surface preparation and surface cleaning is essential to maximize LID thresholds in thin films.

2. The problem is more severe for transmitting thin films. Among the issues is the simple fact that 
the film-substrate interface cannot be avoided and this is a common initiator of LID. In general, 
antireflection (AR) coatings exhibit lower thresholds than high-reflection (HR) coatings.

3. Stress in thin films can reduce LID thresholds so that coating materials choices and deposition 
conditions should be selected to minimize internal stress in the thin-film stack.

4. In general, lower index coatings will have higher damage thresholds than higher index films. 
However, multilayer systems must have both high- and low-index components and the smaller the 
index difference, the more layers are needed to achieve the same desired reflectivity or antireflectivity.

5. Amorphous coatings have less problems with impurity diffusion than do single or multicrystal-
line materials and so are better choices when available.

6. Inherent in thin-film design is arranging thicknesses and indices so that multiple reflections 
either enhance the E-field or reduce the E-field. One important design consideration is to ensure 
that regions of enhanced E-field are moved away from surfaces and interfaces. The simple addi-
tion of a half-wave layer can move the high-field region away from coatings interfaces.16

7. Modern thin-film design codes allow easy design of extremely complex multilayer systems for 
managing reflection and transmission of multiple laser systems and wavelengths. However, 
designers should be mindful that larger multilayer stacks and more complex designs are likely 
to significantly lower the LID thresholds of these optical elements and thus limit system perfor-
mance. The general design rule is “keep it simple!”

Multishot LID

LID for sites experiencing multiple irradiations are different than those of sites irradiated once. 
Several multishot effects have been observed. Irradiation below the single-shot damage threshold 
can produce LID thresholds substantially larger than the single-shot values for surfaces, thin films, 
and even in the bulk of a material. This is sometimes referred to as laser conditioning or laser 
annealing. The N on 113 and S on 114 previously discussed are examples of this phenomena.

N on 1 or S on 1 conditioning are typically used in very large, high-power laser systems such as 
those used in laser fusion experiments. Such systems are typically dominated by LID limits so extra 
efforts in laser conditioning are essential for reliably achieving maximum output power. In some 
cases the LID threshold seems to be reduced by repetitive pulses. In such cases, small damage sites, which 
initially go undetected, grow in size until the damage reaches catastrophic portions. There has been much 
work done on this critical question. In some cases, damaged sites can be effectively annealed by multiple 
shots below the damage threshold, thus extending the useful life of a component.

19.4 PACKAGE-INDUCED DAMAGE

The cliché “cleanliness is next to godliness” is usually associated with LID. Care must be taken to 
avoid dust or other particulates on optical surfaces and samples should be handled with gloved 
hands to avoid diffusion of body oils onto surfaces. Exposure to water and other solvents can 
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substantially lower LID thresholds, and indeed many procedures meant to clean surfaces can leave 
behind residue that can substantially reduce the LID threshold.

The problem of contamination of optics has led to construction of laser systems, in which the 
laser cavity is backfilled with clean, inert gas (such as nitrogen). This approach is particularly attrac-
tive for laser systems that are expected to operate for extended periods without possibility of access 
or repair, for example, a laser rangefinder in orbit around Mars to map the planet’s surface.

A nonintuitive consequence of such packaging is a substantial reduction in system’s lifetime due 
to LID, even for systems conservatively designed with fluence levels safely below the expected LID 
thresholds. What is observed in repetitively pulsed laser systems is that any residual hydrocarbons 
inside the sealed system can be dissociated due to complex interactions with the packaging gas 
(which acts like a buffer), the residual hydrocarbons, and the laser pulses. The “freed” carbon in the 
system can then be deposited, with the assistance of the laser light, on the various optical surfaces. 
The carbon is deposited on the surfaces in the beam path. LID will be initiated at such sites if these 
carbon deposits become sufficiently dense.17

The problem of package-induced LID can be avoided by back filling the laser system with oxygen 
(or just air.) In this case any free carbon from laser-assisted decomposition of hydrocarbons forms 
carbon dioxide gas, which is transparent for lasers operated from the UV to the infrared. Since any 
free carbon is combined with oxygen, laser-assisted carbon deposition is avoided.

19.5 NONLINEAR OPTICAL EFFECTS

Since the time of James Clark Maxwell, it has been known that light is an electromagnetic wave. 
However, for “natural,” incoherent light there are no easily observed effects of the E-field (other 
than that of the “carrier” of the light energy in the Poynting vector). The field strength in some 
cases results in substantial nonlinear optical (NLO) effects, some of which can cause LID. Examples 
include electrostriction (density changes due to an impressed electric field) and E-field-dependent 
electronic polarizability of optical materials.18 These effects result in an increase in the index of 
refraction in regions of high fields. This in turn produces lensing within a material, which further 
increases the E-field, resulting in further increases in self-lensing until the threshold for damage is 
reached. This process, called self-focusing and is reviewed in the classic paper by Marburger.18

An important feature of self-focusing is that one can calculate a critical power at which it takes 
place. This is the beam power at which nonlinear refractive effects (self-focusing) overcome linear 
refractive effects (diffraction) leading to beam collapse. For a beam focused into the bulk of the 
sample this collapse can result in LID.19

Among the many effects of self-focusing is to confuse efforts to identify fundamental mecha-
nisms of LID and the dependence of LID thresholds on various parameters, for example, pulse 
width, spot size, and wavelength dependence. Since self-focusing depends on the state of polariza-
tion of the light, linear or circular, a simple test for its contribution to LID in isotropic media is to 
measure the polarization dependence of the damage threshold.20,21 If a polarization dependence is 
found the measured threshold is due to self-focusing and not the mechanism of LID.

19.6 AVOIDANCE OF DAMAGE

Given the NLO effects that influence damage, it is essential to avoid situation where field enhance-
ment occurs. A simple example is diffraction associated with an aperture or edge. This diffraction 
produces regions of enhanced (coherent sum of fields) electric fields. This enhancement of fields 
can also cause regions of self-focusing along the beam, which in turn cause damage.

Such effects are minimized through the use of single-mode beams, avoidance of linear diffrac-
tion by apertures or other hard edges, and special filters to remove high spatial frequencies within 
the beam. These techniques are particularly useful in oscillator-amplifier systems. The amplifier(s) 
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will further enhance the interference patterns produced by diffraction, and thus increase the likeli-
hood of self-focusing causing damage.

19.7 FUNDAMENTAL MECHANISMS

A subset of LID is laser-induced breakdown (LIB). LIB is the damage observed with pulsed lasers for 
highly transparent materials. Early observations of LIB include the following:

1. Abrupt truncation of the beam transmitted through the sample, that is, threshold like behavior. 
(See e.g., the work of Anthes and Bass22 that showed that when damage occurs in a highly trans-
parent material it goes from transparent to highly absorbing within less than 2 ps.)22

2. Bright, hot plasma accompanying damage.

3. Damage occurs at the peak of the pulse when at the threshold irradiance.

4. LIB in transparent dielectrics is the most complicated since it depends on materials, properties 
(most of which are not properly understood), laser parameters (wavelength and pulse width), 
beam spatial modes, and focusing conditions.

These observations plus the lack of any reasonable alternative for energy coupling in otherwise 
transparent materials with bandgaps 5 to 20 times the photon energy of the laser that produced 
damage led early investigators to conclude that LID was due to electron avalanche breakdown.

As early as in 1965 Yasojima showed23 that

1. Laser damage in NaCl at 10.6 μm showed LIB, that is, avalanche like behavior.

2. LIB could be substantially reduced by “seeding” the damage with a flash of blue light, thus pro-
ducing “starter” electrons for the LIB.

3. The author speculated that this avalanche was seeded by nonlinear processes.

This was a remarkable bit of work and went unnoticed in work reported in Western and Soviet 
literature on this subject.

Based upon his seeding experiments, Yasojima speculated that LIB was initiated by either mul-
tiphoton absorption or tunneling to produce free carrier that could be rapidly accelerated by the 
several megavolt E-fields associated with focused pulsed laser beams.

In the 43 years, since Yasojima’s work, most work done by others has produced further evidence 
supporting the ideas of this unrecognized scholar!

Great progress in understanding multiphonon absorption—new materials, new methods, and 
design considerations—has been made over the past 40 years.1 Among the many important fun-
damental results reported are multiphonon limits of linear absorption, very good models for LID 
to metals, the role of stress in high-power CW applications and the effects of absorption on beam 
quality. Many of these advances were made possible by progress in precision measurement of small 
levels of absorption, surface roughness, and scattering.

Linear absorption by defects, inclusions, and contamination remains practical concern, but 
the fundamentals of damage due to defects are reasonably well understood. LIB, the catastrophic, 
threshold like process in highly transparent materials has been the subject of much controversy and 
is where understanding still lags. The quest for understanding fundamental limits runs head on with 
the many varied and complex nonlinear processes involved. However, there is general agreement 
that for damage to occur there must be absorption of laser radiation by the material.

Beyond that there is little agreement, or perhaps more properly stated, no detailed understanding 
as to how a material goes from highly transparent to totally absorbing within just a few picoseconds.22 

The discussion of LIB mechanism is a discussion of the process(s) by which this sort of “change of 
phase” occurs.

One reason to seek understanding of fundamental mechanisms is to be able to do reasonable 
scaling with respect to various parameters such as pulse width, wavelength, beam properties, and 
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materials’ properties. Another reason to seek this understanding is that if the fundamental mecha-
nisms of failure are understood, ways to improve materials could be found.

Self-focusing complicates efforts to understand LIB. Self-focusing is not in itself a mechanism 
for LIB. Rather, it is a mechanism for concentrating the beam so that local intensities reach critical 
values at which other nonlinear processes occur.

Among the major advances in improving LID limits was understanding of how to pick and some-
times design materials to minimize the nonlinear refractive index, n2, that governs self-focusing in 
a medium. Probably the most practical advance was the understanding that this problem could be 
managed by careful control of the mode of laser oscillators and properly accounting for self-focus-
ing in the propagation of beams in large oscillator-amplifier systems. The key is to avoid and remove 
high spatial frequencies. In practical terms, this means oversizing the optics so that the beam is not 
clipped and using spatial filters to remove any high spatial frequencies that may occur during beam 
propagation. As a result, self-focusing in gain media in large laser systems such as those used in laser 
fusion experiments can be effectively managed. However, the problem often reappears as laser makers 
try to maximize energy output from gain media of limited size by multimode operation, a problem 
made worse by trying to compact multimode systems in limited space. This prevents the loss of high 
spatial frequencies and in turn results in catastrophic damage due to small-scale self-focusing.

The influence of self-focusing in damage experiments is a bit more problematic and has been 
a major issue in understanding the parametric dependence of LIB in transparent solids. Examples 
include the fact that the critical power for self-focusing scales as the square of the wavelength and 
as the inverse of the pulse width. Multiple mechanisms exist for self-focusing and these can scale 
as the spot size and pulse width together (electrostriction) and self-focusing can exhibit large 
dispersion. Thus self-focusing can be confused with the wavelength, pulse width, and spot size 
dependences of LIB.

The problem is trying to describe such a nonlinear process in enough detail such that materials 
may be improved, and predictions of the dependence on pulse width, wavelength, and spot size may 
be made with confidence. This situation was made more complex by the simple fact that no precur-
sor to LIB has been found and experiments are hard to replicate since the sample(s) studied are con-
sumed in the experiment and new samples often produced different results.

Early work concluded24 that LIB was an intrinsic property of materials. This claim was based on 
the following factors:

• The observations of breakdown-like behavior previously mentioned

• The observed frequency dependence (really very little frequency dependence) of LIB in NaCl 
from 0.35 to 10.6 μm

This work assumed that the breakdown irradiance was an intrinsic property of a material, thus 
any sample-to-sample variations measured by others were due to poor quality samples and any spot-
size dependence was purely due to self-focusing.

Other work produced different results25–28 such as

• There are just not enough free carriers present in good insulators (highly transparent materials) 
to initiate damage for very small spot sizes, that is, it takes at least a few free electrons to be pres-
ent to initiate the avalanche.

• Better materials with higher thresholds than the so-called “intrinsic” thresholds became available, 
some with a factor of 20 higher threshold than the previously reported “intrinsic” results.

• Subsequent frequency dependence measurements showed a decrease in threshold at 0.5 μm, 
inconsistent with a pure avalanche model.

• Evidence was produced that indicated that not all spot-size dependence was due to self-focusing. 
Feldman’s21 work on the polarization dependence of self-focusing was used to rule out self-
focusing in some spot-size dependence measurements.

Where does this leave us? Figure 1 is an illustration of the problem. Here the spot size is constant 
and the pulse width and wavelength dependence is given for NaCl and SiO2. Note that in this case 
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the spot size was the same at both wavelengths, and lack of self-focusing was confirmed from mea-
surement of lack of polarization dependence in the LIB thresholds.

The decrease in LIB field with pulse width in Fig. 1 is consistent with an avalanche process for 
these pulses in the picosecond regime. However, the wavelength dependence is not consistent with a 
purely avalanche model, and not strong enough to suggest a multiphoton model for LIB.

The pulse width dependence shown in Fig. 1 is consistent with the avalanche ionization model. 
Note that this model is very much dependent on the very nonlinear ionization rates, which in fact 
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FIGURE 1 (a) The RMS breakdown field data for NaC1 
(78-NC-6) at 1.06 μm are plotted as a function of pulse dura-
tion, t0. The solid line and dotted line were obtained from the 
theory developed by Sparks et al.30 for NaCl at room tempera-
ture. The dotted line uses a different value for the absorption 
cross section for C1 ions in the theory than the solid line.
(b) Wavelength dependence of the breakdown field EB for NaCl 
and SiO2 for a variety of laser pulse widths. All the above data 
was taken on the same sample of NaCl and the same sample 
of SiO2. The 1.06 μm thresholds are taken from Ref. 2 and are 
interpolated from measurements made at spot size 6.1 and
10.3 μm. (From Ref. 29.)
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are estimated from DC measurements! These results are not inconsistent with a model that assumes 
an avalanche initiated by multiphoton or by tunneling.

After more than 40 years of “not inconsistent” is the best one can do. We do not have quantitative 
information about avalanche ionization dependence of laser fields in solids. We have no accurate 
parameters for n photon absorption (nPA) (for n > 3) or tunneling models and we do not have 
definitive information that confirms that all the critical parameters have been considered.

19.8  PROGRESS IN MEASUREMENTS OF CRITICAL 
NLO PARAMETERS

A difficulty in the past has been lack of accurate measurements of NLO parameters. A great 
breakthrough was the invention of the so-called Z-scan31,32 technique for measuring the sign 
and magnitude of the nonlinear of refractive index as a function of wavelength and pulse width. 
This technique also allows one to measure the nPA coefficients and free carrier cross section. 
Shown in Fig. 231,32 is the Z-scan technique for measuring nonlinear refraction (with sign as well 
as magnitude) and nonlinear absorption.

Note, in Fig. 3 the difference in signal for negative nonlinear refraction compared to positive 
nonlinear refraction. The sign of nonlinear refraction changes from 1 to 0.5 μm! By fully opening 
the aperture in front of the detector one can measure nonlinear absorption as is shown in Fig. 4.

The bottom curve shows the results of increasing the irradiance by about a factor of 5, and the fit 
is excellent, with no additional adjustment of parameters, indicating that the essential physics [linear 
and nonlinear absorption, positive and negative nonlinear refraction, and two photon absorption 
(2PA) and excited state absorption] is accounted for in this measurement. ZnSe is a 2PA material at 
0.5 μm and a 4PA material at 1 μm. The nonlinearity shown is for picosecond pulses and is due to 
electronic effects. For nanosecond pulses electrostriction can also play a role for small spot sizes. An 
in-depth understanding of fundamental mechanisms LIB awaits such detailed, reproducible, nonde-
structive measurements of processes leading to damage.

What about many or n photon absorption (nPA)? Can this process be the mechanism leading 
to LIB? Figure 532 shows results for 2, 3, and 4PA materials at 1 μm for 49 ps pulses. The net result 
is that for 2 or 3PA the generated carriers prevent damage by defocusing the beam. Self-defocusing 
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FIGURE 2 Note that the sample is scanned 
through the beam focus. The ratio of the read-
ings of D1 and D2 is measured. The fit to the 
plot of this ratio versus Z (position relative to the 
focus) gives the nonlinear index of refraction. If 
the aperture D2 is fully open and captures all the 
transmitted beam then the nonlinear absorption 
is measured. (From Ref. 31.)

FIGURE 3 Measurement of n2 (circles) at 1.06 
and 0.53 μm (crosses) showing the sign change for 
ZnSe (positive n2 and negative n2, respectively). 
(From Ref. 32.)
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of the 2 to 3PA-generated carriers prevents bulk and rear surface damage. What happens when the 
process is 4PA? The carrier generation rate by 4PA is not sufficient to cause defocusing and thus 
allows the irradiance at the exit surface to increase to the LID threshold. Recent measurements using 
femtosecond pulses and interfermetric techniques for measuring carrier generation at focus, and 
so on offer hope of helping understand LIB in highly transparent materials.33 One must be able to 

FIGURE 4 This figure shows the power of the Z-scan technique to help understand relevant nonlinear 
interactions, including two photon absorption, excited state absorption (free carrier absorption), and non-
linear refraction for ZnSe at 0.53 μm and 30 ps pulses. (From Ref. 31.)
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FIGURE 5 These data demonstrate different responses for nPA. The dynamics of 2 and 3PA are such that the rate of gen-
eration of free carriers is such that self-defocusing dominates propagation, preventing damage in the bulk of the material or the 
rear surface. For bandgaps beyond 3PA the LID of the rear surface occurs prior to field strengths that would cause significant 
4PA. (From Ref. 32.)
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measure the dynamical parameters with sufficient accuracy and time resolution to sort out different 
nonlinear parameters critical to the damage process. Only then will a more complete description 
and rigorous models for LID be possible.
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20.1 INTRODUCTION

This chapter begins with some of the general ideas about laser cooling. One of the characteristics 
of optical control of atomic motion is that the speed of atoms can be considerably reduced. Since 
the spread of velocities of a sample of atoms is directly related to its temperature, the field has been 
dubbed laser cooling, and this name has persisted throughout the years.

In Sec. 20.2 we introduce the general idea of optical forces and how they can act on atoms. We 
show how such forces can be velocity dependent, and thus nonconservative, which makes it possible 
to use optical forces for cooling. The section concludes with the discussion of a few special tempera-
tures. Section 20.3 presents a quantum mechanical description of the origin of the force resulting 
from the atomic response to both stimulated and spontaneous emission processes. This is quite dif-
ferent from the familiar quantum mechanical calculations using state vectors to describe the state 
of the system, since spontaneous emission causes the state of the system to evolve from a pure state 
into a mixed state. Since spontaneous emission is an essential ingredient for the dissipative nature 
of the optical forces, the density matrix is introduced to describe it. The evolution of the density 
matrix is given by the optical Bloch equations (OBE), and the optical force is calculated from them. 
It is through the OBE that the dissipative aspects of laser cooling are introduced to the otherwise 
conservative quantum mechanics. The velocity dependence is treated as an extension of the force on 
an atom at rest.

In Sec. 20.4 the first modern laser cooling experiments are described. Atoms in beams were 
slowed down from thermal velocity to a few m/s, and the dominant problem was the change in 
Doppler shift arising from such a large change in velocity. Some typical values of parameters are 
discussed and tabulated. Section 20.5 introduces true cooling by optical forces to the μK regime. 
Such experiments require at least two laser beams, and are called optical molasses because the result-
ing viscous force can slow atoms to extremely slow velocities, and hence compress the width of the 
velocity distribution. The limits of such laser cooling are discussed, as well as the extension from 
experiments in 1D to 3D. Here the velocity dependence of the force is built into the description via 
the Doppler shift instead of being added in as an extension of the treatment. In 1988 some experi-
ments reported temperatures below the limit calculated for optical molasses, and Sec. 20.6 presents 
the new description of laser cooling that emerged from this surprise. For the first time, the force 
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resulting from spontaneous emission in combination with the multiple level structure of real atoms 
were embodied in the discussion. Here the new limits of laser cooling are presented.

The discussion up to this point has been on atomic velocities, and thus can be described in terms 
of a velocity space. Laser cooling thus collects atoms near the origin of velocity space. It is also pos-
sible to collect atoms into a small region of ordinary configuration space, and such trapping is dis-
cussed in Sec. 20.7. Neutral atom traps can employ magnetic fields, optical fields, and both working 
together. However, such traps are always very shallow, and so only atoms that have been cooled to 
the few mK domain can be captured. The combination of laser cooling and atom trapping has pro-
duced astounding new tools for atomic physicists, and Sec. 20.8 describes some of the applications 
and uses of these wonderful new capabilities.

20.2  GENERAL PROPERTIES CONCERNING LASER 
COOLING

These experiments almost always involve atomic absorption of nearly resonant light. The energy of 
the light �w raises the internal energy of the atom, and the angular momentum � changes the inter-
nal angular momentum �  of the electron, as described by the well-known selection rule Δ� =±1. 
By contrast, the linear momentum of the light p E c h p k= = =/ /λ( )

�
�

�
 cannot be absorbed by internal 

atomic degrees of freedom, and therefore must change the motion of the atoms in the laboratory 
frame. The force resulting from this momentum exchange between the light field and the atoms can 
be used in many ways to control atomic motion, and is the subject of this chapter.

Absorption of light populates the atomic excited state, and the return to the ground state can be 
either by spontaneous or by stimulated emission. The nature of the optical force that arises from 
these two different processes is quite different, and will be described separately. Such atomic transi-
tions (i.e., the motion of the atomic electrons) must be described quantum mechanically in the well-
known form of the Schrödinger equation. By contrast, the center-of-mass motion of the atoms can 
usually be described classically, but there are many cases where even this is not possible so it must 
also involve quantum mechanics.

In the simplest possible case, the absorption of well-directed light from a laser beam, the 
momentum exchange between the light field and the atoms results in a force

  
� �

�
�

F dp dt k p= =/ γ   (1)

where gp is the excitation rate of the atoms. The absorption leaves the atoms in their excited state, and 
if the light intensity is low enough so that they are much more likely to return to the ground state 
by spontaneous emission than by stimulated emission, the resulting fluorescent light carries off 
momentum �k  in a random direction. The momentum exchange from the fluorescence averages 
zero, so the net total force is given by Eq. (1).

The scattering rate gp depends on the laser detuning from atomic resonance δ ω ω= −� a, where ω�  is 
the laser frequency and wa is the atomic resonance frequency. This detuning is measured in the atomic 
reference frame, and it is necessary that the Doppler-shifted laser frequency in the moving atoms’ refer-
ence frame be used to calculate the absorption and scattering rate. Then gp is given by the Lorentzian

  γ
γ
δ ω γp

D

s

s
=

+ + +
0

0
2

2

1 2

/

/[ ( ) ]
  (2)

where g  ≡ 1/t is the angular frequency corresponding to the decay rate of the excited state. Here 
s0 = I/Is is the ratio of the light intensity I to the saturation intensity Is ≡ phc/3l3t, which is a few 
mW/cm2 for typical atomic transitions (l is the optical wavelength). The Doppler shift seen by the 
moving atoms is ωD k v= − ⋅

� �
 (note that 

�
k  opposite to 

�
v  produces a positive Doppler shift). The force 

is thus velocity-dependent, and the experimenter’s task is to exploit this dependence to the desired 
goal, for example, optical friction for laser cooling.
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The spontaneous emission events produce unpredictable changes in atomic momenta so the dis-
cussion of atomic motion must also include a “random walk” component. This can be described as 
a diffusion of the atomic momenta in momentum space, similar to Brownian motion in real space. 
The evolution of the momentum in such circumstances is described by the Fokker-Planck equation, 
and it can be used for a more formal treatment of the laser cooling process. Solutions of the Fokker-
Planck equation in limiting cases can ultimately be used to relate the velocity distribution of the 
atoms with their temperature.

The idea of “temperature” in laser cooling requires some careful discussion and disclaimers. In 
thermodynamics, temperature is carefully defined as a parameter of the state of a closed system in ther-
mal equilibrium with its surroundings. This, of course, requires that there be thermal contact (i.e., 
heat exchange) with the environment. In laser cooling this is clearly not the case because a sample of 
atoms is always absorbing and scattering light. Furthermore, there is essentially no heat exchange (the 
light cannot be considered as heat even though it is indeed a form of energy). Thus the system may 
very well be in a steady-state situation, but certainly not in thermal equilibrium, so that the assign-
ment of a thermodynamic “temperature” is completely inappropriate.

Nevertheless, it is convenient to use the label of temperature to describe an atomic sample whose 
average kinetic energy 〈 〉Ek  in one dimension has been reduced by the laser light, and this is written 
simply as k T EB k/2=〈 〉, where kB is Boltzmann’s constant. It must be remembered that this tempera-
ture assignment is absolutely inadequate for atomic samples that do not have a Maxwell-Boltzmann 
velocity distribution, whether or not they are in thermal equilibrium: there are infinitely many 
velocity distributions that have the same value of 〈 〉Ek  but are so different from one another that 
characterizing them by the same “temperature” is a severe error.

With these ideas in mind, it is useful to define a few rather special values of temperatures associ-
ated with laser cooling. The highest of these temperatures corresponds to the energy associated with 
atoms whose speed and concomitant Doppler shift puts them just at the boundary of absorption of 
light. This velocity is vc ≡ g /k ~ few m/s, and the corresponding temperature is kBTc ≡ Mg2/k2, and is 
typically several mK. (Here M is the atomic mass.)

The next characteristic temperature corresponds to the energy associated with the natural width 
of atomic transitions, and is called the Doppler temperature. It is given by k TB D ≡ �γ /2. Because it 
corresponds to the limit of certain laser cooling processes, it is often called the Doppler limit, and 
is typically several hundred μK. Associated with this temperature is the one-dimensional velocity 
v k T MD B D= / cm/s~30 .

The last of these three characteristic temperatures corresponds to the energy associated with a 
single photon recoil. In the absorption or emission process of a single photon, the atoms obtain a 
recoil velocity v k Mr ≡ � / . The corresponding energy change can be related to a temperature, the 
recoil limit, defined as k T k MB r ≡ �2 2 / , and is generally regarded as the lower limit for optical cooling 
processes (although there are a few clever schemes that cool below it). It is typically a few μK, and 
corresponds to speeds of vr ~ 1 cm/s.

These three temperatures are related to one another through a single dimensionless param-
eter e ≡ wr/g that is ubiquitous in describing laser cooling. It is the ratio of the recoil frequency 
ωr k M≡ � 2 2/  to the natural width g, and as such embodies most of the important information that 
characterize laser cooling on a particular atomic transition. Typically e ~ 10−3  – 10−2, and clearly 
T T Tr D c= =4 4 2ε ε .

In laser cooling and related aspects of optical control of atomic motion, the forces arise because 
of the exchange of momentum between the atoms and the laser field. Since the energy and momen-
tum exchange is necessarily in discrete quanta rather than continuous, the interaction is character-
ized by finite momentum kicks. This is often described in terms of steps in a fictitious space whose 
axes are momentum rather than position. These steps in momentum space are of size �k  and thus 
are generally small compared to the magnitude of the atomic momenta at thermal velocities v . This 
is easily seen by comparing �k with Mv ,

  
�k
Mv

T

T
r= <<1   (3)
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Thus the scattering of a single photon has a negligibly small effect on the motion of thermal atoms, 
but repeated cycles of absorption and emission can cause a large change of the atomic momenta and 
velocities.

20.3 THEORETICAL DESCRIPTION

Force on a Two-Level Atom

We begin the calculation of the optical force on atoms by considering the simplest schemes, namely, a 
single-frequency light field interacting with a two-level atom confined to one dimension. It is based on 
the interaction of two-level atoms with a laser field as discussed in many textbooks.1

The philosophy of the correspondence principle requires a smooth transition between quan-
tum and classical mechanics. Thus the force F on an atom is defined as the expectation value of the 
quantum mechanical force operator �, as defined by F d p dt=〈 〉= 〈 〉� / . The time evolution of the 
expectation value of a time-independent quantum mechanical operator � is given by

  
d
dt

i〈 〉= 〈 〉� � �
�

[ , ]   (4)

The commutator of � and P is given by [ , ] ( )� �p i z= � ∂ ∂/ , where the operator p has been replaced 
by −i z�( )∂ ∂/ . The force on an atom is then given by

  F
z

=− ∂
∂
�

  (5)

This relation is a specific example of the Ehrenfest theorem and forms the quantum mechanical 
analog of the classical expression that the force is the negative gradient of the potential.

Discussion of the force on atoms caused by light fields begins with that part of the Hamiltonian 
that describes the electric dipole interaction between the atom and the light field. The elec-
tric field of the light is written as �

�� �
( , ) ˆ cos( )r t E kz t= −0ε ω  and the interaction Hamiltonian is 

′ = ⋅� �e r t r
�� � �

( , )  where 
�
r  is the electron coordinate. It has only off-diagonal matrix elements given 

by ′ =− ⋅〈 〉� eg eE e r g0
ˆ | |ε �

 where e and g represent the excited and ground states respectively. The force 
depends on the atomic state as determined by its interaction with the light, and is calculated from 
the expectation value 〈 〉=� �Tr( )ρ  as in Eq. (4), where r is the density matrix found by solving the 
optical Bloch equations (OBE).1 Then

  F
z zeg eg= +

⎛

⎝
⎜

⎞

⎠
⎟∗

∗
� ∂

∂
∂
∂

Ω Ωρ ρ   (6)

where the Rabi frequency is defined as �Ω ≡ ′� eg. Note that the force depends on the state of the 
atom, and in particular, on the optical coherence between the ground and excited states, reg.

Although it may seem a bit artificial, it is instructive to split ∂ ∂Ω/ z into its real and imaginary parts 
(the matrix element that defines Ω can certainly be complex):

  
∂
∂
Ω Ω
z

q iqr i= +( )   (7)

Here qr + iqi is the logarithmic derivative of Ω. In general, for a field E z E z i z( ) ( )exp( ( ))= +0 φ c.c., 
the real part of the logarithmic derivative corresponds to a gradient of the amplitude E0(z) and the 
imaginary part to a gradient of the phase φ( )z . Then the expression for the force becomes

  F q i qr eg eg i eg eg= + + −∗ ∗ ∗ ∗� �( ) ( )Ω Ω Ω Ωρ ρ ρ ρ  (8)
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Equation (8) is a very general result that can be used to find the force for any particular situation as 
long as the OBE for reg can be solved. In spite of the chosen complex expression for Ω, it is impor-
tant to note that the force itself is real, and that first term of the force is proportional to the real part 
of Ωρeg

∗ , whereas the second term is proportional to the imaginary part.

A Two-Level Atom at Rest

There are two important special optical arrangements to consider. The first one is a traveling wave 
whose electric field is E(z) = (E0/2) (ei(kz−wt + c.c). In calculating the Rabi frequency from this, the 
rotating wave approximation (RWA) causes the positive frequency component of E(z) to drop out. 
Then the gradient of the Rabi frequency becomes proportional to the gradient of the surviving 
negative frequency component, so that qr = 0 and qi = k. For such a traveling wave the amplitude is 
constant but the phase is not, and this leads to the nonzero value of qi.

This is in direct contrast to the case of a standing wave, composed of two counterpropagating 
traveling waves so its amplitude is twice as large, for which the electric field is given by E(z) = 
E0 cos (kz) (e−iwt + c.c), so that qr = −k tan(kz) and qi = 0. Again, only the negative frequency part survives 
the RWA, but the gradient does not depend on it. Thus a standing wave has an amplitude gradient, 
but not a phase gradient.

The steady-state solutions of the OBE for a two-level atom at rest provide simple expressions for r.1 
Substituting the solution for reg into Eq. (8) gives

  F
s

s
q qr i=

+
− +

⎛

⎝
⎜

⎞

⎠
⎟

�
1

1

2
δ γ   (9)

where s ≡ s0/[1 + (2d/g)2] is the off-resonance saturation parameter. Note that the first term is propor-
tional to the detuning d, whereas the second term is proportional to the decay rate g. For zero detun-
ing, the force for a traveling wave becomes F k s s= +( / )[ /( )]� γ 2 10 0 , a very satisfying result because it 
is simply the momentum per photon �k , times the scattering rate gp at resonance of Eq. (2).

It is instructive to identify the origin of both terms in Eq. (9). Absorption of light leads to the 
transfer of momentum from the optical field to the atoms. If the atoms decay by spontaneous emis-
sion, the recoil associated with the spontaneous fluorescence is in a random direction, so its aver-
age over many emission events results in zero net effect on the atomic momentum. Thus the force 
from absorption followed by spontaneous emission can be written as F k eesp =� γρ , where �k  is the 
momentum transfer for each photon, g is the rate for the process, and ree is the probability for the 
atoms to be in the excited state. Using Eq. (2), the force resulting from absorption followed by spon-
taneous emission becomes

  F
ks

ssp

/

/
=

+ +
� 0

0
2

2

1 2

γ
δ γ( )

  (10)

which saturates at large intensity as a result of the term s0 in the denominator. Increasing the rate 
of absorption by increasing the intensity does not increase the force without limit, since that would 
only increase the rate of stimulated emission, where the transfer of momentum is opposite in direc-
tion compared to the absorption. Thus the force saturates to a maximum value of �kγ /2, because 
ree has a maximum value of 1/2.

Examination of Eq. (10) shows that it clearly corresponds to the second term of Eq. (8). This 
term is called the light pressure force, radiation pressure force, scattering force, or dissipative force, since 
it relies on the scattering of light out of the laser beam. It vanishes for an atom at rest in a standing 
wave where qi = 0, and this can be understood because atoms can absorb light from either of the two 
counterpropagating beams that make up the standing wave, and the average momentum transfer 
then vanishes. This force is dissipative because the reverse of spontaneous emission is not possible, 
and therefore the action of the force cannot be reversed. It plays a very important role in the slowing 
and cooling of atoms.



20.8  QUANTUM AND MOLECULAR OPTICS

By contrast, the first term in Eq. (8) derives from the light shifts of the ground and excited states 
that depend on the strength of the optical electric field. A standing wave is composed of two counter-
propagating laser beams, and their interference produces an amplitude gradient that is not present in 
a traveling wave. The force is proportional to the gradient of the light shift, and the ground-state light 
shift Δ ΩEg = � 2 4/ δ  can be used to find the force on ground-state atoms in low-intensity light:

  F
E

z z
g

dip =− =
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( )Δ Ω Ω�
2δ   (11)

For an amplitude-gradient light field such as a standing wave, ∂ ∂Ω Ω/ z qr= , and this force corre-
sponds to the first term in Eq. (8) in the limit of low saturation (s << 1).

For the case of a standing wave Eq. (9) becomes
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where s0 is the saturation parameter of each of the two beams that form the standing wave. For d < 0 
the force drives the atoms to positions where the intensity has a maximum, whereas for d > 0 the 
atoms are attracted to the intensity minima. The force is conservative and therefore cannot be used 
for cooling. This is called the dipole force, reactive force, gradient force, or redistribution force. It has 
the same origin as the force of an inhomogeneous DC electric field on a classical dipole, but relies 
on the redistribution of photons from one laser beam to the other.

It needs to be emphasized that the forces of Eqs. (10) and (12) are two fundamentally different 
kinds of forces. For an atom at rest, the scattering force vanishes for a standing wave, whereas the 
dipole force vanishes for a traveling wave. The scattering force is dissipative, and can be used to cool, 
whereas the dipole force is conservative, and can be used to trap. Dipole forces can be made large by 
using high-intensity light because they do not saturate. However, since the forces are conservative, 
they cannot be used to cool a sample of atoms. Nevertheless, they can be combined with the dis-
sipative scattering force to enhance cooling in several different ways. By contrast, scattering forces 
are always limited by the rate of spontaneous emission g and cannot be made arbitrarily strong, but 
they are dissipative and are required for cooling.

Atoms in Motion

Laser cooling requires dissipative or velocity-dependent forces that cannot be conservative. The 
procedure followed here is to treat the velocity of the atoms as a small perturbation, and make first-
order corrections to the solutions of the OBE obtained for atoms at rest.2 It begins by adding drift 
terms in the expressions for the relevant quantities. Thus the Rabi frequency satisfies
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where Eq. (7) has been used to separate the gradient of Ω into real and imaginary parts. 
Differentiating the steadystate density matrix elements found by solving the OBE1 leads to
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since s0 = 2|Ω|2/g  2 and Ω depends on z. Here w gg ee≡ −ρ ρ . Similarly,
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Since neither w nor reg is explicitly time-dependent, both ∂ ∂w t/  and ∂ ∂ρeg t/  vanish. Equations (14) 
and (15) are still difficult to solve analytically for a general optical field, and the results are not very 
instructive. However, the solution for the two special cases of the standing and traveling waves provide 
considerable insight.

For a traveling wave qr = 0, and the velocity-dependent force can be found by combining Eqs. (14) 
and (15) with the OBE to eliminate the time derivatives. The resulting coupled equations can be 
separated and substituted into Eq. (8) for the force to find, after considerable algebra,
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The first term is the velocity-independent force F0 for an atom at rest given by Eq. (9). The second 
term is velocity-dependent and can lead to compression of the velocity distribution. For a traveling 
wave qi = k and thus the damping coefficient b is given by
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Such a force can compress the velocity distribution of an atomic sample for negative values of d 
(i.e., for red detuned light). For small detuning and low intensity the damping coefficient b is linear 
in both parameters. However, for detunings much larger than g and intensities much larger than 
Is, b saturates and even decreases as a result of the dominance of d in the denominator of Eq. (17). 
This behavior can be seen in Fig. 1, where the damping coefficient b has been plotted as a function 
of detuning for different saturation parameters. The decrease of b for large detunings and intensi-
ties is caused by saturation of the transition, in which case the absorption rate becomes only weakly 
dependent on the velocity. The maximum value of b is obtained for d = − g/2 and s0 = 2, and is given 
by βmax =�k2 4/ . The damping rate Γ is given by Γ = b/M, and its maximum value is Γmax = wr/2, 
where wr is the recoil frequency. For the alkalis this rate is of the order of 104–105 s−1, indicating that 
atomic velocity distributions can be compressed in about 10 to 100 μs. Furthermore, F0 in Eq. (16) is 
always present and so the atoms are not damped toward any constant velocity.
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FIGURE 1 The damping coefficient b for an atom in a 
traveling wave as a function of the detuning for different values 
of the saturation parameter s0. The damping coefficient is maxi-
mum for intermediate detunings and intensities.
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For a standing wave qi = 0, and just as above, the velocity-dependent force can be found by 
combining Eqs. (14) and (15) with the OBE to eliminate the time derivatives. The resulting coupled 
equations can again be separated and substituted into Eq. (8) for the force to find
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where qr = − k tan (kz). In the limit of s << 1, this force is
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Here s0 is the saturation parameter of each of the two beams that compose the standing wave. The 
first term is the velocity-independent part of Eq. (9) and is sinusoidal in space, with a period of l/2. 
Thus its spatial average vanishes. The force remaining after such averaging is Fav = −bn, where the 
damping coefficient b is given by
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In contrast to the traveling-wave case, this is a true damping force because there is no F0, so atoms 
are slowed toward n = 0 independent of their initial velocities. Note that this expression for b is valid 
only for s << 1 because it depends on spontaneous emission to return atoms to their ground state.

There is an appealing description of the mechanism for this kind of cooling in a standing wave. 
With light detuned below resonance, atoms traveling toward one laser beam see it Doppler shifted 
upward, closer to resonance. Since such atoms are traveling away from the other laser beam, they see 
its light Doppler shifted further downward, hence further out of resonance. Atoms therefore scat-
ter more light from the beam counterpropagating to their velocity, so their velocity is reduced. This 
damping mechanism is called optical molasses, and is one of the most important tools of laser cooling.

Needless to say, such a pure damping force would reduce the atomic velocities, and hence the 
absolute temperature, to zero. Since this violates thermodynamics, there must be something left out 
of the description. It is the discreteness of the momentum changes in each case, Δp k= � , that results 
in a minimum velocity change. The consequences of this discreteness can be described as a diffusion 
of the atomic momenta in momentum space by finite steps as discussed earlier.

The Fokker-Planck Equation

The random walk in momentum space associated with spontaneous emission is similar to Brownian 
motion in coordinate space. There is an analogous momentum diffusion constant D, and so the 
atomic motion in momentum space can be described by the Fokker-Planck equation
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where W(p, t) is the momentum distribution of the atoms. For the special case when both the force 
and the diffusion are independent of time, the formal stationary solution is
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where C is an integration constant. Once the force and diffusion are known, the stationary solution 
of the Fokker-Planck equation emerges easily.
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In the simplest and most common case in laser cooling the force is proportional to the velocity 
and the diffusion is independent of velocity:

  F v v D v D( ) ( )=− =β and 0   (23)

Then the stationary solution of Eq. (21) for W v( )  is

  W p e p MD( ) /∝ −β 2
02   (24)

This is indeed a Maxwell-Boltzmann distribution. For low intensity where spontaneous emis-
sion dominates, D s k0

2 2= γ ( )� / , so the steady-state temperature is given by k T DB = =0 2/ /β γ�  for 
d = −g /2, its optimum value.1 This is called the Doppler temperature because the velocity depen-
dence of the cooling mechanism derives from the Doppler shift. The fact that the conditions of Eq. (23) 
for the force and diffusion are often approximately correct explains why the notion of temperature 
often appears as a description of a laser-cooled sample.

One of the most important properties of laser cooling is its ability to change the phase space den-
sity of an atomic sample. Changing the phase space density provides a most important distinction 
between light optics and atom optics. The Hamiltonian description of geometrical optics leads to the 
brightness theorem, that can be found in many optics books. Thus bundles of light rays obey a similar 
phase space density conservation. But there is a fundamental difference between light and atom optics. In 
the first case, the “forces” that determine the behavior of bundles of rays are “conservative” and phase 
space density is conserved. For instance, a lens can be used to focus a light beam to a small spot; however, 
at the same time the divergence of the beam must be increased, thus conserving phase space density. By 
contrast, in atom optics dissipative forces that are velocity-dependent can be used, and thus phase space 
density is no longer conserved. Optical elements corresponding to such forces cannot exist for light, but 
in addition to the atom optic elements of lenses, collimators, and others, phase space compressors can 
also be built. Such compression is essential in a large number of cases, such as atomic beam brightening for 
collision studies or cooling for the achievement of Bose-Einstein condensation.

20.4 SLOWING ATOMIC BEAMS

Among the earliest laser cooling experiments was deceleration of atoms in a beam.3 The authors 
exploited the Doppler shift to make the momentum exchange (hence the force) velocity-dependent. 
It worked by directing a laser beam opposite to an atomic beam so the atoms could absorb light, 
and hence momentum �k, very many times along their paths through the apparatus as shown 
in Fig. 2.3,4 Of course, excited-state atoms cannot absorb light efficiently from the laser that excited 
them, so between absorptions they must return to the ground state by spontaneous decay, accom-
panied by emission of fluorescent light. The spatial symmetry of the emitted fluorescence results in 
an average of zero net momentum transfer from many such fluorescence events. Thus the net force 
on the atoms is in the direction of the laser beam, and the maximum deceleration is limited by the 
spontaneous emission rate g.

The maximum attainable deceleration is obtained for very high light intensities, and is limited 
because the atom must then divide its time equally between ground and excited states. High-inten-
sity light can produce faster absorption, but it also causes equally fast stimulated emission; the 
combination produces neither deceleration nor cooling because the momentum transfer to the 
atom in emission is then in the opposite direction to what it was in absorption. The force is lim-
ited to F k p=� γ , and so the deceleration therefore saturates at a value 

�
�

�
a k Mmax = γ /2  [see Eq. (2)]. 

Since the maximum deceleration 
�
amax is fixed by atomic parameters, it is straightforward to calcu-

late the minimum stopping length Lmin and time tmin for the rms velocity of atoms v k T MB= 2 /  
at the chosen temperature. The result is L v amin max= 2 2/  and t v amin max/= . In Table 1 are some of 
the parameters for slowing a few atomic species of interest from the peak of the thermal velocity 
distribution.
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Maximizing the scattering rate gp requires d = −wD in Eq. (2). If d is chosen for a particular 
atomic velocity in the beam, then as the atoms slow down, their changing Doppler shift will take 
them out of resonance. They will eventually cease deceleration after their Doppler shift has been 
decreased by a few times the power-broadened width γ γ′= +1 0s , corresponding to Δv of a few 
times g  ′/k. Although this Δn of a few m/s is considerably larger than the typical atomic recoil veloc-
ity �k M/  of a few cm/s, it is still only a small fraction of the atoms’ average thermal velocity v , so 
that significant further cooling or deceleration cannot be accomplished.

In order to achieve deceleration that changes the atomic speeds by hundreds of m/s, it is neces-
sary to maintain (d + wD) << g by compensating such large changes of the Doppler shift. This can 
be done by changing wD, or d via either ω�  or wa. The two most common methods for maintaining 
this resonance are sweeping the laser frequency ω�  along with the changing wD of the decelerating 
atoms,5–7 or by spatially varying the atomic resonance frequency with an inhomogeneous DC mag-
netic field to keep the decelerating atoms in resonance with the fixed frequency laser.1,3,8
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FIGURE 2 Schematic diagram of the apparatus for beam slowing. The tapered magnetic field is 
produced by layers of varying length on the solenoid, and the bias field is produced by full-length wind-
ings. The TOF aspect is implemented with Laser 1 whose beams optically pump the atoms between the hfs 
states.

TABLE 1 Parameters of Interest for Slowing Various Atoms

Atom Toven (K)  v (m/s) Lmin (m) tmin (ms)

H 1000 5000 0.012 0.005
He∗ 4 158 0.03 0.34
He∗ 650 2013 4.4 4.4
Li 1017 2051 1.15 1.12
Na 712 876 0.42 0.96
K 617 626 0.77 2.45
Rb 568 402 0.75 3.72
Cs 544 319 0.93 5.82

The stopping length Lmin and time tmin are minimum values. The oven tempera-
ture Toven that determines the peak velocity is chosen to give a vapor pressure of 1 Torr. 
Special cases are H at 1000 K and He in the metastable triplet state, for which two rows 
are shown: one for a 4-K source and another for the typical discharge temperature.
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The use of a spatially varying magnetic field to tune the atomic levels along the beam path was the 
first method to succeed in slowing atoms.3 It works as long as the Zeeman shifts of the ground and 
excited states are different so that the resonant frequency is shifted. The field can be tailored to provide 
the appropriate Doppler shift along the moving atom’s path. For uniform deceleration a a≡η max from 
initial velocity v0, the appropriate field profile is B z B z z( )= −0 01 / , where z Mv k0 0

2≡ /η γ�  is the length 
of the magnet, B kv0 0= ′� /μ , ′ ≡ −μ μ( )g M g Me e g g B , subscripts g and e refer to ground and excited 
states, gg, e is the Landé g-factor, µB is the Bohr magneton, and Mg, e is the magnetic quantum number. 
The design parameter h < 1 determines the length of the magnet z0. A solenoid that can produce such 
a spatially varying field has layers of decreasing lengths as shown schematically in Fig. 2. The techni-
cal problem of extracting the beam of slow atoms from the end of the solenoid can be simplified by 
reversing the field gradient and choosing a transition whose frequency decreases with increasing field.9

For alkali atoms such as Na, a time-of-flight (TOF) method can be used to measure the velocity dis-
tribution of atoms in the beam. It employs two additional beams labeled pump and probe from laser 1 as 
shown in Fig. 2. Because these beams cross the atomic beam at 90°, ωD k v= − ⋅ =

� �
0 and they excite atoms 

at all velocities. The pump beam is tuned to excite and empty a selected ground hyperfine state (hfs), and 
it transfers more than 98 percent of the population as the atoms pass through its 0.5 mm width. To measure 
the velocity distribution of atoms in the selected hfs, this pump laser beam is interrupted for a period Dt = 
10 to 50 μs with an acoustic optical modulator (AOM). A pulse of atoms in the selected hfs passes the 
pump region and travels to the probe beam. The time dependence of the fluorescence induced by the 
probe laser, tuned to excite the selected hfs, gives the time of arrival, and this signal is readily converted to 
a velocity distribution. Figure 3 shows the measured velocity distribution of the atoms slowed by laser 2.

20.5 OPTICAL MOLASSES

Doppler Cooling

In Sec. 20.3 there was a discussion of the radiative force on atoms moving in a standing wave (coun-
terpropagating laser beams). The slowing force is proportional to velocity for small enough veloci-
ties, resulting in viscous damping10,11 that gives this technique the name optical molasses (OM). By 
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using three intersecting orthogonal pairs of oppositely directed beams, the movement of atoms 
in the intersection region can be severely restricted in all three dimensions, and many atoms can 
thereby be collected and cooled in a small volume. OM has been demonstrated at several laborato-
ries,12 often with the use of low-cost diode lasers.13

It is straightforward to estimate the force on atoms in OM from Eq. (10). The discussion here is lim-
ited to the case where the light intensity is low enough so that stimulated emission is not important. In 
this low-intensity case the forces from the two light beams are simply added to give 
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Then the sum of the two forces is
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where terms of order (kv/g)4 and higher have been neglected [see Eq. (20)].
These forces are plotted in Fig. 4. For d < 0, this force opposes the velocity and therefore vis-

cously damps the atomic motion. 
�
FOM has maxima near v ≈ ± g  ′/2k and decreases rapidly for larger 

velocities.
If there were no other influence on the atomic motion, all atoms would quickly decelerate 

to n = 0, and the sample would reach T = 0, a clearly unphysical result. There is also some heat-
ing caused by the light beams that must be considered, and it derives from the discrete size of the 
momentum steps the atoms undergo with each emission or absorption as previously discussed 
for Brownian motion (see Sec. 20.3). Since the atomic momentum changes by �k , their kinetic 
energy changes on the average by at least the recoil energy E k Mr r= =� �2 2 2/ ω . This means that 
the average frequency of each absorption is wabs = wa + wr and the average frequency of each emis-
sion is wemit = wa + wr. Thus the light field loses an average energy of � �( )ω ω ωabs emit− = 2 r  for each 
scattering. This loss occurs at a rate 2gp (two beams), and the energy is converted to atomic kinetic 
energy because the atoms recoil from each event. The atomic sample is thereby heated because these 
recoils are in random directions.
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FIGURE 4 Velocity dependence of the optical damping 
forces for one-dimensional optical molasses. The two dotted 
traces show the force from each beam, and the solid curve is 
their sum. The straight line shows how this force mimics a 
pure damping force over a restricted velocity range. These 
are calculated for s0 = 2 and d = −g so there is some power-
broadening evident.
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The competition between this heating with the damping force of Eq. (26) results in a nonzero 
kinetic energy in steady state where the rates of heating and cooling are equal. Equating the cooling 
rate, 

� �
F v⋅ , to the heating rate, 4�ω γr p , the steady-state kinetic energy is ( / )( | | / / | |)�γ δ γ γ δ8 2 2+ . This 

result is dependent on |d|, and it has a minimum at 2|d|/g = 1, whence d = −g /2. The temperature 
found from the kinetic energy is then T kD B=�γ /2 , where TD is called the Doppler temperature or the 
Doppler cooling limit. For ordinary atomic transitions, TD is typically below 1 mK.

Another instructive way to determine TD is to note that the average momentum transfer of many 
spontaneous emissions is zero, but the rms scatter of these about zero is finite. One can imagine 
these decays as causing a random walk in momentum space with step size �k  and step frequency 
2gp, where the factor of 2 arises because of the two beams. The random walk results in diffusion in 
momentum space with diffusion coefficient D p t kp0

2 22 4≡ =( ) / ( )Δ Δ γ �  as discussed in Sec. 20.3. 
Then Brownian motion theory gives the steady-state temperature in terms of the damping coef-
ficient b to be kBT = D0/b. This turns out to be �γ / 2  as above for the case s0 << 1 when d = −g/2. 
This remarkable result predicts that the final temperature of atoms in OM is independent of the 
optical wavelength, atomic mass, and laser intensity (as long as it is not too large).

Atomic Beam Collimation—One-Dimensional Optical 
Molasses

When an atomic beam crosses a one-dimensional OM as shown in Fig. 5, the transverse motion of 
the atoms is quickly damped while the longitudinal component is essentially unchanged. This trans-
verse cooling of an atomic beam is an example of a method that can actually increase its brightness 
(atoms/sec-sr-cm2) because such active collimation uses dissipative forces to compress the phase 
space volume occupied by the atoms. By contrast, the usual realm of beam focusing or collimation 
techniques for light beams and most particle beams is restricted to selection by apertures or conser-
vative forces that preserve the phase space density of atoms in the beam.

This velocity compression at low intensity in one dimension can be simply estimated for two-
level atoms in 1D to be about v vc D r/ / /= =γ ω ε1 . For Rb, vD = 12 cm/s, vc = g/k � 4.6 m/s, 
ω πr � 2 3 8× . kHz , and l/e � 1600. Including two transverse directions along with the longitudinal 
slowing and cooling just discussed, the decrease in phase space volume from the momentum contri-
bution alone for laser cooling of a Rb atomic beam can exceed 106.

Clearly optical techniques can create atomic beams enormously more times intense than ordinary 
thermal beams, and also many orders of magnitude brighter. Furthermore, this number could be 
increased by several orders of magnitude if the transverse cooling could produce temperatures 
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FIGURE 5 Scheme for optical brightening of an atomic beam. First 
the transverse velocity components of the atoms are damped out by an 
optical molasses, then the atoms are focused to a spot, and finally the atoms 
are recollimated in a second optical molasses. (Figure from Ref. 79.)
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below the Doppler temperature. For atoms cooled to the recoil temperature T kr r B= �ω /  where 
Δp k= �  and Δx = λ π/ , the brightness increase could be 1017.

Experiments in Three-Dimensional Optical Molasses

Optical molasses experiments can also work in three dimensions at the intersection of three mutu-
ally orthogonal pairs of opposing laser beams (see Fig. 6). Even though atoms can be collected and 
cooled in the intersection region, it is important to stress again that this is not a trap. That is, atoms 
that wander away from the center experience no force directing them back. They are allowed to dif-
fuse freely and even escape, as long as there is enough time for their very slow diffusive movement to 
allow them to reach the edge of the region of the intersection of the laser beams. Because the atomic 
velocities are randomized during the damping time M/b = 2/wr, atoms execute a random walk with 
a step size of 2 2vD r/ / few mω λ π ε= ≅ μ . To diffuse a distance of 1 cm requires about 107 steps or 
about 30 s.14,15

Three-dimensional OM was first observed in 1985.11 Preliminary measurements of the aver-
age kinetic energy of the atoms were done by blinking off the laser beams for a fixed interval. 
Comparison of the brightness of the fluorescence before and after the turnoff was used to calculate 
the fraction of atoms that left the region while it was in the dark. The dependence of this fraction on 
the duration of the dark interval was used to estimate the velocity distribution and hence the tem-
perature. The result was not inconsistent with the two-level atom theory previously described.

A few months later a more sensitive ballistic technique was devised at the National Institute of 
Standards and Technology (NIST) that showed the astounding result that the temperature of the 
atoms in OM was very much lower than TD.16 These experiments also found that OM was less sensi-
tive to perturbations and more tolerant of alignment errors than was predicted by the 1D, two-level 
atom theory. For example, if the intensities of the two counter-propagating laser beams forming an 
OM were unequal, then the force on atoms at rest would not vanish, but the force on atoms with 
some nonzero drift velocity would vanish. This drift velocity can be easily calculated by using Eq. (25) 
with unequal intensities s0+ and s0−, and following the derivation of Eq. (26). Thus atoms would drift 
out of an OM, and the calculated rate would be much faster than observed by deliberately unbalancing 
the beams in the experiments.12

FIGURE 6 Photograph of optical molasses in Na 
taken under ordinary snapshot conditions in the lab at 
NIST. The upper horizontal streak is from the slowing 
laser while the three beams that cross at the center are 
on mutually orthogonal axes viewed from the (111) 
direction. Atoms in the optical molasses glow brightly 
at the center. (Figure from Ref. 19.)
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It was an enormous surprise to observe that the ballistically measured temperature of the Na 
atoms was as much as 10 times lower than TD = 240 μK,16 the temperature minimum calculated 
from the theory. This breaching of the Doppler limit forced the development of an entirely new 
picture of OM that accounts for the fact that in three dimensions, a two-level picture of atomic 
structure is inadequate. The multilevel structure of atomic states, and optical pumping among these 
sublevels, must be considered in the description of 3D OM, as discussed in the text that follows.

20.6 COOLING BELOW THE DOPPLER LIMIT

Introduction

In response to the surprising measurements of temperatures below TD, two groups developed a 
model of laser cooling that could explain the lower temperatures.17,18 The key feature of this model 
that distinguishes it from the earlier picture was the inclusion of the multiplicity of sublevels that 
make up an atomic state (e.g., Zeeman and hfs). The dynamics of optically pumping atoms among 
these sublevels provides the new mechanism for producing the ultralow temperatures.19

The dominant feature of these models is the nonadiabatic response of moving atoms to the light 
field. Atoms at rest in a steady state have ground-state orientations caused by optical pumping pro-
cesses that distribute the populations over the different ground-state sublevels. In the presence of 
polarization gradients, these orientations reflect the local light field. In the low-light-intensity regime, 
the orientation of stationary atoms is completely determined by the ground-state distribution: The 
optical coherences and the exited-state population follow the ground-state distribution adiabatically.

For atoms moving in a light field that varies in space, optical pumping acts to adjust the atomic 
orientation to the changing conditions of the light field. In a weak pumping process, the orientation 
of moving atoms always lags behind the orientation that would exist for stationary atoms. It is this 
phenomenon of nonadiabatic following that is the essential feature of the new cooling process.

Production of spatially dependent optical pumping processes can be achieved in several different 
ways. As an example, consider two counterpropagating laser beams that have orthogonal polariza-
tions (as will be discussed shortly). The superposition of the two beams results in a light field having 
a polarization that varies on the wavelength scale along the direction of the laser beams. Laser cooling 
by such a light field is called polarization gradient cooling. In a three-dimensional optical molasses, the 
transverse wave character of light requires that the light field always has polarization gradients.

Linear ⊥ Linear Polarization Gradient Cooling

One of the most instructive models for discussion of sub-Doppler laser cooling was introduced 
in Ref. 17 and very well described in Ref. 19. If the polarizations of two counterpropagating laser 
beams are identical, the two beams interfere and produce a standing wave. When the two beams 
have orthogonal linear polarizations (same frequency ω�) with their ε̂  vectors perpendicular (e.g., x̂  
and ŷ ), the configuration is called lin ⊥ lin or lin-perp-lin. Then the total field is the sum of the two 
counterpropagating beams given by

  

�
� �E E x t kz E y t kz

E x y

= − + +

= +

0 0

0

ˆ cos( ) ˆ cos( )

[( ˆ ˆ)co

ω ω

ss cos ( ˆ ˆ)sin sin ]ω ω� �t kz x y t kz+ −
 
 (27)

At the origin, where z = 0, this becomes

  
�

�E E x y t= +0( ˆ ˆ)cosω   (28)

which corresponds to linearly polarized light at an angle +p/4 to the x-axis. The amplitude of this 
field is 2 0E . Similarly, for z = l/4, where kz = p/2, the field is also linearly polarized but at an angle 
−p/4 to the x-axis.
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Between these two points, at z = l/8, where kz = p/4, the total field is

  
�

� �E E x t y t= + − +0 4 4[ ˆ sin( ) ˆ cos( )]ω π ω π/ /   (29)

Since the x̂  and ŷ  components have sine and cosine temporal dependence, they are p/2 out of 
phase, and so Eq. (29) represents circularly polarized light rotating about the z-axis in the negative 
sense. Similarly, at z = 3l/8 where kz = 3p/4, the polarization is circular but in the positive sense. 
Thus in this lin ⊥ lin scheme the polarization cycles from linear to circular to orthogonal linear to 
opposite circular in the space of only half a wavelength of light, as shown in Fig. 7. It truly has a very 
strong polarization gradient.

Since the coupling of the different states of multilevel atoms to the light field depends on its polar-
ization, atoms moving in a polarization gradient will be coupled differently at different positions, and 
this will have important consequences for laser cooling. For the J Jg e= → =1

2
3

2/ /  transition (the 
simplest transition that shows sub-Doppler cooling), the optical pumping process in purely s + light 
drives the ground-state population to the Mg = +1/2 sublevel. This optical pumping occurs because 
absorption always produces ΔM = +1 transitions, whereas the subsequent spontaneous emission 
produces ΔM = ±1, 0. Thus the average ΔM ≥ 0 for each scattering event. For s−-light the population 
is pumped toward the Mg = −1/2 sublevel. Thus atoms traveling through only a half wavelength in the 
light field need to readjust their population completely from Mg = +1/2 to Mg = −1/2 and back again.

The interaction between nearly resonant light and atoms not only drives transitions between 
atomic energy levels, but also shifts their energies. This light shift of the atomic energy levels plays a 
crucial role in this scheme of sub-Doppler cooling, and the changing polarization has a strong influ-
ence on the light shifts. In the low-intensity limit of two laser beams, each of intensity s0Is, the light 
shifts ΔEg of the ground magnetic substates are given by1

  ΔE
s C

g
ge=

+
�δ

δ γ
0

2

21 2( )/
  (30)

where Cge is the Clebsch-Gordan coefficient that describes the coupling between the atom and the 
light field.

In the present case of orthogonal linear polarizations and J = →1
2

3
2/ / , the light shift for the 

magnetic substate Mg = 1/2 is three times larger than that of the Mg = −1/2 substate when the light 
field is completely s +. On the other hand, when an atom moves to a place where the light field is s −, 
the shift of Mg = −1/2 is three times larger. So in this case the optical pumping previously discussed 
causes there to be a larger population in the state with the larger light shift. This is generally true for 
any transition Jg to Je = Jg + 1. A schematic diagram showing the populations and light shifts for this 
particular case of negative detuning is shown in Fig. 8.
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FIGURE 7 Polarization gradient field for the 
lin ⊥ lin configuration.
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Origin of the Damping Force

To discuss the origin of the cooling process in this polarization gradient scheme, consider atoms 
with a velocity v at a position where the light is s +-polarized, as shown at the lower left of Fig. 8. 
The light optically pumps such atoms to the strongly negative light-shifted Mg = +1/2 state. In mov-
ing through the light field, atoms must increase their potential energy (climb a hill) because the 
polarization of the light is changing and the state Mg = 1/2 becomes less strongly coupled to the light 
field. After traveling a distance l/4, atoms arrive at a position where the light field is s −-polarized, 
and are optically pumped to Mg = −1/2, which is now lower than the Mg =

1/2 state. Again the moving 
atoms are at the bottom of a hill and start to climb. In climbing the hills, the kinetic energy is con-
verted to potential energy, and in the optical pumping process, the potential energy is radiated away 
because the spontaneous emission is at a higher frequency than the absorption (see Fig. 8). Thus 
atoms seem to be always climbing hills and losing energy in the process. This process brings to mind 
a Greek myth, and is thus called Sisyphus laser cooling.

The cooling process just described is effective over a limited range of atomic velocities. The force 
is maximum for atoms that undergo one optical pumping process while traveling over a distance 
l/4. Slower atoms will not reach the hilltop before the pumping process occurs, and faster atoms 
will already be descending the hill before being pumped toward the other sublevel. In both cases the 
energy loss is smaller and therefore the cooling process less efficient. Nevertheless, the damping con-
stant b for this process is much larger than for Doppler cooling, and therefore the final steady-state 
temperature is lower.17,19

In the experiments of Ref. 20, the temperature was measured in a 3D molasses under various 
configurations of the polarization. Temperatures were measured by a ballistic technique, where 
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FIGURE 8 The spatial dependence of the light shifts 
of the ground-state sublevels of the J = ⇔1

2
3

2/ /  transition 
for the case of the lin ⊥ lin polarization configuration. The 
arrows show the path followed by atoms being cooled in this 
arrangement. Atoms starting at z = 0 in the Mg = +1/2 sublevel 
must climb the potential hill as they approach the z = l/4 
point where the light becomes s − polarized, and there they 
are optically pumped to the Mg = −1/2 sublevel. Then they 
must begin climbing another hill toward the z = l/2 point 
where the light is s+ polarized and they are optically pumped 
back to the Mg = +1/2 sublevel. The process repeats until the 
atomic kinetic energy is too small to climb the next hill. Each 
optical pumping event results in absorption of light at a lower 
frequency than emission, thus dissipating energy to the radia-
tion field.
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the flight time of the released atoms was measured as they fell through a probe a few cm below the 
molasses region. Results of their measurements are shown in Fig. 9a, where the measured tempera-
ture is plotted for different detunings as a function of the intensity. For each detuning, the data lie 
on a straight line through the origin. The lowest temperature obtained is 3 μK, which is a factor 
40 below the Doppler temperature and a factor 15 above the recoil temperature of Cs. If the tem-
perature is plotted as a function of the light shift (see Fig. 9b), all the data are on a single universal 
straight line.

The Limits of Laser Cooling

The lower limit to Doppler laser cooling of two-level atoms arises from the competition with heat-
ing. This cooling limit is described as a random walk in momentum space whose steps are of size 
�k  and whose rate is the scattering rate, gp = s0g /2 for zero detuning and s0 << 1. As long as the force 
can be accurately described as a damping force, then the Fokker-Planck equation is applicable, and 
the outcome is a lower limit to the temperature of laser cooling given by the Doppler temperature 
k TB D ≡�γ /2.

The extension of this kind of thinking to the sub-Doppler processes described in Sec. 20.5 must 
be done with some care, because a naive application of the consequences of the Fokker-Planck 
equation would lead to an arbitrarily low final temperature. In the derivation of the Fokker-Planck 
equation it is explicitly assumed that each scattering event changes the atomic momentum p by an 
amount that is a small fraction p as embodied in Eq. (3), and this clearly fails when the velocity is 
reduced to the region of v k Mr ≡� / .

This limitation of the minimum steady-state value of the average kinetic energy to a few times 
2 2E k T Mvr B r r≡ =  is intuitively comforting for two reasons. First, one might expect that the last 
spontaneous emission in a cooling process would leave atoms with a residual momentum of the 
order of �k , since there is no control over its direction. Thus the randomness associated with this 
would put a lower limit on such cooling of v vrmin ~ . Second, the polarization gradient cooling 
mechanism just described requires that atoms be localizable within the scale of ~l/2p in order to 
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FIGURE 9 Temperature as a function of laser intensity and detuning for Cs atoms in 
an optical molasses from Ref. 20. (a) Temperature as a function of the detuning for various 
intensities. (b) Temperature as a function of the light shift. All the data points are on a uni-
versal straight line.
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be subject to only a single polarization in the spatially inhomogeneous light field. The uncertainty 
principle then requires that these atoms have a momentum spread of at least �k .

The recoil limit discussed here has been surpassed by evaporative cooling of trapped atoms21 
and two different optical cooling methods, neither of which can be based in simple notions. One of 
these uses optical pumping into a velocity-selective dark state and is described in Ref. 1. The other 
one uses carefully chosen, counterpropagating laser pulses to induce velocity-selective Raman tran-
sitions, and is called Raman cooling.22

20.7 TRAPPING OF NEUTRAL ATOMS

Introduction

Although ion trapping, laser cooling of trapped ions, and trapped ion spectroscopy were known for 
many years,23 it was only in 1985 that neutral atoms were first trapped.24 Confinement of neutral 
atoms depends on the interaction between an inhomogeneous electromagnetic field and an atomic 
multipole moment. Unperturbed atoms do not have electric dipole moments because of their inver-
sion symmetry, and therefore electric (e.g., optical) traps require induced dipole moments. This is 
often done with nearly resonant optical fields, thus producing the optical traps that will be discussed 
shortly. On the other hand, many atoms have ground- or metastable-state magnetic dipole moments 
that may be used for trapping them magnetically.

In order to confine any object, it is necessary to exchange kinetic for potential energy in the 
trapping field, and in neutral atom traps the potential energy must be stored as internal atomic 
energy. There are two immediate and extremely important consequences of this requirement. First, 
the atomic energy levels will necessarily shift as the atoms move in the trap, and these shifts will 
affect the precision of spectroscopic measurements, perhaps severely. Second, practical traps for 
ground-state neutral atoms are necessarily very shallow compared with thermal energy because the 
energy level shifts that result from convenient size fields are typically considerably smaller than kBT 
for T = 1 K. Neutral atom trapping therefore depends on substantial cooling of a thermal atomic 
sample, and is often connected with the cooling process.

The small depth of neutral atom traps also dictates stringent vacuum requirements, because an 
atom cannot remain trapped after a collision with a thermal energy background gas molecule. Since 
these atoms are vulnerable targets for thermal energy background gas, the mean free time between 
collisions must exceed the desired trapping time. The cross section for destructive collisions is quite 
large because even a gentle collision (i.e., large impact parameter) can impart enough energy to eject 
an atom from a trap. At pressure P sufficiently low to be of practical interest, the trapping time is 
~(10−8/P) s, where P is in Torr.

Magnetic Traps

An atom with a magnetic moment 
�μ can be confined by an inhomogeneous magnetic field because 

of an interaction between the moment and the field. This produces a force given by 
� � � �
F B= ∇ ⋅( )μ . 

Several different magnetic traps with varying geometries that exploit this force have been studied 
in some detail, and their general features have been presented.25 The simplest magnetic trap is a 
quadrupole comprised of two identical coils carrying opposite currents (see Fig. 10) that has a single 
center where the field is zero. When the coils are separated by 1.25 times their radius, such a trap has 
equal depth in the radial (x-y plane) and longitudinal (z-axis) directions.25 Its experimental simplic-
ity makes it most attractive, both because of ease of construction and of optical access to the inte-
rior. Such a trap was used in the first neutral atom trapping experiments at NIST.

The magnitude of the field is zero at the center of this trap, and increases in all directions as 

B A z= +ρ2 24 , where ρ2 2 2≡ +x y , and the field gradient A is constant. The field gradient is fixed 
along any line through the origin, but has different values in different polar directions. Therefore the 
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force that confines the atoms in the trap is neither harmonic nor central, and angular momentum is 
not conserved. There are several motivations for studying the motion of atoms in a magnetic trap. 
Knowing their positions may be important for trapped atom spectroscopy. Moreover, simply study-
ing the motion for its own sake has turned out to be an interesting problem because the distorted 
conical potential of the quadrupole trap does not have analytic solutions, and its bound states are 
not well known. For the two-coil quadrupole magnetic trap of Fig. 10, stable circular orbits can be 
found classically.1 The fastest trappable atoms in circular orbits have vmax ~1 m/s, so the orbital fre-
quency becomes wT/2p ~ 20 Hz. Because of the anharmonicity of the potential, the orbital frequen-
cies depend on the orbit size, but in general, atoms in lower energy orbits have higher frequencies.

Because of the dependence of the trapping force on the angle between the field and the atomic 
moment the orientation of the magnetic moment with respect to the field must be preserved as the 
atoms move about in the trap. This requires velocities low enough to ensure that the interaction 
between the atomic moment 

�μ  and the field 
�
B  is adiabatic, especially when the atom’s path passes 

through a region where the field magnitude is small. This is especially critical at the low tempera-
tures of the Bose condensation experiments. Therefore energy considerations that focus only on the 
trap depth are not sufficient to determine the stability of a neutral atom trap: orbit and/or quantum 
state calculations and their consequences must also be considered.

The condition for adiabatic motion can be written as wz >> |dB/dt|/B, where ω μz B= /� is the 
Larmor precession rate in the field. The orbital frequency for circular motion is wT = v/r, and since 
v/r = |dB/dt|/B for a uniform field gradient, the adiabaticity condition is wz >> wT. For the two-coil 
quadrupole trap, the adiabaticity condition can be easily calculated.1 A practical trap (A ~ 1 T/m) 
requires r >> 1 μm as well as v >> 1 cm/s. Note that violation of these conditions results in the onset 
of quantum dynamics for the motion (deBroglie wavelength ≈ orbit size). Since the nonadiabatic 
region of the trap is so small (less than 10−18 m3 compared with typical sizes of ~2 cm correspond-
ing to 10−5 m3), nearly all the orbits of most atoms are restricted to regions where they are adiabatic.

Modern techniques of laser and evaporative cooling have the capability to cool atoms to energies 
where their deBroglie wavelengths are on the micron scale. Such cold atoms may be readily confined 
to micron-size regions in magnetic traps with easily achievable field gradients, and in such cases, the 
notion of classical orbits is inappropriate. The motional dynamics must be described in terms of 
quantum mechanical variables and suitable wave functions. Furthermore, the distribution of atoms 
confined in various quantum states of motion in quadrupole as well as other magnetic traps is criti-
cal for interpreting the measurements on Bose condensates.

Studying the behavior of extremely slow (cold) atoms in the two-coil quadrupole trap begins 
with a heuristic quantization of the orbital angular momentum using Mr nT

2ω = �  for circular 
orbits.1 For velocities of optically cooled atoms of a few cm/s, n ~ 10 – 100. By contrast, evaporative 
cooling21 can produce velocities ~1 mm/s resulting in n ~ 1. It is readily found that wz = nwT, so that 
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FIGURE 10 Schematic diagram of the coil configura-
tion used in the quadrupole trap and the resultant magnetic 
field lines. Because the currents in the two coils are in oppo-
site directions, there is a | |

�
B = 0 point at the center.
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the adiabatic condition is satisfied only for n >> 1. The separation of the rapid precession from the 
slower orbital motion is reminiscent of the Born-Oppenheimer approximation for molecules, and 
three-dimensional quantum calculations have also been described.1

Optical Traps

Optical trapping of neutral atoms by electrical interaction must proceed by inducing a dipole 
moment. For dipole optical traps, the oscillating electric field of a laser induces an oscillating atomic 
electric dipole moment that interacts with the laser field. If the laser field is spatially inhomoge-
neous, the interaction and associated energy level shift of the atoms varies in space and therefore 
produces a potential. When the laser frequency is tuned below atomic resonance (d < 0), the sign of 
the interaction is such that atoms are attracted to the maximum of laser field intensity, whereas if 
d > 0, the attraction is to the minimum of field intensity.

The simplest imaginable trap (see Fig. 11) consists of a single, strongly focused Gaussian laser 
beam26,27 whose intensity at the focus varies transversely with r as I r I e r w( ) /= −

0

2
0
2

, where w0 is the 
beam waist size. Such a trap has a well-studied and important macroscopic classical analog in a 
phenomenon called optical tweezers.28–30 With the laser light tuned below resonance (d < 0), the 
ground-state light shift is everywhere negative, but is largest at the center of the Gaussian beam 
waist. Ground-state atoms therefore experience a force attracting them toward this center given 
by the gradient of the light shift. In the longitudinal direction there is also an attractive force that 
depends on the details of the focusing. Thus this trap produces an attractive force on atoms in three 
dimensions.

The first optical trap was demonstrated in Na with light detuned below the D-lines.27 With 
220 mW of dye laser light tuned about 650 GHz below the Na transition and focused to a ~10 μm 
waist, the trap depth was about 15�γ  corresponding to 7 mK. Single-beam dipole force traps can 
be made with the light detuned by a significant fraction of its frequency from the atomic transi-
tion. Such a far-off-resonance trap (FORT) has been developed for Rb atoms using light detuned by 
nearly 10 percent to the red of the D1 transition at l = 795 nm.31 Between 0.5 and 1 W of power was 
focused to a spot about 10 μm in size, resulting in a trap 6 mK deep where the light scattering rate 
was only a few hundred/s. The trap lifetime was more than half a second.

The dipole force for blue light repels atoms from the high-intensity region, and offers the advan-
tage that trapped atoms will be confined where the perturbations of the light field are minimized.1 
On the other hand, it is not as easy to produce hollow light beams compared with Gaussian beams, 
and special optical techniques need to be employed.

In a standing wave the light intensity varies from zero at a node to a maximum at an antinode 
in a distance of l/4. Since the light shift, and thus the optical potential, vary on this same scale, it is 
possible to confine atoms in wavelength-size regions of space. Of course, such tiny traps are usu-
ally very shallow, so loading them requires cooling to the μK regime. The momentum of such cold 
atoms is then so small that their deBroglie wavelengths are comparable to the optical wavelength, 
and hence to the trap size. In fact, the deBroglie wavelength equals the size of the optical traps 
(l/2) when the momentum is 2�k , corresponding to a kinetic energy of a few μK. Thus the atomic 
motion in the trapping volume is not classical, but must be described quantum mechanically. Even 
atoms whose energy exceeds the trap depth must be described as quantum mechanical particles 
moving in a periodic potential that display energy band structure.32

Atoms trapped in wavelength-sized spaces occupy vibrational levels similar to those of mol-
ecules. The optical spectrum can show Raman-like sidebands that result from transitions among the 
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FIGURE 11 A single focused laser beam produces the 
simplest type of optical trap.
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quantized vibrational levels33,34 as shown in Fig. 19. These quantum states of atomic motion can also 
be observed by spontaneous or stimulated emission.33,35 Considerably more detail about atoms in 
such optical lattices is to be found in Ref. 34.

Magneto-Optical Traps

The most widely used trap for neutral atoms is a hybrid, employing both optical and magnetic 
fields. The resultant magneto-optical trap (MOT) was first demonstrated in 1987.36 The operation 
of an MOT depends on both inhomogeneous magnetic fields and radiative selection rules to exploit 
both optical pumping and the strong radiative force.1,36 The radiative interaction provides cooling 
that helps in loading the trap, and enables very easy operation. The MOT is a very robust trap that 
does not depend on precise balancing of the counter-propagating laser beams or on a very high 
degree of polarization. The magnetic field gradients are modest and can readily be achieved with 
simple, air-cooled coils. The trap is easy to construct because it can be operated with a room-temperature 
cell where alkali atoms are captured from the vapor. Furthermore, low-cost diode lasers can be 
used to produce the light appropriate for all the alkalis except Na, so the MOT has become one of 
the least expensive ways to produce atomic samples with temperatures below 1 mK. For these and 
other reasons it has become the workhorse of cold atom physics, and has also appeared in dozens of 
undergraduate laboratories.

Trapping in an MOT works by optical pumping of slowly moving atoms in a linearly inhomo-
geneous magnetic field B = B(z) ≡ Az, such as that formed by a magnetic quadrupole field. Atomic 
transitions with the simple scheme of J Jg e= → =0 1  have three Zeeman components in a magnetic 
field, excited by each of three polarizations, whose frequencies tune with field (and therefore with 
position) as shown in Fig. 12 for one dimension. Two counter-propagating laser beams of oppo-
site circular polarization, each detuned below the zero field atomic resonance by d, are incident as 
shown.

Because of the Zeeman shift, the excited state Me = +1 is shifted up for B > 0, whereas the 
state with Me = −1 is shifted down. At position z′ in Fig. 12 the magnetic field therefore tunes the 
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FIGURE 12 Arrangement for a magneto-optical 
trap (MOT) in 1D. The horizontal dashed line represents 
the laser frequency seen by an atom at rest in the center of 
the trap. Because of the Zeeman shifts of the atomic tran-
sition frequencies in the inhomogeneous magnetic field, 
atoms at z = z′ are closer to resonance with the s − laser 
beam than with the s + beam, and are therefore driven 
toward the center of the trap.
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ΔM = −1 transition closer to resonance and the ΔM = +1 transition further out of resonance. If the 
polarization of the laser beam incident from the right is chosen to be s − and correspondingly s + 
for the other beam, then more light is scattered from the s − beam than from the s + beam. Thus the 
atoms are driven toward the center of the trap, where the magnetic field is zero. On the other side 
of the center of the trap, the roles of the Me = ±1 states are reversed, and now more light is scattered 
from the s + beam, again driving the atoms toward the center.

The situation is analogous to the velocity damping in an optical molasses from the Doppler 
effect as previously discussed, but here the effect operates in position space, whereas for molasses it 
operates in velocity space. Since the laser light is detuned below the atomic resonance in both cases, 
compression and cooling of the atoms is obtained simultaneously in an MOT.

For a description of the motion of the atoms in an MOT, consider the radiative force in the low-
intensity limit [see Eq. (10)]. The total force on the atoms is given by 

� � �
F F F= ++ − , where

  
� �

�
F

k s

s±
±

=±
+ +

γ
δ γ2 1 2

0

0
2( )/

  (31)

and the detuning d± for each laser beam is given by

  δ δ μ± = ⋅ ± ′∓
� �

�k v B/   (32)

Here m′ ≡ (geMe − ggMg)mB is the effective magnetic moment for the transition used. Note that the 
Doppler shift ωD k v≡ − ⋅

� �
 and the Zeeman shift ω μz B= ′ /� both have opposite signs for opposite 

beams.
When both the Doppler and Zeeman shifts are small compared to the detuning d, the 

denominator of the force can be expanded and the result becomes 
� � �
F v r= − −β κ , where b is 

the damping coefficient. The spring constant k arises from the similar dependence of 
�
F  on 

the Doppler and Zeeman shifts, and is given by κ μ β= ′A k/� . This force leads to damped har-
monic motion of the atoms, where the damping rate is given by ΓMOT = b/M and the oscil-
lation frequency ω κMOT /= M . For magnetic field gradients A ≈ 10 G/cm, the oscillation 
frequency is typically a few kHz, and this is much smaller than the damping rate that is typi-
cally a few hundred kHz. Thus the motion is overdamped, with a characteristic restoring time 
to the center of the trap of 2 2ΓMOT MOT/ω  ~ several ms for typical values of the detuning and 
intensity of the lasers.

Since the MOT constants b and k are proportional, the size of the atomic cloud can easily be 
deduced from the temperature of the sample. The equipartition of the energy of the system over 
the degrees of freedom requires that the velocity spread and the position spread are related by 
k T mv zB = =rms rms

2 2κ . For a temperature in the range of the Doppler temperature, the size of the 
MOT should be of the order of a few tenths of a mm, which is generally the case in experiments.

So far the discussion has been limited to the motion of atoms in one dimension. However, the 
MOT scheme can easily be extended to 3D by using six instead of two laser beams (see Fig. 13). 
Furthermore, even though very few atomic species have transitions as simple as J Jg e= → =0 1 , 
the scheme works for any J J Jg e g→ = +1  transition. Atoms that scatter mainly from the s+ laser 
beam will be optically pumped toward the Mg = +Jg substate, which forms a closed system with the 
Me = +Je substate.

The atomic density in an MOT cannot increase without limit as more atoms are added. The den-
sity is limited to ~1011/cm3 because the fluorescent light emitted by some trapped atoms is absorbed 
by others, and this diffusion of radiation presents a repulsive force between the atoms.37,38 Another 
limitation lies in the collisions between the atoms, and the collision rate for excited atoms is much 
larger than for ground-state atoms. Adding atoms to an MOT thus increases the density up to some 
point, but adding more atoms then expands the volume of the trapped sample.
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20.8 APPLICATIONS

Introduction

The techniques of laser cooling and trapping as described in the previous sections have been used to 
manipulate the positions and velocities of atoms with unprecedented variety and precision.1 These 
techniques are currently used in the laboratories to design new, highly sensitive experiments that 
move experimental atomic physics research to completely new regimes. In this section only of few 
of these topics will be discussed. One of the most straightforward of these is the use of laser cooling 
to increase the brightness of atomic beams, which can subsequently be used for different types of 
experiments. Since laser cooling produces atoms at very low temperatures, the interaction between 
these atoms also takes place at such very low energies. The study of these interactions, called ultra-
cold collisions, has been a very fruitful area of research in the last decade.

The atom-laser interaction not only produces a viscous environment for cooling the atoms down 
to very low velocities, but also provides a trapping field for the atoms. In the case of interfering laser 
beams, the size of such traps can be of the order of a wavelength, thus providing microscopic atomic 
traps with a periodic structure. These optical lattices described later in this section provide a versa-
tile playground to study the effects of a periodic potential on the motion of atoms and thus simulate 
the physics of condensed matter. Another topic of considerable interest that will be discussed exists 
only because laser cooling has paved the way to the observation of Bose-Einstein condensation. This 
was predicted theoretically more than 80 years ago, but was observed in a dilute gas for the first time 
in 1996. Finally, the physics of dark states is also discussed in this section. These show a rich variety 
of effects caused by the coupling of internal and external coordinates of atoms.

Cs

Ion
pump

s+ s–

s–

s–

s+

s+

FIGURE 13 The schematic diagram of an MOT 
shows the coils and the directions of polarization of the six 
light beams. It has an axial symmetry and various rotational 
symmetries, so some exchanges would still result in a trap 
that works, but not all configurations are possible. Atoms 
are trapped from the background vapor of Cs that arises 
from a piece of solid Cs in one of the arms of the setup.
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Atomic Beam Brightening

In considering the utility of atomic beams for the purposes of lithography, collision studies, or a 
host of other applications, maximizing the beam intensity may not be the best option. Laser cool-
ing can be used for increasing the phase space density, and this notion applies to both atomic traps 
and atomic beams. In the case of atomic beams, other quantities than phase space density have been 
defined as well, but these are not always consistently used. The geometrical solid angle occupied 
by atoms in a beam is ΔΩ Δ= ⊥( )v v 2 , where v  is some measure of the longitudinal velocity of 
atoms in the beam and Dv⊥ is a measure of the width of the transverse velocity distribution of the 
atoms. The total current or flux of the beam is Φ, and the flux density or intensity is Φ/p(Δ x)2 
where Δ x is a measure of the beam’s radius. Then the beam brightness or radiance R is given by 
R = Φ/p(l x⊥)2ΔΩ. Optical beams are often characterized by their frequency spread, and, because of 
the deBroglie relation l = h/p, the appropriate analogy for atomic beams is the longitudinal velocity 
spread. Thus the spectral brightness or brilliance B is given by B Rv vz= /Δ . Note that both R and B 
have the same dimensions as flux density, and this is often a source of confusion. Finally, B is simply 
related to the 6D phase space density. Recently a summary of these beam properties has been pre-
sented in the context of phase space (see Fig. 14).

One of the first beam-brightening experiments was performed by Nellesen et al.39,40 where a 
thermal beam of Na was slowed with the chirp technique.1 Then the slow atoms were deflected out 
of the main atomic beam and transversely cooled. In a later experiment41 this beam was fed into a 
two-dimensional MOT where the atoms were cooled and compressed in the transverse direction 
by an optical molasses of s + − s − polarized light. Another approach was used by Riis et al. who 
directed a slowed atomic beam into a hairpin-shaped coil that they called an atomic funnel.42 The 
wires of this coil generated a two-dimensional quadrupole field that was used as a two-dimensional 
MOT as described before.

These approaches yield intense beams when the number of atoms in the uncooled beam is 
already high. However, if the density in the beam is initially low, for example in the case of meta-
stable noble gases or radioactive isotopes, one has to capture more atoms from the source in order 

10–12 10–10 10–8 10–6 10–4 10–2 100

Phase space density (Λh3)

1014

1016

1018

1020

1022

1024

1026

1014

1016

1018

1020

1022

1024

1026

B
ri

lli
an

ce
 (

m
–2

s–1
sr

–1
)

B
ri

gh
tn

es
s 

(m
–2

s–1
sr

–1
)

Thermal beam

Lison

Scholz

Riis

Baldwin

Hoogerland

Molenaar

Lu
Schiffer

Dieckmann

M
at

te
r 

w
av

e 
lim

it
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angles) versus phase space density for various atomic beams cited in the 
literature. The lower-left point is for a normal thermal beam, and the 
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Ref. 84.)
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to obtain an intense beam. Aspect et al.43 have used a quasi-standing wave of converging laser beams 
whose incidence angle varied from 87° to 90° to the atomic beam direction, so that a larger solid 
angle of the source could be captured. In this case they used a few mW of laser light over a distance 
of 75 mm. One of the most sophisticated approaches to this problem has been developed for meta-
stable Ne by Hoogerland et al.44 They used a three-stage process to provide a large solid angle cap-
ture range and produce a high brightness beam.

Applications to Atomic Clocks

Perhaps one of the most important practical applications of laser cooling is the improvement of 
atomic clocks. The limitation to both the accuracy and precision of such clocks is imposed by 
the thermal motion of the atoms, so a sample of laser-cooled atoms could provide a substantial 
improvement in clocks and in spectroscopic resolution.

The first experiments intended to provide slower atoms for better precision or clocks were 
attempts at an atomic fountain by Zacharias in the 1950s.1,45 This failed because collisions depleted 
the slow atom population, but the advent of laser cooling enabled an atomic fountain because the 
slow atoms far outnumber the faster ones. The first rf spectroscopy experiments in such a fountain 
using laser-cooled atoms were reported in 1989 and 1991,46,47 and soon after that some other labora-
tories also reported successes.

Some of the early best results were reported by Gibble and Chu.48,49 They used an MOT with laser 
beams 6 cm in diameter to capture Cs atoms from a vapor at room temperature. These atoms were 
launched upward at 2.5 m/s by varying the frequencies of the MOT lasers to form a moving optical 
molasses as described in Sec. 20.5, and subsequently cooled to below 3 μK. The atoms were optically 
pumped into one hfs sublevel, then passed through a 9.2-GHz microwave cavity on their way up 
and again later on their way down. The number of atoms that were driven to change their hfs state 
by the microwaves was measured versus microwave frequency, and the signal showed the familiar 
Ramsey oscillations. See Chap. 11, “Coherent Optical Transients,” for a discussion of Ramsey fringes. 
The width of the central feature was 1.4 Hz and the S/N was over 50. Thus the ultimate precision 
was 1.5 mHz corresponding to dn/n ≅ 10−12/t1/2, where t is the number of seconds for averaging.

The ultimate limitation to the accuracy of this experiment as an atomic clock was collisions 
between Cs atoms in the beam. Because of the extremely low relative velocities of the atoms, the cross 
sections are very large (see the next subsection) and there is a measurable frequency shift.50 By vary-
ing the density of Cs atoms in the fountain, the authors found frequency shifts of the order of a few 
mHz for atomic density of 109/cm3, depending on the magnetic sublevels connected by the microwaves. 
Extrapolation of the data to zero density provided a frequency determination of dn/n ≅ 4 × 10−14. More 
recently the frequency shift has been used to determine a scattering length of −400a0

51 so that the 
expected frequency shift is 104 times larger than other limitations to the clock at an atomic density 
of n = 109/cm3. Thus the authors suggest possible improvements to atomic timekeeping of a factor 
of 1000 in the near future. Even more promising are cold atom clocks in orbit (microgravity) where 
the interaction time can be very much longer than 1 s.52

Ultracold Collisions

Laser-cooling techniques were developed in the early 1980s for a variety of reasons, such as high-
resolution spectroscopy.1 During the development of the techniques to cool and trap atoms, it 
became apparent that collisions between cold atoms in optical traps was one of the limiting factors 
in the achievement of high-density samples. Trap loss experiments revealed that the main loss 
mechanisms were caused by laser-induced collisions. Further cooling and compression could only 
be achieved by techniques not exploiting laser light, such as evaporative cooling in magnetic traps. 
Elastic collisions between atoms in the ground state are essential in that case for the rethermalization 
of the sample, whereas inelastic collisions lead to destruction of the sample. Knowledge about collision 
physics at these low energies is therefore essential for the development of high-density samples of 
atoms using either laser or evaporative cooling techniques.
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Ground-state collisions play an important role in evaporative cooling. Such elastic collisions are 
necessary to obtain a thermalization of the gas after the trap depth has been lowered, and a large 
elastic cross section is essential to obtain a rapid thermalization. Inelastic collisions, on the other 
hand, can release enough energy to accelerate the atoms to energies too high to remain trapped. 
Ground-state collisions for evaporative cooling can be described by one parameter, the scattering 
length a. At temperatures below TD, these collisions are in the s-wave scattering regime where only 
the phase shift d0 of the lowest partial wave �=0 is important. Moreover, for sufficiently low ener-
gies, such collisions are governed by the Wigner threshold laws where the phase shift d0 is inversely 
proportional to the wavevector k of the particle motion. Taking the limit for low energy gives the 
proportionality constant, defined as the scattering length a kk=− →lim ( )0 0δ / . The scattering length 
plays an important role not only in ultracold collisions, but also in the formation of Bose-Einstein 
condensates. In the Wigner threshold regime the cross section approaches a constant, s = 8pa2.53

Although ground-state collisions are important for evaporative cooling and BEC, they do not 
provide a very versatile research field from a collision physics point of view. The situation is com-
pletely different for the excited-state collisions. For typical temperatures in optical traps, the velocity 
of the atoms is sufficiently low that atoms excited at long range by laser light decay before the col-
lision takes place. Laser excitation for low-energy collisions has to take place during the collision. 
By tuning the laser frequency, the collision dynamics can be altered and information on the states 
formed in the molecular system can be obtained. This is the basis of the new technique of photo-
associative spectroscopy, which for the first time has identified purely long-range states in diatomic 
molecules.1,54

For atoms colliding in laser light closely tuned to the S-P transition, the potential is a C3/R
3 

dipole-dipole interaction when one of the atoms is excited. Absorption takes place at the Condon 
point RC given by �δ =−C RC3

3/  or R CC =( | |) /
3

1 3/� δ . Note that the light has to be tuned below reso-
nance, which is mostly the case for laser cooling. The Condon point for laser light detuned a few
g   below resonance is typical 1000 to 2000 a0.

Once the molecular complex becomes excited, it can evolve to smaller internuclear distances 
before emission takes place. Two particular cases are important for trap loss: (1) the emission of 
the molecular complex takes place at much smaller internuclear distance, and the energy gained 
between absorption and emission of the photon is converted into kinetic energy, or (2) the complex 
undergoes a transition to another state and the potential energy difference between the two states 
is converted into kinetic energy. In both cases the energy gain can be sufficient to eject one or both 
atoms out of the trap. In the case of the alkalis, the second reaction can take place because of the 
different fine-structure states and the reaction is denoted as a fine-structure changing collision. The 
first reaction is referred to as radiative escape.

Trap loss collisions in MOTs have been studied to great extent, but results of these studies have 
to be considered with care. In most cases, trap loss is studied by changing either the frequency or the 
intensity of the trapping laser, which also changes the conditions of the trap. The collision rate is not 
only changed because of a change in the collision cross section, but also because of changes in both 
the density and temperature of the atoms in the trap. Since these parameters cannot be determined 
with high accuracy in a high-density trap, where effects like radiation trapping can play an impor-
tant role, obtaining accurate results this way is very difficult.

The first description of such processes was given by Gallagher and Pritchard.55 In their semiclas-
sical model (the GP-model), the laser light is assumed to be weak enough that the excitation rate 
can be described by a quasi-static excitation probability. Atoms in the excited state are accelerated 
toward one another by the C3/R

3 potential. In order to calculate the survival of the atoms in the 
excited state, the elapsed time between excitation and arrival is calculated. The total number of colli-
sions is then given by the number of atoms at a certain distance, the fraction of atoms in the excited 
state, and the survival rate, integrated over all distances. For small detunings, corresponding to 
large internuclear distances, the excitation rate is appreciable over a very large range of internuclear 
distances. However the excitation occurs at large internuclear distances, so the survival rate of the 
excited atoms is small. For large detunings the excitation is located in a small region at small inter-
nuclear distances, so the total excitation rate is small, but the survival rate is large. As a result of this 
competition, the collision rate peaks at intermediate detunings.
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Another description of optical collisions is given by Julienne and Vigue.56 Their description of 
optical collisions (JV model) is quantum mechanical for the collision process, where they make a 
partial wave expansion of the incoming wavefunction. The authors describe the excitation process 
in the same way as it was done in the GP model. Thus the excitation is localized around the Condon 
point with a probability given by the quasi-static Lorentz formula.

In still another approach, a completely semiclassical description of optical collisions has been 
given by Mastwijk et al.57 These authors start from the GP model, but make several important mod-
ifications. First, the Lorentz formula is replaced by the Landau-Zener formula. Second, the authors 
consider the motion of the atoms in the collision plane. At the Condon point, where the excitation 
takes place, the trajectory of the atom in the excited state is calculated by integration of the equation 
of motion. The results for their model are shown in Fig. 15, and are compared with experiment and 
the JV model. The agreement between the theory and experiment is rather good. For the JV model 
two curves are shown. The first curve shows the situation for the original JV model. The second 
curve shows the result of a modified JV model, where the quasi-static excitation rate is replaced 
by the Landau-Zener formula. The large discrepancies between the results for these two models 
indicates that it is important to use the correct model for the excitation. The agreement between 
the modified JV model and the semiclassical model is good, indicating that the dynamics of optical 
collisions can be described correctly quantum mechanically or semiclassically. Since the number of 
partial waves in the case of He* is in the order of 10, this is to be expected.

The previous description of optical collisions applies to the situation that the quasi-molecule 
can be excited for each frequency of the laser light. However, the quasi-molecule has well-defined 
vibrational and rotational states and the excitation frequency has to match the transition frequency 
between the ground and excited rovibrational states. Far from the dissociation limit, the rovibra-
tional states are well-resolved and many resonances are observed. This has been the basis of the 
method of photo-associative spectroscopy (PAS) for alkali-metal atoms, where detailed information 
on molecular states of alkali dimers have been obtained recently. Here photo-association refers to 
the process where a photon is absorbed to transfer the system from the ground to the excited state 
where the two atoms are bound by their mutual attraction.

The process of PAS is depicted graphically in Fig. 16. When two atoms collide in the ground state, 
they can be excited at a certain internuclear distance to the excited molecular state and the two atoms 
may remain bound after the excitation and form a molecule. This transient molecule lives as long as 
the system remains excited. The number of rotational states that can contribute to the spectrum is 
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small for low temperature. The resolution is limited only by the linewidth of the transition, which 
is comparable to the natural linewidth of the atomic transition. With PAS, molecular states can be 
detected with a resolution of ≈ 10 MHz, which is many orders of magnitude better than traditional 
molecular spectroscopy. The formation of the molecules is probed by absorption of a second pho-
ton of the same color, which can ionize the molecule.

PAS has also been discussed in the literature as a technique to produce cold molecules. The 
methods discussed employ a double resonance technique, where the first color is used to create a 
well-defined rovibrational state of the molecule and a second color causes stimulated emission of 
the system to a well-defined vibrational level in the ground state. Although such a technique has not 
yet been shown to work experimentally, cold molecules have been produced in PAS recently using 
a simpler method.58 The 0g

−  state in Cs2 has a double-well structure, where the top of the barrier is 
accidentally close to the asymptotic limit. Thus atoms created in the outer well by PAS can tunnel 
through the barrier to the inner well, where there is a large overlap of the wavefunction with the 
vibrational levels in the ground state. These molecules are then stabilized against spontaneous decay 
and can be observed. The temperature of the cold molecules has been detected and is close to the 
temperature of the atoms. This technique and similar techniques will be very important for the pro-
duction and study of cold molecules.

Optical Lattices

In 1968, Letokhov59 suggested that it is possible to confine atoms in the wavelength-size regions of 
a standing wave by means of the dipole force that arises from the light shift. This was first accom-
plished in 1987 in one dimension with an atomic beam traversing an intense standing wave.60 Since 
then, the study of atoms confined in wavelength-size potential wells has become an important topic 
in optical control of atomic motion because it opens up configurations previously accessible only in 
condensed matter physics using crystals.

The basic ideas of the quantum mechanical motion of particles in a periodic potential were 
laid out in the 1930s with the Kronig-Penney model and Bloch’s theorem, and optical lattices offer 
important opportunities for their study. For example, these lattices can be made essentially free of 
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defects with only moderate care in spatially filtering the laser beams to assure a single transverse 
mode structure. Furthermore, the shape of the potential is exactly known, and doesn’t depend on 
the effect of the crystal field or the ionic energy level scheme. Finally, the laser parameters can be 
varied to modify the depth of the potential wells without changing the lattice vectors, and the lattice 
vectors can be changed independently by redirecting the laser beams. The simplest optical lattice to 
consider is a one-dimensional pair of counter-propagating beams of the same polarization, as was 
used in the first experiment.60

Because of the transverse nature of light, any mixture of beams with different k
�

-vectors necessarily 
produces a spatially periodic, inhomogeneous light field. The importance of the “egg-crate” array of 
potential wells arises because the associated atomic light shifts can easily be comparable to the very 
low average atomic kinetic energy of laser-cooled atoms. A typical example projected against two 
dimensions is shown in Fig. 17.

The name optical lattice is used rather than optical crystal because the filling fraction of the lattice 
sites is typically only a few percent (as of 1999). The limit arises because the loading of atoms into 
the lattice is typically done from a sample of trapped and cooled atoms, such as an MOT for atom 
collection, followed by an optical molasses for laser cooling. The atomic density in such experiments 
is limited to a few times 1011/cm3 by collisions and multiple light scattering. Since the density of lat-
tice sites of size l/2 is a few times 1013/cm3, the filling fraction is necessarily small.

At first thought it would seem that a rectangular 2D or 3D optical lattice could be readily con-
structed from two or three mutually perpendicular standing waves.61,62 However, a sub-wavelength 
movement of a mirror caused by a small vibration could change the relative phase of the standing 
waves. In 1993 a very clever scheme was described.63 It was realized that an N-dimensional lattice 
could be created by only n + 1 traveling waves rather than 2n. Instead of producing optical wells in 
2D with four beams (two standing waves), these authors used only three. The k

�
-vectors of the coplanar 

beams were separated by 2p/3, and they were all linearly polarized in their common plane (not paral-
lel to one another). The same immunity to vibrations was established for a 3D optical lattice by using 
only four beams arranged in a quasi-tetrahedral configuration. The three linearly polarized beams 
of the 2D arrangement just described were directed out of the plane toward a common vertex, and a 
fourth circularly polarized beam was added. All four beams were polarized in the same plane.63 The 
authors showed that such a configuration produced the desired potential wells in 3D.

The NIST group studied atoms loaded into an optical lattice using Bragg diffraction of laser 
light from the spatially ordered array.64 They cut off the laser beams that formed the lattice, and 
before the atoms had time to move away from their positions, they pulsed on a probe laser beam 
at the Bragg angle appropriate for one of the sets of lattice planes. The Bragg diffraction not only 
enhanced the reflection of the probe beam by a factor of 105, but by varying the time between the 
shut-off of the lattice and turn-on of the probe, they could measure the “temperature” of the atoms 

FIGURE 17 The “egg-crate” potential of an optical 
lattice shown in two dimensions. The potential wells are 
separated by l/2.



LASER COOLING AND TRAPPING OF ATOMS  20.33

in the lattice. The reduction of the amplitude of the Bragg scattered beam with time provided some 
measure of the diffusion of the atoms away from the lattice sites, much like the Debye-Waller factor 
in X-ray diffraction.

Laser cooling has brought the study of the motion of atoms into an entirely new domain where 
the quantum mechanical nature of their center-of-mass motion must be considered.1 Such exotic 
behavior for the motion of whole atoms, as opposed to electrons in the atoms, has not been con-
sidered before the advent of laser cooling simply because it is too far out of the range of ordinary 
experiments. A series of experiments in the early 1990s provided dramatic evidence for these new 
quantum states of motion of neutral atoms, and led to the debut of de Broglie wave atom optics.

The limits of laser cooling discussed in Sec. 20.6 suggest that atomic momenta can be reduced to 
a “few” times �k . This means that their de Broglie wavelengths are equal to the optical wavelengths 
divided by a “few.” If the depth of the optical potential wells is high enough to contain such very 
slow atoms, then their motion in potential wells of size l/2 must be described quantum mechani-
cally, since they are confined to a space of size comparable to their de Broglie wavelengths. Thus they 
do not oscillate in the sinusoidal wells as classical localizable particles, but instead occupy discrete, 
quantum-mechanical bound states, as shown in the lower part of Fig. 18.

The group at NIST also developed a new method that superposed a weak probe beam of light 
directly from the laser upon some of the fluorescent light from the atoms in a 3D optical molasses, 
and directed the light from these combined sources onto on a fast photodetector.65 The resulting 
beat signal carried information about the Doppler shifts of the atoms in the optical lattices.34 These 
Doppler shifts were expected to be in the sub-MHz range for atoms with the previously measured 
50 μK temperatures. The observed features confirmed the quantum nature of the motion of atoms 
in the wavelength-size potential wells (see Fig. 19).16

In the 1930s Bloch realized that applying a uniform force to a particle in a periodic potential 
would not accelerate it beyond a certain speed, but instead would result in Bragg reflection when its 
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FIGURE 18 Energy levels of atoms moving in the 
periodic potential of the light shift in a standing wave. There 
are discrete bound states deep in the wells that broaden 
at higher energy, and become bands separated by forbid-
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states favors populating the lowest ones as indicated sche-
matically by the arrows.
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de Broglie wavelength became equal to the lattice period. Thus an electric field applied to a conduc-
tor could not accelerate electrons to a speed faster than that corresponding to the edge of a Brillouin 
zone, and that at longer times the particles would execute oscillatory motion. Ever since then, 
experimentalists have tried to observe these Bloch oscillations in increasingly pure and/or defect-
free crystals.

Atoms moving in optical lattices are ideally suited for such an experiment, as was beautifully 
demonstrated in 1996.66 The authors loaded a one-dimensional lattice with atoms from a 3D molas-
ses, further narrowed the velocity distribution, and then instead of applying a constant force, simply 
changed the frequency of one of the beams of the ID lattice with respect to the other in a controlled 
way, thereby creating an accelerating lattice. Seen from the atomic reference frame, this was the 
equivalent of a constant force trying to accelerate them. After a variable time ta the 1D lattice beams 
were shut off and the measured atomic velocity distribution showed beautiful Bloch oscillations as 
a function of ta. The centroid of the very narrow velocity distribution was seen to shift in velocity 
space at a constant rate until it reached v k Mr =� / , and then it vanished and reappeared at −vr as 
shown in Fig. 20. The shape of the “dispersion curve” allowed measurement of the “effective mass” 
of the atoms bound in the lattice.

0

0.2

0.4

0.6

–200 –100 0 100 200

Fl
u

or
es

ce
n

ce
 (

ar
b.

 u
n

it
s)

×20

Frequency (kHz)

0

0.1

0.2

0.3

0.4

0.5

–200 –100 0 100 200

Fl
u

or
es

ce
n

ce
 (

ar
b.

 u
n

it
s)

×10

Frequency (kHz)

(a) (b)

FIGURE 19 (a) Fluorescence spectrum in a 1D lin ⊥ lin optical molasses. Atoms are first captured and 
cooled in an MOT, then the MOT light beams are switched off leaving a pair of lin ⊥ lin beams. Then the mea-
surements are made with d = −4g at low intensity. (b) Same as (a) except the 1D molasses is s  + − s  − which has 
no spatially dependent light shift and hence no vibrational motion. (Figure from Ref. 34.)
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FIGURE 20 Plot of the measured velocity distribution versus time in the accelerated 1D 
lattice. The atoms accelerate only to the edge of the Brillouin zone where the velocity is +vr 
and then the velocity distribution appears at −vr. (Figure from Ref. 66.)
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Bose-Einstein Condensation

In 1924 S. Bose found the correct way to evaluate the distribution of identical entities, such as 
Planck’s radiation quanta, that allowed him to calculate the Planck spectrum using the methods of 
statistical mechanics. Within a year Einstein had seized upon this idea, and generalized it to identical 
particles with discrete energies. This distribution is

  N E
e E

( )
( )

=
−−

1

1β μ
  (33)

where b ≡ 1/kBT and m is the chemical potential that vanishes for photons: Eq. (33) with m = 0 is 
exactly the Planck distribution. Einstein observed that this distribution has the peculiar property 
that for sufficiently low average energy (i.e., low temperature), the total energy could be minimized 
by having a discontinuity in the distribution for the population of the lowest allowed state.

The condition for this Bose-Einstein condensation (BEC) in a gas can be expressed in terms of 
the de Broglie wavelength ldB associated with the thermal motion of the atoms as nλdB

3 2 612≥ . …,
where n is the spatial density of the atoms. In essence, this means that the atomic wave functions 
must overlap one another.

The most familiar elementary textbook description of BEC focuses on noninteracting particles. 
However, particles do interact, and the lowest order approximation that is widely used to account 
for the interaction takes the form of a mean-field repulsive force. It is inserted into the Hamiltonian 
for the motion of each atom in the trap (n.b., not for the internal structure of the atom) as a 
term Vint proportional to the local density of atoms. Since this local density is itself |Ψ|2, it makes 
the Schrödinger equation for the atomic motion nonlinear, and the result bears the name Gross-
Pitaevski equation. For N atoms in the condensate it is written

  − ∇ + +
⎡

⎣
⎢

⎤

⎦
⎥ =� � � �

�
2

2 2

2M
V R NV R R E

R Ntrap( ) | ( )| ( )int Ψ Ψ ΨΨ( )
�
R   (34)

where 
�
R is the coordinate of the atom in the trap, V Rtrap( )

�
 is the potential associated with the trap 

that confines the atoms in the BEC, and V a Mint ≡ 4 2π� /  is the coefficient associated with strength of 
the mean field interaction between the atoms. Here a is the scattering length, and M is the atomic 
mass.

For a > 0 the interaction is repulsive so that a BEC would tend to disperse. This is manifest for a 
BEC confined in a harmonic trap by having its wavefunction somewhat more spread out and flatter 
than a Gaussian. By contrast, for a < 0 the interaction is attractive and the BEC eventually collapses. 
However, it has been shown that there is metastability for a sufficiently small number of particles 
with a < 0 in a harmonic trap, and that a BEC can be observed in vapors of atoms with such nega-
tive scattering length as 7Li.67–69 This was initially somewhat controversial.

Solutions to this highly nonlinear Eq. (34), and the ramifications of those solutions, form a 
major part of the theoretical research into BEC. Note that the condensate atoms all have exactly the 
same wave function, which means that adding atoms to the condensate does not increase its volume, 
just like the increase of atoms to the liquid phase of a liquid-gas mixture makes only an infinitesimal 
volume increase of the sample. The consequences of this predicted condensation are indeed pro-
found. For example, in a harmonic trap, the lowest state’s wavefunction is a Gaussian. With so many 
atoms having exactly the same wave function they form a new state of matter, unlike anything in the 
familiar experience.

Achieving the conditions required for BEC in a low-density atomic vapor requires a long 
and difficult series of cooling steps. First, note that an atomic sample cooled to the recoil limit 
Tr would need to have a density of a few times 1013 atoms/cm3 in order to satisfy BEC. However, 
atoms cannot be optically cooled at this density because the resulting vapor would have an 
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absorption length for on-resonance radiation approximately equal to the optical wavelength. 
Furthermore, collisions between ground- and excited-state atoms have such a large cross section 
that at this density the optical cooling would be extremely ineffective. In fact, the practical upper 
limit to the atomic density for laser cooling in a 3D optical molasses (see Sec. 20.6) or MOT (see 
Sec. 20.7) corresponds to n ~ 1010 atoms/cm3. Thus it is clear that the final stage of cooling toward 
a BEC must be done in the dark. The process typically begins with an MOT for efficient capture 
of atoms from a slowed beam or from the low-velocity tail of a Maxwell-Boltzmann distribution 
of atoms at room temperature. Then a polarization gradient optical molasses stage is initiated 
that cools the atomic sample from the mK temperatures of the MOT to a few times Tr. For the 
final cooling stage, the cold atoms are confined in the dark in a purely magnetic trap and a forced 
evaporative cooling process is used to cool.1

The observation of BEC in trapped alkali atoms in 1995 has been the largest impetus to research 
in this exciting field. As of this writing (1999), the only atoms that have been condensed are Rb,70 
Na,71 Li,72 and H.73 The case of Cs is special because, although BEC is certainly possible, the presence 
of a near-zero energy resonance severely hampers its evaporative cooling rate.

The first observations of BEC were in Rb,70 Li,72 and Na,71 and the observation was done using 
ballistic techniques. The results from one of the first experiments are shown in Fig. 21. The three 
panels show the spatial distribution of atoms some time after release from the trap. From the ballistic 
parameters, the size of the BEC sample as well as its shape and the velocity distribution of its atoms 
could be inferred. For temperatures too high for BEC, the velocity distribution is Gaussian but 
asymmetrical. For temperatures below the transition to BEC, the distribution is also not symmetri-
cal, but now shows the distinct peak of a disproportionate number of very slow atoms correspond-
ing to the ground state of the trap from which they were released. As the temperature is lowered 
further, the number of atoms in the narrow feature increases very rapidly, a sure signature that this 
is truly a BEC and not just very efficient cooling.

The study of this “new form” of matter has spawned innumerable subtopics and has attracted 
enormous interest. Both theorists and experimentalists are addressing the questions of its behavior 

~20 nK
~100 nK

0.2 mm

~0 nK

Vz

Vx

FIGURE 21 Three panels showing the spatial distribution of atoms after release 
from the magnetostatic trap following various degrees of evaporative cooling. In the first 
one, the atoms were cooled to just before the condition for BEC was met, in the second 
one, to just after this condition, and in the third one to the lowest accessible tempera-
ture consistent with leaving some atoms still in the trap. (Figure taken from the JILA 
Web page.)
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in terms of rigidity, acoustics, coherence, and a host of other properties. Extraction of a coherent 
beam of atoms from a BEC has been labeled an “atom laser” and will surely open the way for new 
developments in atom optics.1

Dark States

The BEC discussed in the previous subsection is an example of the importance of quantum effects 
on atomic motion. It occurs when the atomic de Broglie wavelength ldB and the interatomic dis-
tances are comparable. Other fascinating quantum effects occur when atoms are in the light and ldB 
is comparable to the optical wavelength. Some topics connected with optical lattices have already 
been discussed, and the dark states described here are another important example. These are atomic 
states that cannot be excited by the light field.

The quantum description of atomic motion requires that the energy of such motion be 
included in the Hamiltonian. The total Hamiltonian for atoms moving in a light field would then 
be given by

  � � � � �= + + +atom rad int kin   (35)

where �atom describes the motion of the atomic electrons and gives the internal atomic energy levels, 
�rad is the energy of the radiation field and is of no concern here because the field is not quantized, 
�int describes the excitation of atoms by the light field and the concomitant light shifts, and �kin is 
the kinetic energy Ek of the motion of the atoms’ center of mass. This Hamiltonian has eigenstates 
of not only the internal energy levels and the atom-laser interaction that connects them, but also of 
the kinetic energy operator � �kin /≡ 2 2M . These eigenstates will therefore be labeled by quantum 
numbers of the atomic states as well as the center of mass momentum p. For example, an atom in 
the ground state, | ;g p〉, has energy Eg + p2/2M which can take on a continuous range of values.

To see how the quantization of the motion of a two-level atom in a monochromatic field allows 
the existence of a velocity-selective dark state, consider the states of a two-level atom with single 
internal ground and excited levels, | ;g p〉 and | ;e p′〉. Two ground eigenstates | ;g p〉 and | ;g p′′〉 are 
generally not coupled to one another by an optical field except in certain cases. For example, in 
oppositely propagating light beams (1D) there can be absorption-stimulated emission cycles that 
connect | ;g p〉 to itself or to | ;g p± 〉2  (in this section, momentum is measured in units of �k). The 
initial and final Ek of the atom differ by ±2(p ± 1)/M so energy conservation requires p = ∓1  and is 
therefore velocity-selective (the energy of the light field is unchanged by the interaction since all the 
photons in the field have energy � �ω ).

The coupling of these two degenerate states by the light field produces off-diagonal matrix ele-
ments of the total Hamiltonian � of Eq. (35), and subsequent diagonalization of it results in the 
new ground eigenstates of � given by (see Fig. 22) | (| ; | ; )±〉≡ − 〉± + 〉g g1 1 2/ . The excitation rate of 
these eigenstates |±〉 to | ;e 0〉 is proportional to the square of the electric dipole matrix element 

�μ  
given by

  | ; | | | | ; | | ; ; | | ; |〈 ±〉 = 〈 − 〉±〈 + 〉e e g e g0 0 1 0 1 22 2� � �μ μ μ /   (36)

This vanishes for |−〉  because the two terms on the right-hand side of Eq. (36) are equal since 
�μ  

does not operate on the external momentum of the atom (dotted line of Fig. 22). Excitation of |±〉  
to | ;e ± 〉2  is much weaker since it’s off resonance because its energy is higher by 4 2 2 2� �ωr k M= / , so 
that the required frequency is higher than to | ;e 0〉. The resultant detuning is 4 8 2ω ε γr = ( / ), and for 
e ~ 0.5, this is large enough so that the excitation rate is small, making |−〉  quite dark. Excitation to 
any state other than | ;e ± 〉2  or | ;e 0〉  is forbidden by momentum conservation. Atoms are therefore 
optically pumped into the dark state |−〉  where they stay trapped, and since their momentum com-
ponents are fixed, the result is velocity-selective coherent population trapping (VSCPT).
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A useful view of this dark state can be obtained by considering that its components | ;g ± 〉1  have 
well-defined momenta, and are therefore completely delocalized. Thus they can be viewed as waves 
traveling in opposite directions but having the same frequency, and therefore they form a standing 
de Broglie wave. The fixed spatial phase of this standing wave relative to the optical standing wave 
formed by the counterpropagating light beams results in the vanishing of the spatial integral of the 
dipole transition matrix element so that the state cannot be excited. This view can also help to explain 
the consequences of p not exactly equal ±1, where the de Broglie wave would be slowly drifting in 
space. It is common to label the average of the momenta of the coupled states as the family momen-
tum, �, and to say that these states form a closed family, having family momentum � = 0.74,75

In the usual case of laser cooling, atoms are subject to both a damping force and to random 
impulses arising from the discrete photon momenta �k  of the absorbed and emitted light. These 
can be combined to make a force versus velocity curve as shown in Fig. 23a. Atoms with � ≠ 0 are 
always subject to the light field that optically pumps them into the dark state and thus produces ran-
dom impulses as shown in Fig. 23b. There is no damping force in the most commonly studied case 
of a real atom, the J = 1 → 1 transition in He∗, because the Doppler and polarization gradient cool-
ing cancel one another as a result of a numerical “accident” for this particular case.

|+〉|g ; –1〉 |g ; +1〉

|e ; 0〉 |e; 0〉

|–〉

FIGURE 22 Schematic diagram of the transformation 
of the eigenfunctions from the internal atomic states | ;g p〉 
to the eigenstates |±〉 . The coupling between the two states 
| ;g p〉 and | ;g p′′〉  by Raman transitions mixes them, and 
since they are degenerate, the eigenstates of � are the nonde-
generate states |±〉.

(a)
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FIGURE 23 Calculated force versus velocity curves for different laser configurations showing both the average force and a 
typical set of simulated fluctuations. Part (a) shows the usual Doppler cooling scheme that produces an atomic sample in steady 
state whose energy width is �γ / 2 . Part (b) shows VSCPT as originally studied in Ref. 74 with no damping force. Note that the 
fluctuations vanish for � = 0 because the atoms are in the dark state. Part (c) shows the presence of both a damping force and 
VSCPT. The fluctuations vanish for � = 0, and both damping and fluctuations are present at � ≠ 0.
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Figures 23a and b should be compared to show the velocity dependence of the sum of the damp-
ing and random forces for the two cases of ordinary laser cooling and VSCPT. Note that for VSCPT the 
momentum diffusion vanishes when the atoms are in the dark state at � = 0, so they can collect there. 
In the best of both worlds, a damping force would be combined with VSCPT as shown in Fig. 23c. 
Such a force was predicted in Ref. 76 and was first observed in 1996.77
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21.1 GLOSSARY 

 a0 normalized peak vector potential of the intense laser pulse

 aBohr Bohr radius

 b confocal parameter

 c speed of light

 e charge of the electron

 fp relativistic ponderomotive force

 Ea atomic fi eld strength

 Ecr Schwinger critical electric fi eld

 E0 peak electric fi eld amplitude of the intense laser pulse

 fx laser fractional absorption for x process

 k0 laser wavenumber

 ke electron wavenumber

 KEe-,ATI kinetic energy of electrons

 I laser intensity

 IH ionization potential of hydrogen

 Ip ionization potential

 � plasma scale length

 Lc coherence length

 me, mi mass of the electron, ion

 n refractive index

 n2 nonlinear refractive index

 ncrit electron critical density

 ne, ni  electron and ion density

 p effective harmonic nonlinear order
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 P||,⊥ polarizability tensor of a molecule parallel and perpendicular to molecular axis

 PC critical power for self-focusing

 q harmonic order

 Qclust  charge on cluster from outer ionization

 R0 initial radius of a cluster

 Rc critical ionization distance in molecules

 uion ion velocity

 Up ponderomotive potential energy

 vg laser group velocity

 vosc electron oscillation velocity

 vD electron drift velocity

 w 1/e2 focal spot radius of a focused Gaussian laser beam

 Wx ionization rate for x process

 zR Rayleigh range of focused laser

 Z charge state of ions

 a fi ne structure constant

 bRot molecular rotation constant

 Δk phase mismatch

 eCE Coulomb explosion energy

 eD dielectric function

 g relativistic Lorentz factor for electrons

 gosc cycle-averaged relativistic Lorentz factor for electrons in strong fi eld

 gSRS stimulated Raman scattering growth rate

 Λ Coulomb logarithm

 lDebye plasma Debye length

 lp optical scale length in an overdense plasma

 nei electron-ion collision frequency

 sN generalized N-photon cross section for multiphoton ionization

 sT Thomson scattering cross section

 tp laser pulse duration

 wa atomic unit of frequency

 wBG Bohm-Gross frequency

 w0 angular oscillation frequency of the intense laser pulse

 wp plasma frequency

 wS,A Stokes, anti-Stokes frequency

21.2 INTRODUCTION AND HISTORY

Strong field physics (or “high field physics” in much of the literature) refers to the phenomena that 
occur during the interaction of intense electromagnetic waves with matter of various forms. It is 
characterized by interactions that are often highly nonlinear. While such interactions have been 
accessed with microwave radiation,1 traditionally, strong field physics has been studied with intense 
optical and near-infrared (IR) pulses generated by high-intensity lasers. These interactions occur 
in a regime in which the electric field of the optical wave dominates the motion and dynamics of 
electrons subject to these fields. At the highest intensities that are now accessible, the motion of 
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electrons can become relativistic during each optical cycle, and the magnetic field of the light pulse 
starts to become important in affecting the motion of electrons in the field.

While it is possible to access strong field effects with what are presently considered rather mod-
est intensities in certain situations, it is customary to consider strong field physics as the regime in 
which the light intensity is high enough that the peak electric field of the wave E I c0 8= π /  becomes 
comparable to the atomic unit of electric field E e aa = = ×/ Bohr

2 95 1 10.  V/cm, the field felt by an elec-
tron in a hydrogen atom. Light acquires this electric field at an intensity of 3.5 × 1016 W/cm2, though 
there are many strong field physics effects which manifest themselves at fields of about 10 percent 
of Ea (at intensity ~1014 W/cm2). At these intensities light interaction with atoms can no longer be 
described by standard perturbation theory, and light interactions with electrons in a plasma domi-
nate the thermal motion of the free electrons. At higher intensities, beyond 1018 W/cm2, the field 
becomes high enough that an electron in an optical frequency wave can be accelerated to relativistic 
velocity in less than one optical cycle. Such intensities are also characterized by high magnetic fields 
and optical forces. For example, in a pulse with intensity of 1018 W/cm2, an intensity quite modest by 
modern standards, the peak electric field is 3 × 1010 V/cm and the optical magnetic field is 100 MG. 
The light pressure, I/c, is ~ 0.3 Gbar. The highest intensity lasers can now reach intensity approach-
ing 1022 W/cm2.

The theoretical study of high field physics can be said to have started in earnest with a classic paper 
by L. V. Keldysh in 1964.2 In this paper, the rate of ionization of an atom or ion in a strong laser field 
was first derived with a nonperturbative theory. The first real experimental observation of nonper-
turbative high-field effects occurred in the ground breaking experiment of Agostini et al. in 1979.3 Their 
experiment observed, for the first time, truly nonperturbative multiphoton effects in laser-atom 
interactions by examining photo-electron production from intense 6-photon ionization of Xe atoms 
at intensity up to 4 × 1013 W/cm2. They found that electrons were ejected during ionization with 
energy higher than that expected from absorption of the minimum number of photons needed for 
ionization, an effect that came to be known as above threshold ionization.4 This observation sparked 
a long campaign of experiments and theoretical work on strong laser field ionization of atoms and 
ions that continues to this day. These early experiments in strong field multiphoton ionization were 
followed by the first observation of nonperturbative nonlinear optical phenomena in high order 
harmonic generation by Rhodes et al. in 19875 in which highly nonlinear interactions of an intense 
laser pulse with a gas of atoms led to emission of a range of high harmonics of the laser frequency. 
The initial observations of high harmonics were striking in that a range of harmonics extended to 
very high orders with almost constant intensity, completely at odds with lowest order perturba-
tion theory. In fact, very high nonlinear orders, >100, have been reported in studies of this effect,6,7 
resulting in the production of coherent light into the soft x-ray region. High harmonic generation 
with intense laser pulses continues to be studied actively and has led to a revolution in the produc-
tion of electromagnetic pulses with durations of a few hundred attoseconds.8,9

These early nonlinear multiphoton discoveries were followed by the realization that much of 
these effects could be understood by treating the field classically and the interaction with electrons 
semiclassically. This simplification in describing strong-field interactions occurred nearly simultane-
ously by Corkum et al.10 and Kulander.11 The semiclassical treatment is now the basis for much of our 
understanding of strong field ionization, above threshold ionization and high harmonic generation.

While the study of strong field physics has its origins in the study of atomic ionization, it was 
also realized early on that strong field interactions with plasmas would manifest unique effects, 
not only through the ionization of atoms and ions in the plasma but in the collective motion of 
the plasma electrons driven by the strong forces of an intense laser pulse. The study of intense laser 
interactions with plasmas has been a very important aspect of strong field physics leading to numer-
ous breakthroughs, such as the development of compact x-ray lasers12,13 and plasma accelerators.14 For 
example, it was realized as early as 1979, in a classic paper by Tajima and Dawson,15 that an intense 
laser pulse could be used to drive a plasma wave that could, in turn, accelerate electrons with very 
high gradient, far above that of traditional accelerators.16 This has led to a steady advance in under-
standing intense laser light propagation in underdense plasma. Recent years have seen other impor-
tant advances in strong field laser interactions. The latest developments in laser technology now 
enable experiments in plasmas at intensities in which the free electron velocity becomes relativistic. 
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This has led to new range of nonlinear phenomena created by the relativistic mass increase of the 
electron in the strong laser field. For example, absorption of light in plasmas becomes much more 
complicated in the high-field regime, with collective effects playing a much bigger role. This leads to 
plasma interactions that exhibit large “anomalous absorption” deviating from simple linear kinetic 
theories of light interactions with plasmas.

This chapter is intended to introduce many of the fundamental concepts underlying the modern 
strong field physics research. These concepts span descriptions of intense light interactions with 
single electrons, individual atoms, ensembles of atoms in molecules and clusters, and many charged 
particles in plasmas. This chapter does not represent a comprehensive review of modern strong field 
physics research and is not a survey of recent results in the field. No attempt is made to discuss spe-
cific experimental results that confirm the phenomena presented (though citations to such work are 
given). Instead, the basic phenomena underlying the more complex effects observed in strong field 
physics will be discussed, and the basic equations needed to describe these high-field effects will be 
presented. (Equations here are presented without proof; the reader is encouraged to seek detailed 
derivations from the references provided.) If a more detailed review of the various aspects of strong 
field physics is desired, there have been a number of excellent review articles published in recent 
years (including a number of older articles which are still relevant). A listing of some of these review 
articles appears in Sec. 21.12 in Refs. 17 to 41 for the interested reader. (In the remainder of this 
chapter all units are CGS unless otherwise stated.)

21.3  LASER TECHNOLOGY USED IN STRONG 
FIELD PHYSICS

Before discussing strong field phenomena, it is important to note that advances in this area of 
physics have been driven by many important leaps in laser technology over the last 20 years. The 
enabling technology advancement for creating the increasingly higher intensities needed to access 
strong fields was the invention of chirped pulse amplification (CPA) lasers.42 The CPA technique, 
first demonstrated by Strickland and Mourou in 1985,42 is illustrated in Fig. 1. The goal of CPA is 
to amplify picosecond to femtosecond duration pulses to high energy in laser gain media, thereby 

2. Using gratings, the pulse
    is stretched by 10,000×.

1. Oscillator produces short pulses.

5. Resulting pulse is short 
    and high energy.

3. Long pulses are now safe 
    to amplify in laser amplifiers.

4. After amplification, the pulses 
    are recompressed with gratings.

FIGURE 1 Architecture used for chirped pulse amplification (CPA) lasers.
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reaching the terawatts to petawatts of peak power needed to access strong field phenomena. As illus-
trated in Fig. 1 a broad bandwidth, mode-locked laser produces a low power, ultrafast pulse of light, 
usually with duration of 20 to 500 fs. This short pulse is first stretched in time by a factor of around 
10 thousand from its original duration using diffraction gratings. This allows the pulses, now of 
much lower peak power, to be safely amplified in the laser, avoiding the deleterious nonlinear effects 
which would occur if the pulses had higher peak power.43 These amplified pulses are, finally, recom-
pressed in time, (again using gratings) in a manner that preserves the phase relationship between 
the component frequencies in the pulse. The CPA laser pulse output has a duration near that of 
the original pulse but with an energy greater by the amplification factor of the laser chain. In high-
energy CPA systems (> ~ 1 J), severe nonlinearities occurring when the pulse propagates in air can 
be a major problem, so the pulse must be recompressed in an evacuated chamber. The state of the 
art in CPA now enables focused intensity of up to 1021 W/cm2 (Ref. 44) with peak intensity up to 1 
PW (1015 W).45 Table top CPA lasers can usually access intensity of ~1019 W/cm2 and high repetition 
rate (~1 kHz) lasers usually operate with peak intensity of ~1016 W/cm2. 

The first generation of CPA lasers was based primarily on flashlamp pumped Nd:glass amplifiers.42,46–48 
These glass-based lasers, operating at a wavelength near 1 μm, are usually limited to pulse duration 
of greater than about 400 fs because of gain narrowing in the amplifiers.49 The most significant scaling 
of this approach to CPA was demonstrated by the petawatt laser at Lawrence Livermore National 
Laboratory in the late 1990s.50 This laser demonstrated the production of 500 J of energy per pulse 
with duration of under 500 fs, yielding over 1015 W of peak power. Since this demonstration, a number 
of petawatt laser projects have been undertaken around the world.51

The second common approach to CPA uses Ti:sapphire as the amplifier material. This material 
permits amplification of 800 nm wavelength pulses with much shorter pulse durations, often down 
to ~30 fs. However, the short excited state lifetime of Ti:sapphire (3 μs) requires that the material 
be pumped by a second laser (usually a frequency doubled Nd:YAG or Nd:glass laser). The inherent 
inefficiencies of this two-step pumping usually limit the output energy of such a laser to under a few 
joules of energy per pulse. A number of multiterawatt lasers based on Ti:sapphire now operate in 
many high-intensity laser labs worldwide.52–55 These laser typically yield energy of 1 mJ to 1 J (though 
higher energy examples with energy ~10 J do exist), and they typically exhibit repetition rate of 1 kHz 
at the 1 mJ level or ~10 Hz at the 0.1 to 1 J level.56 To date, the largest scaling of Ti:sapphire technology 
has been to power levels approaching 1 PW.54,57

The third major technology now commonly used in CPA lasers is based on a technique known 
as optical parametric chirped pulse amplification (OPCPA).58 In this approach, amplification of 
the stretched pulses occurs not with an energy storage medium like Nd:glass or Ti:sapphire but via 
parametric interactions in a nonlinear crystal. This approach is quite attractive because of the very 
high gain per stage possible (often in excess of 104 per pass) and the very broad gain bandwidth pos-
sible, in principal. To date, a number of CPA lasers based on OPCPA have been demonstrated.59–61

21.4  STRONG FIELD INTERACTIONS WITH SINGLE 
ELECTRONS

We begin our discussion of the various strong field phenomena by considering strong field interac-
tions with individual, free electrons (which encompasses the situation in which the electrons are not 
affected by the electrostatic forces of a collective electron plasma). This discussion will be followed 
in the next sections by overviews of strong laser field interactions with atoms, molecules, clusters, 
and then plasmas.

The Ponderomotive Force

When a strong laser field interacts with a free electron, the field can almost always be treated clas-
sically and the trajectory of the electron can be found using classical mechanics. If the intensity is 
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not too high, below about 1018 W/cm2 for optical and near-infrared frequencies, then motion of the 
electron can be treated nonrelativistically and the magnetic field of the laser can be ignored. In that 
case, the electron oscillates at the laser frequency in the direction of the laser polarization. Solution 
of Newton’s equation yields for electron velocity n(t) =(eE0/mew0) sin(w0t), where E0 is the laser’s 
peak electric field, w0 is the frequency of the laser light, and vosc = (eE0/mew0) is the classical electron 
oscillation velocity amplitude. While complications arise for very short laser pulses (with envelope 
comparable to the wavelength) or tightly focused pulses, in a plane wave it is useful to consider the 
cycle-averaged kinetic energy of this oscillating electron. This energy, called the ponderomotive 
potential, is
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In practical units, the ponderomotive energy is equal to 9.33 × 10−14 I (W/cm2) l2 (μm) in eV 
and is, for example, roughly 10 keV in a Nd:glass laser field at 1.054 μm focused to intensity of 1017 
W/cm2. This ponderomotive energy usually sets the energy scale for most strong field interactions. 
In a focused laser beam a force −∇Up

, called the ponderomotive force, will act on an electron. The 
ponderomotive force will tend to accelerate electrons transversely out of the focus from high to low 
intensity (increasing the electron’s energy by ~Up). In the absence of a strong transverse intensity 
gradient, a free electron illuminated by a strong laser field will begin to oscillate as the field amplitude 
increases, but will then come back completely to rest as the intensity falls back to zero, acquiring no 
net energy from the laser field.

Relativistic Effects in Strong Field Interactions 
with Free Electrons

The dynamics of electrons in field strengths at which relativistic effects become important are 
considerably more complicated. These effects become important when the classical, nonrelativ-
istic quantity nosc becomes comparable to or greater than c. At optical and near-IR wavelengths 
relativistic effects become important at intensity approaching 1018 W/cm2 [where Eq. (1) predicts 
that the ponderomotive energy exceeds 100 keV in near-IR fields and is, therefore, a large fraction 
of the 511 keV electron rest mass]. The extent to which the field interaction with the electron is 
relativistic can be quantified by the dimensionless normalized vector potential, a0, which is nosc/c, 
and given by

 a
eE

m ce
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0

0
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ω
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When a0 approaches 1 (which occurs for 1 μm light at intensity equal to 1.4 × 1018 W/cm2), Eq. (1) 
breaks down. In this regime, the electron motion in the strong field becomes significantly affected 
by the laser’s magnetic field, and, while complex, has been solved analytically by a number of 
authors.62–65

The electron’s motion deviates from the simple harmonic oscillation described above because 
the v B×  force drives the electron forward. The electron now acquires a significant velocity com-
ponent in the laser’s k direction and, as a result, no longer experiences linearly varying phase and 
a perfectly sinusoidal oscillation of the electric field. The electron’s motion becomes highly anhar-
monic. Figure 2 illustrates the trajectory of an electron irradiated by a laser field of 1 μm wave-
length at intensity of 1019 W/cm2, (a0 = 2.7). The longitudinal momentum, pz can be easily derived 
from the relativistic equations of motion for the electron in an EM wave. For an electron initially 
at rest, the field will yield forward momentum such that

 p
p

m cz
x

e
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2
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if px is the transverse, E-field driven momentum.66–68 For an electron in a plane wave, a cycle-averaged 
forward drift velocity nD will be acquired in the lab frame, as pictured in Fig. 2. This average forward 
drift velocity is
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This equation indicates that the electron will drift in the forward direction at nearly the speed of 
light when a0 is roughly 10, corresponding to a near-IR intensity of about 1020 W/cm2.

Finding the transverse oscillation velocity is more complex, but a useful result can be found for 
weak relativistic fields (when a0 is between ~0.3 and 3 or intensity is in the 1017 to 1019 W/cm2 range 
for near-IR light). In this regime, one can neglect the longitudinal velocity in the relativistic equa-
tions of motion to find an approximate result for the transverse oscillation velocity
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which reduces to nosc when a0 << 1.
It is now possible to talk in terms of a relativistic ponderomotive energy which can be written as22

 U mcp
rel

osc= −( )γ 1 2  (6)

where γ osc /= +1 20
2a  is the effective cycle-averaged relativistic Lorentz factor (ignoring the con-

tribution from the slower drift of the electron) for linearly polarized light. (Note that in circularly 
polarized light γ osc

circ = +1 0
2a .) Equation (6) reduces to Eq. (1) when a0<<1. Deriving a “ponderomo-

tive force” in a relativistic light beam is a less concrete concept, as the idea of a cycle-averaged force 
in a weak intensity gradient is of limited utility when, at strongly relativistic intensity, the electron 
surfs along, almost in phase with the light field at c. However, a heuristic treatment of the electron 
dynamics yields a relativistic ponderomotive force that can be written as69

 fp =− ∇m ce
2 γosc  (7)

Finally, we note that this relativistic motion will also eject electrons from the focus of an intense 
laser. However, unlike the nonrelativistic case in which the ponderomotive force drives the electrons 
out of the focus at 90° to the laser propagation, the magnetic force causes ejection along an axis 
folded forward toward the k direction. This ejection angle can be simply calculated by considering 
the relativistic kinematics of the absorption of many photons of momentum �k and the relativistic 
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FIGURE 2 Trajectory of an electron driven by a relativistic laser field 
with 1 μm wavelength at an intensity of 1019 W/cm2, (a0 = 2.7 and g osc = 2.1). 
This illustrates that the electron acquires significant drift velocity along the 
laser propagation direction and oscillates anharmonically. 
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relationship between transverse and longitudinal momentum in the EM field, Eq. (3). This yields an 
ejection angle, q , of electrons with Lorentz factor outside the laser focus of g,

 θ
γ

=
−

⎡

⎣
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⎤

⎦
⎥arctan

2

1
 (8)

It should be noted that this equation is only valid for purely plane wave interactions. The field near 
a real focus will contain longitudinal components which alter the ejection angle of the electrons 
somewhat.70 Nonetheless, Eq. (8) correctly indicates that in a strongly relativistic focus, electrons 
will be ejected with high Lorentz factor and will come out in a cone around the propagation axis of 
the laser, having surfed along with the field through the laser focus. If electrons are ejected into the 
field at the peak of an oscillation, a situation that occurs when highly charged ions are ionized by the 
field (see the next section) the relativistic electrons propagating with small ejection angle q  can pick 
up substantial energy from the laser field. A useful estimate for maximum ejected electron energy 
derived from this relativistic free-wave acceleration mechanism is71

 γ
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eE z

m c
R

e

0
22
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where zR =pw2/l is the Rayleigh range of the Gaussian focus. Equation (9) indicates that the ejected 
electron in the relativistic intensity regime acquire energy proportional to the laser’s electric field 
(~I1/2) and not its square, as they do in the nonrelativistic case [see Eq. (1)]. When a0 >> 1, q  will be 
small, and electrons will gain substantial energy from the field. For example, calculations show that an 
electron produced by ionization at intensity of 5 × 1021 W/cm2 in a 1-μm wavelength laser field focused 
to a 5-μm Gaussian spot can acquire energy up to ~1 GeV and are ejected at an angle of ~3°.71

Nonlinear Thomson Scattering by Electrons 
in an Intense Laser Field

The acceleration associated with oscillation of a free electron in an electromagnetic wave gives rise 
to emitted radiation, a process known as Thomson scattering, which has the well-known scattering 
cross section sT = 8πe2/3mec

2.72 The anharmonic motion of an electron in a strong laser field, as illus-
trated in Fig. 2, alters the Thomson scattering in an important manner. First, the light scattered from 
the electron has an emission pattern folded forward toward the laser propagation axis, and second, 
the radiated light from the electron will contain higher harmonic components.64,73–77 In a strongly 
relativistic field (a0 >> 1), the radiated emission will be forward folded by the effective Lorentz boost, 
into an angle q  ≈ 3/a0. In addition, the anharmonic motion of the electron induced by the magnetic 
field results in scattered light at even and odd harmonics of the incident light field. It can be shown 
that the total integrated scattered power into the first three harmonics of the laser field are74
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illustrating the nonlinear intensity dependence of the second and third harmonic. These equations 
also illustrate that as a0 → 1 the power scattered into harmonics (P2, P3) will be comparable to the 
power scattered by linear Thomson scattering, P1. The angular distribution of the scattered radiation 
for linearly polarized light is analytically complex. Figure 3 illustrates the polar distribution of light 
from the second and third harmonics of nonlinear Thomson scattering at a0 = 1. A simple formula 
for the angular distribution, D(q ), of scattered light from a circularly polarized beam as a function 
of polar angle q  with respect to the laser propagation direction can be derived,74 where 
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which, of course, reduces to the isotropic polar emission of Thomson scattered light in a weak circu-
larly polarized field.72

High-Field Interactions with Relativistic Electron Beams

The previous discussion considered the interaction of intense light radiation with electrons at 
rest or nearly at rest initially in the laboratory frame. If the laser collides with electrons that are 
already relativistic, which occurs when an intense laser pulse interacts with a beam of electrons 
from a high energy accelerator or synchrotron, the scattered radiation is altered by the fact that 
the electron sees a laser photon whose energy is upshifted by a factor g , the Lorentz factor of the 
relativistic electron beam. If the scattering is linear Thomson scattering, the scattered photon 
will acquire another factor of g  in its energy when transformed back into the laboratory frame. 
This g 2 upshift in photon energy can be exploited to produce femtosecond pulses in the x-ray 
regime by colliding an ultrashort pulse with a relativistic electron beam.78 The scattered photon 
will have photon energy given by

 � �ω γ ω φ
γ θscat = −

+
2

1

1
2

0 2 2

cos
 (12)

where f is the angle between the laser and the electron beam and q is the angle of the scattered 
photon with respect to the electron propagation direction. This indicates that if a laser is scattered 
from the electron beam at a 180° angle, the photons scattered can be upshifted by as much as 4g 2. 
Furthermore, Eq. (12) indicates that the scattered photons will be emitted in a directed cone with 
angle ~1/g , with an angular dependence on the upshifted photon energy. This picture must be 
amended somewhat if the electron beam Lorentz factor is high enough that the laser photon in the 
electron frame is upshifted in the electron rest frame such that γ ω� ∼0

2 1/m ce . In this case, the situa-
tion becomes that of inverse Compton scattering and the kinematics of the electron recoil from the 
photon scattering must be considered. This process is, strictly speaking, a linear process; however, 
practical experimental implementation of this technique has usually been in the high intensity laser 
regime because of the low scattering cross section of free electrons (sT = 6.6 × 10−25 cm2).

The situation becomes more complex when the laser is intense enough to cause multiphoton 
Compton scattering, whose scattering efficiency will then scale as a0

2n, where n is the multiphoton 
order.67 Accessing this regime in the lab is difficult because of the extremely low cross section but 
is made easier with a very high energy electron beam because an intense laser will have its intensity 
boosted in the electron frame through relativistic time compression.79 At relativistic laser intensity 
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(a0 ≥ 1) Eq. (12) must be amended, and the maximum scattered photon energy for head on collision 
and direct backscatter becomes 
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The factor of a0
2 in the denominator arises from the mass shift of the electron in the strong laser 

field. 

21.5 STRONG FIELD INTERACTIONS WITH ATOMS

Keldysh Parameter and Transition from the Multiphoton
to the Quasi-Classical Regime

Perhaps the most fundamental process that occurs when a single atom or ion is immersed in a strong 
laser field is the ionization of the most weakly bound electron. With the exception of recollision 
double ionization, discussed below, this ionization process is almost always a single electron process, 
involving the removal of the outermost bound electron by the light field.18 (This approach to under-
standing ionization and nonlinear optical dynamics in strong field atomic interactions is termed the 
“single active electron approximation,” and it underlies most of the theory presented in this section.) 
High-field interactions with single atoms essentially split into two regimes. The first occurs when 
the field can be treated quantum mechanically as an ensemble of photons, and the second arises 
when so many photons participate that the light can be treated as a classical field. In the second case, 
which occurs at sufficiently long wavelength or high intensity, the motion of electrons in the field can 
be treated classically. Generally, the second situation arises if the free electron wavepacket is much 
smaller than its classical oscillation amplitude. In this case a free electron wavepacket is localized to 
the extent that it can be considered a point particle; in strong field physics this is called the quasi-clas-
sical regime. The uncertainty principle implies that this occurs for a free electron when Up /�ω >>1.

In the context of atomic ionization, these two pictures of the liberated free electron naturally lead 
to two regimes of ionization, the multiphoton regime and the semiclassical tunneling regime. These 
two regimes of ionization can be quantitatively differentiated by the Keldysh parameter2

 γ K

p

p

I

U
=

2
 (14)

where Ip is the ionization potential of the atom or ion to be ionized. This quantity can be physically 
thought of as the ratio of the time it takes for an electron wavepacket to tunnel through the poten-
tial barrier of an ion immersed in a uniform electric field (see Fig. 5) to the period of the light oscil-
lation. The Keldysh parameter delineates the barrier between the multiphoton ionization regime, 
which occurs when γK >>1, and the tunneling regime, which is the predominant ionization mecha-
nism when γK <<1. Note that, given the scaling of Up from Eq. (1), the latter situation predominates 
at higher intensity and longer wavelength. In practice, g K is a “soft” parameter in which tunneling 
ionization (described below) can be considered to be a very good approximation, even when g K is 
only slightly less than 1.

Multiphoton Ionization

When the Keldysh parameter is larger than 1, the ionization of an atom or ion in a strong laser field 
takes on a predominantly multiphoton character. The atom or ion can be thought of as absorbing a 
number of discrete photons from the field simultaneously, so that a bound electron acquires enough 
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energy to be promoted to the continuum.80–86 This view tends to predominate practically at modest 
intensities (~1013 W/cm2)82,85 or with light at wavelengths shorter than optical (UV).81,84 The most 
straightforward picture for this process is to say that the ionization rate for N-photon ionization is 
given by lowest order perturbation theory4,87,88 so that the ionization rate can be written as

 W IN N
N N=σ ω/( )� 0

 (15)

where sN is the generalized multiphoton ionization (MPI) cross section. Equation (15) indicates 
that the ionization rate can be extremely nonlinear with laser intensity. For example, N = 22 when 
helium is ionized by a 1-μm wavelength laser,89 though this multiphoton picture turns out to be 
accurate only for lower ionization potential atoms irradiated at shorter wavelengths. The practical 
difficulty with this model is in the calculation of sN. Lowest order perturbation theory is accurate 
for a very limited range of intensities and higher order processes soon become important in the 
calculation of sN  as intensity is increased. Figure 4 plots the order of magnitude of the general-
ized cross section as a function of multiphoton order, N. This plot shows, for example, that the 
multiphoton ionization cross section for 11 photon ionization of Xe by a 1-μm laser field is about 
10−350 cm22 – s10. This implies a saturation intensity for multiphoton ionization of atomic Xe by 
100 fs pulses of about 2 × 1014 W/cm2.

Calculation in the lowest order perturbation theory framework of sN is complicated by other 
factors as well. Resonances with intermediate states complicate the calculation and drastically affect 
the multiphoton ionization rate. Furthermore, when the field’s ponderomotive potential becomes 
a significant fraction of the ionization potential, the bound state levels can no longer be thought 
of as unperturbed ion eigenstates; these levels move in energy via the AC Stark shift.90 Also, as the 
ponderomotive potential increases, the minimum number of photons needed for ionization may 
change. Since the ionized electron is “born” into the continuum which has an oscillating field, it 
must acquire energy equal to Up to enter the continuum. As a result, the number of photons needed 
for ionization is that which overcomes the ionization potential of the unperturbed atom or ion plus 
the ponderomotive energy, such that N I Up p�ω0 = + .

A great number of nonperturbative approaches have been developed to derive more accu-
rate ionization rates in a strong laser field in the multiphoton regime. One of the best known 
such approaches derives from the original work of Keldysh.2 This approach has been extensively 
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developed by F. Faisal91 and H. Reiss;92 ionization calculations based on this approach are usu-
ally termed KFR theories or the strong field approximation (SFA). In this approximation, the 
ionization rate is determined by calculating a quantum mechanical transition probability directly 
between the ground state of the atom or ion and a continuum state. The ground state is assumed 
to be the field-free eigenstate unperturbed by the field (accurate for a tightly bound electron) and 
the final continuum state is assumed to be that of a free electron wavefunction in a plane electro-
magnetic wave (termed a Volkov state), thereby ignoring the effect of the ion Coulomb field on 
the outgoing ionized electron. A general equation valid for ionization rate for any Keldysh param-
eter can be derived in this way. In the multiphoton regime (gK >> 1) the ionization rate predicted 
by this theory is2
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where I I Up p p
eff = +  is the effective ionization potential of the atom dressed by the light’s pondero-

motive potential, Neff is the minimum number of photons required to ionize the ion with this I p
eff, 

Φ[z] = ∫ exp[y2-z2]dy is the probability integral and A is a numerical cofactor of the order of unity 
that accounts for the weak dependence on the details of the atom. Experiments have illustrated, for 
example, in 580 nm light that A = 24 for the first ionization of Ar, A = 18 for Kr and A = 4 for Xe.83 
While Eq. (16) is not particularly accurate for most ions and has a rather limited range of applicability, 
it is useful for estimating the order of magnitude of the ionization rate when gK > 1.

Tunnel Ionization

When the laser field is strong enough and the laser frequency is not too high, gK becomes less than 1 
and a different picture of strong field ionization emerges. In this regime it is accurate to think of 
the bound electron wavepacket as evolving in a binding potential that is distorted by the strong 
light field, a situation known as tunnel ionization, illustrated in Fig. 5. The laser field represents 
a slowly varying deformation of the ion’s confining Coulomb potential which oscillates back and 
forth. Near the peak of the light field oscillation, the electron can tunnel through the confining 
potential (pictured at the right in Fig. 5) freeing it and releasing it into the continuum. Because of 
the exponential nature of the quantum mechanical tunneling rate through a potential barrier, this 
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FIGURE 5 Illustration of the potential of an ion distorted by the application of a strong, adiabatically varying 
electric field. A strong enough field allows tunneling of the bound electron into the continuum thereby ionizing 
the atom/ion.
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method of ionization is strongly nonlinear with increasing electric field. In a Coulomb potential 
this confining barrier will have a width roughly dr ≈ Ip/eE0 so the electron will tunnel through this 
barrier with a time 

 

τ δtun ≈ ≈r v
I m

eE
p e

/
2

0  

(17)

When this time is faster than a laser oscillation cycle, the tunneling picture is valid (equivalent to 
gK < 1).

The instantaneous ionization rate from tunneling by an electron from a hydrogenlike ion in a 
quasi-static field is given by93
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where IH is the ionization potential of hydrogen (13.6 eV), wa = 4.13 × 1016 s−1 is the atomic unit 
of frequency, Ea = 5.14 × 109 V/cm is the atomic unit of electric field and E(t) is the instantaneous 
applied electric field strength. The total ionization rate can be found by integrating Eq. (18) over the 
entire optical cycle. 

There have been many published improvements on this simple tunneling formula.34,94,95 In fact, 
the general equation derived by Keldysh retrieves a tunneling rate when it is taken in the limit that 
gK << 1.2 All tunneling models result in an ionization rate with the exponential field dependence 
~exp[−2a/3E(t)], with “a” depending on the model. The most sophisticated and most widely 
accepted model for the tunnel ionization of a complex atom or ion (i.e., multielectron nonhydro-
genic ion) was developed by Ammosov, Delone, and Krainov, usually termed the ADK ionization 
rate.95 This model predicts that the tunnel ionization rate averaged over one full optical cycle is
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This formula accounts for atomic structure through the principal orbital quantum number n, the 
orbital angular momentum l, and individual magnetic quantum number m. The atom-dependent 
cofactors are

  
C n nnl

n= −( [ ] ) ( ) /2 1 2 1 2exp / π
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The usual method of deriving a net ionization rate is to sum over all m states of the ionizing ion. 
The ADK ionization formula has been found experimentally to be quite accurate of over a wide 
range of intensities and ionic species.96

This cycle averaged tunnel ionization rate is very nonlinear. It usually exhibits an intensity 
dependence that varies as I 6 to I 9. As a result, strong field ionization tends to exhibit a thresholdlike 
behavior that quickly saturates once the intensity rises slightly above a threshold value. (Saturation 
in this context means that W tp ≈ 1, where tp is the laser pulse duration.) This threshold intensity 
can be easily estimated by determining when the field becomes high enough to suppress completely 
the confining Coulomb potential and the electron can freely escape the ion during the peak of the field 
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cycle. This simple model, known as the Barrier Suppression Ionization (BSI) model,96 indicates that 
the ionization threshold intensity occurs at

 
I

cI

Z e
p

BSI =
4

2 6128π  

(20)

where Z is the charge state of the ion being created by the ionization event. In practical units the 
BSI intensity is IBSI[W/cm2] = 4.0 × 109 Ip

4 [eV] Z−2
. Equation (20) turns out to be remarkably accu-

rate despite its simplicity in predicting the intensity of significant ionization in a strong field. The 
predicted BSI threshold intensity for a variety of ion species is plotted as a function of ionization 
potential in Fig. 6, illustrating the extent to which very high charge states can be produced by tun-
neling with modern high intensity lasers.

Above Threshold Ionization 

When an atom or ion is subject to a strong ionizing laser field an electron acquires some kinetic energy 
upon ionization.3,17,90,97–102 In the weak field regime, the energy acquired by an electron in the light 
field upon multiphoton ionization can be thought of as a simple extension of the photoelectric effect, 
in which the electron gains an energy KEe pN I− = −�ω0 , where again, N is the minimum number of 
photons needed for ionization.17 However, as the intensity increases and becomes nonperturbative, the 
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electron can absorb more than the minimum number of photons needed for ionization, a consequence 
of the electron remaining in the vicinity of the nucleus long enough during ionization to absorb more 
than N photons. The electron now leaves the ion with energy 

 
KE eff

e pN s I− = + −( )�ω0  
(21)

where the ionization potential is dressed (in other words, shifted in a time-averaged sense) by the 
ponderomotive potential [as in Eq. (16)], and s is the number of additional absorbed laser photons. 
This effect is termed above threshold ionization (ATI) and leads to electron kinetic energy distribu-
tions that look qualitatively like those in Fig. 7. These electrons are typically ejected from the focus 
along the laser polarization direction (at least in the nonrelativistic limit).103 The absorption of s 
additional photons leads to electron energy peaks separated by �ω0, shifted down by an energy Ip

eff 
(though ponderomotive acceleration in the focus of a long pulse laser can shift these electron ener-
gies back to the undressed energy). 

At modest field strengths in the multiphoton regime (~1013 W/cm2 at IR wavelengths), the yield 
of electrons in each peak drops off exponentially, as predicted by lowest order perturbation theory. 
At nonperturbative intensities, however, the yield in each electron ATI peak flattens out and the 
ATI spectrum develops a plateau over the first few orders, out to an energy of ~Up. (illustrated in 
Fig. 7).100 There have been many theories published to explain the quantitative behavior of ATI in 
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the multiphoton regime. In fact, the strong field approximation of the KFR theories predicts the 
presence of these multiphoton ATI peaks. Resonances often play an important role in ATI in the 
multiphoton regime,104 leading to a rich variety of effects that appear in the ATI energy spectra of 
optical and near-IR pulses with intensity 1013 to 1015 W/cm2.

As the laser field increases, the character of the electron ATI spectrum takes on a qualitatively dif-
ferent character. At intensities entering the quasi-classical tunneling regime (gK < 1) , the spectrum 
loses its multiphoton character composed of distinct electron energy peaks and becomes a smooth, 
monotonically decreasing energy distribution, illustrated in Fig. 7. The electron energies have kinetic 
energy predominantly between 0 and 2Up, though there is a small component of electrons with 
energies that reach up to as much as 10Up through a rescattering process described below.102 This 
loss of distinct peaks occurs when the field loses its quantum character and drives the ionization as 
if it were a classical field.97,98

Quasi-Classical ATI When ions are ionized in the tunneling regime, which tends to occur in opti-
cal and near-IR laser intensities of 1015 to 1018 W/cm2, the shape and energy of electron ATI can 
be determined by a simple model. As with tunnel and BSI ionization, the field is treated classically 
and the electron is treated as a compact wavepacket that propagates in the continuum subsequent 
to tunnel ionization by the classical equations of motion.105 This so-called quasi-classical model is 
useful in explaining not only ATI in the strong field, long wavelength regime (i.e., when gK < 1) but 
also aids in explaining a large number of other strong field phenomena.10 As such, the quasi-classical 
model has become one of the major building blocks for understanding modern strong field physics.

In the quasi-classical ATI model, the electron is considered to tunnel into the continuum at 
a well-defined phase in the oscillating field (see Fig. 8) and propagates in the field as a pointlike 
charge. When the electron is “born” in to the continuum in this way, it not only oscillates but also 
acquires some directed drift velocity in the direction of the laser’s polarization, with an energy 
that is a function of the phase in the field at which it was ionized. (This is true for linear polar-
ized fields; in circularly polarized fields, the electron acquires constant drift velocity.) Solution of 

1

2

2
Ionization phase

Time

0

–200

–150

–100

E
le

ct
ro

n
 p

os
it

io
n

 (
n

m
)

–50

0

50

1 2 3

Time (fs)

4 5 6 7

E
-f

ie
ld

 a
m

pl
it

u
de

1

3

3

nATI = 0

nATI

n
ATI

FIGURE 8 Plot of a calculation showing the classical trajectory of electrons born 
at three different phases in the laser’s field. These three phase locations are illus-
trated in the inset. When born at the peak of the field (trajectory 1), the electron 
oscillates but acquires no net drift velocity. However, when born off the peak, the 
electron acquires nonzero drift velocity on top of its quiver velocity.



STRONG FIELD PHYSICS  21.17

the nonrelativistic equations of motion indicates that the drift component of the kinetic energy 
acquired by an electron is

 
KEATI = 2 2

0U p sin Δφ
 

(22)

where Δf0 is the phase at which the electron is “born” with respect to the peak of the field. Equation (22) 
indicates that if the electron is born at the peak of the electric field, where the tunnel ionization 
rate is highest, it will acquire no ATI drift energy. The electron can acquire up to 2Up of kinetic ATI 
energy if it is ionized well off of the field peak. If Eq. (22) is combined with a model for static tunnel 
ionization, an electron energy distribution can be derived. Use of the simple H-like tunnel formula 
of Eq. (18) leads to an ATI energy spectrum from a linearly polarized field of105
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where a is just a normalization constant. The shape of this spectrum for tunnel ionization is illus-
trated in Fig. 7. This distribution is peaked near zero energy (because the ionization probability 
is greatest at the peak of the field where Δf0 = 0 and KEATI = 0) but stretches out to a maximum 
electron energy of 2Up. In linearly polarized light, as a rule of thumb, the average electron energy is 
roughly 10 percent of Up at the intensity where the ionization rate saturates.106

Rescattering Effects

The quasi-classical picture of strong field ionization can be extended to explain other observed 
effects. In this picture once an electron is liberated from its binding potential by tunneling, its 
motion in the field can be described classically. Once freed into the continuum, the electron can rec-
ollide with its parent ion if it is ionized within a certain range of phase of the field,21,107–116 a process 
illustrated in Fig. 9. That this happens can be seen by examining the trajectories shown in Fig. 8, in 
which the electrons return to the x = 0 position in all three cases after ionization at t = 0 (though 
with different return energy in each case).

If the field is linearly polarized and the electron is born by tunnel ionization at some time t0 
and x = 0 (the location of the parent ion) in an oscillating electric field E t0 0cosω , its position as a 
function of time is
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(24)

This classical trajectory will result in the recollision of the tunnel ionized electron with its parent 
nuclear core for ionization phases of w0t0 = 0° to 90° and 180° to 270°. The highest energy recolli-
sions occur at phases of 17° and 197°. The free electron will have a kinetic energy after it is born by 
ionization given by
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The energy upon return to the nucleus can be found with Eqs. (24) and (25). The maximum 
energy an electron can have upon returning to its parent nucleus (corresponding to ionization at 
17° and 197°) is 3.17Up. The recollision energy and tunnel ionization probability as a function of 
phase in the laser field is illustrated in Fig. 9. This strong field driven electron recollision can mani-
fest itself in a number of important effects. The generation of short wavelength harmonic radiation 
in this way is discussed in Sec. 21.7, but there are two other consequences of this effect:
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Strong Field Double Ionization It has been observed for some time that strong field ionization 
exhibits a small but significant signature of simultaneous double ionization of ions where two 
electrons are apparently liberated at the same time in the field.112,115,117 This effect manifests itself 
experimentally in the yield of a given ion charge as a function of laser intensity, illustrated in Fig. 10. 
The “knee” that is seen in the ionization yield of a next higher charge state when the ionization of 
a lower charge state saturates is clear evidence of double ionization. In addition to rescattering, a 
number of ideas have been forwarded to explain this strong field behavior.26 These include:

• Shake off model, in which the sudden removal of one electron by tunneling leads to a quantum 
mechanical relaxation of the second electron into a new set of eigenstates, some of which rest in 
the continuum and, therefore, lead to ionization.117,118 This effect is well known and documented 
in single photon photo-ionization.119

• Collective tunneling, in which two electrons tunnel out simultaneously from the ion.120
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• Rescattering, in which the recolliding electron, described above, collisionally ionizes a second 
electron. The recolliding electron can acquire sufficient kinetic energy in the field to ionize a 
second electron through collisional ionization on its return. This is presently the best accepted 
explanation for strong field double ionization. For example, the double ionization yield is seen to 
drop dramatically when circularly polarized light is employed.121 This indicates that the recolli-
sion mechanism (at least in the tunneling regime) is likely the dominant mechanism because an 
electron ionized in circularly polarized light will propagate in such a way that it will not return to 
the parent ion and cannot ionize a second electron.

ATI Plateau Extension A second consequence of the strong field driven recollision is manifested 
in the electron ATI energy spectrum. As discussed above, ATI electrons in the quasi-classical regime 
can acquire up to 2Up of drift energy. However, a laser field-driven recollision can lead to a small 
number of scattered electrons with energy up to 10Up.

102 This rescattering leads to the production 
of an electron ATI spectrum with a large predominance of electrons with energy below 2Up but 
with a small fraction of electrons with an energy spectrum plateau that extends out to 10Up.

Relativistic Effects

When a0 → 1 strong field ionization dynamics are altered in a number of ways.40 The most signifi-
cant effects arise from the forward force exerted by the laser magnetic field, though the relativistic 
mass increase of the electron does play a role in certain effects.
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Relativistic Tunnel Ionization It turns out that tunnel ionization rates at relativistic intensity do 
not deviate significantly from the nonrelativistic rates.122 The most significant relativistic effects in 
tunneling occur when the bound state energy Ip becomes comparable to the rest energy mec

2; it is 
the Coulomb correction to the mass of the electron in the ground state that is the principal effect. 
Therefore, relativistic effects will be important for ions of charge Z > ~50. A relativistic generaliza-
tion of the Keldysh theory,34 indicates that the relativistically corrected tunnel ionization rate, WRel, 
will be higher than the nonrelativistic rate, Wnon-Rel, by a factor
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where a is the fine structure constant (1/137) and Ecr is the Schwinger critical field from quantum 
electro-dynamics theory (1.3 × 1016 V/cm). Using the barrier suppression ionization model to esti-
mate the appropriate Z, Eq. (26) suggests that the nonrelativistic tunneling rates should be good up 
to an intensity of ~1026 W/cm2.

Relativistic Electron ATI The ejection of free electrons following tunnel ionization in a 
relativistic field can be influenced by the laser’s magnetic field. At nonrelativistic intensities, 
electrons are ejected in a rather narrow distribution along the laser polarization axis. As a0 
approaches 1, the magnetic field pushes the electron distribution toward the k direction of the 
light propagation, a consequence predicted by Eq. (8).68 This distribution shift is illustrated in 
Fig. 11. At highly relativistic intensities (i.e., when a0 >>1, an intensity of >1021 W/cm2 at near-IR 
wavelengths) tunnel ionized electrons are quickly bent toward the laser propagation axis by the 
magnetic field. The electron, which will have a velocity near c, will then “surf ” along with the 
laser pulse acquiring energy from the laser field. Such electrons will be ejected from the laser 
focus in a narrow cone along the laser direction and will acquire many MeV or even GeV of 
energy.71,123 An energy versus angle distribution of electrons ejected in this regime is illustrated 
in Fig. 11.

Relativistic Suppression of Rescattering Another consequence of the forward ejection of electrons 
in a relativistic light pulse is that the nonsequential double ionization that normally accompanies 
rescattering of the electrons on their return after ionization is suppressed.40,124–126 The forward 
motion of the electron imparted by the magnetic field (see Fig. 2) forces the electron away from 
the core and prevents the collisional ionization of a second electron. The fall-off of nonsequential 
ionization yield occurs at intensity as low as 1017 W/cm2 (a0 ≈ 0.3). The rescattering plateau in ATI 
spectra associated with electrons with energy in the 2Up to 10Up range also decreases in magnitude 
because of the rescattering suppression. Furthermore, this phenomenon leads to suppression of 
single atom high harmonic generation at high intensity. 

Ionization Stabilization

While experimental evidence is scant, there is a strong theoretical basis for believing that, in certain 
situations, the ionization rate of an atom in a strong field actually declines with increasing intensity.27 
This phenomena has come to be called ionization stabilization. There are usually two manifestations 
of this stabilization discussed in the literature. 

Adiabatic Stabilization Quantum mechanical calculations of ionization rates have shown that 
the ionization rate can be stabilized in unionized atoms at field strengths well above one atomic 
unit. A simple picture to explain this can be constructed if one considers that the electron 
wavefunction in the ground state of the atom is considerably altered by the strong oscillating 
field. The wave function is thought to evolve into a time averaged structure with peaks away 
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from the nuclear center. In a time averaged sense, the bound electron sees two centers for the 
atomic potential.27,127–129 This deformation of the electron wave function away from the nucleus 
lowers the ionization rate at higher intensity. Figure 12 illustrates the calculated ionization rates 
of an electron in an excited state of hydrogen as a function of intensity illustrating the fall of 
ionization rate at high I.

Dynamic Stabilization This mechanism of ionization stabilization, often termed interference sta-
bilization, arises most prominently in calculations of strong field ionization of Rydberg atoms.129–131 
It is thought to arise from quantum destructive interference of pathways into the continuum. There 
has been some experimental evidence for this form of stabilization in Rydberg atoms132 but has yet 
to be demonstrated in atoms in the ground state.

Numerical simulations have suggested that the magnitude of ionization stabilization 
decreases at relativistic intensity due to the effects of the magnetic field and the Lorentz force on 
the electron.133
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FIGURE 11 The upper illustrations are a generalized illustration of the angular distribution of electrons produced dur-
ing ionization with respect to the laser field and propagation directions. In the medium intensity regime, electrons are 
ejected by tunnel ionization along the E-field direction (left); however, at relativistic intensity, the magnetic field pushes 
the distribution toward the direction of laser propagation. The latter effect can be understood as the conservation of 
momentum following the absorption of an extremely large number (~106) of photons. The bottom plot (adapted from 
Ref. 71) shows the results of a Monte Carlo simulation yielding the ejection angle and energy of electrons produced by 
irradiation of an Ar ion at intensity of 5 × 1021 W/cm2. Here the dashed line is the prediction of Eq. (8); the deviation of 
the simulation from this equation is a consequence of longitudinal fields at the focus.
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FIGURE 12 Calculation of the ionization rate of a hydrogen atom in an intense, 
short wavelength field. (Adapted from Ref. 27.) This calculation shows that at around 
the intensity at which the electron quiver amplitude is comparable to the size of 
the hydrogen ground state (~1 Bohr radius) the ionization rate actually decreases 
(lifetime increases) as the intensity increases from the delocalization of the electron 
wavefunction.

21.6  STRONG FIELD INTERACTIONS
WITH MOLECULES

The ionization of small molecules (of less than ~10 atoms) by an intense laser field is qualitatively 
similar to the ionization of single atoms. The two limiting regimes for ionization (multiphoton and 
tunneling) as discussed in the previous section are still relevant for molecules and the tunnel ioniza-
tion rate formulas tend to work reasonably well in predicting the ionization rate of electrons in a 
molecule if appropriately chosen ionization potentials are utilized.134 Unlike single atoms, however, 
the motion of the molecule’s nuclei during the interaction with the laser pulse can affect the dynam-
ics of the electron ionization and energy gain from the field. Fragmentation of the molecule is one 
significant consequence of irradiation at high intensity, and the motion of the molecular nuclei has a 
dynamic impact on the structure of the molecule during its interaction with the intense laser pulse.

Nuclear Motion and Molecular Alignment in Strong Fields

Because small molecules tend to fragment rapidly in an intense light field, the regime of strong field laser 
interactions with these molecules is usually limited to rather modest intensity, below about 1015 W/cm2. 
Higher intensity pulses tend to destroy a small molecule well before the high intensity can be reached. 
Much of current research has concentrated on diatomic molecules.

At modest intensity a small molecule will experience a force by the light field which will tend to 
align it.135–137 In the absence of the light field, the molecules are randomly oriented and exist in a 
range of molecular rotation states with energy eigenvalues of eRot = bRot J(J + 1) and with rotational 
quantum number J. Some values of bRot are tabulated in Table 1.138 When a moderately strong light 
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TABLE 1 Rotational Constant, and Alignment Well Depth for Three Example 
Molecules Irradiated at 1015 W/cm2

Molecule bRot (meV) Max Well Depth (meV)

H2 3.89 21.9
N2 0.25 96.8
CO2 0.048 212

Source: Table Adapted from Ref. 138.

field is applied (below the intensity at which the molecule ionizes), the induced dipole causes the 
molecule to see a cycle-averaged potential given by138
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where the P terms are the parallel and perpendicular components of the polarizibility tensor,
q is the angle between the molecular axis and the polarization axis and I(t) is the time depen-
dant intensity. The maximum well depth for some molecules in a field of intensity 1015 W/cm2 is 
tabulated in Table 1. 

The potential of Eq. (27) will tend to align a linear molecule, such as a diatomic along the 
polarization axis of a linearly polarized field. Because molecules will usually feel a lower intensity 
field as the pulse of an intense laser ramps up in time, it is usually a good approximation to say 
that the nuclei of a linear molecule will be (partially) aligned along the laser electric field at sub-
sequent higher intensity. A molecule with nonzero rotational momentum will evolve, classically 
speaking, in a pendulumlike motion around the laser electric field axis; these states are often 
called “pendular” states.

Even at modest intensity, the molecule will begin to dissociate via a process known as bond 
softening.35,139,140 In a small diatomic molecule, such as H2 the first electron will be ionized at the 
equilibrium distance of the two atoms via multiphoton or tunnel ionization. If the molecule is
indeed aligned along the light electric field, the molecular nuclei will then begin to separate by 
bond softening. Molecular dissociation begins to occur when the potential that binds the nuclear 
wavepackets couples to photons in the strong laser field. This coupling leads to a ladder of potential 
curves, each shifted by one photon in energy (described by what is known as Floquet theory141,142). 
If the field-dressed states are treated as if they are quasi-static, the Hamiltonian of the molecule can 
then be diagonalized, distorting the bound potential curves, in a manner illustrated in Fig. 13 (these 
distorted potentials are termed adiabatic potentials). As can be seen in this figure, the distorted 
curves allow molecules in excited vibrational states to dissociate, (and some in lower states can tun-
nel through the distorted potential barrier). This potential distortion is termed bond softening and 
is the main mechanism by which a molecule begins to fragment as an intense laser is ramped up in 
intensity. In H2 this bond softening occurs, for example, at intensity of ~1013 W/cm2.35

There are other means by which molecules can dissociate in midstrength fields (I <1014 W/cm2). 
In the picture in which the field is treated as a classical, periodically varying alteration to the 
Hamiltonian of the molecule, the molecule sees states that are shifted down (“dressed”) by an energy 
equal to the photon energy. The nuclear wavepacket can couple from a bound state to a dissociat-
ing state and begin to separate. For example, in H2

+ immersed in a visible light field of intensity 
around 1013 W/cm2, this occurs by coupling first to an unbound state shifted by 3hν and then, 
after some expansion of the internuclear separation, coupling to the continuum of the bound state 
dressed by two photons. This multiphoton process is often termed above threshold dissociation143,144 
because it results in the absorption of more photons than are energetically required to dissociate 
the molecule (much like above threshold ionization is absorption of more photons by an electron 
than needed to ionize).
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Coulomb Explosion

At higher intensity (1014 to 1015 W/cm2), multiple ionization of the molecular nuclei will lead to a 
Coulomb repulsion of the ions, a process known as a Coulomb explosion. This explosion happens 
very quickly and subsequent multiple ionization of the nuclei while in proximity to each other 
occurs only if the rise time of the laser is comparable or faster than this Coulomb explosion separa-
tion time. The characteristic time for explosion of a diatomic is roughly
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where m = m1m2/(m1 + m2) is the reduced mass of the repelling system, q1 and q2 are the charge 
states of the ionized nuclei, and R0 is the initial separation of the exploding nuclei. Equation (28) 
indicates that H2

2+ Coulomb explodes in under 1 fs, while N2
2+ explodes in about 5 fs.

Upon Coulomb explosion, the ejected ions acquire a kinetic energy just given by their initial 
Coulomb potential energy. For a diatomic molecule with ions charged by field ionization to q1 and 
q2, the Coulomb explosion energy is
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where R is the separation of the two ions at the point of ionization. In almost all cases, the observed 
Coulomb explosion energy of an exploding diatomic or other small molecule is less than that 
expected of an explosion from the molecules equilibrium distance (which is, for example, 1.4 aB 
for H2).145 This arises because of pre-expansion of the nuclear separation from bond softening and 
Coulomb repulsion of lower charge states before final ionization. A good rule of thumb is that eCE 
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FIGURE 13 Nuclear potential energy curves for the first 
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+. The coupling of these 
states to a strong field leads to mixing and new distorted 
potentials called “adiabatic states,” which are pictured as 
dashed curves. The bond softening resulting from these dis-
torted curves permits molecules left in high laying vibrational 
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upon strong field ionization will be about 45 to 55 percent of the energy calculated from equilibrium 
distances.138 For example, Coulomb explosion of H2 usually leads to the ejection of protons with 
energy between 3 and 5 eV.146 eCE is largely independent of pulse duration and wavelength.147

Molecular Tunnel Ionization and the Critical 
Ionization Distance

The ionization rate for the first electrons of diatomic molecules in a strong laser field for low charge 
states in the tunneling regime (i.e., g << 1) frequently follows standard atomic tunnel ionization 
rates, such as the ADK rate of Eq. (19), with the appropriate molecular ionization potential inserted 
into the formula.134 Nonsequential recollision double ionization of diatomics also occurs in a manner 
similar to that of atoms.148,149 There are, however, some subtleties which manifest in the tunnel ioniza-
tion rate of certain diatomic species; these deviations from standard tunneling formulas are thought to 
arise from destructive interference between electrons liberated from the two nuclear centers.150

The production of higher charge states in a molecule under higher intensity irradiation and 
the subsequent Coulomb explosion of the highly charged fragments deviates significantly from the 
predictions of tunnel ionization of single atoms. In particular, charge states from field ionization of 
molecular nuclei tend to occur at an intensity much lower than that of the same charge state in an iso-
lated ion. This occurs because of the presence of what is known as the critical ionization radius in the 
molecule.151–155 This effect can be explained simply in the quasi-classical tunneling/barrier suppres-
sion ionization model described above. It arises because the field-induced tunneling of an electron 
from the molecule can be aided by the presence of the second charged nucleus of the molecule near 
the first. This effect is illustrated for a diatomic molecule in Fig. 14, in which a diatomic molecule 

Initial equilibrium nuclear separation

Critical nuclear separation

Potential ramp 
from laser field

Nuclear separation after dissociation

Position along molecular axis

FIGURE 14 Drawing of the electron potential energy curves for a diatomic 
molecule immersed in a strong slowly varying field for three nuclear spac-
ings. At the initial equilibrium position, pictured in the upper left, ionization 
by tunneling occurs when the electron tunnels out of the combined Coulomb 
well into the continuum. On the other hand, if the molecular nuclear have 
become greatly separated by dissociation, ionization must occur by tunneling 
from the potential of an isolated ion. However, at an intermediate separation, 
the electrons from the left-most ion need only tunnel through a narrow bar-
rier formed from the combination of both Coulomb fields. This results in a 
greatly enhanced ionization rate at this nuclear separation.
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is aligned along the axis of the laser electric field. When the nuclei are close together, the electrons 
are confined in the combined potential of the two nuclei; an applied field then requires an electron 
to tunnel from the combined potential. At very large nuclear separation, the electron is effectively 
localized at one of the nuclei and the tunneling rate is just that of an electron tunneling from an 
isolated Coulomb potential well. However, as the spacing of the diatomic nuclei begins to expand 
from the close initial position, the outer barrier (on the right in the figure) begins to drop and the 
central barrier begins to rise. There will occur an optimum distance in which an electron confined 
to the “uphill” potential need only tunnel through the relatively thin central potential barrier (see 
Fig. 14 bottom). This separation is the critical ionization distance. A simple analysis of the shape of 
the potential surrounding two ions each with charge q, indicates that this critical ionization distance 
will occur roughly at

 
R

qe
Ic

p

≈ 4 2

 
(30)

If we make the approximation that the binding potential of charged ions in a diatomic are roughly 
given by the unionized molecular ionization potential divided by q, we find that the critical dis-
tance is independent of charge state. For a diatomic such as H2, the ionization potential of 15.4 eV
suggests a critical ionization distance of about 3.7 Å (about 7 atomic units or 5 times the equilib-
rium separation). A similar calculation for I2 suggests a critical ionization distance of 10 a.u. for all 
of the iodine charge states.145 

This ionization enhancement at the critical distance explains the appearance of higher charge 
states in molecular strong field ionization at lower intensity than might be expected.35 The mul-
tiple ionization dynamics follow a multistep process. After some initial ionization of a high Z 
molecule, the ions begin to separate. If they come apart to the critical distance on a time scale 
faster than the laser pulse passes [predicted by Eq. (28) for most small molecules], the nuclei 
will be rapidly ionized to higher charge states at the critical distance, leading to an energetic 
Coulomb explosion of the higher charged ions from Rc separation. This process is described in 
Fig. 15156 in which the barrier suppression ionization thresholds are plotted for various charge 
states of iodine as a function of I2 separation along with the trajectory of an iodine molecule in a 
strong field.

There is some theoretical evidence for the presence of a second, more closely spaced critical 
ionization distance in molecule strong field ionization.157 This effect, often called charge-resonance 
enhanced ionization (CREI), is a quantum mechanical effect and results from a localization of part 
of the electron wavepacket in the upper well at an internuclear separation smaller than RC described 
above. There is presently no experimental evidence for this second critical distance.

Triatomic and Larger Molecules in Strong Fields

The fragmentation of molecules larger than a diatomic quickly becomes more difficult to describe, 
though the principles described in the last two subsections apply, particularly if the molecule is lin-
ear. However, the ionization dynamics are complicated and many fragmentation channels are usu-
ally observed at intensity >1014 W/cm2.138 For example, even in a molecule as simple as CO2 multiple 
channels such as O+ + CO+ + 4.7 eV and O2+ + CO+ + 8.5 eV are observed with about equal prob-
ability when irradiated in near-IR pulses of intensity ~1015 W/cm2.138 Many fragmentation channels 
occur not as a sequence of two independent bond fragmentations but occur as one, nonsequential 
rupture of both bonds.

Tunnel ionization rates for multinuclear molecules which are linear can often be found by treat-
ing the molecule as a single elongated well potential from which the electron can tunnel in the laser 
field.158 These so-called structural tunnel ionization models have been employed successfully to 
explain ionization of more complex molecules, such as benzene,159 though multielectron effects play 
a much larger role, and the single active electron approximation implicit in tunnel ionization theory 
is inaccurate.
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21.7 STRONG FIELD NONLINEAR OPTICS IN GASES

High Order Harmonic Generation

When a strong field pulse of light propagates through an extended gas a number of new phenomena 
occur. These occur when the gas density is high enough that coherent optical and nonlinear optical 
effects become important, a point that occurs in a practical sense in gases with density above about 
1017 cm–3. The single atom or single molecule interactions described above come into play and often 
are the seeds to the initiation of other physical effects, the most common of which is strong field 
ionization leading to plasma formation. However, another important strong field effect which mani-
fests itself at intensity just at or slightly below the intensity threshold for ionization is the generation 
of radiation at harmonics of the laser field.7,24,38,160,161 This process, termed high order harmonic 
generation (HHG), is described in greater detail in other chapters of this volume so only a rudimen-
tary over view is given here.

Harmonic generation in gases subject to strong laser fields arises from the nonlinear oscillations of 
the bound electrons in the gas’s atoms. This is generally performed in gases of rare gas atoms, though 
HHG from molecular162 and clustering163 gases is also possible. At modest intensity (<1014 W/cm2), 
HHG can be thought of as a multiphoton process, illustrated in the upper left of Fig. 16. In this picture 
an atom simultaneously absorbs q photons from the intense light field and then re-emits a photon 
with energy q�ω0. Since free atoms in a gas exhibit a centro-symmetric potential, angular momentum 
must be conserved. This constraint, combined with the fact that the absorption and emission of a 
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FIGURE 15 The solid lines in this plot show the BSI ionization threshold for vari-
ous iodine ion pairs aligned along the laser field as a function of nuclear separation. 
The large dip in ionization threshold at around 10aBohr for all charge state pairs is 
a consequence of the critical ionization distance described in Fig. 14. The dashed 
line shows the trajectory in terms of laser intensity and nuclear separation that an 
iodine molecule undergoes when it is irradiated by a 150-fs pulse at an intensity of 
2.5 × 1014W/cm2 showing the various charge states created by BSI ionization in the 
pulse as the I2 molecule Coulomb explodes. The presence of the critical ionization 
dip results in higher charge state (+4 for both ions) than would be achieved at this 
intensity by irradiation of a single iodine atom. (Plot adapted from that of Ref. 156.)
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photon is accompanied by the change in angular momentum of ±h, indicates that only odd harmon-
ics of the light field can be emitted. (It also indicates that harmonics cannot be produced in a gas with 
circularly or elliptically polarized light.164,165) Because all of the atoms in a gas are driven in this way 
harmonically, their emitted radiation will add coherently and the emitted harmonic radiation will 
propagate in the same direction as the drive laser and will retain many of the temporal and coherence
properties166 of the driving laser field. More accurately, HHG can be thought of as arising from 
the nonlinear polarization induced in a medium of density ng such that P d( ) ( )t n tg= , where d(t) 
is the induced atomic dipole. In the single active electron approximation, d r( ) ( )| | ( )t t e t= 〈 〉ψ ψ , 
where y(t) is the time-dependent wave function of the laser-driven atom. 

This dipole, when driven very nonlinearly by a strong light field, will have Fourier components, 
d(qw0), at frequencies qw0 out to rather high harmonic orders (where q is an odd integer). In the weak 
field regime, where perturbation theory is appropriate, d(qw0) varies as the qth power of the electric 
field, resulting in a harmonic yields which increase as the qth power of the incident intensity. Such 
behavior is indeed observed at intensity below about 1013 W/cm2 in gases of noble gas atoms at mod-
erate harmonic number (say q = 3 to 9). However, in a strong field, at intensity of 1014 to 1015 W/cm2 
the nonperturbative behavior of the laser driven atom leads to an atomic dipole of the qth harmonic 
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FIGURE 16 Simple view of the various aspects of high order harmonic generation physics. In the 
upper left, the multiphoton view of HHG is illustrated showing why only odd harmonics are pos-
sible given the need to conserve momentum by the interaction with atoms in a gas. The plot in the 
upper right is a generalized illustration of the character of a usual HHG spectrum at nonperturbative 
intensities (>1014 W/cm2) showing the presence of an initial fall-off of yield with harmonic order at 
low orders followed by a long plateau of harmonics at roughly constant yield terminated by a cutoff. 
The bottom pictures illustrate the quasi-classical picture of HHG in which the generation of harmonic 
photons can be thought of as a result of a tunnel ionized electron recombining with its parent ion upon 
return to the nucleus in the field.
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that will vary with a power law, Ip, that is usually well below the harmonic order (p < q).167 In most 
strong field interactions in near-IR pulses at orders of q = 11 to 101, p will typically rest in the range 
of 5 to 8.7 

Harmonic generation in this nonperturbative regime leads to a dramatic spectrum of harmon-
ics that differs markedly from that expected from simple, multiphoton arguments. The emitted 
harmonic spectrum in this nonperturbative regime usually exhibits behavior illustrated in Fig. 16. 
The yield of the low order harmonics, out to perhaps the 5th or 7th order, falls exponentially, as 
expected under perturbation theory. However, the yield of harmonics at higher orders will then 
remain roughly constant, out to rather high order, a feature usually termed the HHG plateau. This 
plateau is then followed by an abrupt cutoff in harmonic production. Extremely high orders of 
harmonics from near-IR lasers have been demonstrated, with q > 101 achievable with sub-100 fs 
laser pulses. When extremely short (<20 fs) pulses are used, the gas atoms can survive to an even 
higher intensity resulting in extremely high order harmonic production. Orders well over q ~ 201 
can be produced with such pulses in high ionization potential atoms such as helium,6,168 though 
the spectrum loses its distinct harmonic character at these very high orders. Obviously, conversion 
of a near-IR laser to such high-order results in light with wavelengths in the XUV and soft x-ray 
region (2 to 30 nm), and as such represents an attractive means for generation coherent pulses in 
this soft wavelength region.

Quasi-Classical Model of High Harmonic Generation In the strong field regime, it is pos-
sible to describe HHG with a quasi-classical model, much as strong field ionization and ATI can be 
described in this regime.10,11 Again, such a model is appropriate when the light field meets the con-
dition that gK

 < 1. The mechanism for producing harmonic radiation by this model is illustrated in 
Fig. 16 at the bottom. The strong laser field can induce tunneling of the bound electron wavepacket; 
this freed electron wavepacket oscillates in the laser electric field. Electrons freed at certain phases of 
the laser oscillation can return to the vicinity of the nucleus and recombine back down to its initial 
ground state, emitting a photon of energy Ip

 + eosc. The periodic return of many wavepackets leads to 
emission of radiation at well-defined harmonics of the light field.169

The energy of the emitted photon depends on the electron’s energy upon return to the nucleus. 
As Eq. (24) illustrates, if the electron is born by tunneling at a phase f0, then the electron can return 
to the nucleus to produce a harmonic photon with energy 
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As mentioned in Sec. 21.5, analysis of Eqs. (24) and (31) indicates that the electron will return with 
maximum energy at f0 = 17° and 197° and does so, in that case, with energy 3.17Up. This analysis 
leads to a well-known formula for the maximum photon energy of the high harmonic spectrum, 
known commonly as the cutoff harmonic

 
q I Up pcutoff �ω0 3 2≈ + .

 
(32)

In most experimental situations, Up is usually evaluated at the intensity at which ionization starts to 
saturate. Above this intensity, there are no further atoms to participate in the harmonic generation 
process so further increase in intensity does not lead to a higher order cutoff harmonic. This cut-
off formula was first discovered via numerical simulations170 and has been well confirmed in many 
experiments.6,7,168

This quasi-classical model for HHG predicts some important features of HHG. Because some 
time must elapse between the freeing of the electron by tunneling and its return to the nucleus to 
emit a photon, the emitted harmonic will pick up a phase shift with respect to the laser field.169,171 
This model indicates that this phase shift is intensity dependent and, therefore, has a consequence 
on the macroscopic phase matching of the harmonics.172 Also note that Eqs. (24) and (31) indicate 
that most return energies can be generated by two different electron trajectories, resulting from lib-
eration at two distinct phases in the laser field. The two trajectories, a short and a long trajectory, can 
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destructively interfere in the harmonic generation because of their differing phases resulting from 
their different times spent in the continuum before recombining with the parent nucleus.173,174

Harmonic Yield and Phase-Matching Considerations Because HHG is a parametric process that 
results from the coherent addition of radiation produced from the nonlinear oscillations of elec-
trons from many atoms in the gas, the harmonic intensity is strongly affected not only by the single 
atom physics of the atomic dipole, but also by phase-matching processes. As in standard nonlinear 
optics and usual harmonic generation, the harmonic field will continue to grow along with the 
propagating laser as long as the HHG field is in phase and newly generated harmonic light can add 
coherently.175 If this condition is preserved, the harmonic yield will increase as the square of propa-
gation distance. However, phase shifts associated with differences in refractive index between the 
fundamental and the harmonic as well as phases intrinsic to a focused laser beam will lead to mis-
matches that will clamp the harmonic generation.

While there are a number of ways to generate harmonics, one of the most common ways is to 
focus a Gaussian-shaped beam into a gas medium of length L with density n0. Calculating the har-
monic yield is a very difficult problem, however, estimates can be simply made with a few assump-
tions. A simple model for the harmonic conversion yield can be delineated for a focused Gaussian 
beam with confocal parameter b (defined by usual Gaussian optics as b = 2pw0

2/l, where w0 is the 
usual 1/e2 focal radius) and with the induced single atom dipole at the qth harmonic that varies as 
| ( )| | |d q Ep

pω ξ= 1 . The integrated energy yield of the qth harmonic generated by a square top pulse of 
duration tp then is given by167
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where Δk is a phase mismatch induced by the medium itself. The final sinc2 factor is a strong field 
generalization of the phase-matching factor found in standard nonlinear optics and determines the 
coherence length 

 
L k q b q pbc = + − −[ ( )]π Δ / / /2 1  (34)

over which harmonic generation can build up. A medium length, longer than this coherence length 
will result in destructive interference and a clamp on the harmonic conversion. 

The harmonic yield is determined by a complicated interplay of the laser propagation, the 
medium density, the atomic response, and loss of media through ionization. As a result, the har-
monic conversion efficiency of high harmonics in the plateaus varies broadly and can range from 10–8 
times the input laser energy for very high harmonics (q ~ 31 to 101) in tightly bound atoms (such 
as He or Ne)176 up to as high as ~10–5 for moderate order harmonics (q ~ 23 to 31).177 The phase 
mismatch Δk usually arises at low intensity from the intrinsic dispersion of the gas itself between 
the fundamental and the harmonic. At higher intensity, as ionization becomes important, Δk will be 
determined by the dispersion of the plasma itself. In this regime when a plasma density of ne is created 
by ionization 
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At higher intensity in weakly focused beams (i.e., when b >> L) this plasma-induced phase 
mismatch dominates the high harmonic production process. For example, at a plasma density of 
1018 cm–3, the coherence length of the 31st harmonic implied by Eq. (35) is only ~10 μm. Therefore, 
harmonics are produced only over this length, even if the medium is substantially longer (as is 
usually the case).
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Attosecond Pulse Generation

The harmonic spectrum schematically illustrated in Fig. 16 in fact has a very broad bandwidth if 
the entire spectrum is considered as having a coherent phase relationship over the entire spectral 
window. This implies that such a broad spectrum, when Fourier transformed, results in a pulse, or 
a train of pulses, with duration well under 1 fs, that is, in the attosecond regime. This situation can 
indeed be achieved experimentally leading to the production of attosecond pulses with duration 
approaching 100 as.9,31,178–180 The physical origin of this can be easily seen within the context of 
the quasi-classical model. The return of an electron during its HHG generating recollision can be 
thought of as producing a short burst of bremsstrahlung radiation with duration comparable to the 
return encounter of the electron. If a laser pulse is short enough, such a bright burst can be made to 
occur for only one laser cycle and, therefore, produce a single isolated burst of attosecond radiation. 
This process is described at length in another chapter in this volume. 

21.8  STRONG FIELD INTERACTIONS
WITH CLUSTERS

When a strong laser field interacts with a cluster of atoms, collective effects not present in the inter-
action of strong field pulses with ions or small molecules come into play.19,39,181–183 Here clusters 
refer to assemblages of greater than ~100 atoms on one hand, but assemblages whose spatial dimen-
sion is still well below the laser wavelength, that is, particles with diameter <100 nm or < 106 atoms. 
Such clusters are usually van der Waals bonded assemblies of atoms or small molecules. Large, easily 
polarizable atoms such as Xe or Kr form clusters most easily, though even small atoms or molecules, 
such as H2 can be made to cluster under the right circumstances.

Ionization Mechanisms in Clusters

Clusters will ionize in strong laser fields at intensities in which single atoms begin to ionize. In the 
cluster, however, there are two aspects of the ionization that must be considered, the inner ioniza-
tion of the constituent atoms and ions and the outer ionization, resulting from the removal of free 
electrons within the cluster out, away from the cluster.39 Ionization of the cluster is shaped by the 
fact that the laser field penetrates completely through the cluster, even when many free electrons are 
retained in the cluster and act as a plasma. This can be seen by noting that the plasma skin depth 
λ ω ωp pc= −/( ) /2

0
2 1 2 is almost always much smaller than the cluster diameter, even at solid electron 

density ne (note that lp ~ 20 nm at solid density). Here wp = (4pe2ne/me)
1/2 is the plasma frequency 

(the resonant frequency at which electron waves in a plasma oscillate.184) 

Inner Ionization Processes in the Cluster When a strong field light pulse begins to interact with 
the initially unionized cluster the constituent atoms in the cluster undergo ionization. This pro-
cess is usually termed inner ionization because the electrons liberated from the atoms within the 
cluster do not necessarily exit the cluster as a whole. If these electrons linger in the cluster, they 
produce a nanoplasma which has unique collective properties.181 Inner ionization in the early 
stages of the laser interaction is usually dominated by quasi-classical tunnel ionization. The tun-
nel ionization of atoms within the cluster can be enhanced in a manner similar to the enhance-
ment of ionization in diatomic molecules resulting from the suppression of the binding potential 
from neighboring ions in the molecule (discussed in Sec. 21.6).185 The presence of nearby ions in 
the cluster can succeed in lowering the Coulomb binding potential (as illustrated in Fig. 17), and 
tunnel ionization can be greatly enhanced. This process has been termed “ionization ignition.”186 
A second process can also increase the rate of inner ionization in the cluster. This ionization 
occurs by collisional ionization by free electrons in the cluster, driven in an oscillatory motion by 
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the strong laser field. The rate of this laser-driven collisional ionization can be calculated by using 
the well-known Lotz formula for ionization187 
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Here ai ≈ 1.1 × 10–37 cm2 – erg2, and Qi is the number of electrons in the outer shell of the ion. 
This laser driven collisional ionization rate tends to dominate the ionization in the cluster, usually 
being higher than the tunneling rate for most solid density cluster plasmas.181 This laser driven col-
lisional ionization in the cluster leads to the production of charges states well above those which are 
observed in strong field ionization of single atoms at similar intensity.188–190 For example, Eq. (36) 
predicts that the ionization rate for Ar+15 → Ar+16 is about 0.001 fs–1 at an intensity of 5 × 1017 W/cm2 in 
a 1-μm laser pulse. This would yield approximately 10 percent ionization to He-like Ar during a 100-
fs pulse. On the other hand, the BSI theory indicates that an intensity of 2 × 1021 W/cm2 would be 
needed to achieve significant ionization to Ar+16 by direct field ionization. This laser driven collisional 
ionization can lead to the production of very high charge states in clusters, even at modest laser 
intensity.189,190

Outer Ionization of the Cluster If space charge forces retain the inner ionized electrons in the body 
of the cluster, the removal of electrons from the cluster sphere, outer ionization, may take much 
longer than the initial inner ionization (see Fig. 17). There are two regimes for outer ionization in 
the strong field irradiation of the cluster. First, the laser field itself can extract the electrons from the 
cluster. In a very strong field (i.e., E Q e R0 0

2>> clust / , where Qclust is the number of electrons removed 
by outer ionization from the cluster, and R0 is the radius of the cluster), outer ionization occurs 
almost instantaneously and the cluster enters the Coulomb explosion regime. For laser fields com-
parable to or smaller than the binding field of the laser, it can be shown that the number of electrons 
outer ionized by the laser field is191
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Position in the cluster
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Inner ionized electrons 
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FIGURE 17 Plot of the Coulomb potential of ions arrayed in a cluster. The 
close proximity of many ions can suppress the barrier of the binding potentials, 
enhaning the tunnel ionization rate in the cluster. Some ionized electrons, how-
ever, will be confined to the cluster potential as a whole, resulting in the forma-
tion of a nanoplasma.
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which is proportional to the square root of intensity. Alternatively, outer ionization can occur by 
electrons that have been heated sufficiently to escape the binding potential of the cluster. In this 
case, the rate of outer ionization by “free streaming” can be estimated assuming a Maxwellian elec-
tron energy distribution with temperature, Te

181
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where Kesc = Qcluste
2/R0 is the energy needed to escape, λ πe B e ek T n Z e= +( ) ( ) ln2 44 1/ Λ is the electron 

mean free path in the cluster and ln Λ is the well-known plasma Coulomb logarithm.

Coulomb Explosion of Small Clusters

If a cluster is stripped of most of its electrons via the outer ionization process very quickly, much 
faster than the cluster can expand, the cluster will disassemble by a Coulomb explosion. For the 
cluster to evolve in this limit, two conditions must be met (1) the intensity of the light field must be 
high enough and (2) the laser pulse must ramp up to the intensity needed for complete outer ion-
ization must faster than the cluster expands.

The first condition is difficult to determine as the intensity needed for complete outer ionization 
is not easily calculated analytically; it depends on the dynamics of the driven electron cloud in the 
cluster. This can be estimated by requiring that the laser ponderomotive energy dominates the elec-
tron dynamics over the confining potential energy of the cluster, 
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Here Qclust is the total charge on the cluster sphere from electrons that have previously exited the 
cluster. The second condition mandates that the rise time of the laser pulse to the stripping ponder-
omotive potential be faster than the explosion time of the cluster. This characteristic explosion time 
can be estimated by calculating the time required for a charged cluster to expand from its initial 
radius, a, to twice its initial radius. Integration of the motion of a charged deuterium cluster yields 
for this characteristic explosion time:
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where mi is the mass of the ions and ni is the density of atoms in the cluster. Note that tCoul is inde-
pendent of cluster radius and equals about 15 fs for fully stripped hydrogen clusters. Equation (40) 
indicates that the Coulomb explosion limit can usually be accessed in clusters only with intense, 
sub-100-fs laser pulses.192 

If a Coulomb explosion is driven and it can be assumed that all electrons are removed prior to 
any ion movement, the ion energy spectrum from a single exploding cluster, denoted fsc(e), can be 
stated as193
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where e max is the maximum energy of ions ejected and corresponds to those ions at the surface of 
the cluster, ε πmax = 4 32

0
2e n Ri / . In hydrogen clusters, for example, e max is about 2.5 keV for 5 nm 
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clusters. This ion spectrum is peaked near e max. In most experiments, however, the clusters irradi-
ated are composed of a broad size distribution. This tends to broaden the ion energy distribution 
observed.

Nanoplasma Description of Large Clusters

In the limit of a Coulomb explosion, the principal absorption mechanism for laser light is in the 
deposition of the energy needed to expel the electrons from the charged cluster. The other limit of 
strong field laser cluster interactions occurs when there is little or no outer ionization subsequent 
to significant inner ionization in the cluster. This tends to occur in larger clusters and clusters com-
posed of higher Z atoms which can become more highly charged. When outer ionization lags inner 
ionization, a nanoplasma is formed in the cluster.181 In this case, the laser interactions with the clus-
ter can be dominated by collective oscillations of the electron cloud.

Cluster Electron Heating Because the electrons are confined to the cluster by space charge forces, 
they can acquire energy from the intense laser field. Because of the collective oscillation of the elec-
tron cloud, the electric field inside the cluster will be72
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where the dielectric constant can usually be taken to be a that from a simple Drude model for a plasma 
ε ω ω ω νD p i= − +1 2

0 0/ ( ). n is the electron-ion collision frequency (discussed below). Equation (42) 
indicates that the field is enhanced in the cluster when the laser frequency is 31/2 times the plasma 
frequency, that is, when n n n m ee e/ /crit crit= =3 40

2 2. ( ω π  is the plasma critical density, at which the laser 
oscillates at the plasma resonance frequency.) This resonance condition corresponds to a state in 
which the laser frequency matches the natural collective oscillation frequency of the electron cloud 
in the spherical cluster. This resonance condition is accompanied not only by an increase of the field 
in the cluster but also an increase in the electron heating rate and cluster absorption of energy from 
the laser. The heating rate of electrons in the cluster is then194
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The choice of collision frequency in this equation is complicated by various aspects of strongly cou-
pled plasma physics, but for most interactions in which the electrons in the cluster are dominated by 
the driven motion of the laser electric field, we can say that the collision frequency most relevant for 
strong field cluster interactions is195
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where Z is the average charge state of ions in the cluster and ve = (kBTe/me)
1/2. The principal conse-

quence of this resonance occurs after the cluster has been initially inner ionized to an electron den-
sity near that of a solid (~1023 cm–3). As the cluster expands, its resonance frequency falls and, if the 
laser pulse is long enough, will come into resonance with the laser. This is accompanied by a violent 
driving of the cluster nanoplasma cloud with rapid energy deposition in the cluster. Electron tem-
peratures of many tens of keV are possible, even with modest (<1016 W/cm2) drive intensities. When 
such cluster nanoplasmas are irradiated in a dense gas jet, very high (near 100 percent) absorption 
of the laser occurs196 and bright x-ray emission, high ion temperatures, and even nuclear fusion can 
be observed.182,197–200 Because of this dynamic plasma resonance, there is often an optimum pulse 
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duration for heating clusters in this manner.201 For example, small Ar clusters can expand into reso-
nance on a 100-fs timescale, while large (>10 nm) Xe clusters can take 1 to 5 ps to reach resonance 
with a near-IR laser.202

Cluster Expansion Mechanisms In the nanoplasma regime, the cluster will expand, though not 
by Coulomb repulsion forces between ions, as it does in the Coulomb explosion regime. Instead, 
it will expand by the ambipolar potential created by the thermal pressure of the hot electrons 
in the nanoplasma, pe = nekTe. This pressure will lead the cluster to explode on a time scale of 
texpl ≈ R0(me/ZkTe)

1/2. The resulting ion spectrum will be characteristic of that from a hydro-
dynamicailly exploding plasma, as illustrated in Fig. 18. The hot tail that results from such an 
expansion can lead to the production of ions with hundreds of keV to MeV of energy, even in 
laser pulses with ponderomotive energies of only ~1 keV (an intensity of about 1016 W/cm2 in a 
near-IR field).

It should be noted that the simple model used here to describe the clusters in the nanoplasma 
regime rely on the assumption that the cluster remains more or less uniform density. During the 
expansion of the cluster, it will devolve from a uniform density to a plasma with a radial plasma gra-
dient. In this case, the absorption is likely dominated by resonance absorption (described in Sec. 21.10) 
at the critical density surface around the cluster circumference.203 In addition to the absorption pro-
cesses described, various plasma processes can occur, such as electron ion equilibration and electron 
recombination, affecting the cluster dynamics. 

Intense Laser Pulse Interactions with Clusters
in the Nonneutral Regime

The description of the dynamics of a cluster in a strong laser field in a regime intermediate to the 
Coulomb explosion and the nanoplasma regimes, when outer ionization is only partial, is compli-
cated. Simple electrostatic theory tells us that if some of the electrons have been outer ionized, then 
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FIGURE 18 Example of the ion spectrum resulting from the irra-
diation of Xe clusters in the nanoplasma regime. These ~2500 atom 
Xe clusters were irradiated by a 100-fs pulse at an intensity of ~2 × 1016 
W/cm2. This illustrates how ions with energies (~1 MeV in these data) 
much higher than Up

 (~1.2 keV here) can be generated during the inter-
action with clusters. (Figure adapted from Ref. 189.)
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the cluster, no longer quasi-neutral will evolve so that the remaining electrons will collapse into 
an inner, neutral cloud within the cluster, a situation illustrated in Fig. 19.191 The laser field will 
then pull the electron cloud over by a distance d0 = 3eE0/mewp

2. This extracts electrons through 
laser field acceleration.

Electron Stochastic Heating In the intermediate regime of cluster ionization, there will be a popu-
lation of electrons that will be driven by the laser in the vacuum surrounding the cluster sphere. 
These electrons can pass in and out of the cluster a number of times, picking up energy from the 
laser at each pass, in a manner similar to the vacuum heating described in Sec. 21.10. This heating 
is called stochastic heating and leads to the generation of a population of very high energy elec-
trons. It can be shown that the maximum energy that can be reached by electrons in this manner is 
emax ~ meR0

2w2, an energy which can be well in excess of the ponderomotive energy if the cluster is 
much larger than a quiver amplitude.191

21.9  STRONG FIELD PHYSICS IN UNDERDENSE 
PLASMAS

In this section, we will discuss the physics involved in the interaction of strong field electromagnetic 
pulses with underdense plasma, namely, plasma in which the plasma frequency ω πp e ee n m= 4 2 /
is smaller than the laser frequency, w0. In this situation, the refractive index of the plasma 
n p= −1 2

0
2ω ω/ , is real and the laser field can propagate through the plasma. At high intensity, 

various field driven coupling mechanisms occur which deposit energy into the plasma fluid through 
interactions with charged particles individually or through interactions with plasma waves. These 
interactions tend to heat the plasma electrons as a whole or they directly couple laser energy into a 
small population of fast electrons.

Ion background 
ne = 0

 

Residual electron core 
ne ≈ ni

 

Displacement ~ E0

Laser E-field

FIGURE 19 Schematic showing the geometry of the electron cloud 
within the ion sphere of a partially charged cluster. The electron cloud 
contracts to create a quasi-neutral core which can be driven from side 
to side by the strong laser field. When the oscillations are large enough 
that some of the electron cloud is pulled out away from the ion sphere, 
outer ionization of these electrons occurs.
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Strong Field Inverse Bremsstrahlung Heating

Perhaps the most basic mechanism for an intense light pulse to heat underdense plasma is through 
inverse bremsstrahlung: collisional heating. In the strong field regime with IR or optical wavelength 
pulses, the process can be accurately described classically. The nature of the heating is illustrated 
in Fig. 20. When an oscillating electron in the laser field collides with an ion and scatters from the 
Coulomb field of the ion, its adiabaticity is broken, acquiring some random, thermal energy from 
the laser field. The heating rate of electrons is then some appropriate electron-ion collision fre-
quency times the amount of energy gained per collision, which can usually be taken to be the pon-
deromotive energy. So the heating rate per electron is dU/dt|IB � νei Up.

184

At low intensities, the electron-ion collision frequency can be taken to be the usual temperature-
dependent plasma electron-ion collision rate.204 In the strong field regime the picture is a little dif-
ferent. When Up > kBTe the electron motion is dominated not by thermal motion but instead by the 
ponderomotive motion of the laser, which means that the standard collision frequencies utilized in 
normal plasma physics cannot be used. There have been various models published to describe the 
electron heating and dynamics in this strong field limit.195,205 A good model for heating of electrons 
in a strong field leads to a heating rate of 206
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Again, lnΛ is the usual plasma Coulomb logarithm, which can be taken for the underdense plasmas 
treated here to be Λ =( ) / / /kT Ze ne i

3 2 1 2 3 1 24/ π . 
Notice that in this high-intensity regime, the heating rate actually decreases with increasing 

intensity (as I−1/2), which results from the strong decrease of the Coulomb scattering cross section 
with increasing electron velocity. (The heating rate also decreases with increasing wavelength for the 
same reason.) It is interesting to note that, when the full kinetic evolution of the electron energy dis-
tribution function is solved in the high-field limit, the electron distribution approaches that natu-
rally of a Maxwellian, independent of any electron equilibration.206
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FIGURE 20 Calculation of the classical trajectory of an elec-
tron in a laser pulse which decays in time adiabatically to zero. 
The electron velocity falls to zero with the laser field and acquires 
no net energy when no collision takes place. If, however, an 
instantaneous 90° collision occurs, this breaks the adiabaticity 
of the electron’s oscillation leaving it with some residual velocity 
after the pulse field has fallen to zero. This is the origin of inverse 
bremsstrahlung heating.
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Plasma Instabilities Driven by Intense Laser Pulses

A salient feature of high-intensity laser interactions with plasmas is that plasmas can support collective 
motion, including coherent waves, which couple to the electromagnetic field of the laser. These plasma 
waves manifest themselves in various ways, such as in ion acoustic waves, (which are essentially sound 
waves in the plasma gas184). Because a plasma is composed of a positively charged ion fluid and a nega-
tively charged, light electron fluid, it can also support electrostatic and propagating electromagnetic 
waves, often called Langmuir waves, composed of an oscillating electron density fluctuation.

Because the laser field is an electromagnetic wave, it can couple energy to these plasma waves as 
the pulse propagates through the plasma. For example, if the pulse drives ion acoustic waves, the 
process is termed Brillouin scattering. This process is usually not significant in ultrashort pulse, 
high-intensity interactions because the mass of the ions are so large that the growth rate of such 
instabilities is too slow for the laser pulse duration. Of greater importance to intense ultrashort laser 
pulses (with I > ~1016 W/cm2) is the coupling of laser energy to electron plasma waves. This cou-
pling can occur through a panoply of mechanisms, such as the so-called 2wp mechanism,207 but the 
most important process in the strong field regime is electron Raman scattering.208 The energetics of 
this process are described in Fig. 21. In Raman scattering, one laser photon is coupled to an electron 
plasma wave (which naturally oscillates at the plasma frequency) and results in the production (or 
destruction) of one quanta of the plasma wave with the simultaneous production of a photon at a 
shifted wavelength. The scattered light has frequency downshifted if energy added to the plasma wave 
(the Stokes process) or upshifted if energy is absorbed from the plasma (the anti-Stokes process).

In an intense laser pulse this process can undergo positive feedback, resulting in an exponentially 
growing instability, coupling a significant amount of light energy into the electron plasma wave 
(which is usually a longitudinal electron density fluctuation). How this happens can be seen if one 
considers what happens if a Stokes photon is produced in a Raman scattering event at a frequency 
of ws = w0 − wp. This new field can add to the fundamental laser oscillation creating a beat frequency 
of wb = w0 − ws = wp which can then, in turn, drive the plasma wave resonantly, increasing its ampli-
tude and further driving the production of more Stokes photons. This feedback process leads to 
exponential growth of the Stokes field and the plasma wave, and is usually referred to as stimulated 
Raman scattering (or SRS).

The growth rate, defined by noting that the scattered wave amplitude and scattered light field 
grow as ~eΓt, can be found from the coupled nonlinear equations describing the Stokes field (which 
is the one which will be resonant, growing the fastest) and the plasma wave. In the nonrelativistic 
limit, this growth rate is184
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FIGURE 21 On the left, the energetics of Raman scattering in a plasma are 
demonstrated for the Stokes process in which a laser photon is scattered by a 
plasma wave creating a lower energy Stokes photon and depositing �ω p of 
energy into the plasma wave. The right-hand drawing illustrates the conservation 
of momentum for SRS backscatter and forward scatter, showing that the electron 
wave k-vector, and hence the growth rate, are maximum for the backscatter case.
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here ωBG is the Bohm-Gross plasma frequency ω ωBG /= +p B ek k T me e
2 2 23 ( ) , which is simply equal 

to the plasma frequency for a cold (Te = 0) plasma, and ke e=| |k  is the magnitude of the wave-
number of the plasma wave, defined by conservation of momentum by k k ke s= +0 . Equation (46) 
illustrates that the growth rate of this instability increases as the square root of the light intensity. 
In underdense plasma such that w0 >> wp, wBG the growth rate also scales with the square root of 
laser drive wavelength. Consequently, high intensity, long wavelength light pulses are much more 
susceptible to the SRS instability. In practice, an intense light pulse will cause the instability to grow 
from density fluctuations arising from thermal noise present in any plasma. When the laser pulse 
has passed, the plasma waves will tend to damp either by collisional processes in the plasma or by 
noncollisional processes such as Landau damping.184

The growth of SRS has two significant consequences: (1) it acts to absorb energy from the intense 
laser pulse coupling its energy to the plasma electrons and (2) it can drive plasma waves to large ampli-
tude, which, in turn generate high energy, nonthermal electrons. Often the hot electrons generated can 
have energy many times that of the ponderomotive energy, which means electrons of tens to hundreds 
of keV even at modest intensity (say ~1016 to 1017 W/cm2). There are two important regimes of SRS.

Stimulated Raman Backscatter In a low density plasma (w0 >> wp) | | | |k k0 ≈ s . From Eq. (46) it can be 
seen that for a given plasma density and laser intensity the growth rate is maximum when ke is maxi-
mum. As Fig. 21 illustrates this occurs when the generated Stokes light is directly backscattered. In this 
case, when the plasma is cold, the growth rate in the nonrelativistic limit is ΓSRS-bs /≈ ω ωp p eU m c0

2.
The growth time in this case is just the temporal pulse duration of the main pulse, since the Stokes 
field propagates backward through the main pulse. If the laser pulse spatial length is comparable to 
the length of the medium of interaction, a condition satisfied, for example, when an intense picosec-
ond pulse propagates through a gas jet of a few mm in length, SRS backscatter will be the dominant 
plasma instability.209 Practically speaking, SRS backscatter will be important—resulting is a significant 
amount of laser energy backscattered (>1 percent) and significant plasma heating—when GSRStpulse 
~6 to 7. Equation (46) indicates that this will occur in a 100-fs pulse with wavelength near 1 μm 
propagating through a plasma of ne ~ 1018 W/cm2 when the pulse intensity exceeds ~2 × 1017 W/cm2.

Stimulated Raman Forward Scatter When the laser pulse is very intense, and the duration is short, so 
that SRS backscatter has little time to grow, the situation is different. In this case, SRS forward scattering 
is possible, with geometry illustrated in Fig. 21.210 Now, though ke is small the Stokes or anti-Stokes radi-
ation copropagate with the intense drive laser, (and, in fact, both Stokes and anti-Stokes can be nearly 
resonant and grow at about the same rate211). The scattered radiation growth factor is now determined 
by the length of the pulse propagation in the plasma. This effect tends to be particularly important for 
pulses at relativistic intensity (i.e., >1018 W/cm2) so relativistic effects must be included in deriving a 
growth rate. In this case, the growth rate, in terms of the normalized vector potential a0, is
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SRS forward scattering becomes important when ΓSRS-fs L/c ~ 6, where L is the propagation length 
through the plasma. Equation (47) yields the surprising result that at strongly relativistic intensity
Γ ~1/a0 ~1/I1/2 so the growth rate actually decreases with increasing intensity. This is a consequence 
of the increase of the effective mass of the electrons when they are driven at relativistic oscillation 
velocities. Equation (47) indicates that a 1-μm wavelength pulse traversing 5 mm of plasma at density 
1018 W/cm2 will exhibit significant forward scattering when a0 � 0.8, an intensity of ~1 × 1019 W/cm2.

Wakefield Generation and Electron Acceleration

The plasma instabilities discussed in the section “Plasma Instabilities Driven by Intense Laser Pulses” 
essentially arise from the fact that electron plasma oscillations can be driven to large amplitude by 
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the oscillating ponderomotive force of the strong light field. These plasma oscillations are longi-
tudinal waves, with longitudinal electric fields acting as restoring forces on the oscillating electron 
density fluctuations. This situation is shown schematically in Fig. 22. The presence of these strong, 
oscillating electric fields has been investigated for a number of years as a means to accelerate elec-
trons.14,15,32,212–217 Electrons to be accelerated are either injected externally or get accelerated from 
the free electrons in the plasma itself, often through a process known as wave breaking (discussed 
below). Since the acceleration is accomplished through the creation of a plasma wave left in the 
wake of the ponderomotive force of the laser, this idea is termed plasma wakefield acceleration.

In a general sense, the idea is to expel electrons from a region in the essentially immobile back-
ground ions through the ponderomotive force of the laser. The phase velocity of this plasma wave, 
then, is just that of the group velocity of the laser pulse traveling through the plasma, v cg p= −1 2

0
2ω ω/ . 

Electrons injected at the right phase of the plasma wave, if traveling at a velocity near this group 
velocity (i.e. ~c) can surf along with the wave, acquiring energy from it. The laser intensity 
required is set by the scheme in which the plasma wave is produced (detailed below) but in 
general the ponderomotive force, −∇U p at the peak of the pulse should be sufficient to expel 
a sizable number of electrons from their background neutralizing ions. Practically this means 
that the required intensity is 1016 to 1018 W/cm2 for ~1-μm wavelength pulses in moderate den-
sity (~1018 cm−3) plasmas. The longitudinal electric field that is produced in such an oscillating 
plasma wake, EWF, can be easily estimated using Poisson’s equation and the fact that the wave 
moves at nearly c with an oscillation frequency of wp

32

 
E m c ne eWF =η π4 2  (48)

where h is the fractional plasma wave amplitude of the wakefield (Δn/n). Equation (48) indicates 
that very large acceleration gradients are possible with plasmas. In a plasma of density 1018 cm−3 
nearly 1 GeV/cm acceleration can be achieved if the laser pulse is intense enough to approach h ~ 1.
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wake through ponderomotive forces
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Linear wakefield generation Self-modulated wakefield generation

FIGURE 22 Schematic illustration of how wakefield acceleration works in two situations. On the left, the plasma wave is 
excited by the ponderomotive force of a laser pulse with duration comparable to the plasma oscillation time. On the right 
is illustrated the case in which the driving laser is longer than a plasma period, but through Raman forward scattering has 
become modulated at the plasma frequency.
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The accelerating field is limited by the fact that, as one pushes to higher fields, eventually the 
plasma wave becomes nonlinear. This means that the electron fluid velocity begins to exceed the 
wave phase velocity and the wave loses its coherence, a situation called wave breaking.184 This non-
linear behavior can serve to inject electrons out of the coherent wave oscillation into the accelerating 
gradient of the wakefield.213 It does, however, set a limit on the maximum electric field attainable. In 
general this maximum field is very difficult to predict, but a rough estimate can be made using the 
“cold wave-breaking” limit, which says that the maximum wakefield strength occurs when h ~ 1, 
that is  when E m c ee pmax ≈ ω / .66

The limit of acceleration with such laser driven plasma waves, at least in a single plasma stage, 
arises from the fact that there is a slight mismatch between the electron velocity and phase velocity 
of the plasma wave, so that electrons eventually move out of the accelerating phase of the wave and 
catch up to the electric field in the other direction, decelerating the electrons. This dephasing length 
can be found by assuming that the electrons are relativistic with velocity very near c, but that the 
plasma wave has velocity given by that of the laser pulse group velocity. Then the maximum length 
over which an electron can be accelerated before dephasing is L c pdepahse /≈ 2 0

2 3πω ω . For the example 
just cited, this implies a maximum per-stage acceleration length of 3 cm. Because the accelera-
tion field scales as ne

1/2, while the dephasing length scales as ne
−3/2 there tends to be an advantage in 

using lower plasma density (subject to the constraint that it becomes more difficult to propagate an 
intense focused pulse over longer distances). In general, there are three methods of optical wakefield 
generation.

1. Linear wakefield generation. This method relies on nearly resonantly driving a wakefield in 
the plasma by matching the laser pulse duration to the plasma oscillation period, such that 
τ π ωpulse /≈ 2 p.14,212 This situation is schematically illustrated in Fig. 22 on the left. For the condi-
tions cited in the above examples, the optimum plasma wave amplitude is achieved with a pulse 
of ~100-fs duration.

2. Self-modulated wakefield generation. When the laser pulse is much longer than the plasma oscil-
lation period, it cannot resonantly drive the plasma wave. However, as described in the section 
“Plasma Instabilities Driven by Intense Laser Pulses,” plasma instabilities can lead to the creation 
of radiation with frequency shifted by the plasma frequency.210 This copropagating light, stimu-
lated Raman forward scattering, modulates the laser pulse at the plasma period (illustrated in 
Fig. 22, right). Consequently, the self-modulated wakefield requires some period of propagation 
for instability growth and, therefore, typically requires higher intensities than the linear wake-
field. In both linear and self-modulated wakefield experiments, the fast electrons that emerge 
from the plasma typically have a very broad energy spectrum, essentially arising from the fact 
that if electrons are not externally injected, wavebreaking will tend to inject electrons at ALL 
phases of the wakefield, leading to a range of accelerated energies.213,214,216

3. Plasma beat wave acceleration. The third approach to wakefield generation involves copropagat-
ing two pulses at slightly different frequencies such that their difference “beat” frequency is reso-
nant with the plasma frequency. This approach usually requires difficult laser technology and is 
not commonly pursued in the strong field laser regime.215

Bubble Acceleration A somewhat different regime exists in the plasma when the driving laser pulse 
is very intense (>1019 W/cm2), the pulse duration is shorter than the characteristic plasma oscilla-
tion time (about half an oscillation time has been found optimal in simulations28), and the pulse is 
focused to a spot comparable to a plasma oscillation wavelength. In this regime the plasma electron 
density is driven strongly nonlinearly to an amplitude in which wave breaking occurs over a fraction 
of a plasma cycle.218–221 The plasma structure changes and cannot be described as a simple harmonic 
plasma oscillation like that pictured in Fig. 22. Instead, the plasma electrons are completely expelled 
by the three-dimensional ponderomotive force of the pulse, leading to a cavity depleted of electrons in 
the region immediately behind the laser pulse. This “bubble” of electrons filled with the ion background, 
depicted in Fig. 23, can then accelerate electrons which get trapped in a region just ahead of the 
closing rear wall of the bubble. The interesting aspect of such a structure is not that the accelerating 
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gradient is substantially different than the strongly driven linear wakefield case, but that self-injected 
electrons tend to get accelerated at one spot in the bubble, leading to electrons accelerated with gradients 
>1 GeV/cm with a quasi-monoenergetic spectrum, often with energy spread of only a few percent.219

Ponderomotive Channel Formation

The strong ponderomotive forces which lead to the bubble formation described above can also lead 
to a Coulomb explosion of the ions due to their space charge repulsion while the electron expulsion 
exists.222 If the laser pulse is substantially longer than a plasma period (a situation different than the 
bubble regime just discussed) the laser pulse will ponderomotively expel the plasma electrons in a 
more or less adiabatic manner from the focal region. This electron cavitation is nearly 100 percent if 
the following cavitation condition is met: a w cp0 > ω / ,66 where w is the spot size radius of the focused 
laser beam. This ponderomotive cavitation, held during the duration of the laser pulse can then 
result in an ion radial explosion which will persist even after the pulse has departed because of the 
inertia imparted to the ions. This ponderomotive channel formation has been observed in experi-
ments with picosecond duration laser pulses (which are long enough to initiate the ion expansion), 
leading to a channel formed on the laser axis.223 The radial Coulomb explosion of ions in the chan-
nel can lead to the production of radially directed ions with many MeV of kinetic energy.

Direct Laser Acceleration and Betatron Resonance

The expulsion of electrons by the strong ponderomotive force of a relativistic pulse propagating in 
an underdense plasma can have other consequences. On a timescale prior to the Coulomb explosion 
of the heavy ions (often taking many picosecond) the ions do not move significantly, producing a 
transient radial electric field that will confine a small number of electrons to the pondermotively 
cleared core, acting as potential well in which electrons can oscillate. As illustrated in Sec. 21.4, elec-
trons in a relativistic intensity laser pulse are actually driven in a forward motion by the combina-
tion of the electric and magnetic fields of the laser; this laser driven current in turn creates a toroidal 
magnetic field. Trapped electrons in the ponderomotive channel will oscillate in this potential well. 
A relativistic electron trapped in the channel will oscillate at the betatron frequency, which is roughly 
ω ω γB p= /2 1 2/ . If the electron is propagating at relativistic speed along with the laser, the betatron 
frequency can be in resonance with the oscillations of the laser field. This leads to significant 
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FIGURE 23 Illustration of how a plasma responds and 
electrons are accelerated when irradiated in the bubble 
regime. (This figure was adapted from Ref. 28.)
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acceleration of the electron while it remains in resonance with the laser field, a situation termed 
“direct laser acceleration” (DLA).224

This situation is, in a sense, the inverse to the free electron laser situation. In an FEL energy is 
coupled from relativistic electrons to an electromagnetic wave in an undulator; in DLA the reverse 
occurs with the betatron oscillations of the ion channel playing the role of the undulator. The oscil-
lating relativistic electrons will also produce soft x-ray radiation through their interactions with the 
quasi-static toroidal magnetic field,28 a situation similar to electrons in a synchrotron.

Ionization-Induced Defocusing

As an intense focused laser pulse propagates into a gas it will ionize the atoms by tunnel and multi-
photon ionization, initiating the creation of a plasma. As this ionization occurs, the electron density 
of the plasma increases, affecting the propagation of the laser in a process known as plasma-induced 
defocusing.225,226 Because the spatial profile of any focused laser pulse is inevitably peaked with 
higher intensity near the center of the propagation axis, ionization tends to occur in the center of 
the beam earlier in the pulse, resulting in a higher density plasma on axis than at the edges of the 
beam. The situation that arises is illustrated in Fig. 24. A plasma has a refractive index less than 1, 
meaning that the denser plasma yields a faster phase velocity. Because of this, the pulse’s phase fronts 
will advance in the center of the beam, where the ionized plasma has higher electron density, caus-
ing a net defocusing of the beam. This has the practical experimental consequence of clamping the 
maximum intensity that can be achieved by a focused laser in a gas target.226

The magnitude and specifics of the defocusing effects are difficult to quantify, as they depend on 
the kind of gas irradiated, the intensity of the laser and the spatial profile of the light beam near the 
focus (not to mention that the electron density radial profile is transient evolving during the laser 
pulse itself). However, an estimate for the maximum electron density that can be reached before 
defocusing clamps the laser intensity can be made by noting that the refractive index near the focus 
acquires a radially (and time) dependent profile: 
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FIGURE 24 Description of how plasma formation at the focus of a laser can induce defocusing.
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(Assuming that the electron density is well below the critical electron density, ncrit = me w0
2/4pe2 

which is about 1021 cm−3 for 1-μm wavelength light.) Noting that the higher electron density acts as 
a negative lens, we can find the focal length of this negative lens by assuming that the laser propa-
gates through the plasma over a length equal to its focused Rayleigh length z wR =π λ2 / . In this case, 
ionization-induced defocusing will dominate the propagation of the focused pulse when
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When the on-axis electron density reaches this level, the pulse focusing will be clamped and will begin 
to defocus. For example, a 1-μm wavelength laser focused to a 10-μm spot will defocus when the on-
axis electron density reaches about 1018 cm−3. Creating any greater electron density will be difficult 
unless the gas geometry is fashioned so that the beam is focused to its tightest spot outside of the gas.

Relativistic Interactions in Plasma: Self-Channeling 
and Self-Phase Modulation

When the light pulse intensity is relativistic (a0 >1) the electrons oscillating in the strong field of the 
laser, acquire relativistic velocity during a single cycle. This means that the electron mass changes 
during the course of the light period affecting the optical properties of the plasma.25 This can be 
seen by noting that the refractive index of a plasma, n p= −1 2

0
2ω ω/ , depends on the plasma fre-

quency, which in turn depends on the square root of the electron mass. An increase in the effective 
mass of the electrons in the plasma through their relativistic oscillation will decrease the instan-
taneous value of the plasma frequency and, therefore, increase the value of the refractive index. 
Because the relativistic mass increase in the field depends on field amplitude (and hence intensity), 
the refractive index of the plasma in the relativistic regime is now intensity dependent. 

Recalling the field-induced oscillatory gamma γ osc /= +1 20
2a  the refractive index in the 

plasma is now
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Many of the results of standard nonlinear optics can now be applied to this relativistic underdense 
plasma. In low-density plasma (ne << ncrit) at modest a0 (<1) Taylor expansion of refractive index allows 
us to retrieve the refractive index in a standard nonlinear optics format in which n n n I= −0 2

,175 where 
n0 is the usual, nonrelativistic linear refractive index of the plasma, n p= −1 2

0
2ω ω/  and the nonlinear 

refractive index is
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The intensity dependence of the plasma refractive index has two significant consequences, both with 
analogues in traditional nonlinear optics.

Relativistic Self-Focusing and Self-Channeling When a relativistically intense pulse, with a radially 
dependent intensity profile propagates through the plasma, relativistic effects can cause an increase 
in the refractive index on the center of the propagation axis, as illustrated in Fig. 25. This causes the 
phase fronts near the axis to be retarded with respect to those at the pulse’s outer edges, resulting in 
self-focusing of the pulse as it passes through the plasma.20,227–230 Focusing will occur if the focus-
ing power of the nonlinear refractive index is stronger than the natural defocusing of a pulse from 
diffraction of the wave (or any ionization-induced defocusing). Because both of these competing 
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effects depend on the spot size (a larger spot means lower intensity and less relativistic self-focusing 
but, at the same time, a larger spot means less defocusing from diffraction). It can be shown that the 
threshold for self-focusing to occur is independent of intensity and depends only on the power of 
the light pulse. This critical power is217
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or in practical units, (and in a form often quoted in the literature) Pc = 17 (w0/wp)
2 in GW. This 

means that if a 1-μm wavelength pulse propagates through a plasma at an electron density of 1018 cm−3, 
the critical power for the pulse to undergo relativistic self-focusing is ~20 TW. 

If this power is achieved in the plasma, the pulse can potentially (though not necessarily) undergo 
relativistic channeling. The power of the laser must exceed Pc, but, in addition, the self-focal length 
must be fast enough to force a collapse of the pulse spatially within the experimental extent of the 
plasma (see Fig. 25). When these conditions are fulfilled, self-channeling occurs, permitting the intense 
pulse to propagate through the plasma at its focused diameter over a length which is many times that 
which would be allowed by simple diffraction (i.e., ~zR). Self-channeling in underdense plasma of dis-
tances up to 100 Rayleigh ranges has been observed.230 Using these criteria, and Eq. (52) the intensity 
required for self-channeling in a plasma of length lp is I w n lp> 2

2
2/ . This relationship implies that a 1-μm 

wavelength pulse, focused to a radius of 10 μm in a plasma of ne ~ 1018 cm−3 with length of 1 mm, will 
require a peak intensity of about 1018 W/cm2 to undergo self-channeling.

Relativistic Self-Phase Modulation The second nonlinear optical consequence of the relativistic 
refractive index results from the temporal variation of the intensity of the pulse. This temporal varia-
tion leads to a time-dependent refractive index which, in turn, induces a time-varying phase on the 
pulse, a process known as relativistic self-phase modulation (SPM).36,231 As in the analogue of SPM 
in traditional nonlinear optical materials, the relativistic SPM can significantly broaden the spectrum 
of the pulse. The effects of SPM on a pulse are well treated in the optics literature and the relativistic 
case is essentially similar to these treatments utilizing Eq. (52). The spectrum of the pulse will be 
broadened by the SPM through the frequency shift acquired over a propagation distance dx
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This relationship shows that a strongly phase modulated pulse (initially transform limited) in a 
plasma of length, L will have its initial spectrum broadened significantly when I c n L> /ω0 2 . This will 
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FIGURE 25 Description of relativistic induced self-focusing and channeling in an underdense plasma.
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be a significant effect, for example, on a 1-μm wavelength pulse in a 1-mm-long plasma of 1018 cm−3 
at an intensity of > 2 × 1018 W/cm2 (independent of pulse duration).

21.10  STRONG FIELD PHYSICS AT SURFACES 
OF OVERDENSE PLASMAS

Structure of a Solid Target Plasma Irradiated at High Intensity

The irradiation of a solid target with a strong field laser pulse leads to an enormous plethora of effects, 
far too numerous to detail in this chapter. However, a common aspect of such interactions is that the 
intense laser pulse deposits energy very quickly into the solid, creating an overdense plasma (ne > ncrit). 
This plasma expands and, depending on the pulse duration and the temporal structure of the laser pulse, 
can create an underdense region through which the intense pulse must propagate before reaching the criti-
cal density surface (where ne = ncrit) and being reflected. The morphology of such interactions is illustrated 
in Fig. 26. Solid target interactions are accompanied by a range of mechanisms which serve to absorb laser 
energy, many of which result in the production of hot electrons. These hot electrons can often have ener-
gies in the relativistic range if I l2 of the laser is greater than ~1017 W/cm2-μm2 (an a0 of about 0.3).

It is usually convenient to think of strong field laser interactions with solid target plasmas in two 
regimes. 

1. When the laser pulse has very little “prepulse” (i.e., laser energy which precedes the primary, typically 
Gaussian-shaped pulse, by many picoseconds or nanoseconds), and is very fast, the solid target retains 
a sharp density profile with electron density rising from vacuum to an over critical value within much 
less than a laser wavelength. This condition can be achieved if the plasma expands much less than a 
wavelength within the laser pulse duration, a condition which can be estimated by noting that the 
plasma expands like an ideal gas so a sharp plasma interface is retained if tp (kBTe/mi)

1/2 << l.

2. If the intense laser pulse is longer or is preceded by significant prepulse (intense enough to pre-
ionize the solid before the main pulse arrives), the solid plasma will expand, creating a lower 
density plasma scale length (as pictured in Fig. 26). In this case, the incoming laser must interact 
with some region of underdense plasma many wavelengths long, in which effects such as SRS or 

FIGURE 26 Illustration of the laser field as it propagates into a plasma density 
scale length up to the critical density at the surface of an overdense plasma.
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self-channeling as discussed in Sec. 21.9 can take place. The specific profile of the plasma, and 
the shape of the incoming light field will be complicated, but it is useful to examine the solution 
when the plasma density profile is linear with position characterized by density scale length �, 
(the length over which the electron density ramps up from 0 to ncrit ). In this case, the incoming 
electric field of the laser is of the form184

 
E z c E c z( ) ( ) Ai[( ) ( )]/ / /= −2 1 2

0
1 6

0 0
2 2 1 3π ω ω� � �/ /  (55)

 where E0 is the strength of the incident field in vacuum and Ai[x] is the well-known Airy func-
tion. The field swells near the critical density reflection point, which has a consequence on many 
strong field aspects of longer pulse interactions. The extent of this swelling is approximately 
given as E c EMAX /≈1 9 1 6

0. ( ) /ω� .

Resonance Absorption and Vacuum Heating

When an intense laser creates conditions like those shown in Fig. 26, various absorption mechanisms, 
almost all of them coupling laser light into plasma electron energy, rise up. Typically, all of these 
absorption mechanisms will conspire to create a situation in which the absorption of the laser by the 
solid is in the vicinity of 20 to 60 percent, depending on laser intensity and focal geometry.232,233 One 
particularly important absorption mechanism arises when the laser is obliquely incident on the tar-
get surface with p-polarization, a situation with a nonzero component of the laser field oscillating in 
and out of the target surface, as illustrated in Fig. 27. The component of the laser field perpendicular 
to the surface of the target E⊥ leads to electrons being driven across a density gradient, depositing 
energy into those electrons near the critical density surface. The nature of the laser coupling of energy 
to these electrons depends on whether the plasma interface has a long scale length or is sharp.

Resonance Absorption When a plasma scale length greater than the incident laser wavelength 
exists, E⊥ of the laser can drive resonant plasma oscillations at the critical density surface (where the 

FIGURE 27 Illustration of resonance absorption on the left and vacuum heating on the right.
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laser frequency is equal to the plasma oscillation frequency) along a direction parallel to the plasma 
gradient. These driven plasma oscillations lead to what is known as resonance absorption.184,234 This 
process, illustrated on the left in Fig. 26, leads to deposition of laser energy into an electron wave 
which can be damped by collisions or by other collisionless effects, such as Landau damping or wave 
breaking, in turn leading to the production of supra-thermal electrons.235 Because the driving field 
E⊥ determined two competing effects with incidence angle there is an optimum incidence angle for 
maximum resonant absorption. Greater incidence angle q produces greater perpendicular com-
ponent of E-field, however, the laser field reflects further away from the critical density surface at 
higher incidence angle184 requiring the field to tunnel further to the resonant electron density at ncrit. 
Consequently, the efficiency of resonance absorption peaks at an angle given approximately by

 

θ
ωMAX ≈

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

−sin

/

1

0

1 3

2
c

�
 (56)

Energy deposited by resonance absorption per unit time in the plasma is linear with laser inten-
sity, and the fraction of laser power absorbed in this manner, fRA, can be shown to be equal to22 
f q e q

RA
/≅ 2 6 2 4 33

. , where q c=( ) sin/ω θ�/ 1 3 . This absorption mechanism tends to produce a compo-
nent of hot electrons which travel into the target in a direction normal to the target surface. The 
electrons usually exhibit an energy distribution much like that of a Maxwellian. Particle-in-cell 
(PIC) simulations and experiments have shown that, in the strong field, ultrashort pulse regime, tem-
perature of this hot Maxwellian from resonance absorption is roughly, (in terms of indicated units), 
Thot[keV] � 2 × 10−4 (T0[keV] I[W/cm2] l[μm]2)1/3,236 where T0 is the background plasma tempera-
ture. So a 1-μm laser at an intensity of 1018 W/cm2 incident on a 1 × keV plasma typically produces a 
distribution of hot electrons with temperature in the vicinity of 200 keV.

Vacuum Heating When the plasma density gradient is much smaller than a wavelength (or 
more accurately, when the plasma density gradient is smaller than the oscillation amplitude of 
electrons in E⊥) a different description of the resonant heating is required. Instead, a situation 
like that shown on the right side of Fig. 27 exists. Here, an obliquely incident intense laser can 
pull electrons from the overdense plasma, accelerate them in vacuum and, once the oscillating 
electric field reverses direction, accelerate them back toward the overdense plasma interface. Once 
the electrons are propelled back into the overdense plasma, the laser field is shielded and the elec-
trons retain a large fraction of the energy they acquired in their vacuum excursion. This process is 
commonly called vacuum heating or “Brunel absorption.”237–239 Like resonance absorption, this 
process requires p-polarized light so that E⊥ � 0, and results in fast electrons being accelerated 
in a direction perpendicular to the target surface. The electrons’ average energy will, naturally be 
roughly equal to Up since this is about the energy they gain in their vacuum half-cycle oscillation. 
When the laser intensity is nonrelativistic, the absorbed power varies as the 3/2 power of intensity 
(unlike resonance absorption where the power deposition is linear with intensity). The fraction of 
absorbed laser power in vacuum heating in this case is
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where, again, q is the incidence angle of the laser. This absorption is maximum at the highest 
angles and increases with the square root of the intensity. Note, however, that the hottest electrons 
are created when E⊥ is maximum, a condition which occurs at 55° if we assume nearly 100 percent  
reflection from the plasma surface. Note that the absorption fraction predicted in Eq. (57) can be 
>1 at high-intensity and incidence angle. This is because 100 percent  reflection was assumed and 
no relativistic effects are included. Therefore, Eq. (57) is only appropriate for the low-absorption 
regime. In the strongly relativistic limit (when a0>>1) the dynamics of vacuum heating become 
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more complicated. It can be shown that in this regime the absorption approaches 100 percent  at an 
optimum angle of 73° and that the fractional absorption is66
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Other Collisionless Absorption Mechanisms: j ë B Heating 
and Anomalous Skin Effect

Resonance absorption or vacuum heating are usually the most important absorption mechanisms 
for an intense laser pulse incident on a solid-density plasma (though at near normal incidence, 
or with s-polarization, simple collisional absorption is most important when � >> l). However, 
there are other mechanisms which can lead to absorption of an intense light pulse on the surface 
of an overdense plasma (and the potential for producing hot electrons). In almost all cases these 
mechanisms rely on the presence of a steep density gradient, just as one finds in the vacuum heating 
regime discussed above. At modest intensity, defined as the regime in which Up < kBTe, a phenomena 
known as the anomalous skin effect takes place.240 Absorption through this effect essentially results 
when electrons in the plasma have a large mean free path when compared to the skin depth (c/wp) 
in the plasma. Electrons migrate via their thermal motion into this skin depth region and acquire 
energy from the electric field’s evanescent wave in the plasma. This absorption effect is found to play 
a minor role in short-pulse laser-plasma interactions (with absorption typically less than 5 percent) 
and, because of the requirement of low Up, is usually not important for laser intensity above about 1015 W/
cm2. Unlike RA or vacuum heating, this absorption mechanism does not require oblique incidence, 
and therefore, can play a nonnegligible role for moderate intensity, normal incidence situations.

A much more important absorption mechanism at a sharp dense plasma interface occurs in the 
relativistic intensity regime. In this regime, the magnetic field of the light pulse begins to play a sig-
nificant role in the trajectory of the driven plasma electrons. Plasma electrons at the surface of the 
plasma, driven transversely by the E-field with velocity approaching c, feel an oscillating force in the 
direction of the laser’s k vector from the now significant Vosc × B force.241,242 The electrons acquire 
energy in a manner similar to vacuum heating except now the oscillatory driving force is the j × B 
term, oscillating at a frequency of 2w0. Oblique incidence is not necessary for this j × B heating to 
occur; the heating, in fact, is maximum at normal incidence (where E-field driven vacuum heating 
vanishes). As a consequence, at relativistic intensity, the relative importance of vacuum heating and
j × B heating depends on incidence angle, polarization (s- or p-) and intensity. In general, j × B heating 
will dominate when voscB > 2E0 sin q, even with p-polarized light, which is equivalent to a0 >21/2 or an 
intensity greater than ~4 × 1018 W/cm2 in a 1-μm wavelength field at q = 45°. There are situations when 
both vacuum heating and j × B occur, with vacuum heating producing hot electrons normal to the 
target and j × B producing electrons parallel to the laser direction. Again, the energy of the accelerated 
electrons from j × B heating will roughly equal the relativistic ponderomotive potential, (gosc − 1) mec

2.22

Ponderomotive Steepening and Hole Boring

An intense pulse incident on a solid density plasma surface will exert a force on that plasma. Because 
the pulse will have some temporal rise, there is naturally a gradient in the ponderomotive energy 
−∇Up, which will drive the plasma inward, as illustrated in Fig. 28.242 This ponderomotive gradient is 
really nothing other than the manifestation of the pressure associated with the light pulse I/c, which 
can be very high. The light pressure of a pulse at an intensity of 1018 W/cm2 is ~330 Mbar, equiva-
lent to the thermal pressure of a plasma at solid density of ne ~ 1023 cm−3 when the electron temper-
ature is 2 keV, well above the thermal temperatures of most laser plasmas. At modest intensities, the 
ponderomotive gradient will simply slow the expansion of the plasma outward. However, when I/c > 
nekBTe, the laser pulse will push the plasma back toward higher density, decreasing the plasma density 
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gradient, a process referred to as ponderomotive steepening. This reversal of the plasma velocity will 
manifest itself as a red shift in the spectrum of the reflected laser pulse or its harmonics.243,244

At very high intensities, such as 1019 W/cm2 or greater, the light pressure can be sufficient to push 
the plasma, even over the short timescales of laser pulses usually employed, back into the target. The 
high-intensity limit of ponderomotive steepening is commonly called hole boring, a process pictured in 
the PIC simulations of Fig. 28. Hole boring drives ions into the plasma at high velocity. This ion velocity 
can be estimated by balancing the inward ion momentum flux with the light pressure. Accounting for 
some incidence angle q and some potential fractional absorption, fabs, the inward ion velocity is 
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Equation (59) predicts, for example, that a solid aluminum plasma irradiated at 1019 W/cm2 can 
acquire ion velocities during hole boring of ~4 × 107 cm/s. It is possible that the high energy ions 
driven inward at ultrahigh intensities (>1020 W/cm2) can produce a collisionless shock in the underly-
ing overdense plasma.245 The amount of laser energy absorbed from the laser into these fast ions can 
be easily estimated and is (for small absorption) fhole boring � 2uion/c. This relation suggests that a few 
percent of the incident laser energy can be transferred to ions though ponderomotive acceleration.

High Harmonic Generation from Solid Plasmas

The light reflected from the surface of an overdense plasma at modest intensity will typically retain 
with good fidelity the spectrum of the incident laser light, though at higher intensity this spectrum 
can be Doppler shifted from ponderomotive steepening or hole boring. At these high intensities, 
however, nonlinear interactions can occur at the reflection surface, in such a way that harmonics of 
the light field are generated.246–249 At very high intensity (> ~1019 W/cm2) quite high orders can be 
generated at the plasma surface, up to orders of q ~ 50 to 100.248

The origin of these harmonics can be seen by noting that the ponderomotive pressure at the 
surface of the plasma is ~∇a2/2, which not only has a time averaged term (the force which gives 
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FIGURE 28 On the left is an illustration of how ponderomotive steepening leads to hole 
boring when intense pulse is focused on a solid target plasma. On the right, a PIC simulation 
from Ref. 242 is reproduced showing the bubblelike structure that develops in the plasma ions 
at the surface of a plasma as a result of hole boring by a picosecond duration intense laser.
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rise to the hole boring discussed above) but also has a fast time varying component which varies as 
p a tosc ~ sin0

2
02ω . This rapidly oscillating force will drive the plasma electrons collectively in and out 

of the plasma. A similar situation occurs for p-polarized light incident on a solid plasma at an angle, 
though now the plasma electrons are driven at the laser frequency by the laser’s electric field (see the 
inset to Fig. 29). If the intense light pulse is incident on a sharp-density gradient these driving forces 
effectively act to create an oscillating critical density surface, or, in other words, an oscillating mir-
ror.246,247 It is the oscillation of the reflection point in the plasma which yields the nonlinearity lead-
ing to high harmonic generation at the plasma surface.

The theory describing this situation is complex, particularly in the relativistic limit, however, a 
simple analysis of the oscillating mirror amplitude, Amirror, in the nonrelativistic limit, shows that66
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This equation illustrates that the efficiency of creating these surface high harmonics increases with 
increasing intensity and with lower surface plasma density (because a lower density plasma is easier 
to drive by the ponderomotive forces of the laser). Simulations have shown that high harmonic gen-
eration from dense plasma surfaces is maximized with the target density in the vicinity of 4ncrit,

247 a 
consequence of an interaction between the second harmonic of the laser and the target surface, leading 
to violent resonant driving of the plasma surface. Equation (60) also shows that the mirror amplitude 
begins to approach the scale of one laser wavelength when a0 → (ne/ncrit)

3/4. In the nonrelativistic limit 
when the mirror oscillates with the laser frequency (the case for obliquely incident p-polarized light), 
the reflected light will have an electric field at the plasma surface (z = 0) such that
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A Fourier transform of this field when kAmirror = 1 is illustrated in Fig. 29, showing how the non-
linearity introduced by the oscillating mirror amplitude gives rise to numerous harmonics (at both 
even and odd harmonics of the laser in this case). 
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FIGURE 29 Plot of the Fourier transform of Eq. (61) with kAmirror = 1, showing 
how harmonics can arise from the oscillating mirror model. The inset shows the 
geometry of the oscillating mirror.
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In the strongly relativistic limit, the theory becomes much more difficult. PIC simulations have 
shown, however, that the efficiency of the high orders (q >> 1) can be estimated with the empiri-
cal relation hq ~ I l2 (1/q)5.249 As this indicates the high harmonic spectrum from solids does not 
exhibit a plateau and cutoff, but instead, harmonics are created in a spectrum which simply falls off 
with order as a power law. The yield of the harmonic becomes nearly linear with intensity.

Relativistic Effects and Induced Transparency

As in underdense plasmas, relativistic effects can affect the optical properties of overdense plasmas 
as well. Self-induced relativistic transparency is one such effect.250 At relativistic intensity, the mass 
change of the electrons leads to an effective shift in the plasma frequency, such that
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Since ω p
rel drops with the square root of intensity, an overdense, reflecting plasma can be shifted by 

the relativistic factor in Eq. (62) to one which becomes effectively underdense, with ω ωp
rel < 0, allow-

ing the high-intensity light to propagate through the plasma. The critical intensity for this to occur, 
in the strong relativistic limit (a0 >> 1) is
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Consequently, a solid density plasma, with ne ~ 1023 cm−3, will become transparent to 1-μm laser 
light at an a0 of ~140. This is an intensity near 3 × 1022 W/cm2, just within reach of the highest 
intensity lasers now available. That this relativistically induced transparency can occur in a plasma 
was mentioned in the literature many years ago, however, to date there has yet to be a direct experi-
mental observation of this effect.

21.11  APPLICATIONS OF STRONG FIELD 
INTERACTIONS WITH PLASMAS

Modern strong field research now focuses on a range of effects that arise from the basic phenomena 
that we have described in this chapter. It is impossible to summarize all of these research avenues 
here, but we conclude in this section with a very brief sampling of some of the applications of high-
field research that are among the most active at this writing.

Femtosecond X-Ray Production

Many of the strong field effects discussed in previous sections result in the production of energetic 
electrons (through, e.g., plasma or free wave acceleration via wakefield, SRS, resonant absorption, or 
vacuum and j × B heating). When electrons are accelerated by these mechanisms at the surface of 
a cold, solid target, the penetration of these hot electrons will lead to x-ray production. If the laser 
generating these fast electrons is short, it is possible to produce bright sources of x-rays with fem-
tosecond time duration, which, can, in turn, be used for various pump-probe applications.38 There 
are generally three principal ways in which x-rays are generated in these experiments: (1) through 
the direct interaction with the laser field or other strong fields in and around a plasma; (2) through 
the ejection of inner shell electrons in the underlying cold solid leading to Ka line emission; or 
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(3) through free-free transitions of the electrons as they pass by highly charged nuclei of the solid, 
yielding bremsstrahlung radiation. The later process has been shown to yield x-rays with energies 
well above 1 MeV when intensities of >1018 W/cm2 are used to irradiate a solid target.251 A charac-
teristic x-ray spectrum resulting from an example experiment is shown in Fig. 30.

Fusion Neutron Production

The production of fast ions in strong field interactions, through processes such as ponderomotive 
acceleration of ions at the surface of a target or through the ejection of ions from the Coulomb 
explosion of irradiated clusters, can be harnessed to drive nuclear fusion. The production of bursts 
of 2.45 MeV neutrons when various targets contain deuterium (solid or cluster targets) has been 
well studied by experiment.199,253

High Magnetic Field Production

In addition to the very strong magnetic fields associated with high intensity EM waves, the intense 
irradiation of solid target plasmas can produce strong transient DC magnetic fields. These fields 
essentially arise from two sources: (1) Thermo-electric magnetic field generation. In the high tem-
peratures and steep density gradients found in intense ultrafast laser irradiation of solids, magnetic 
fields can be generated by thermal transport effects. In this case the magnetic field is proportional to 
∇Te × ∇ne which favors high B-field production in the steep density gradients found in femtosecond 
laser plasma interactions.254 (2) Fast electron magnetic field generation. The fast electrons produced 
by the panoply of mechanisms discussed in previous sections, frequently lead to the production of 
high peak currents, perhaps exceeding a MA. This leads to enormous B-fields. Fields of upto many 
100s of MG are possible with this mechanism.255
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FIGURE 30 An example of an x-ray spectrum produced 
by irradiation of a solid Al target at intensity of ~1018 W/cm2. 
This spectrum shows that not only are H-like and He-like lines 
emitted from the hot plasma, but also that Ka x-rays are emitted 
when the hot electrons produced by the laser penetrate the cold 
target and knock out K-shell holes in the unionized Al atoms. 
This x-ray pulse is usually very fast, <1 ps in duration. (Adapted 
from Ref. 252.)
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MeV Proton Acceleration

When fast electrons are generated at the surface of a solid target plasma by an intense laser and 
the target is sufficiently thin such that the electron mean free path is greater than the target thick-
ness, the fast electrons can exit the back surface and set up a strong ambipolar field. This situation 
is illustrated in Fig. 31. These electrons will set up an electric field which ionizes ions on the back 
surface (often covered with water and hydrocarbon contamination in vacuum) and accelerate 
them to high velocity.256–258 The field created will be of the order of eE k TBsheath hot Debeye

hot/≈ λ , where 
λ πDebye

hot
hot hot/= k T n eB 4 2  is the hot electron Debye radius and Thot and nhot are the temperature and 

density of the hot electrons. The sheath field can often be of the order of a few MeV/μm, so protons 
can easily acquire many MeV of energy during their acceleration in the direction of the target back 
surface normal. This ion acceleration mechanism is termed “target normal sheath acceleration” 
(TNSA). Ion temperatures of a few MeV are often observed when sub-picosecond (200 to 1000 
fs) pulses are focused at intensity in the vicinity of 1020 W/cm2. It has been found that this TNSA 
mechanism is most effective for higher energy pulses (>1 J) in the >500 fs range since such pulses 
tend to produce a greater number of hot electrons than sub-100 fs pulses at similar intensities.

Fast Ignition

The production of fast electrons by an intense short pulse laser has been proposed as a means to 
ignite a fusion capsule imploded by a large scale laser or Z-pinch, in the so-called inertial confinement 
approach to fusion (ICF).259 One variant of ICF, known as fast ignition, is described in Fig. 32. The basic 
idea is that a separate, high energy driver will assemble at high density (>200 g/cm3) a deuterium/
tritium fusion fuel, and the short pulse laser will be focused from the side, onto the edge of the fusion 
fuel, generating a beam of hot electrons with temperature in the range of 1 to 10 MeV which penetrate 
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FIGURE 31 Illustration of how protons can be accelerated from the back 
surface of an intensely irradiated target by the target normal sheath acceleration
phenomenon.
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the fuel and heat it to fusion ignition temperature. At present, the most promising method of doing 
this is to embed a cone in the fusion fuel prior to its compression (see Fig. 32) to permit effective injec-
tion of the intense laser at the peak of the fuel’s compression. There remain many technical challenges 
to the ultimate implementation of this idea, with numerous physics issues remaining unsolved (such 
as understanding how such high peak currents of electrons transport into such a dense plasma or what 
fraction of short pulse laser energy converts to hot electrons). Nonetheless, there have been experimen-
tal studies conducted in Japan in recent years which have yielded promising results on the fast ignition 
approach at modest laser compression and short pulse laser drive energy.260

Raman Amplification

It has been recently demonstrated that it is possible to amplify ultrashort pulses in a plasma by 
counterpropagating a long pulse laser with an intense short pulse laser of lower frequency.261 This 
superradiant amplification essentially occurs through a parametric process in the plasma closely 
akin to stimulated Raman scattering. With this high-intensity technique, it may be possible using kJ-
class nanosecond lasers to amplify kJ-energy sub-100 fs pulses in a plasma.
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22.1 GLOSSARY

 w  fi eld frequency

 w12 resonant frequency of an atomic transition 

 f12 oscillator strength of an atomic transition 

 g12 damping coeffi cient (dephasing rate) of the transition

 ε ω( )   dielectric constant 

 n(w)  refractive index 

 e electron charge

 m  free electron mass 

 Ωp plasma frequency 

 Ω Rabi frequency

 c  speed of light in vacuum 

 η0   impedance of vacuum 

 a(w) absorption coeffi cient 

 k(w) wave vector 

 l wavelength 

 vg group velocity 

 S(w) slow down factor 

 β ωn( )   nth order dispersion 

 B bit rate 

 Nst  number of bits stored (delayed) in an optical buffer 

 Λ   period of Bragg grating or other periodic photonic structure 

 δn   refractive index modulation

 ωB   Bragg frequency 

 Δωgap   Photonic bandgap width 
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22.2  QUANTUM AND MOLECULAR OPTICS

 k  coupling coeffi cient

 t one half of the resonator round trip time 

 Δνpass   width of passband of the photonic structure

 g( )ω   gain per unit length of optical amplifi er

 ΔTd   delay time 

22.2 INTRODUCTION 

While the subject of slow light had become immensely popular in the last decade, the physics of the 
phenomenon of light propagation in media and structures with reduced group velocity, for which 
the term “slow light” had been coined, can be traced to the 19th century when the classical theory of 
dispersion of electromagnetic waves had been first formulated in works of Lorentz1 and others. Slow 
wave propagation has also been observed and widely used in the microwave range since as early as 
the 1940s.2 Building on this history and following the pioneering works of Refs. 3 and 4, the science 
and technology of slow light had been transformed from a scientific curiosity to a rapidly evolving 
field with many potential applications. Slow light propagation had been observed in a wide variety 
of media and structures ranging from Bose-Einstein condensates and low-pressure metal vapors on 
one hand, to optical fibers and photonic bandgap structures on the other hand. This makes slow 
light a truly interdisciplinary field that is not easy to describe in a short review. There exists a body 
of review work on slow light, starting in 2002 with reviews by Boyd and Gauthier5 and Milloni6 who 
also published a book in 2005 including chapters on slow, fast, and left-handed light.7 The first com-
prehensive treatment of diverse slow light, schemes has been given in the recent book,8 which con-
tains contributions from 18 groups that have been actively involved in the slow-light field and have 
all made significant contributions in recent years. 

With all the seeming diversity of slow light schemes, they can be all characterized by a single 
common feature—the existence of sharp single or multiple resonances. The resonance can be 
defined by a simple atomic transition, by a Bragg grating or other resonant photonic structure, or 
by an external laser as in the schemes involving various nonlinear processes—resonant scattering, 
spectral hole burning, or four-wave mixing. In this chapter, we try to emphasize the commonality of 
all slow light approaches as well as their distinctive features. 

22.3 ATOMIC RESONANCE 

Let us consider a simple atomic resonance characterized by the resonant frequency ω12  and the 
oscillator strength f12 as shown in Fig. 1a. The dielectric constant in the vicinity of the resonance has 
a familiar expression 

 ε ω ε
ω ω ωγ

( )= +
− −

Ω p

j

2

12
2 2

12

  (1)

where ε =n 2  is the nonresonant part or “background” part of the dielectric constant, and γ12 is the 
dephasing rate of the polarization. The expression in the numerator Ωp is the “plasma frequency” 
that can be found as 

  Ωp
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m
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0 0
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where e is an electron charge, e0 is the dielectric permittivity of vacuum, m0 is a free electron mass, 
and Na is the concentration of active atoms. From real and imaginary parts of Eq. (1) one immedi-
ately obtains the expressions for the absorption coefficient shown in Fig. 1b
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and refractive index (Fig. 1c)
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the last relation being a particular form of more general Kramer-Kronig relation. In the vicinity of 
the resonance the refractive index first increases, then rapidly decreases to the point where n n( )ω < , 
and then increases once again to the value of background index. Introducing the wave vector as 

  k n c( ) ( ) /ω ω ω= ⋅    (5)

One can obtain the dispersion relation between the frequency and wave vector shown in Fig. 1d 
(solid line) and then introduce group velocity as 

  v kg = ∂ ∂ω/    (6)
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FIGURE 1 (a) Two-level atomic resonance; (b) spectrum of absorption coefficient; (c) spec-
trum of refractive index; (d) dispersion diagram and group velocity in the vicinity of a resonance; 
(e) spectrum of slowdown factor; and (f ) spectrum of group velocity dispersion.
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and slow down factor defined as a relative reduction of group velocity due to resonance 
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shown in Fig. 1e. One can now see that there are two regions in which S > 0, that is, slow light regime, 
and one region where S < 1, which can be either the fast light regime (0 < S < 1) or negative group 
velocity regime (S < 0) indicating that the light gets reflected. One can get better intuitive picture of 
the physical phenomena governing slow and fast light propagation by plotting the dispersion curve 
in the absence of loss (i.e., γ12  = 0) as dashed line in Fig. 1d. This curve corresponds to a well-known 
coupled modes model, also known as polariton dispersion curve in solid state physics. The first 
mode is a photon which in the absence of atomic transition is described by linear dispersion curve 
ωp ck n= / . The second mode is the atomic polarization characterized by a resonance frequency ω12. 
The dispersion curve of atomic polarization is a horizontal line ω ωa = 12 indicating the obvious fact 
that it has zero group velocity as atoms do not move, at least not on the scale of the speed of light.
In the vicinity of the resonance, two modes couple into each other and the modified dispersion 
curve is split into two branches separated by the gap in which the light cannot propagate. Notice that 
for each wave vector there are two coupled solutions characterized by two different group velocities. 
The one further away from the resonance has higher group velocity and is usually referred to as a 
“photonlike,” while the one closer to the resonance has lower group velocity and is usually referred 
to as “atomlike.” One can then interpret the slow light propagation phenomenon in the following 
way: The energy gets constantly coupled from the electromagnetic field to the atomic polarization 
and back. The longer is the time the energy spends in the form of atomic excitation, the slower the 
coupled mode propagates. Thus the slow light propagation in atomic system can be understood as 
constant excitation and de-excitation of atoms in which coherence is preserved. 

One important implication is related to the strength of the electric field in the electromagnetic 
wave propagating in a slow light regime caused by an atomic resonance. Since the group velocity 
is the velocity with which the energy propagates, the local energy density of light beam with power 
density P is 

  U P v Pn c Sg= =/ /( )    (8)

and it gets enhanced by a slowdown factor in the slow light medium. But since the energy density is 
related to electric field as 
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where the first term corresponds to electric energy and the second term to the magnetic energy. It 

follows from Eqs. (8) and (9) that E P n2
02= η / , where η μ ε0 0 0 377= =/ Ω  is the vacuum impedance. 

Thus the electric field does not get enhanced in the atomic slow light medium. In our intuitive pic-
ture this simply means that all the additional energy compressed into the medium gets stored in the 
atomic polarization. This fact has important implications in the nonlinear optics. Also, one can see 
that without absorption the region of fast light (0 < S < 1) is absent in Fig. 1d—and it is important 
that fast light is associated with the absorption peak, while the slow light is associated only with the 
off-resonant absorption—hence significant delays of the signal in the slow light are quite possible, 
while significant advances are difficult to observe due to absorption. 

When it comes to practical applications of the slow light, it is important to achieve large delays 
over significant bandwidth and in a compact device. The obstacles on the way to this goal include 
the aforementioned loss and the dispersion of group velocity and dispersion of absorption.9–11 To 
ascertain the importance of the group velocity dispersion (GVD), one only needs to use the Taylor 
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series expansion of the dispersion relation k( )ω  near the signal frequency ω0 to obtain the expres-
sion for the group velocity 

  v vg g
− −= + ⋅ − + ⋅ −1 1

0 2 0 0 3 0 0
21

2
( ) ( ) ( ) ( ) ( ) ( )ω ω β ω ω ω β ω ω ω ++ . . .    (10)

where β ω ω ωn
n nk( ) ( )=∂ ∂/ . One can estimate the limitations imposed by GVD by noticing that the 

time delay of the signal can be written as 
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and then introducing a criterion for the on-off keyed gaussian signal of bit rate B the difference 
between the delay times of spectral components at the edges of the signal bandwidth, that is, at 
ω ω0 0 2±Δ sig /, , should be less than one-half of the bit interval, that is 

 Δ ΔT L L Bd( ) /≈ <β ω2 1 2sig

β2
2 1

16 2
B L <

ln    (13)

This condition shows the severe limitations imposed by the second order GVD term β2  whose 
spectrum is plotted in Fig. 1f. In addition to GVD, the signal bandwidth is also limited by the 
dispersion of absorption—the fact that different frequency components of the signal experience 
different attenuation causes signal distortion, but it is usually GVD that is the main reason that 
limits slow light scheme performance. Hence, while slow light had been observed in single-atomic 
resonance schemes as early as 1960s and 1970s12–16 it was only in 1990s when a double resonance 
schemes with complete cancellation of β2  had been discovered17 that the slow light research had 
really taken off.

Double Atomic Resonance

Although the first practical slow light results were achieved using phenomenon of electromag-
netic transparency (EIT),17,18 where the double resonance is created by strong pump beam, the 
main features of the double-resonant atomic schemes can be understood easier if one consid-
ers closely spaced narrow resonances do occur naturally in metal vapors, such as, for instance, 
in Rb85 Ref. 19 where two D2 resonances near 780 nm separated by ν32 3= GHz have been used 
most successfully to this date in SL experiments in atomic medium. The rational for using 
double resonance can be seen from Fig. 1d and f, which show that the lowest order GVD term 
β2  has opposite signs below and above resonance. Then, if one can combine two resonances as 
in Fig. 2a, only the third-order GVD b3 will be a factor for signals centered at frequency w0 in 
the middle between two transitions where the absorption (Fig. 2b) is low, as evident from the 
dispersion curves Fig. 2c and d. 

A closer look at the dispersion curve Fig. 2c reveals the basic trade-off inherent in every 
slow light scheme—the dispersion curve is split into three branches of which the central one, 
“squeezed” between two atomic resonances, is the one with a slow group velocity. Clearly, the 
group velocity, being a slope of the curve is inversely proportional to the splitting between two 
resonances ν32, that is, to the maximum theoretical bandwidth of the scheme. In reality, the 
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practical bandwidth (or bit rate for digital signals) is even smaller than that and is mostly lim-
ited by the third-order dispersion11,20 

  | | / (ln )β3
3 21 16 2B L <    (14)

In the works19 group delays in excess of 100 ns with 2-ns pulses at 780 nm had been obtained—
that correspond to about 50-bit tunable optical buffers. The delay could be tuned by changing 
concentration of Rb vapor as shown in Fig. 3.

Tunable Double Resonance—Electromagnetically-Induced 
Transparency

The double atomic resonant scheme described cannot be adapted to variable bandwidth because the 
width of passband cannot be changed. To change the passband width, one can consider an alterna-
tive of spectral hole burning in the inhomogeneously broadened transition.21,22 As shown in Fig. 4, 
a strong pump pulse creates a situation at which the absorption in the frequency range Δw becomes 
depleted. The profile of the absorption spectrum shown in Fig. 4b looks remarkably like the double-
resonant profile of Fig. 2. With the refractive index profile shown in Fig. 4c, one can see that a strong 
reduction of group velocity can be expected near the center of the spectral hole. 

By changing the spectrum of the pump, for instance, using intensity or frequency modulation, 
one can change Δw to achieve the maximum delay without distortion for a given bit rate. Delays 
of 2-bit intervals were achieved in Ref. 23 for a moderate bandwidth of 100 MHz but only in a 
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40-cm-long Rb vapor delay line. Since the background absorption in the hole burning is always high, 
it is the dispersion of loss a2 that causes the signal distortion and is in fact a limitation in this scheme. 
The scheme also suffers from the large energy dissipation as the pump gets absorbed. 

To avoid large background absorption and to achieve wide passband tunability one uses an 
entirely different SL scheme based on electromagnetic transparency (EIT), first considered by 
Harris.24–26 Without trying to explain all the intricacies of EIT, one can understand the rationale of 
using it. Since finding two closely spaced atomic resonances is not trivial, one should consider the 
means for their creation artificially.

Now, the atomic oscillator in the absence of external modulation has just one resonant fre-
quency w12 in its response spectrum, just like any harmonic wave whose spectrum contains just one 
frequency component w12. But if the wave is amplitude modulated with some frequency Ω, there 
will appear two sidebands at frequencies ω12 ±Ω  in its spectrum, and when the modulation depth 
reaches 100 percent the carrier frequency w0, would get entirely suppressed and the spectrum shows 
just two sidebands separated by 2Ω. Now, according to this analogy, if one strongly modulates the 
strength of atomic oscillator with some external frequency Ω, one should expect the absorption 
spectrum to behave in fashion similar to the spectrum of amplitude modulated wave, that is, it 
should show two absorption lines separated by 2Ω. The material should then become more trans-
parent at the resonance frequency w0—hence the term “EIT.”
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To accomplish the EIT transmission modulation there exist numerous schemes, but we shall con-
sider only one—the most widely used three-level “Λ” scheme1 shown in Fig. 5 in which the ground-
to-excited state transition w12 is resonant with the frequency of the optical signal carrier w0 and has 
a dephasing rate of g21. In the absence of pump, the absorption spectrum (dashed line in Fig. 5) is 
a normal lorentzian line. There also exists a strong transition that couples the excited level 2 with the 
third level 3, but notably, the transition between levels 1 and 3 is forbidden. When a strong resonant 
pump with intensity Ipump at frequency w23 is turned on, the mixing of states 2 and 3 causes modula-
tion of the absorption of signal. As expected, the Lorentzian peak in the absorption spectrum splits 
into two smaller peaks at frequencies ω0 ±Ω , where the Rabi frequency is 

  Ω=
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212πα
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where α f =1 137/  is a fine structure constant. Thus changing pump intensity allows one to achieve 
full tunability of the group velocity and to achieve very small group velocities.3,4 But aside from being 
a convenient technique of implementing the tunable double resonant scheme, EIT has a significant 
advantage over other schemes because the residual absorption rate at the resonant frequency 
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is proportional to the dephasing rate of the intra-atomic excitation 31, which is not coupled to out-
side world. Thus typically γ γ31 21<<  and the residual absorption is much weaker in the EIT than in 
the case of two independent resonances. It indicates that EIT is a coherent effect and the reduction 
of absorption occurs because of the destructive interference of the absorption by two sidebands. 
This effect has a rather simple physical interpretation. While in the simple single, or double-resonant 
slow light scheme, the energy transferred from the electromagnetic wave to the atomic excitation 
and back in the EIT scheme the process involves more steps. First, as the signal photon propagates in 
the EIT medium, it transfers its energy to the excitation of atomic transition between levels 1 and 2. 
Due to the presence of strong pump wave coupling between levels 2 and 3, the excitation is almost 
instantly transferred to the long-lived excitation between the levels 1 and 3 and then the process 
occurs in reverse until the energy is transferred back into the photon. Then the process repeats itself. 
Overall, most of the time the energy gets stored in the form of 1-3 excitations and thus it propa-
gates with a very slow group velocity. Furthermore, the actual absorption event occurs only when 
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the excitation 1-3 loses coherence and the energy cannot get back to the photon. Naturally, it is the 
dephasing rate of this excitation, that is, γ γ31 21<< , which determines the residual absorption loss in
Eq. (16). We stress here once again that since the energy gets stored in the form of atomic excitation, 
one cannot expect enhancement in the strength of the optical field.

22.4  BANDWIDTH LIMITATIONS IN ATOMIC 
SCHEMES

The most spectacular results were achieved in slow light experiments of EIT in which the light 
velocity was slowed down to the pedestrian speed3 and then even stopped4 first in metal vapors and 
then in solid state medium containing rare earth ions.27 These achievements are of great importance 
for physics when it comes to manipulating single photons28 and coherent control.29 Also important 
are imaging applications of slow light where indeed impressive results were observed by a number of 
groups,30,31 extra high resolution interferometers,32,33 and rotation sensors.34 There has also been sig-
nificant progress on using electrically pumped semiconductor medium to achieve slow light in EIT 
configuration or using coherent population oscillations.35–37 But overall the best results in term of the 
delay-bit rate product were achieved in metal vapors19,24 at relatively narrow bandwidths. The delays were 
usually limited by the third-order dispersion. These results follow the basic properties of the lorent-
zian dispersion—according to Eq. (7) the slowdown factor S is proportional to ( )ω ω12

2− − —hence
the total delay can be very large in the narrow frequency band near the resonance, but then it 
changes and becomes much smaller. A number of publications have been devoted to the limits of 
delay-bit rate product.9–11,38,39 In fact, it was shown in Ref. 11 and then in Ref. 39 that the most rel-
evant figure of merit for slow light delay line is the minimum length of the delay line L required to 
store a number of bits Nst at a given bit rate B. The required length was found in Ref. 11 to be 

  L cBN P~ [ ]st /2 22Ω π −    (17)

indicating that the performance suffers at higher bit rate and also that the required length increases 
nonlinearly with storage capacity. Indeed, most of the demonstrated and proposed slow light 
schemes based on atomic transitions do not show spectacular results at bit rates above 1 Gbit/s and 
for this reason a different class of resonances shall be considered. 

22.5 PHOTONIC RESONANCE

As we have already mentioned, in case of atomic resonance the apparent slow down of light is 
caused by the resonant energy transfer to and from the excitation of atomic polarization. An entirely 
different resonance is the photonic resonance in which the energy is resonantly transferred between 
two or more modes of electromagnetic radiation. When the transfer takes place between forward 
and backward propagating wave slow light, the group velocity gets reduced and we are once again 
faced with the slow light phenomenon, albeit of entirely different nature from the slow light in 
atomic medium.

The most common photonic resonance is the Bragg grating (Fig. 6a)—a structure in which the 
refractive index is periodically modulated with period Λ,
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As a result, a photonic bandgap opens in the vicinity of Bragg frequency40
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and the dispersion law becomes modified as 
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This dispersion law is plotted in Fig. 6b. One can see the similarities between it and the dispersion of 
a single atomic resonance (Fig. 1d), especially the presence of the gap near the resonance frequency 
indicating that the light gets reflected from the grating just as it gets reflected from the atomic 
medium at resonance. Close to the gap, the group velocity indeed gets reduced with the slowdown 
factor being 
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Furthermore, the width of forbidden gap is Δω ω δgap /= B n n( ), and hence the index contrast δn n/  can 
be called the “strength” of the grating. This “grating strength” plays a role equivalent to that played 
by the oscillator strength of the atomic resonance. But the physics is quite different—the slow 
down effect in a photonic structure is the result of the transfer of energy between the forward and 
backward propagating waves—no energy is transferred to the medium. Hence the strength of the 
electric field in photonic SL structures gets greatly enhanced with important implications for non-
linear optics. One can also use simple photonic crystals41,42 whose dispersion curves are similar to 
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FIGURE 6 (a) Bragg grating and its index profile; (b) dispersion of Bragg grating; 
(c) cascaded Bragg grating; and (d) dispersion curve of cascaded grating.



SLOW LIGHT PROPAGATION IN ATOMIC AND PHOTONIC MEDIA  22.11

Bragg gratings but the problem of structures with a single photonic resonance is identical to the 
single atomic resonance—strong second-order dispersion β2 . Clearly, in order to compensate it one 
should consider structures with more than one photonic resonance. 

Double Resonant Photonic Structures

Since any atomic SL scheme requires operation near a particular narrow linewidth absorption reso-
nance, finding such a resonance near a particular wavelength is not an easy task, and, in fact, only a 
very few absorption lines have been employed in practice, Rb vapors being a “workhorse.” Finding 
two closely spaced narrow lines is even more difficult, and even if such two lines can be found, the 
splitting between them ν32  is fixed—hence the SL delay will be optimized for one particular combi-
nation of storage capacity and bit rate. 

In contrast, the photonic double resonant can be easily implemented by simply combining 
two Bragg gratings with slightly different periods Λ1 and Λ2 as shown in Fig. 6c. Such combina-
tion was first suggested for dispersion compensation43,44 and then considered for application in 
electro-optic modulators.45 As long as one deals with linear devices, such as delay lines, one can 
simply cascade two Bragg gratings sequentially and the resulting dispersion curve will be simply 
the mean of the individual dispersion curves. For the nonlinear and electro-optic devices one can 
alternate the short segments of Bragg gratings with periods Λ1 and Λ2. The dispersion curve of 
Fig. 6d is remarkably similar to the dispersion curve of the atomic double resonance in Fig. 2b. 
Two gratings engender two photonic bandgaps, centered at ω πB i ic n, = /Λ  of almost equal widths 
Δω ω δ ω δgap / /, , ( ) ( )i B i n n n n= ≈ 0  with a narrow passband Δω  between them. By choosing the periods 
Λ1 and Λ2 for a given index modulation δn one can design Δω  to be arbitrarily narrow or wide. This 
fact gives the designer true flexibility. In fact, one can show the slowdown factor in this scheme is 
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Thus, as one can see, the dispersion curve gets squeezed between two gaps and the group velocity 
decreases with the passband, but the dependence is not as strong as in the case of atomic resonance, 
thus the photonic structures in general should have far superior performance at large bandwidth 
when compared to atomic medium. A similar approach can be cascaded photonic crystal wave-
guides as demonstrated in Refs. 46 to 50.

However, cascaded Bragg gratings have also a number of disadvantages, the first of which is a 
relatively small index contrast available, and the second is difficulty in fabricating two gratings with 
a prescribed value of the frequency offset. Furthermore, the cascaded geometry is applicable only to 
the linear devices that do not incorporate any nonlinear or electro-optic component. For this reason 
it is preferable to use alternating short segments of gratings with different periods. But a periodic 
sequence of short Bragg grating segments can be considered a new grating with periodically modu-
lated properties, or Moiré grating (Fig. 7a). In a Moiré grating the segments are not independent but 
interact coherently—hence its properties are somewhat different from the cascaded grating as shown 
in Ref. 51, with the main distinction being the fact that the dispersion curve of Moiré grating with 
period d is also periodic in wave-vector space with a period 2π /d. The ability of a Moire grating to 
slow down the light was first predicted in Ref. 51 and demonstrated in Ref. 52. It was also noted that 
the Moiré grating is only example of periodically structured photonic media in which slow light can 
be observed. In the periodically structured media, the light energy density is distributed periodically 
and the periodically spaced regions of high intensity can be thought of as the resonators coupled to 
each other. Thus we shall refer to them as coupled resonator structures (CRS).53 Aside from using 
Moiré gratings, CRS can be fabricated by coupling Fabry-Perot resonators (Fig. 7b), ring resonators 
(Fig. 7c),54 or so-called “defect modes” in the photonic crystal (Fig. 7d).55,56 These and other CRS 
implementations are discussed at length in the literature41,57–61 and here we shall only give a short 
description of their properties and compare them with the EIT-like photonic structures. 
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A periodic chain of coupled resonators is characterized by three parameters: period d, the time of 
one way pass through each resonator t, and the coupling (or transmission) coefficient k. The disper-
sion relation in this chain can be written as 

 sin sinωτ κ= kd   (23)

The dispersion curves are shown in Fig. 7e and consist of the series of passbands around resonant 
frequencies ν τm m= /2  separated by the wide gaps. Presence of multiple resonances indicates that 
the light propagating through CRS can be considered a superposition of more than one forward and 
more than one backward propagating wave. Alternatively, one can also think about the resonators as 
“photonic atoms” analogous to real atoms in EIT. At any rate, the dispersion curve is quite similar to 
the EIT dispersion curve in sense that it gets squeezed into a narrow passband of width 

 Δν πτ κpass = − −( ) sin ( )1 1   (24)

The three parameters d, t, and k are not independent of each other. First of all d and t are obviously 
related to each other. This relation can be obtained from taking a limit of Eq. (23) at k = 1 
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which simply indicates that with 100 percent coupling the light simply propagates through medium 
without reflections. Also related are the size of resonator, that is, d and the coupling coefficient 
k ; to achieve small κ , one needs to confine the light tightly within the resonators which requires 
large spacing between them. If the index contrast δn n/  is large, a high degree of confinement can 
be achieved within a relatively small resonator; otherwise the light will leak from one resonator to 
another. This issue has been addressed in detail in Ref. 11, but here we simply assume that one uses 
the smallest resonator size that can be fabricated using a technology with a given index contrast. 

Using Taylor expansion of the dispersion relation [Eq. (24)], one obtains the group velocity 
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FIGURE 7 Photonic SL structures based on coupled resonators (CRS): (a) Moiré grating; (b) coupled Fabry-Perot 
resonators; (c) coupled ring resonators; (d) coupled defect modes in photonic crystal; and (e) dispersion in a typical CRS.
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Hence the slowdown factor is simply 

 S = −κ 1    (27)

At the same time the third-order dispersion is
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indicating that one can always optimize the performance of CRS delay line by choosing proper 
coupling coefficient to strike the balance between sufficient delay and low distortion caused by dis-
persion. As a result one can achieve the following relation between the storage capacity Nst and the 
required delay line length 

  L cN
n

n
~ /

st
3 2

1

ω δ⎛
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⎠
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−

   (29)

Comparing Eq. (29) with the results for atomic delay line Eq. (17), one can first notice that the 
required length of the buffer (essentially the number of coupled resonators) does not increase with 
the bit rate. Thus the CRS should have much better performance at high bit rates compared to EIT 
delay lines. This result (and the fact that required length increase only as a power 3/2 of storage 
capacity) follows the fact that the slowdown factor is not as strong function of passband width in 
CRS as in EIT. Furthermore, the expression inside the parenthesis can become commensurate with 
the optical frequency when large index contrast is used. This contrast can be as high as a factor of 2 in 
Si on SOI ring resonators61,62 or photonic crystal,41 which means that one can ultimately store Nst bits 
of optically encoded information in roughly L N~ /

st
3 2λ  length.63

The limitations imposed by high order dispersion can be mitigated by using a combination of 
CRS with b3’s of different sign as shown in.64 Alternatively, one can use the so-called dynamic slow 
light scheme65–67 in which the properties of the CRS are adiabatically tuned when the light enters it 
allowing the compression of spectrum and thus reducing the deleterious effect of dispersion. Similar 
results can be in principle achieved using semiconductor devices68,69 combining Bragg grating with 
quantum wells that are resonant near the Bragg frequency. It should be noted, however, that even 
dynamic structures have limited storage capacity due to dispersion occurring before the spectral 
compression, that is, when the light enters the delay line.70,71

22.6 SLOW LIGHT IN OPTICAL FIBERS

In the prior subsections, we have described the slow light in the vicinity of atomic and photonic 
resonances that are always associated with loss. In case of atomic resonance, the loss is inherent 
and can be traced to dephasing of atomic polarization. In case of photonic resonance, the loss 
occurs simply because the light spends more time inside the delay line (or, in one case, it takes 
longer effective path by bouncing back and forth or making circles). But it is well known that 
strong dispersion also takes place in the spectral vicinity of the resonant gain. The advantages of 
using gain are manyfold—first of all one is not faced with attenuation, and second the gain can 
be changed at will by changing the pump strength and spectrum—hence the delay and the band-
width can be made tunable.

Consider a gain profile g( )ω  shown in Fig. 8a and characterized by its peak value g g0 0= ( )ω  and 
the FWHM linewidth δω1 2/ . Usually the peak gain is inversely proportional to the linewidth and 
therefore it makes sense to introduce the integrated optical gain that is proportional to the total 
pump power γ δω~ /g0 1 2 . Applying Kramers-Kronig transform to the gain profile, one can obtain 
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the refractive index spectrum shown in Fig. 8b. There is a positive slope at the center of the gain and 
this leads to slowdown factor of 

  S g c n c n( )~ / ~ // /ω δω γ δω0 0 1 2 1 2
21 1+ +    (30)

shown in Fig. 8c. To achieve tunable gain, most often one uses stimulated Brillouin or stimulated 
Raman scattering. One unique advantage of these processes is that it can be observed in many media 
including the ubiquitous silica optical fiber which allows the slow light devices to be easily integrated 
into communication systems. 

In the stimulated Brillouin scattering (SBS) process, a high-frequency acoustic wave is 
induced in the material via electrostriction for which the density of a material increases in 
regions of high optical intensity. The process of SBS can be described classically as a nonlinear 
interaction between the pump (at angular frequency wp) and a probe (or Stokes) field ws through 
the induced acoustic wave of frequency ΩA.72 The acoustic wave in turn modulates the refractive 
index of the medium and scatters pump light into the probe wave when its frequency is down-
shifted by the acoustic frequency. This process leads to a strong coupling between the three waves 
when this resonance condition is satisfied, which results in exponential amplification (absorp-
tion) of the probe wave. Efficient SBS occurs when both energy and momentum are conserved, 
which is satisfied when the pump and probe waves counterpropagate. This leads to atypically 
very narrow gain bandwidth of typically about 30 MHz. With the peak values of Brillouin gain 
of about g0

10 02~ . m−  one can then expect the slowdown factor to be on the order of only a few 
percent different from unity—hence the value of this scheme is not in the absolute delay time 
but in adjustable additional delay 

  ΔT g Ld ~ / /0 1 2δω    (31)

Since the large value of total gain g L0  can lead to Brillouin lasing, it is usually limited to about 10 to 
15 meaning that maximum pulse delay of about 2 pulse lengths.73 It is important that the main limi-
tation for the achievable delay in amplifiers is the dispersion of gain rather than dispersion of group 
velocity.73 While this delay of a few pulse lengths is relatively small, it is tunable and as such may be 
sufficient for many applications.

Tunable slow-light delay via SBS in an optical fiber was first demonstrated independently by 
Song et al.74 and Okawachi et al.75 In the experiment preformed in Ref. 74 delay could be tuned 
continuously by as much as 25 ns by adjusting the intensity of the pump field and the technique can 
be applied to pulses as short as 15 ns. A fractional slow-light delay of 1.3 was achieved for the 15-ns-
long input pulse with a pulse broadening of 1.4.

Following the first demonstrations of SBS slow light in optical fibers, there has been consider-
able interest in exploiting the method for telecommunication applications. One line of research 

Gain g  = g0 dw1/2
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FIGURE 8 Slow light in an optical amplifier: (a) gain; (b) index; and (c) slowdown factor.
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has focused on reducing pulse distortion by reducing the distortion caused by the gain dispersion 
performance76–81 by essentially trying to shape the Brillouin gain with multiple pumps. In numer-
ous experimental demonstrations of multiple closely spaced SBS gain lines generated by a multi-
frequency pump, significant increases in slow-light pulse delay were achieved as compared with the 
optimum single-SBS-line delay.

Another line of research has focused on broadband SBS slow light.82–86 The width of the reso-
nance which enables the slow-light effect limits the minimum duration of the optical pulse that can 
be effectively delayed without much distortion, and therefore limits the maximum data rate of the 
optical system. Herraez et al.82 were the first to increase the SBS slow-light bandwidth and achieved 
a bandwidth of about 325 MHz by broadening the spectrum of the SBS pump field. Zhu et al. 
extended this work to achieve an SBS slow-light bandwidth as large as 12.6 GHz, thereby support-
ing a data rate of over 10 Gb/s.83 The latest results on expanding bandwidth are summarized in the 
review article.87

An alternative way to achieve tunable delays in optical fibers is via stimulated Raman scattering 
(SRS) can also be achieved in optical fibers. The SBS arises from exciting vibrations in individual 
molecules also known as optical phonons—as opposed to exciting sound waves (acoustic phonons) 
as in the SBS process. The optical phonons, unlike acoustic phonons, are localized and have very 
short lifetimes, measured in picoseconds or fractions of picoseconds. Furthermore, in amorphous 
materials, such as glass, the frequencies of optical phonons are spread over the large interval (mea-
sured in THz)—hence the Raman gain is much broader than Brillouin gain, but is also much smaller 
in absolute value. Integrated gain γ δω~ /g0 1 2  is similar for SBS and SRS but in SRS it is spread out 
over much wider δω1 2/ . 

Sharping et al. demonstrated an ultrafast all-optical controllable delay in a fiber Raman amplifier.88 
In this experiment a 430-fs pulse is delayed by 85 percent of its pulse width using SRS in 1-km-long 
high nonlinearity fiber. The ability to accommodate the bandwidth of pulses shorter than 1 ps in a 
fiber-based system makes SRS slow light useful for producing controllable delays in ultrahigh band-
width telecommunication systems.

In addition to optical fibers, SRS slow light has also been demonstrated in a silicon-on-insulator 
planar waveguide.89 Since silicon is a single-crystalline material, the Raman gain is concentrated 
into the narrower bandwidth than in glass, but this bandwidth is still sufficient for delaying short 
optical pulses of 3 to 4 ps in a very short (8 mm) waveguide. This scheme represents an important 
step in the development of chip-scale photonics devices for telecommunication and optical signal 
processing. 

Slow light propagation was also demonstrated in erbium-doped fibers90,91 using coherent popu-
lation oscillations, but the bandwidth, related to the relaxation time in erbium ion was only on the 
order of kHz. Other methods included using the parametric gain92 in the optical fiber as well as tak-
ing advantage of EIT in hollow optical fibers.93

22.7 CONCLUSION 

In this chapter, we have only given a very brief overview of the physics involved in the phenomenon of 
slow (and fast) light propagation. We have shown that while the underlying mechanisms are diverse, 
they all are characterized by a relatively narrow resonance, whether it is due to an atomic transition, 
resonance in the photonic structure, or is determined by a pump in an optical amplifier. As a result, the 
delay bandwidth and physical dimensions of all slow-light media are interdependent and must be opti-
mized for a given set of objectives that depends on application. The applications of slow light, in both 
linear and nonlinear optics, are so diverse that it is impossible to cover them all even briefly in this chapter. 
They involve optical communications, optical signal processing, microwave photonics, precise inter-
ferometric instruments, and many others, and many new ones appear every year. The multidisciplinary 
field of slow light experiences rapid growth and this brief survey of the current state of affairs is nothing 
more than a snapshot intended to provide sufficient background to the newcomers into this field and to 
suggest a number of sources from which a deeper knowledge can be gained. 
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23.1 INTRODUCTION

The newly emergent fields of quantum sensing and imaging utilize quantum entanglement—the 
same subtle effects exploited in quantum information processing—to push the capability of preci-
sion measurements and image construction using interferometers to the ultimate quantum limit of 
resolution.1,2 Alan Migdall at the U.S. National Institute of Standards and Technology, for example, 
has proposed and implemented a quantum optical technique for calibrating the efficiency of photo-
detectors using the temporal correlations of entangled photon pairs.3 It was one of the first practi-
cal applications of quantum optics to optical metrology, and has produced a technique to calibrate 
detectors without the need for an absolute standard.

These quantum effects can also be applied to increase the signal-to-noise ratio in an array of 
sensors from Laser Interferometer Gravitational Wave Observatory (LIGO) to Laser Light Detection 
and Ranging (LIDAR) systems, and to synchronized atomic clocks. Quantum imaging exploits 
similar quantum ideas to beat the Rayleigh diffraction limit in resolution of an imaging system, such 
as used in optical lithography. We present an introduction to these exciting fields and their recent 
development.

Entanglement is the most profound property of quantum mechanical systems.4,5 First we need to 
define entanglement. For simplicity, let us consider a system of two modes A and B only. Modes A 
and B may describe the two spatial paths of a Mach-Zehnder interferometer or two different polar-
ization modes in an optical cavity. We can put a photon in either of the modes or let them remain 
empty. Let us suppose a general state of mode A which is a superposition of the two possible states, 
therefore we obtain α β0 1A A

+ , where α  and β  may be complex and | | | |α β2 2 1+ =  is required for 
proper normalization of the state. We also write a superposition for a general state for mode B, that 
is, γ δ0 1B B

+  and | | | |γ δ2 2 1+ = . Now consider the combined two-mode state Ψ = +( )1 0 0 1 2A B A B
/

, where either a photon is in mode A or B. It is easy to see that this state cannot be decomposed into 
a product state for mode A and mode B only, that is, we cannot find any coefficients α β γ δ, , ,  such 
that the equation ( )( ) ( )α β γ δ0 1 0 1 1 0 0 1 2

A A B B A B A B
+ + = + /  is satisfied. The state Ψ  is 

an example for a nonseparable state. In general, any nonseparable state of two or more systems is 
called entangled. Erwin Schrödinger was the first who coined the term entanglement,6 although he 
is by far more prominent for his Schrödinger cat. Now we have a proper definition for entangled 
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pure states. But what is the definition for entangled mixed states? Let us suppose two systems A and 
B that can be in n  different mixed states ρi

A  and ρi
B  with i n=1, , .…  A separable mixed state may 

be written as ρ ρ ρ=∑ ⊗i i i
A

i
Bp , where the pi  are probabilities. Mathematicians call this particular 

sum a convex combination of product states. Now we can define entanglement for mixed states in 
excluding just these separable states. We say, if the bipartite system cannot be written in the above 
way, we call it entangled.7 

Entanglement is not necessarily a useful physical quantity. Entanglement is usually discussed 
together with nonlocal correlations. These nonlocal correlations can be verified by Bell experi-
ments.8 For a nice review of the current status of Bell experiments see, for example, Ref. 9. The 
violation of a Bell inequality10,11 by a specific quantum state is an indication that the state is able to 
exhibit nonlocal correlations. It is known that for any entangled pure state of any number of quan-
tum systems one may violate a generalized Bell inequality.12,13 An extension of this statement for 
mixed entangled states has not been found. Furthermore Werner provided in 1989 an example of 
nonseparable mixed states that do not violate a Bell inequality.7 This demonstrated that the class of 
entangled mixed states decomposes into states that are entangled but do not show nonlocal correla-
tions and those that are entangled and are nonlocal. The state Ψ  is clearly entangled but only until 
very recently it has been proven in several experiments that this state violates a Bell inequality.14–17 
Generalizations of this state where the single photon is replaced by N photons will play an impor-
tant role in applications described later in this chapter. That also this generalization for N photons 
in either of the modes violates a Bell inequality has been proven in Ref. 18 very recently. This shows 
that the connection of entanglement and nonlocal correlations is still a very hot research topic. Now 
let us come back to a very practical application, an optical interferometer.

In order to see the role of quantum mechanics in optical interferometers, we first consider a 
prototype Mach-Zehnder interferometer (MZI).19 The task is to measure the path-length differ-
ence between the two arms of the interferometer. In the standard approach, as shown in Fig. 1, an 
input laser beam is launched into the first 50-50 beam splitter (BS) on the left in port A, bounced 
off of the two mirrors in the middle, and recombined at the second 50-50 BS on the right. Light 
then emerges from the top and bottom ports, C and D, of the second BS, and is then made incident 
on two photodetectors � and �, as shown. Typically, the intensities in each port, IC and ID, are mea-
sured at each detector and the result is combined to yield the difference intensity, I = ID – IC, which 

FIGURE 1 Schematic of a Mach-Zehnder interferometer. Laser 
light in port A is split by the first 50-50 beam splitter, aquires a phase 
difference, and recombines at the second beam splitter and emerges 
in ports C and D. We take a convention such that, for a balanced 
interferometer, port C is the dark port. Hence, any light emergent 
here is indicative of an arm displacement and can be detected by the 
two detectors and the analyzer.
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we shall call the signal. To indicate the phase induced by the path difference between the upper and 
lower arms, we place an icon for a phase shift j, which in this example has the value j = kx. Here x 
is the path-length difference between the two arms. The wave number, k = 2p/l, is a predetermined 
constant, given the optical wavelength l.

We adopt the convention that the light field always picks up a p/2 phase shift upon reflection off of 
a mirror or off of a BS, and also no phase shift upon transmission through a BS. Then, the two light 
fields emerging from the second BS out the upper port C are precisely p out of phase with each other, 
and hence completely cancel out due to destructive interference (the dark port). Consequently, the two 
light fields recombine completely in phase as they emerge from the lower port D and add up due to 
constructive interference (the bright port). Hence for a balanced MZI all of the energy that comes in 
port A emerges out of port D and none out of port C. Clearly, any change in the path difference x away 
from the x = 0 balanced condition will cause light to appear in the formerly dark port, and in this way 
we can measure x by simply measuring intensities at the detectors. 

The question is: How precise a measurement of the path difference x can we make? If the light 
intensity incident on port A is IA, then in terms of the phase shift j the output-port intensities can 
be written as

 
I IC A= sin ( )2 2ϕ/

 (1a)

 I ID A= cos ( )2 2ϕ/  (1b)

It is typical for the analyzer in Fig. 1 to compute the difference intensity M = ID – IC (where M stands 
for “minus”) such that

 M I I ID C A( ) os( )ϕ ϕ≡ − = c  (2)

Since j/2 = kx/2 = px/l, we have that IC = 0 and ID = IA whenever x/l = 0, 1, 2, 3, … Hence, our 
ruler is the light wave itself and the tick marks are spaced the wavelength l apart. We may start with 
a balanced interferometer with equal arm lengths, x = 0 (and M = IA), and then slowly move the 
upper mirror upward increasing x. As we do we will break the balance and begin to see light emerg-
ing from the formally dark port C (M decreases in the plot). 

At the point j = p/2, when IC = ID, then M = 0. Eventually, we will see port C attain maximum 
brightness and port D will go dark (M = –IA). As we continue the mirror displacement, this process 
will reverse, as sine and cosine are periodic, and finally port C will go dark again (M is maximum 
again with M = IA). At this point, we can stop moving the upper mirror and we are assured that 
now the path difference x has gone from 0 to l. If we take l = 1.0 μm, then it would seem we have a 
machine capable of measuring distances to an accuracy of about l = 1.0 μm. This is consistent with 
the Rayleigh diffraction limit, typically invoked in classical optics. 

Let us now balance the interferometer such that we start at the point j = p/2, when IC = ID, and 
hence M = 0 in Fig. 2. Note this is where the curve crosses the horizontal axis and the slope of the 
M-curve is steepest. If we call the horizontal displacement change Δj, then we can see this is related 
to the vertical intensity change ΔM. For small changes, we may approximate this relation using dif-
ferentials, that is, ΔM = IAΔj or

 
Δ
Δ

= =M M
I Aϕ ϕ

ϕ∂
∂

s n( )i  (3) 

which may be written as

 Δ = Δ = Δϕ
ϕ ϕ

M
M

M
I A∂ ∂/ sin( )

 (4) 
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The quantity ∂M /∂ϕ  is the slope of the curve, which is largest at the crossing point, implying 
our minimum detectable phase Δj is smallest there, via Eq. (4). At the crossing point j = p/2 and 
sin(p/2) = 1, and so this relation would seem to indicate that if we can measure the intensity dis-
placement ΔM with infinite precision (ΔM = 0), we can measure the phase (and hence distance) 
with infinite precision (Δj = 0). In practice, various technical imperfections tend to set the limit for 
the finite precision ΔM.20 However, as far as classical electromagnetic waves are concerned, nothing 
“fundamentally” prevents ΔM being zero. Hence, it would appear that if we try hard, we could detect 
any amount of phase shift no matter how small it is.

23.2 SHOT-NOISE LIMIT

The problem is that the simple classical arguments we used above do not take into account the effects 
of quantum mechanics. Specifically it does not take into account the fact that the intensity of the light 
field is not a constant, which can be measured with infinite precision, but that it fluctuates about some 
average value, and those fluctuations have their origin in the vacuum fluctuations of the quantized elec-
tromagnetic field.21,22 According to quantum mechanics, optical intensity can never be measured with 
infinite precision. Hence the uncertainty, in the curve of Fig. 2, always has some finite value, indicated by 
the box of height ΔM. The intensity displacement M can never be measured with infinite precision and 
has a fundamental uncertainty ΔM, and therefore the consequent phase j will always have its related 
uncertainty Δj, which is the width of the box. These fundamental quantum intensity fluctuations sug-
gest that there is a Heisenberg uncertainty principle at work, which in our example implies that the 
intensity I and the phase j cannot both simultaneously be measured with infinite precision. 

For a quantum analysis of this phenomenon, we introduce the mean number of photons in the 
laser field as the dimensionless quantity n, and note that the intensity I is then proportional to n for 
a steady-state system. If we denote the fluctuation in the phase as Δj and that in the intensity as Δn, 
we can then write down the Heisenberg number-phase uncertainty relation as23–25

 
Δ Δ ≥n ϕ 1

 (5)

This is closely related to the better know energy-time uncertainty principle Δ Δ ≥E t �,  where ΔE is the 
uncertainty in the energy, Δt is the uncertainty in the time, and �  is Dirac’s constant (Planck’s constant 

FIGURE 2 Typical Mach-Zehnder analyzer. The difference 
intensity M is plotted as a function of the phase shift j = kx, where x 
is the arm displacement to be measured. The minimal detectable dis-
placement, Δx, is limited by the fluctuations in the optical intensity, 
ΔM. These fluctuations are quantum mechanical in nature.
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divided by 2p). For a standing, monochromatic, electromagnetic wave we have E n=� ω,  where w 
is the frequency. This is just the energy per photon multiplied by the average number of photons. 
Since there is no propagation for a standing wave we have j = wt as the accumulated phase at any 
point. Approximating both of these expressions with differentials gives Δ = ΔE n� ω  and Δj = wΔt. 
Inserting these two expressions into the energy-time uncertainty relation yields the number-phase 
relation, Eq. (5). 

For a laser beam, the quantum light field is well approximated by a coherent state, denoted as 
α , where the complex number a =|a|eij is proportional to the electric field amplitude E such that 
| | ,α 2=n  the latter of which we recall is the dimensionless field intensity.21 This is the dimension-
less quantum version of the classical relation | |E I I n2

0= = . The full dimensional form is E E n= 0 ,  
where I E V0 0

2
0= =| | /( )�ω ε , which in SI units, �  is Dirac’s constant, ε0  is the free-space permittiv-

ity, and V is the mode volume for the electromagnetic field. Hence I0 is the intensity of a single photon. 
The fluctuations are typically represented in a phasor diagram, as shown in Fig. 3. Here the phase 
is the polar angle j measured counterclockwise off the horizontal axis. The radius from the origin 
to the center of the coherent-state disk is R n= =| |α 2 . The diameter of the disk d is on the order of 
d n n=Δ = .  From simple geometry, we can then approximate d = R Δj, where Δj is the uncertainty 
or fluctuation in the angular j direction. 

Combining all this we arrive at the fundamental relationships between number (intensity) and 
phase uncertainty for a coherent-state laser beam,

 Δn Δj = 1 (6a)

 Δ =n n  (6b)

 

Δ =
Δ

=ϕ
SNL

1 1
n n

 (6c)

FIGURE 3 Phase-space diagram showing quantum fluctuations. 
Fluctuations in the radial direction correspond to intensity and those in 
the angular direction phase. A coherent state is a disk and has fluctuations 
equal in intensity and phase (a “true” classical state is a point and has no 
fluctuations). Also shown is a phase squeezed state, which has fluctuations 
decreased in the angular (phase) direction, at the expense of increase fluc-
tuation in the radial (intensity) direction. Such a phase-squeezed state can 
be used to beat the shot-noise limit.
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The first relation, Eq. (6a), tells us that we have equality in Eq. (5); that is a coherent state in a mini-
mum uncertainty state (MUS). Such a state saturates the Heisenberg number-phase uncertainty 
relation with equality. This is the best you can do according to the laws of quantum mechanics. The 
second relation, Eq. (6b), describes the fact that the number fluctuations are poissonian with a mean 
of n and a deviation of Δ =n n , a well-known property of the Poisson distribution and the conse-
quent number statistics for coherent-state laser beams.22 Putting back the dimensions we arrive at

 
 ΔϕSNL =

I

I
0  (7)

which is called the shot-noise limit (SNL). The term “shot noise” comes from the notion that the 
photon-number fluctuations arise from the scatter in arrival times of the photons at the beam 
splitter, much like buckshot from a shotgun ricocheting off a metal plate. We can also import the 
SNL into our classical analysis above. Consider Eq. (4), where we now take IA = I0n, ΔM I n= 0 ,  
and j = p/2. We again recover Eq. (6c) for the phase uncertainty. Hence quantum mechanics puts 
a quantitative limit on the uncertainty of the optical intensity, and that intensity reflects itself in a 
consequent quantitative uncertainty of the phase measurement.

In classical electromagnetism, we can also represent a monochromatic plane wave on the phasor 
diagram of Fig. 3—but instead of a disk the classical field is depicted as a point. The radial vector 
to the point is proportional to the electric field amplitude E and the phase angle corresponds to the 
classical phase of the field. The phase-space point represents the idea that, classically, we can mea-
sure number and phase simultaneously and with infinite precision. As we have seen above, quantum 
mechanically this is not so. The Heisenberg uncertainty principle (HUP) of Eq. (5) tells us that both 
phase and intensity cannot be measured simultaneously with infinite precision. For a minimum 
uncertainty state (MUS), such as a coherent state α , we have equality in the HUP, as given in Eq. (6a). 
Then, combined with the poissonian-statistical distribution of photon number for a coherent state, 
Eq. (6b), we arrive at the shot-noise limit.

23.3 HEISENBERG LIMIT

In 1981, Carlton Caves first proposed the idea of using nonclassical states of light—the so-called 
squeezed states—to improve the sensitivity of optical interferometers to below even the shot-noise 
limit.26 This notion came as somewhat of a surprise to the interferometer community, as it was 
thought at the time that the shot-noise limit was the ultimate limit on sensitivity as imposed by 
quantum mechanics. However, there are other minimum uncertainty states besides the coherent 
state. The easiest way to see this is to look again at the representation of the coherent state as a disk 
in phase space (Fig. 3). The fact that it is a disk indicates that the fluctuations are the same in all 
directions, and that the area of the disk is a constant �. The pictogram and the HUP then tells us 
that any quantum state must have an area greater or equal to �, and that the MUS has an area equal 
to �. This is, for a coherent state, equivalent to stating the three conditions of Eq. (6). However, we 
can relax Eq. (6b) and (6c), while still maintaining the HUP of Eq. (6a). 

That is, we can decrease Δj, at the expense of increasing Δn at the same time, so that the prod-
uct ΔjΔn = 1 remains constant and the area of the disk remains the same value �. Pictorially this 
amounts to squeezing the coherent-state disk in the angular direction, while allowing it to expand in 
the radial direction, as shown in Fig. 3. The important point is that the area � of the ellipse remains 
unchanged so that the HUP is obeyed. However, we can decrease phase uncertainty at the expense 
of increasing the number uncertainty. Furthermore, it is possible to produce such squeezed states of 
light in the laboratory, using nonlinear optical devices and ordinary lasers.27–30

Now the question is: What is the most uncertainty we can produce in photon number, given that 
the mean photon number n is a fixed constant, and that we still want to maintain the MUS condition—that 
the area of the ellipse remains a constant �. Intuitively one cannot easily imagine a scenario where 
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the fluctuations in the energy, Δ = ΔE n�ω , exceeds the total energy of the laser beam, E n=�ω .
Hence the best we can hope to achieve is ΔE = E or, canceling out some constants, Δn = n. Inserting 
this expression in the HUP of Eq. (6a), we obtain what is called the Heisenberg limit:

 Δ =ϕHL

1
n

 (8)

Putting back the dimensions we get

 
 ΔφHL =

I

I
0  (9)

This is exactly the limit one gets with a rigorous derivation using squeezed light in the limit of infi-
nite squeezing.31,32 It is called the Heisenberg limit as it saturates the number-phase HUP, and also 
because it can be proven that this is the best you can do in a passive interferometer with finite aver-
age photon number n. Converting to minimum detectable displacement we get

 Δx
n

I

I
= =� � 0  (10)

where I0 is the single photon intensity, defined above. 
So far, we have considered the situation that we send light in port A and analyzed what came out 

of ports C and D for the MZI shown in Fig. 1. What about input port B? Classically there is no light 
coming in port B, and hence it is irrelevant. But, it is not so. In his 1981 paper, Caves showed that 
no matter what state of the photon field you put in port A, so long as you put nothing (quantum 
vacuum) in port B, you will always recover the SNL. In quantum electrodynamics, even an interfer-
ometer mode with no photons in it experiences electric field fluctuations in that mode. 

In the MZI these vacuum fluctuations have another important effect; at the first BS they enter 
through port B and mix with whatever is coming in port A to give the SNL in overall sensitivity. It 
becomes clear then, from this result, that the next thing to try would be to plug that unused port B 
with something besides vacuum. It was Caves’ idea to plug the unused port B with squeezed light 
(squeezed vacuum to be exact). That, with coherent laser light in port A as before—and in the limit 
of infinite squeezing—then the SNL rolls over into the HL. 

In the laboratory, however, infinite squeezing is awfully hard to come by. With current
technology,33–35 the expected situation is to sit somewhere between SNL and HL but a lot closer 
to the former than the latter. Recent analyses by a Caltech group, on exploiting squeezed light in 
LIGO, indicates a potential for about a one-order-of-magnitude improvement in a future LIGO 
upgrade.36 Not the twelve orders of magnitude that was advertised above, but enough to allow 
the observatory to sample about 80 times the original volume of space for gravitational-wave 
sources. That, for LIGO, is a big deal. 

23.4 “DIGITAL” APPROACHES

Squeezing is an “analog” approach to quantum optical interferometry, in that the average photon 
number and the degree of squeezing are continuous variables. There is another approach, exploiting 
discrete photon number and path-entangled optical states, where the photon number is fixed. There 
is a large body of literature on using entangled particles or photons in a Mach-Zehnder interferome-
ter in order to beat the shot-noise limit. The first such proposal was by Bernard Yurke in the context 
of neutron interferometry.37

In 1986, the use of photon-number eigenstates, the so-called Fock states, to improve the inter-
ferometer phase sensitivity by Yurke et al.,38 and independently by Yuen.39 They showed that with a 
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suitably correlated input state the phase sensitivity can be improved to the one proportional to 1/N. 
The correlated input state—which we call the Yurke state—is given by

 
 ψ

Y

N N N N= + + −
2 2 2

1
2

1, ,  (11)

where the normalization constant of 1 2/  has been dropped for convenience. The two numbers 
inside the brackets represent the number of photons entering the input ports A and B, respectively. 
As is the case of the squeezed state, the Fock-state approaches also require the light field incident 
upon both input ports of the MZI. If N photons entered into each input port of the interferometer 
in nearly equal numbers, then it is possible to obtain the asymptotic phase sensitivity scaling of 
order 1/N for large N, the Heisenberg-limit.40

In 1993, Hillery and Mlodinow showed that the SU(2)-squeezed minimum-uncertainty states 
can also be used for the input state of the Mach-Zehnder interferometer to achieve Heisenberg-
limited sensitivity.41 They called such a state the “intelligent” state. The intelligent state has a fixed 
number of photons. However, it consists of all the possible combination of the photon number dis-
tribution in the input modes such that

  ψ
INT N k

k

N

C N k k= −
=
∑ , ,

0

 (12)

where the probability amplitude CN k,  varies with N and k as well as the degree of squeezing.42 
Although it contains a fixed number of photons, the exact form of the intelligent state depends on the 
degree of squeezing. Hence, we may put this approach in between the analog and the digital ones. 

In 1993, on the other hand, Holland and Burnett proposed the use of the so-called dual-Fock 
states for the two input ports of the MZI in order to achieve Heisenberg-limited sensitivity.43 The 
dual-Fock state has the same number of photons at each input mode such that the quantum state 
can be written as 

 ψ
DF

N N=
2 2

,  (13)

We see that the dual-Fock state has a much simpler form, compared to the Yurke state of Eq. (11). 
Why is it that this simple looking dual-Fock state had been overlooked in the earlier investiga-
tion? Using the dual-Fock state input, the measurement of the difference intensity does not yield 
any signal. In other words, the difference between the two output modes is always zero regardless 
of the amount of phase shift. This prevents the use of dual-Fock state for the interferometer input 
when the difference signal is measured, and because of that it was discarded, not overlooked. What 
Holland and Burnett suggested is to construct a probability distribution of the estimated phase, con-
ditioned on the number of photons at each output port. Then, they showed, after sufficient number 
of trials, the probability distribution becomes narrow such that the phase uncertainty approaches 
to the 1/N Heisenberg limit. Heisenberg-limited phase measurements have also been proposed for 
Ramsey-type atom interferometry, where the degenerate Bose-Einstein condensates play the role of 
atomic dual-Fock states.44,45

The conditional probability distributions are generally used for parameter estimation. The phase 
is not a quantum mechanical observable (that is represented by a self-adjoint operator),46 and it has 
to be estimated. Here, instead of direct inversion for the phase shift as performed with the difference-
intensity measurement in Eq. (2), the probability distribution is constructed to infer the phase shift 
given the measurement results (photon counts at C and D ports separately).47 The error in the phase 
estimation is then given by the variance of that distribution. 

Such phase estimation protocols with conditional probabilities are applied to look for optimal 
quantum states of the input light field as well as the optimal output measurement schemes.48–52 
Given that the output detection does not have to be the conventional difference intensity measurement, 



QUANTUM ENTANGLEMENT IN OPTICAL INTERFEROMETRY  23.9

Sanders and Milburn proposed an ideal canonical measurement based on phase state projection.48 
Using such an ideal measurement strategy, Berry and Wiseman suggested an optimal state that 
minimizes the so-called Holevo phase variance.49 They further developed an adaptive measurement 
scheme that approximates the ideal measurement scheme by Sanders and Milburn. With other mea-
surement strategies such as coincident measurement that exploits the forth-order correlation, it is 
also possible to obtain the phase sensitivity beyond the shot-noise limit with the dual-Fock state.53–57

23.5 N00N STATE

Let us now consider a two-mode, path-entangled, photon-number state, commonly called the 
N00N state. The idea is that we have a fixed finite number of photons N that are either all in the 
upper mode A or all in the lower mode B, but we cannot tell—even in principle—which is which. 
The state of all up and none down is written | | |up〉 = 〉 〉N A B0  and the state of all down and none 
up is similarly down = 0 A BN .  The notation indicates a product state of N photons either in A 
or B (but not both) such that 

  | | | | , | ,N00N up down〉 ≡ 〉+ 〉 = 〉+ 〉N N0 0  (14)

where a normalization constant of 1 2/  has again been dropped for convenience. The N00N state 
was first discussed in 1989 by Barry Sanders, who was particularly interested in the Schrödinger-cat 
aspect and how that affected quantum decoherence.58 It was rediscovered in the context of quantum 
imaging—particularly for quantum lithography59—to circumvent the Rayleigh diffraction limit. 
The N00N state has the interesting property that it is quantum entangled between the two modes 
and rigorously violates what is known as a Bell inequality for nonclassical correlations.18

To see why a N00N state has the magical properties—super sensitivity and super resolution, 
in particular—we take a brief look at the difference in behavior between a number state N  and 
a coherent state α  in an MZI. When a coherent state passes through a phase shifter j, such as 
depicted in Fig. 1, it picks up a phase of j. This is a property of a classical monochromatic light 
beam that coherent states inherit quantum mechanically. However, number states are already highly 
nonclassical states to begin with. Their behavior in the phase shifter is radically different. 

When a monochromatic beam of number states passes through a phase shifter, the phase shift is 
directly proportional to N, the number of photons. There is no n-dependence in the phase shift for 
the coherent state (n is the average number of photons). In terms of a unitary evolution of the state, 
the evolution for any photon state passing through a phase shifter j is governed by 

 ˆ ( ) exp( ˆ)U i nϕ ϕ≡  (15)

where n̂  is the photon number operator. The phase shift operator can be shown to have the follow-
ing two different effects on coherent versus number states,22

 Û ei
ϕ

ϕα α=  (16a)

 Û N e NiN
ϕ

ϕ=  (16b)

Notice that the phase shift for the coherent state is independent of number, but that there is an N 
dependence in the exponential for the number state. The number state then evolves in phase N 
times more rapidly than the coherent state. After the phase shifter the N00N state evolves into

  N N e N NiN, , , ,0 0 0 0+ → +φ  (17)
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which is the origin of the quantum improvement phase sensitivity. If we now carry out an N-photon 
detecting analyzer (still different from the conventional difference intensity measurement), we 
obtain

  M I NAN00N( ) cos( )φ φ=  (18)

which is the solid curve in Fig. 4. The N00N signal (solid) oscillates N times as fast as the coherent 
state (dotted). Two things are immediately clear. The distance between peaks goes from λ λ→ / ,N
which is the quantum lithography effect—we now beat the Rayleigh diffraction limit of l by a fac-
tor of N. This sub-Rayleigh-diffraction-limit effect is now commonly called “super resolution.” The 
slope of the curve at the horizontal axis crossing point gets larger as well, also by a factor of N. Now 
the minimal detectable phase, given by Eq. (4), consequently goes down. However, the signal M for 
this N00N state is not the same as for the coherent state scheme, as we are now counting photons N 
at a time. And it turns out then that ΔMN00N = 1 for the new scheme, and then Eq. (4) gives

 Δ =ϕN00N 1/ N  (19)

which is precisely the Heisenberg limit of Eq. (8). This Heisenberg limit, or the beating of the shot-
noise limit, is now commonly called “super sensitivity.”

For N = 1 and N = 2 (low N00N) it is fairly straightforward to make such states with nonclassical 
sources of photon number states of either the form 1 0A B  or 1 1A B

,  that is one photon in mode 
A and none in B, or one photon in each of modes A and B. The standard approach utilizes sponta-
neous parametric down-conversion (SPDC), where an ultraviolet (UV) photon is down converted 
into a pair of number states. The effect of a simple beam splitter transformation on these states22 is 
to convert them to low-N00N states, as follows:

 1 0 1 0 0 1A B A B A B
BS⎯→⎯ +′ ′ ′ ′

 (20a)

 1 1 2 0 0 2A B A B A B
BS⎯→⎯ +′ ′ ′ ′  (20b)

where Eq. (20a) shows that a single photon cannot be split in two, and Eq. (20b) is illustrative of the 
more subtle Hong-Ou-Mandel effect—if two single photons are incident on a 50-50 beam splitter 
they will “stick” and both photons will go one way or both will go the other way, but you never get 
one photon out each port.60

FIGURE 4 Comparison of the detection signal of a coherent 
state (dotted) and a N00N state (solid). The N00N state signal oscil-
lates N times as fast as the coherent state and has maximum slope that 
is N times as steep (N = 3). The effect is as if the N00N state was com-
posed of photons with an effective wavelength of l/N instead of l. 

ΔM

M

0

– IA

+ IA

Δj = kΔx
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j = 2p /N
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As depicted in Fig. 5, it is the probability amplitude for the transition 1 1 1 1A B A B
BS⎯→⎯ ′ ′  that 

completely cancels out due to destructive interference. On the other hand, the probability amplitude 
for the transition indicated by Eq. (20b) adds up, due to constructive interference. So it is relatively 
easy, once you have a source of single photons, to create low-N00N states. The challenge is then, how 
to go to high N00N? 

One of the first proposals for making high-N00N states was introduced in 2002 by Gerry and 
Campos, motivated by their applications in lithography and metrology.61 The idea is to make a kind 
of quantum computing gate (a Fredkin gate) so that a single photon in the upper MZI-1 controls 
the phase shift in the lower MZI-2, as shown in Fig. 6.62 A nonlinear optical material called a cross-
Kerr phase shifter couples the two MZIs.

The strength of the cross-Kerr effect, however, is so tiny at the single photon level63–65 that is it 
comes up 20 orders of magnitude too small for making a good N00N-state generator. There are two 

FIGURE 5 Four possibilities of the output, when send-
ing a 1 1A B

 state through a beam splitter. The diagrams 
(c) and (d ) lead to the same final state, interfering destruc-
tively; (c) no phase acquired for transmission-transmission; 
and (d ) a total of p phase shift for refection-reflection.

(a) (b) (c) (d)

FIGURE 6 N00N-state generator by Gerry and Campos.61 In 
the lower interferometer if N photons enter upper port A, they will 
always emerge in lower port D for a balanced Mach-Zehnder. Now 
if the lower interferometer is coupled to the upper one, via a strong 
cross-Kerr nonlinearity, a single photon in the lower branch of the 
upper interferometer causes a p phase shift, directing all N photons 
to emerge out port C. If the upper device is also an interferometer, 
one can arrange a superposition of zero and one photons in the Kerr 
box, giving rise to a superposition of a 0 and p phase shift. This Kerr 
superposition results in the N00N state, the number state superposi-
tion in the output modes C and D of the lower interferometer. 

Magic beam splitter

MZI-1

MZI-2

A

B D

C
b d

a c

Kerr

|1〉A |0〉B
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well-known ways to boost the Kerr effect: put in an optical micro-cavity around the atoms in the 
Kerr material,66 or coherently lock the atoms together in an approach known as electromagnetically 
induced transparency.67–69 Both roads have their complication and technical challenges. There is, 
however, a third path.

Here is where the universe of quantum-optical-metrology took some hints from the world of 
quantum-optical computing. The Gerry-Campos idea is based on an optical Fredkin gate, a sort of 
a single photon transistor. If such a device could be made easily, it would be a quick and easy road to 
the all-optical quantum computer. In 2001, Knill, LaFlamme, and Milburn (KLM) proposed an all-
optical, digital, scheme for quantum computing that exploited discrete entangled photon states dis-
tributed over the modes of an optical interferometer.70 This discovery ignited a huge international 
collaborative research and development program on the optical quantum computer. In this scheme, 
the Kerr nonlinearity is replaced with additional ancillary, mirrors, phase shifters, beam splitters 
and—most importantly—detectors. The KLM idea is that the detection process in the ancillary 
devices induces an effective Kerr nonlinearity.71

While still not perfect, the effective Kerr produced this way can be much stronger than the 
usual Kerr materials. So instead of working one time in 1020, our new device works one time in 
10, which is a 19-order-of-magnitude improvement. Our group, then at the NASA Jet Propulsion 
Laboratory, proposed the first high-N00N generation scheme based on all linear-optical devices.72 
The idea is to make the upper and lower mirrors into additional beam splitters and to put detec-
tors just past them. Such a N00N-generating scheme can be stacked to produce N00N states with 
N that is arbitrarily high.73,74 However, at least initially, all such schemes produced N00N states 
with a probability that scaled exponentially badly as N increased. The larger and larger you make 
N, the far more likely it is that you get only non-N00N states. Recently there has been a great deal 
of work on the development of schemes that produce N00N “efficiently.”75–77 So we are well along 
the digital quantum-computer-paved road to super resolution and super sensitivity—at least in 
theory.

The demonstration of the doubling of the effective wavelength was made in 1999,78 and a proof-
of-principle demonstration of the super-resolving application to sub-Rayleigh lithography was car-
ried out by the group of Yanhua Shih in 2001.79 Then in 2004 the N = 2 barrier was breached; the 
group of Steinberg demonstrated super resolution for N = 3, and, for N = 4, the group of Zeilinger 
demonstrated it as well.80–82 These 2004 experiments exploited the effective Kerr nonlinearities 
extracted from the photodetection process. While not “optical” metrology, there has been a lot of 
work on precision frequency measurements with trapped ions. In particular, the so-called maxi-
mally entangled states have been exploited to show super resolution and super sensitivity.83–89

Then, in 2007, the group of Andrew White demonstrated N = 6 super resolution in a process that 
used classical photons with a nonlinear N-photon detection scheme.86 While interesting, such an 
approach can never achieve super sensitivity due to its semiclassical nature, as the authors pointed 
out. The first demonstration of both super sensitivity and super resolution in a single experiment 
also appeared in late 2007 in a collaborative Japanese and UK experiment.87 This was the first exper-
iment to beat the shot-noise limit, using N00N states, with N > 2. However, the results still were not 
quite at the Heisenberg limit. It lies between the shot-noise limit and the Heisenberg limit. 

Another Australian collaboration, of the groups of Geoffrey Pryde and Howard Wiseman, carried 
out an experiment that produced N single-photon states of the form of Eq. (20a), and recycled them 
through the MZI in a feedback-loop implementation of a quantum computing protocol known as 
the Kitaev phase estimation algorithm88–90 with the effective N = 378. The idea is that instead of 
making such a large N00N state, they make 378 passes through the interferometer, with feedback, 
using the low N = 1 N00N state. Since all N00N states are equally entangled and violate a Bell 
inequality for any nonzero value of N, the trade-off is that of a complicated N00N-state generating 
scheme with a less complicated single-photon detection scheme with some electronic feedback.18 
Such a protocol is, surprisingly, easier to implement than the high-N00N approach, and arrives at 
the same performance in sensitivity scaling, the Heisenberg limit. This Australian experiment, once 
again, illustrates the close connection between quantum optical computing and quantum metrol-
ogy, as it achieves super sensitivity by running a quantum computational algorithm. A quantum 
computer is nothing more than a (complicated) quantum sensor, and hence one can design a quan-
tum sensor by exploiting ideas from quantum computing. 
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23.6 QUANTUM IMAGING

Quantum imaging is a new subfield of quantum optics that exploits quantum correlations, such 
as quantum entanglement of the electromagnetic field, in order to image objects with a resolution 
(or other imaging criteria) that is beyond what is possible in classical optics. Examples of quantum 
imaging are quantum ghost imaging, quantum lithography, and sub-Rayleigh imaging.91,92 In 2000, 
it was pointed out that N00N states had the capability to beat the Rayleigh diffraction limit by a fac-
tor of N. This super-resolution feature is due to the high-frequency oscillations of the N00N state 
in the interferometer, as illustrated in Fig. 4. For the quantum lithography application, the idea is 
to realize that if one has an N-photon absorbing material, used as a lithographic resist, then these 
high-frequency oscillations are written onto the material in real space and are not just a trace on an 
oscilloscope. Mathematically, the N-photon absorption and the N-photon detection process have a 
similar structure, that is,

  N00N N00N(ˆ ) ( ˆ) cos( )†a a NN N = +1 ϕ  (21)

where â  and
 

ˆ†a
 
are the mode annihilation and creation operators. From Fig. 4, we see in the solid 

curve this oscillates N times faster than if we were using single photons, or coherent light, as in 
the dotted curve. Recall that, for our MZI, we have ϕ π λ= =kx x2 / , where x is the displacement 
between the two arms. For lithography x is also the distance measured on the photographic plate 
or lithographic resist. If we compare the classical resolution to the N00N resolution we may write, 
ϕ ϕN00N classical= N , which we can solve for

  λ
λ

N00N
classical=

N
 (22) 

Written this way, we can say the effective wavelength of the N photons bundled together N at a 
time into the N00N state is N times smaller than the classical wavelength. This is another way to 
understand the super-resolution effect. The N entangled photons conspire to behave as a single 
classical photon of a wavelength smaller by a factor of N.93 Since the Rayleigh diffraction limit 
for lithography is couched in terms of the minimal resolvable distance Δx = lclassical, then we have 
ΔxN00N = lN00N = lclasssical/N. 

Another interesting application is so-called “ghost imaging.” This effect exploits the temporal and 
spatial correlations of photon pairs, also from spontaneous parametric down conversion, to image 
an object in one branch of the interferometer by looking at correlations in the coincidence counts of 
the photons.94 There is no image in the single-photon counts in either arm, but only in the double 
photon counts in both arms. The image is in a sense stored nonlocally.

A particular application of this more general idea of quantum imaging has been seen in 
quantum coherence tomography.95 In this experiment, they image a phase object placed in 
one arm of the interferometer, using entangled photons in an N = 2 N00N state. They see not 
only the factor of two improvement in resolving power, predicted by Eq. (22), but also as a 
bonus they get a dispersion cancellation in the imaging system due to frequency entanglement 
between the photons. 

Current experiments on N00N states have used rather dim sources of entangled photons, from 
UV pumped c(2) crystals in a spontaneous parametric down conversion (SPDC) setup.96 For bright 
sources of N00N states, one can turn to optical parametric amplifiers (OPA), which is the same 
setup as SPDC, but in which we crank up the pump power.97 In this regime of high gain, the cre-
ation of entangled photon pairs of the form of Eq. (13) occurs, but we have many, many pairs and 
the output can be written

  OPA =
=

∞

∑a n nn
n

A B
0

 (23)
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where the probability of a large twin-number state N NA B
 is given by | |aN

2, which can be quite 
large in the limit of high pump powers. Passing the OPA state through a 50-50 beam splitter gives 
the generalized Hong-Ou-Mandel effect term by term, so that we get,

 OPA BS⎯→⎯ −
==

∞

∑∑ c n m mnm
m

n

n 00

2 2 2  (24)

where again the coefficients cnm can be quite large for high pump powers. Taking the term n = 1 we 
immediately get the N = 2 N00N state from the regular Hong-Ou-Mandel effect. For larger n ≥ 1, we 
find that there is always a large N00N component along with the non-N00N. For an N = 2 absorber, 
the visibility of the N = 2 N00N oscillations was predicted to saturate at a visibility of 20 percent.98,99 
This 20 percent visibility is more than enough to exploit for lithography and imaging, and has 
recently been measured in a recent experiment in the group of DeMartini in Rome,100 in collabora-
tion with our activity at Louisiana State University.

Current commercial lithography exploits extreme ultraviolet light of around 100 nm and plans 
are to go to x-ray in the future. The problem is that the lithography system for x-ray cannot use the 
same lenses, mirrors, and other imaging devices as did the optical system and so each reduction in 
wavelength involves a huge cost in technology and hardware investment. But what if we could etch 
50-nm-sized features using 500-nm wavelength photons by exploiting quantum entanglement? This 
is the promise of quantum lithography. However, no real demonstration of quantum lithography 
has been had, so far, due to the N-photon resist problem.101

23.7 TOWARD QUANTUM REMOTE SENSING

Improvements in optical metrology and imaging have a natural application in the realm of opti-
cal remote sensing, such as in coherent optical laser interferometric radar (LIDAR) or in sensor 
miniaturization.102,103 On the other hand, the group of Lloyd at MIT proposed a quantum optical 
clock synchronization protocol that eliminates the timing jitter of optical pulses that are transmit-
ted through a fluctuating atmosphere.104 These atmospheric fluctuations are currently the limiting 
source of noise in the global positioning system. Of course, when the N00N states propagating over 
distances of kilometers through the atmosphere, then photon scattering and loss and other issues 
such as atmospheric turbulence become an issue that are not apparent in a table top quantum inter-
ferometry demonstration. 

The primary issue associated with photon loss is that the visibility of the interference pattern 
decreases, and that of the N00N state pattern decreases more rapidly than that of the single photon 
or coherent state interferometer. Hence, when the loss is sufficiently high, the slope of the N00N 
oscillations in Fig. 4 decreases to the point that, as far as super sensitivity is concerned, we do worse 
with N00N states than with either single photons or coherent states.105,106 There are, however, Fock 
states that offer super resolution and sensitivity better than shot noise that degrade less quickly 
under loss than N00N states.107 What we’ve termed M&M states, of the form 

 m m m m m m, ′ ≡ ′ + ′, ,  (25)

(where a normalization constant of 1 2/  has again been dropped for convenience) contain a trade-
off of being more resilient to environmental decoherence, but having a greater minimum phase 
uncertainty of 1/( )m m− ′ .

In quantum optics, the photon loss (as well as the detector inefficiency) is modeled by a series 
of beam splitters.25 In doing so, we first need to enlarge the Hilbert space to include the modes that 
represent the scattered photons and then, after the scattering, trace out those modes.107 Here, instead 
of going into details, we use a simple (not necessarily correct) phase-shifter model and give a brief 
estimation of the loss effect. Consider Eq. (16), describing how coherent states and number states 
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behave upon passing through a phase shifter. The photon loss might be incorporated in the phase 
shifter by making the substitution ϕ ϕ γ→ +i , where g is the rate at which photons are absorbed. We 
see then the effect of this loss in Eq. (16) is to produce an exponential loss factor that depends on N, 
for number states

  α αϕ γ γ ϕ+ −⎯ →⎯i ie e  (26a)

  N e e N
i N iNϕ γ γ ϕ+ −⎯ →⎯  (26b)

Typically, we have γ = gL , where g is the loss per unit length and L the distance traveled through the 
lossy medium. The exponential dependence of the loss in the coherent (classical) state of Eq. (26a) 
is called Beer’s law for optical absorption. We see that for N-photon number states, Eq. (26b), we 
have a super-exponential behavior, or what we call super-Beer’s law. It implies that the N00N states 
are much more fragile in a lossy environment than a classical coherent state. 

Of course, for the number states, such a simple phase-shifter model fails to describe the quantum 
states of the lesser number of photons, and we need to carry out the detailed analysis mentioned 
above. Will we then be able to overcome such fragility of the entangled states and achieve super 
sensitivity in remote sensing? We may have to seek an answer from the field of quantum compuing—
the tools to fight against decoherence such as quantum error correction or decoherence free 
subspace.108,109

Due to its “digital” nature, the entangled-number-state approach has recently benefited tremen-
dously from an influx of ideas and experimental techniques originally developed in the context of 
all-optical “digital” quantum computing.110 The idea is that an optical quantum computer is a giant 
optical quantum interferometer, where the quantum entanglement between photons is exploited 
to carry out mathematical calculations, which are impossible on any classical computer. However, 
in the proposed quantum interferometers the entanglement is exploited to make ultimate precise 
measurements not possible with any classical optical machine. The optical quantum computer can 
be turned into an optical quantum interferometric measuring device, and vice versa. Theoretical 
and experimental tricks, devised for the former, can be exploited in the latter. Since, for over the past 
10 years, a lot of efforts have gone into the development of quantum computers, we are now able to 
leverage this research for quantum optical metrology, imaging, and sensing. 
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wide-angle, 7.93–7.94, 7.93f
for XUV and x-ray regions, 7.94–7.96, 

7.95f–7.96f
Bare states, 14.3
Barium beta borate (BBO), 2.38t, 2.46t, 2.47t, 
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1.41f, 1.42f
Beam attenuation coefficient, 1.7f, 1.10
Beam cleanup, 12.30
Beam propagation, split-step, 12.10
Beam splitters (BSs), 7.61–7.67, 7.62f–7.68f, 

23.2, 23.2f, 23.14
Beam walkoff time, 15.30
Beating (phenomena), 18.19
Beer’s law, 8.7, 8.28
Beryllium:

absorptance of, 4.48t, 4.50t
optical constants for, 4.11
optical properties of, 4.12t, 4.21f, 4.26f
penetration depth of, 4.47f
physical properties of, 4.52t, 4.54t
reflectance of, 4.28t–4.29t, 4.45f, 4.46f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic properties, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.68f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.59f–4.60f

Beryllium surfaces, 6.51, 6.52, 6.53f, 6.58f
Beta cloth, 6.57, 6.58f
Betatron resonance, 21.42–21.43
Biaxial crystals, 8.8, 8.9t, 8.10, 8.10f
Bidirectional scatter distribution function 

(BSDF), 6.1, 6.9–6.10, 6.18–6.19
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Bio-optical models, of absorption, 1.27–1.29, 
1.27f, 1.28t

Bird-wing mirror, 12.7, 12.8f
Birefringence, 8.9, 17.1
Bismuth germanium oxide (Bi12GeO20) (BGO), 

2.38t, 2.44t, 2.47t, 2.50t, 2.55t, 2.60t
Bismuth triborate (BiB3O6) (BIBO), 2.38t, 

2.46t, 2.47t, 2.50t, 2.55t, 2.60t, 2.75t, 17.14
Bistable optical switches, 16.31
Black absorbers, 7.104, 7.105f
Black chrome, 6.53, 6.54, 6.54f
Black coatings, 6.13t
Black cobalt, 6.53, 6.54f
Black dye, 6.15
Black felt contact paper, 6.30f, 6.32f
Black glass, 6.57
Black Kapton, 6.57, 6.57f
Black layer system, 6.15
Black nickel, 6.21, 6.23f
Black paint, 6.21, 6.24f
Black surfaces, 6.1–6.59

creation of, 6.13–6.16
environmental degradation of, 6.16–6.18

atomic oxygen effects, 6.16–6.17
extreme environments, 6.18
outgassing, 6.17
particle generation, 6.17–6.18

for far-infrared applications, 6.21, 6.26–6.34, 
6.28f–6.34f

Ames 24E and 24E2, 6.26f, 6.28f, 6.34
Cornell Black, 6.26f, 6.27
Infrablack, 6.26f, 6.28, 6.28f
multiple-layer approach, 6.26, 6.26f–6.27f
Teflon overcoat, 6.27

optical characterization of, 6.18–6.21, 6.20t
paints and surface treatments, 6.35–6.58, 

6.37f, 6.43f, 6.53f
Acktar black coatings, 6.55
Aeroglaze Z series, 6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Akzo Nobel paints, 6.39, 6.42f, 6.43f
anodized processes, 6.44–6.49, 6.47f, 6.48f, 

6.51f, 6.53f
black glass, 6.57
Black Kapton, 6.57, 6.57f
carbon nanotubes and nanostructured 

materials, 6.55, 6.59f
Cardinal Black, 6.36f, 6.39, 6.44f
Cat-a-lac Black, 6.39, 6.42f, 6.53f
DeSoto Black, 6.37f, 6.39

Black surfaces, paints and surface treatments 
(Cont.):
DURACON, 6.55–6.56
electrically conductive black paint, 6.56
electrodeposited surfaces, 6.53–6.54, 6.54f, 

6.55f
etching of electroless nickel, 6.49–6.50, 

6.50f, 6.51f, 6.53f
flame-sprayed aluminum, 6.57
Floquil, 6.44
gold blacks, 6.57
high-resistivity coatings, 6.56
IBM Black (tungsten hexafluoride), 6.56
ion beam-sputtered surfaces, 6.53
Parson’s Black, 6.44, 6.53f
plasma-sprayed surfaces, 6.50–6.52, 

6.51f–6.53f
silicon carbide, 6.56
SolarChem, 6.44, 6.48f, 6.53f
specular metallic anodized surfaces, 6.57, 

6.58f
sputtered and CVD surfaces, 6.56
3M paints and derivatives, 6.35–6.37, 

6.36f, 6.38f, 6.53f
ZO-MOD BLACK, 6.56

selection process for, 6.10–6.12, 6.10f–6.11f, 
6.12t–6.13t

and substrates, 6.34–6.35
types and morphologies of, 6.1–6.10,

6.2t–6.4t, 6.5f–6.8f
for ultraviolet applications, 6.21, 6.22f–6.25f

Black Tedlar, 6.57f
Black velvet cloth, 6.31f, 6.33f
Blazing, gratings and, 5.60
Blink response (of eye), 13.1
Bloch equations, optical, 11.3–11.6
Bloch solution, 8.25
Bloch sphere, 11.4
Blooming, thermal, 16.22
Bombardment, of carbon surface, 6.8f
Boron, 5.82f, 5.83
Boron Black, 6.50, 6.51, 6.52f
Boron carbide, 6.51
Borosilocate crown glass, 2.41t
Bose-Einstein condensation (BEC), 14.22, 

20.26, 20.35–20.37, 20.36f
Bose-Einstein distribution of states, 2.16
Boulder Damage Symposium, 19.1–19.2
Bound electronic optical Kerr effect,

16.12–16.13, 16.13f
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Bound excitons, 5.26t, 5.29, 5.46
Bound-electronic optical Kerr effect, 16.3t
Bragg grating, 22.9–22.11, 22.10f
Bragg reflection, 20.33
Breault Research Organization, 6.1
Bremsstrahlung heating, inverse, 21.37, 21.37f
Brewster’s angle, 8.12, 8.23
Bridge mirror, 12.7, 12.8f
Bright (coupled) state, 14.4
Brightening, atomic beam, 20.27–20.28, 20.27f
Brillouin gain, 15.48
Brillouin scattering, 21.38

for crystals and glasses, 2.27
defined, 2.27
in measurement, 5.76, 5.77
in nonlinear optics, 16.14, 16.18–16.19
Raman vs., 15.1
in solids, 8.18
stimulated [see Stimulated Brillouin

scattering (SBS)]
in strong-field physics, 21.38

Brillouin spectroscopy, 5.57–5.58
Brillouin zone, 8.25, 8.26f, 8.27, 8.29, 9.3, 9.4
Brillouin-enhanced four-wave mixing 

(BEFWM), 15.53, 15.54, 15.54f
Broadband light sources, 5.58–5.59
Broadband parametric amplification, 18.12
Broadband reflectors, all-dielectric, 7.45–7.47, 

7.45f–7.47f
Broadband SBS slow light, 22.15
Broadband transient Raman scattering,

15.28–15.32, 15.29f
Broadening, in spectral lines, 14.13, 14.14
Bromellite (BeO), 2.38t, 2.46t, 2.47t, 2.50t, 

2.55t, 2.60t, 2.70t
Bromyrite (AgBr), 2.38t, 2.44t, 2.47t, 2.50t, 

2.55t, 2.60t, 2.69t, 2.76t
BS-39B glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Bubble acceleration, 21.41–21.42, 21.42f
Bulk (term), 4.3
Bulk compound semiconductors, 12.20–12.21, 

12.20t, 12.21f
Bulk modulus, for metals, 4.69t

Cadmium germanium diarsenide (CdGeAs2), 
2.38t, 2.45t, 2.47t, 2.51t, 2.56t, 2.61t, 2.74t

Cadmium selenide (CdSe), 2.38t, 2.46t, 2.47t, 
2.51t, 2.56t, 2.61t, 2.70t, 2.77t

Cadmium telluride (CdTe), 2.39t, 2.44t, 2.47t, 
2.51t, 2.56t, 2.69t, 2.77t

Calcite (CaCO3), 2.38t, 2.46t, 2.47t, 2.50t, 
2.55t, 2.61t, 2.74t, 2.77t

Calcium molybdate (powelite) (CaMoO4), 
2.38t, 2.45t, 2.47t, 2.50t, 2.55t, 2.61t, 2.72t, 
2.77t

Carbamide ((NH4)2CO), 2.40t
Carbon black particles, 6.15
Carbon deposition, laser-assisted, 19.5
Carbon disulfide (CS2), 16.13–16.14, 16.14f
Carbon nanotubes, 6.55, 6.59f
Carbon surface bombarded with positive argon 

ions, 6.8f
Carbon-black suspensions (CBSs), 13.10–13.11, 

13.11f
Cardinal Black, 6.36f, 6.39, 6.44f
Carrier trapping, 18.21–18.23, 18.22f
Carrier-carrier scattering, 18.20
Cascaded limiters, 13.6
Cascaded x(1):x(1) processes, of third-order optical 

nonlinearities, 16.20–16.22, 16.21f
Cascaded x(2):x(2) processes, of third-order optical 

nonlinearities, 16.22–16.24, 16.23f, 16.24f
Casting, of polymers, 3.11
Cat mirror, 12.7, 12.8f
Cat-a-lac Black, 6.39, 6.42f, 6.53f
Cauchy dispersion formula, 2.21
Causality, principle of, 2.8
Cavities, surface absorption and, 6.15
Cavity resonance, for cw optical parametric 

oscillators, 17.2–17.4, 17.3f, 17.4f
Cellulose acetate butyrate, 3.4t
Center-of-mass motion of atoms, 20.4
Ceragyrite (AgCl), 2.38t, 2.44t, 2.47t, 2.50t, 

2.55t, 2.60t, 2.69t, 2.76t
Cesium chloride (CsCl), 2.68t
Cesium iodide (CsI), 2.39t, 2.44t, 2.47t, 2.51t, 

2.56t, 2.62t, 2.68t, 2.77t
Cesium lithium borate (CsLiB6O10) (CLBO), 

2.39t, 2.45t, 2.47t, 2.51t, 2.56t, 2.62t
Chalcopyrite, 2.74t
Charge-coupled devices (CCDs), 5.61
Charge-resonance enhanced ionization (CREI), 

21.26
Chemglaze Z series (see Aeroglaze Z series)
Chemical vapor deposition (CVD), 6.56, 7.11
Chirped multilayers, 7.47, 7.48
Chirped pulse amplification (CPA) lasers, 

21.4–21.5, 21.4f
Chirped pulse excitation, 11.25–11.26
Chirps, in spectroscopy, 11.3
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Chlorophyll:
and absorption by phytoplankton, 1.23, 

1.24, 1.28
and beam attenuation, 1.41
and diffuse attenuation, 1.44
fluorescence by, 1.49
and remote sensing, 1.46

Chloroplasts, 1.23
Chromatic aberration control, 3.8
Chromium:

absorptance of, 4.48t, 4.50t
optical properties of, 4.13t–4.14t, 4.22f
physical properties of, 4.54t
reflectance in, 4.30t–4.31t
thermal properties of, 4.69t

Clamshell housings, 3.15, 3.15f
Classical electronic polarization theory, 2.14
Classical harmonic oscillator model, 10.5–10.7, 

10.6f
Clausius-Mossotti equation, 8.7
Clausius-Mossotti relationships, 2.24
Cleaning and cleanliness, of optical surfaces, 

19.3–19.5
Clocks, atomic, 20.28
Closed family, 20.38
Cluster electron heating, 21.34, 21.35
Cluster expansion, 21.35, 21.35f
Clusters, strong field interactions with, 21.31–21.36

Coulomb explosion, 21.33–21.34
intense laser pulse interactions, 21.35–21.36, 

21.36f
ionization mechanisms in, 21.31–21.33, 21.32f
nanoplasma description, 21.34–21.35, 21.35f

Coatings:
antireflection, 7.15–7.32

of absorbing and amplifying media, 7.26, 7.27
homogeneous-layer, 7.16–7.23, 7.17f–

7.19f, 7.20t–7.21t, 7.22f–7.23f
inhomogeneous and structured, 7.23–7.26, 

7.24f, 7.26f
at nonnormal angle of incidence, 7.28–7.31, 

7.28f–7.31f
nonoptical properties of, 7.31–7.32, 7.32f
surface reflections and optical perfor-

mance, 7.15–7.16, 7.16f
of surfaces carrying thin films, 7.27–7.28, 

7.28f
universal, 7.26, 7.27f

filters with metallic reflecting, 7.80–7.81
high performance optical multilayer, 7.96–7.98

Coatings (Cont.):
and interference polarizers, 7.70–7.72, 

7.70f–7.72f
laser-induced damage in, 19.3–19.4
measurements on, 7.12–7.14
narrowband reflection, 7.43, 7.44f
phase, 7.101, 7.101f–7.104f, 7.102
reflection, 7.106–7.113, 7.106f–7.113f
thin-film

and antireflection coatings, 7.27–7.28, 
7.28f

manufacturing of, 7.10–7.12
of metal, 7.104, 7.104f
theory and design of, 7.5–7.10, 7.6f, 7.9f

transmission and reflection of, 7.3
types of, 3.17–3.18, 6.13t
for ultrafast optics, 7.47–7.48, 7.48f
(See also specific coatings, e.g.: Ebanol C coating)

Coefficient of linear thermal expansion, 4.7, 
4.56t, 4.57f–4.58f

Coefficient of thermal expansion (CTE), of 
metals, 4.6–4.7, 4.10t, 4.53, 4.55t

Coherence:
in atomic systems, 14.4–14.5, 14.4f, 

14.28–14.32, 14.29f–14.32f
maximal, 14.3, 14.28–14.32, 14.29f–14.32f

Coherence length, 10.15
Coherent anti-Stokes four-wave mixing, 15.2t, 

15.3t, 15.4, 15.4f
Coherent anti-Stokes Raman scattering 

(CARS), 15.4, 15.4f, 15.34, 15.42, 15.42t, 
15.43f, 16.3t, 16.4, 16.5f, 16.17–16.18, 
16.17f

Coherent control, 18.21
Coherent excitons, 18.19–18.20
Coherent image amplification, 12.29, 12.30
Coherent optical transients, 11.1–11.28

chirped pulse excitation, 11.25–11.26
and cw spectroscopy, 11.2
experimental considerations, 11.26–11.28, 

11.27f
free polarization decay, 11.7–11.11, 11.8f, 

11.10f, 11.11f
Maxwell-Bloch equations, 11.6–11.7
optical Bloch equations, 11.3–11.6
phase conjugate geometry and optical 

Ramsey fringes, 11.19–11.22, 11.20f, 
11.21f

photon echo, 11.11–11.15, 11.12f, 11.13f, 
11.15f
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Coherent optical transients (Cont.):
stimulated photon echo, 11.15–11.19, 

11.16f–11.19f
two-photon transitions and atom

interferometry, 11.22–11.23, 11.24f
Coherent population return (CPR), 14.1, 14.30, 

14.30f, 14.31f
Coherent population trapping (CPT), 14.1, 

14.3–14.5, 14.7, 20.37
Coherent Raman scattering, 15.3
Coherent Stokes Raman scattering (CSRS), 

16.3t, 16.17–16.18, 16.17f
Cold mirrors, 7.58
Collected volatile condensable materials 

(CVCM), 6.17
Collective tunneling, 21.18
Collet-and-cap housings, 3.15, 3.15f
Colliding pulse modelocking (CPM), 18.3
Collimation, of atomic beams, 20.15–20.16, 20.15f
Collisional broadening, spectral-line, 14.13
Collisional heating, 21.37, 21.37f
Collisional ionization, 21.31, 21.32
Collisions, 20.28–20.31, 20.30f, 20.31f

excited-state, 20.29
ground-state, 20.29
trap loss, 20.29

Colloids, in water, 1.14
Color, ocean, 1.46
Color center lasers, 18.10
Color-selective beam splitters, 7.65–7.66, 7.66f, 

7.67f
Commando cloth, 6.31f, 6.33f
Common glasses, 2.3
Communications, out-of-plane coupling for, 9.12
Complex Fresnel relation, 8.15
Complex refractive index, 1.16–1.17, 2.8
Compliance tensors, 2.30, 2.31t
Composites, 12.26t, 12.27t
Compositional modulation, 5.65, 5.66t, 5.67
Compression molding, of polymers, 3.12
Computer numerical control (CNC) lathe 

turning, 3.12
Condon point, for laser light, 20.29
Conduction band (CB), 18.3
Conductivity:

of metals, 4.6
of paints, 6.12, 6.12t
of polymers, 3.3–3.4
of solids, 8.4
of water, 1.16

Conjugate mirrors, phase (see Phase conjugate 
mirrors)

Connected networks, 3D photonic crystals 
and, 9.4–9.5

Constringence, 2.23 (See also Abbe number)
Contamination, of optical surfaces, 19.4–19.5
Contamination control, 6.16
Continuous-wave (cw) lasers, 7.14, 14.16–14.18, 

14.17f
Continuous-wave optical parametric oscillators 

(cw OPOs), 17.1–17.31
cavity resonance configurations for, 17.2–17.4, 

17.3f, 17.4f
for correlated twin beams of light, 17.28, 

17.29f, 17.30f
for hyperspectral imaging, 17.27–17.28
limitations of, 17.30
for metrology and optical frequency synthesis, 

17.28, 17.29
multiple-resonant oscillators, 17.16–17.21

doubly resonant, 17.16–17.17
pump-enhanced singly resonant, 

17.17–17.20, 17.18f–17.20f
triply resonant, 17.20–17.21, 17.21f

singly resonant oscillators, 17.4–17.16
guided-wave nonlinear structures,

17.15–17.16
MgO:sPPLT in, 17.14–17.15, 17.15f
PPLN crystals in, 17.4–17.13, 17.6f–17.11f
QPM nonlinear materials, 17.13–17.14

in spectroscopy, 17.21–17.27
high-resolution Doppler-free, 17.27
photoacoustic, 17.22–17.24, 17.22f–17.24f
single-pass absorption, 17.24–17.27, 

17.25f, 17.26f
technological advances in, 17.1–17.2,

17.30–17.31
Continuous-wave (cw) Q-switched modelocking, 

18.5f
Continuous-wave (cw) spectroscopy, 11.2
Continuum excitations, 18.20
Continuum pulse generation, 18.4
Controlled grinding, 19.3
Conventional evaporation, 7.11
Cooling:

of atoms with atom-laser interactions, 
20.3–20.21

below Doppler limit, 20.17–20.21,
20.18f–20.20f

history of, 20.3–20.4
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Cooling, of atoms with atom-laser interactions 
(Cont.):
optical molasses, 20.13–20.17,

20.14f–20.16f
properties of lasers, 20.4–20.6
slowing atomic beams, 20.11–20.13, 

20.12f, 20.12t, 20.13f
theoretical description, 20.6–20.11, 20.9f

Doppler, 20.13–20.15, 20.14f
laser (see Laser cooling)
polarization gradient, 20.17
Raman, 20.21

Cooling rate, for glasses, 2.5n
Copper:

absorptance of, 4.40f, 4.48t, 4.50t
optical properties of, 4.12t–4.13t, 4.22f
physical properties of, 4.52t–4.54t
reflectance of, 4.29t–4.30t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic properties, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.60f–4.61f

Copper black, 6.21, 6.23f
Copper gallium sulfide (CuGaS2), 2.39t, 2.45t, 

2.47t, 2.51t, 2.56t, 2.62t, 2.74t
Core excitons, 5.26t
Cornell Black, 6.26f, 6.27
Cornu equation, for refraction index, 2.22
Correlated twin beams of light, 17.28, 17.29f, 

17.30f
CORTRAN glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Corundum, 2.70t
Coulomb attraction, 8.31
Coulomb explosions:

cluster, 21.33–21.34
molecular, 21.24–21.25

Coulomb gauge, for solids, 8.5
Coulomb potentials, 21.31, 21.32f
Coupled plasmon-phonon behavior, 5.35, 5.36, 

5.36f, 5.37f
Coupled resonator structures (CRS), 22.11–22.13, 

22.12f
Coupling:

in-plane, 9.10–9.11
out-of-plane, 9.11–9.12
two-beam, 12.4–12.6, 12.4f, 13.8–13.9

Coupling laser power, 14.14–14.15
Coupling (tie) layer, of bandpass filters, 7.82
Coupling schemes, 14.30f (See also specific

coupling schemes, e.g.: Lambda coupling)
CR-39 resin (poly-diallylglycol), 3.11
Craters, surface absorption and, 6.15
Creep strength, of metals, 4.8
Cross-Kerr phase shifter, 23.11
Crown glasses, 2.28, 2.41t, 2.42t
Crystals:

anisotropic, 8.8–8.11, 8.9t, 8.10f
biaxial, 8.8, 8.9t, 8.10, 8.10f
and dielectric tensor and optical indicatrix, 

2.17–2.19, 2.19f
and dispersion formulas for refractive index, 

2.21–2.22
and glasses, 2.1–2.77
lattice vibration model parameters for, 

2.76t–2.77t
material properties of, 2.27–2.36

characteristic temperatures, 2.32, 2.33
combinations of, 2.36
correlations of, 2.36
elastic properties, 2.30–2.31, 2.31t
hardness and strength, 2.31–2.32, 2.32f, 

2.32t
heat capacity and Debye temperature, 

2.33–2.34
material designation and composition, 

2.27, 2.29f
naming of, 2.27
thermal conductivity, 2.35–2.36, 2.35f
thermal expansion, 2.34–2.35, 2.34f
unit cell parameters, molecular weight, 

and density, 2.30
mechanical properties of, 2.47t–2.48t
nonlinear optical, 10.19–10.20, 10.20t–10.22t
and nonlinear optical coefficients, 2.26–2.27, 

2.27t
optical activity of, 8.10–8.11
optical applications of, 2.17–2.27
as optical materials, 2.4–2.5
optical modes of, 2.68t–2.76t

with cesium chloride structure, 2.68t
with chalcopyrite structure, 2.74t
with corundum structure, 2.70t
with cubic perovskite structure, 2.73t
with diamond structure, 2.68t
with fluorite structure, 2.69t
other structures, 2.74t–2.76t
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Crystals, optical modes of (Cont.):
with a-quartz structure, 2.71t
with rutile structure, 2.71t
with scheelite structure, 2.72t
with sodium chloride structure, 2.69t
with spinel structure, 2.73t
with tetragonal perovskite structure, 2.73t
with trigonal selenium structure, 2.70t
with wurtzite structure, 2.70t
with zincblende structure, 2.69t

optical properties of, 2.6, 2.8–2.9
origin and models of, 2.9–2.17, 2.10f

absorption in transparent region, 2.17
electronic transitions, 2.12–2.15, 2.13f
lattice vibrations, 2.11–2.12
multiphoton absorption and refraction, 

2.15–2.17, 2.16f, 2.17f
and photoelastic coefficients, 2.24
physical properties of, 2.37, 2.38t–2.43t

classes and symmetry properties, 2.7t
composition, structure, and density, 

2.38t–2.41t
physical constants, 2.8t
symmetry properties, 2.5, 2.6t–2.8t

Raman scattering in, 8.19t–8.20t
room-temperature dispersion formulas, 

2.60t–2.66t
room-temperature elastic constants of

cubic crystals, 2.44t–2.49t
hexagonal crystals, 2.46t
monoclinic crystals, 2.47t
orthorhombic crystals, 2.46t
tetragonal crystals, 2.44t–2.45t

and scatter, 2.27
thermal properties, 2.50t–2.53t
and thermo-optic coefficients, 2.24–2.26
and total power law, 2.19–2.20, 2.20f
uniaxial, 8.8, 8.9t, 8.10f
(See also Solids)

Cubic crystals, 8.9t, 8.20t
dielectric constants of, 2.18
room-temperature elastic constants of, 

2.44t–2.49t
symmetries of, 2.7t

Cubic oxides (sillenites), 12.17–12.19, 12.18t, 
12.19f

Cubic perovskite structure, of crystals and 
glasses, 2.73t

Cubic zirconia (ZrO2:0.12Y2O3), 2.41t, 2.44t, 
2.48t, 2.69t

Cumulative size distribution, of particles in 
water, 1.15

Curie temperature, of crystals and glasses, 2.33
Cutoff, slope of, 7.56
Cutoff filters, 7.53–7.60, 7.54f, 7.55f, 7.57f, 

7.59f–7.61f
Cw modelocking, 18.5f
Cyclotron resonance (CR), 5.12, 5.12f, 5.40, 

5.47–5.50, 5.48f–5.50f

Damage, laser-induced [see Laser-induced 
damage (LID)]

Damping:
in laser cooling, 20.19–20.20, 20.20f
phonon, 5.14

Dark (noncoupled) states, 14.4, 14.6–14.7, 
20.37–20.39, 20.38f

Data storage, photorefractive holographic, 12.37
De-Broglie wavelengths, 8.4
Debye molar heat capacity, 2.33–2.34
Debye temperature, for crystals and glasses, 

2.33–2.34
Decay, homogeneous, 11.10, 11.11f
DEEP SPACE BLACK, 6.49
Defect modes (in photonic crystals), 22.11, 

22.12f
Defect-related absorption, 5.37–5.39, 5.38f, 

5.39f
Defocusing:

ionization-induced, 21.43–21.44, 21.43f
self, 13.7, 13.8, 19.9–19.11, 19.10f
thermal, 13.8

Degenerate four-wave mixing (DFWM),
16.27–16.28, 16.28f, 18.17

Dense crown flint glass, 2.42t
Dense flint glass, 2.43t
Dense phosphate crown glass, 2.41t
Density matrix, 16.21, 16.22
Dephasing, 11.15, 14.12–14.14
Deposition method, of manufacturing

thin-films, 7.11–7.12
Designer blacks, 6.14
DeSoto Black, 6.37f, 6.39
Detectors, semiconductor, 5.61
Detritus, organic:

absorption by, 1.25–1.27, 1.25t, 1.26f
in water, 1.14

Detuning, 14.11f
Diamond (crystal), 2.38t, 2.44t, 2.47t, 2.50t, 

2.55t, 2.61t, 2.68t
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Diamond lattice structure, 5.6, 5.16, 5.17t
of air spheres, 9.5
of crystals and glasses, 2.68t

Diamond-turning process, 3.12
Dichroic beam splitters, 7.65–7.66, 7.67f
Dicke narrowing, 15.9
Dielectric broadband reflectors, 7.39, 7.40f, 

7.45–7.47, 7.45f–7.47f
Dielectric color selective (dichroic) beam 

splitters, 7.65–7.66, 7.67f
Dielectric constant, 2.14, 2.17–2.18

of crystals and glasses, 2.6t
dispersion of, 8.22f
for solids, 8.15

Dielectric function, 4.26f, 5.8–5.9, 5.12
Dielectric multiple reflection cutoff filters, 

metal, 7.59–7.60
Dielectric multiple reflection filters, metal, 7.111
Dielectric potential, 9.15
Dielectric reflectors:

interference filters with, 7.81
metal, 7.81–7.82, 7.108, 7.109, 7.110f

Dielectric tensor, of crystals and glasses, 2.17–2.18
Differential reflectivity (DR), 18.1, 18.5, 18.6, 18.6f
Differential transmission (DT), 18.1
Differential transmission (DT) spectroscopy, 

18.18–18.19
Diffraction grating, 5.59–5.60
Diffuse attenuation:

and Jerlov water types, 1.42–1.46, 1.43t–1.45t, 
1.44f, 1.45f

in water, 1.13
Diffuse attenuation coefficient, 1.12
Diffuse Infrared Background Explorer, 6.29f
Diffusely scattering surfaces (see Black surfaces)
Diluted magnetic semiconductors (DMSs), 5.45
Dipole active modes, infrared, 8.16–8.18, 8.17f
Dipole force, 20.8
Direct excitons, 5.29
Direct interband absorption, in solids, 8.27–8.28
Direct (vertical) interband absorption transitions, 

5.22–5.23, 5.22f–5.23f, 5.25f
Direct laser acceleration (DLA), 21.43
Direct pulse generation, 18.4
Dispersion, 18.11

Cauchy, 2.21
for crystals and glasses, 2.21–2.23, 2.60t–2.66t, 

2.66t–2.68t
Drude, 2.21–2.22
Maxwell-Helmholtz-Drude, 2.12, 2.21–2.22

Dispersion (Cont.):
in multilayer reflectors, 7.40
normal vs. anomalous, 4.4
principle of, 2.23
range of anomalous, 4.4
room-temperature, 2.60t–2.66t, 2.66t–2.68t
in solids, 8.14–8.16, 8.22f
Zernike, 2.22

Dispersion spectrometers, 5.59–5.60
Displays, out-of-plane coupling and, 9.11–9.12
Dissipative force, 20.7
Dissolved substances, in water, 1.13
Distributed Bragg reflector (DBR) diode laser, 

17.9, 17.10f, 17.11f
Distributed feedback (DFB) lasers, 9.6
Distribution functions, of water, 1.6t, 1.12
Documentation, for polymers, 3.5
Donor-acceptor pair (DAP) transition, 5.71
Doppler cooling, 20.13–20.15, 20.14f
Doppler cooling limit, 20.15
Doppler limit, 20.5
Doppler shift, 11.19, 20.4
Doppler temperature, 20.5, 20.11, 20.15
Double atomic resonance, 22.5–22.9, 22.6f–22.8f
Double ionization, strong field, 21.18–21.19, 

21.19f
Double phase conjugate mirrors, 12.7, 12.8f
Double photonic resonance, 22.11–22.13, 22.12f
Double-lambda coupling, 14.24f
Double-sided Feynman diagrams, 11.12–11.13, 

11.13f
Doubly resonant optical parametric oscillators 

(DR OPOs), 10.18
Doubly resonant oscillators (DROs), 17.2–17.4, 

17.3f, 17.4f, 17.16–17.17
Down-conversion, spontaneous parametric, 

23.10, 23.13
Downdwelling average cosine, of water, 1.6t, 

1.7f, 1.12
Downdwelling diffuse attenuation coefficient, 

for sea water, 1.44t–1.45t
Downdwelling irradiance, of water, 1.5t, 1.7f, 1.8
Downdwelling irradiance diffuse attenuation 

coefficients, for sea water, 1.43t
Downward scalar irradiance, of water, 1.5t, 1.7f, 1.8
Dressed states, 14.3
Drift velocity, 21.7
Drude approximation, 5.34
Drude dispersion formula, for crystals and 

glasses, 2.21–2.22
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Drude model, 4.4–4.5, 8.15, 8.21, 8.22f, 16.20
d-tensor, 10.11
Dual-cavity PE-SROs, 17.18–17.20, 17.19f, 17.20f
Dual-Fock states, 23.8–23.9
Ductility, of metals, 4.8, 4.70
DURACON, 6.55–6.56
Dynamic ionization stabilization, 21.21

Ebanol C coating, 6.56
Echo signal, 11.11–11.12, 11.12f
ECP-2200, 6.27, 6.29f
ECP-2200 coating (see MH 2200 coating)
Edge filters, nonpolarizing, 7.66, 7.67f
Effective mass, 8.25–8.26, 8.26f
E-field-dependent electronic polarizability, 19.5
“Egg-crate” array, of potential wells, 20.32
Ehrenfest theorem, 20.6
Einstein-Smoluchowski theory of scattering, 1.30
Elastic constants, for crystals:

cubic crystals, 2.44t–2.49t
hexagonal crystals, 2.46t
monoclinic crystals, 2.47t
orthorhombic crystals, 2.46t

Elastic properties, of crystals and glasses, 
2.30–2.31, 2.31t

Elastic stiffness, of metals, 4.69, 4.69t
Elasto-optic coefficients, for crystals and 

glasses, 2.21
Electric field amplitude, in multilayer systems, 

7.9–7.10
Electric field reflectance, Fresnel expression 

for, 4.5
Electrically conductive black paint, 6.56
Electric-field-modulated reflection spectroscopy, 

5.66t, 5.67
Electrodeposited surfaces, 6.8f, 6.53–6.54, 

6.54f, 6.55f
Electroless nickel, etched, 6.5f, 6.6f, 6.49–6.50, 

6.50f, 6.51f, 6.53f
Electromagnetic spectrum, semiconductor 

interactions with, 5.3–5.6, 5.4f
Electromagnetically induced transparency 

(EIT), 14.1–14.36, 22.5–22.9, 22.7f, 22.8f
coherence in two- and three-level atomic 

systems, 14.4–14.5, 14.4f
and cw lasers, 14.16–14.18, 14.17f
at few photon level, 14.32–14.33
gain and lasing without inversion,

14.18–14.19
as interference effect, 14.2–14.4

Electromagnetically induced transparency 
(EIT) (Cont.):

manipulation of optical properties by, 
14.10–14.15, 14.11f, 14.13t

coupling laser power, 14.14–14.15
dephasing and fluctuations in laser fields, 

14.13
dephasing in gas phase media,

14.12–14.13
dephasing in solids, 14.13–14.14
inhomogeneous broadening, 14.14

and maximal atomic coherence,
14.28–14.32, 14.29f–14.32f

nonlinear optical frequency conversion, 
14.24–14.28, 14.24f, 14.27f

physical concept of, 14.5–14.10, 14.6f, 14.8f, 
14.9f

pulse propagation effects, 14.20–14.22
and pulsed lasers, 14.15–14.16, 14.16f
and refraction index in dressed atoms, 

14.19–14.20
in solids, 14.33–14.36, 14.35f, 14.36f
ultraslow light pulses, 14.22–14.23, 14.23f

Electron(s):
relativistic, above threshold ionization, 

21.20, 21.21f
strong field interactions with single, 21.5–21.10, 

21.7f, 21.9f
Electron acceleration, 21.39–21.42, 21.40f
Electron beams, strong field interactions with 

relativistic, 21.9–21.10
Electron stochastic heating, 21.36
Electron-hole drops, 5.26t
Electron-hole pairs, 14.34, 16.31
Electro-optic coefficients, for crystals and 

glasses, 2.21
Electroreflectance, 5.66t, 5.67
Electrorefractive photorefractive (ERPR) effect, 

12.21
Electrostriction, 16.18–16.19, 19.5
Element wedge, of polymers, 3.10
Ellipsometers and ellipsometry, 5.5, 5.57, 5.63, 

5.66t, 5.67–5.69, 5.68f, 5.69f
Elongation, of metals, 4.70, 4.70t
Embedded polarizers, 7.70–7.71, 7.71f, 7.72f
Emiliana huxleyi, 1.15
Emittance:

for crystals and glasses, 2.20
of metals, 4.6, 4.49, 4.49f, 4.50t, 4.51t
and surface coatings, 6.19, 6.20t
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Energy:
flow of, in solids, 8.7–8.8
Landau levels of, 5.40, 5.42f

Energy bands:
magnetic field effects on, 5.40
for solids, 8.25–8.27, 8.26f

Energy walk-off angle, 8.9
Energy-time uncertainty principle, 23.4
Engineering moduli, for crystals and 

glasses, 2.37
Enhanced Martin Black, 6.46, 6.47
Enhanced refraction, 14.20
Entanglement, quantum (see Quantum

entanglement, in optical interferometry)
Entrance damage, laser-induced, 19.3
Environmental degradation, of black surfaces, 

6.16–6.18
Environmentally responsible glass, 2.29–2.30
Epner Laser Black, 6.56
Etched electroless nickel surface, 6.5f, 6.6f, 

6.49–6.50, 6.50f, 6.51f, 6.53f
Etching, surface, 6.15
Euphotic zone, of water, 1.46, 1.46t
Evaporated spacers, 7.83, 7.84f, 7.85f
Evaporation method, of manufacturing

thin-films, 7.11
Excitance, total integrated, 2.19
Excitation(s):

chirped pulse, 11.25–11.26
continuum, 18.20
excitonic, 18.19–18.20
photoexcitation, 5.70f
single-particle, 5.81, 5.82f

Excited state absorption (ESA), 13.5, 16.19
Excited state collisions, 20.29
Exciton(s):

free, luminescence, 5.72, 5.73f
in semiconductors, 5.25–5.29, 5.26t,

5.27f–5.28f, 5.46
and solids, 8.31–8.32

Exciton gases, 5.26t
Exciton Rydberg, 8.31
Excitonic excitations, 18.19–18.20
Excitonic magneto-optical effects, 5.46, 5.47f
Excitonic molecules, 5.26t
Exit damage, laser-induced, 19.3
External pulse compression, 18.4, 18.11–18.12
External self-action, 16.25
Extinction coefficient, of metals, 4.3, 4.11, 

4.12t–4.19t, 4.20f–4.26f

Extreme environments, black surface
degradation in, 6.18

Extreme Ultraviolet Explorer, 6.21
Extreme ultraviolet (XUV) light:

bandpass filters for, 7.94–7.96, 7.95f–7.96f
interference polarizers for, 7.73, 7.76f–7.77f
multilayer reflectors for, 7.42–7.43, 7.53

Extrinsic optical properties:
of semiconductors, 5.11
of solids, 8.3

Fabry-Perot interference filters, 7.78–7.82, 
7.79f, 7.80f, 7.92–7.94, 7.93f, 7.96

Fabry-Perot interferometers, 7.13, 7.39, 7.39f, 
7.40, 7.89

Fabry-Perot resonators, 22.11, 22.12f
Family momentum, 20.38
Fano interferences, 14.2
Faraday effect, 5.50–5.51
Faraday rotation:

free-carrier, 5.50–5.51
interband, 5.44–5.45, 5.45f

Faraday’s law, 2.6
Far-infrared (FIR) lasers, 5.48
Far-infrared (FIR) radiation:

and black surfaces, 6.21, 6.26–6.34, 6.28f–6.34f
Ames 24E and 24E2, 6.26f, 6.28f, 6.34
Cornell Black, 6.26f, 6.27
Infrablack, 6.26f, 6.28, 6.28f
multiple-layer approach, 6.26, 6.26f–6.27f
Teflon overcoat, 6.27

and EIT, 14.3
Far-infrared region, multilayer reflectors for, 

7.52, 7.52f
Far-infrared (FIR) telescopes, 6.48
Far-off-resonance traps (FORTs), 20.23
Fast ignition, 21.54–21.55, 21.55f
Fast saturable absorbers, 18.8f, 18.9–18.10
Fatigue strength, of metals, 4.8
Femtosecond, 5.7
Femtosecond x-ray production, 21.52–21.53, 

21.53f
Fermi level, 8.21
Fermi’s golden rule, 8.25
Ferroelectric oxides, 12.13–12.14, 12.13t
Ferroelectric photorefractive materials,

12.13–12.17, 12.13t
barium titanate, 12.15–12.16, 12.16f
lithium niobate and lithium tantalate, 12.14
potassium niobate, 12.16–12.17
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Ferroelectric photorefractive materials (Cont.):
strontium barium niobate and related

compounds, 12.17
tin hypothiodiphosphate, 12.17, 12.18t

FF5 glass (593355), 2.49t, 2.54t, 2.59t, 2.66t
Fiber feedback, 17.16
Fiber pump lasers, 17.7–17.11, 17.9f–17.11f
Fiber Raman amplifiers, 22.15
Fibers:

photonic bandgap, 2.23
slow light propagation in, 22.13–22.15, 22.14f

Films:
and black surfaces, 6.15
polymer, 12.23–12.25, 12.26t–12.27t
semiconductor-doped dielectric, 18.11
thin (see Thin-film coatings)

Filters and filtering, 7.1–7.114
antireflection coatings, 7.15–7.32

of absorbing and amplifying media, 7.26, 
7.27

homogeneous-layer, 7.16–7.23, 7.17f–7.19f, 
7.20t–7.21t, 7.22f–7.23f

inhomogeneous and structured, 7.23–7.26, 
7.24f, 7.26f

at nonnormal angle of incidence, 7.28–7.31, 
7.28f–7.31f

nonoptical properties of, 7.31–7.32, 7.32f
surface reflections and optical performance, 

7.15–7.16, 7.16f
of surfaces carrying thin films, 7.27–7.28, 

7.28f
universal, 7.26, 7.27f

bandpass, 7.73–7.96
about, 7.73, 7.77–7.78, 7.77f–7.78f
angular properties of, 7.91–7.94, 7.92f, 7.93f
with multiple peaks, 7.90, 7.91f
narrow- and medium-, 7.78–7.83, 7.79f, 

7.80f, 7.82f–7.88f
stability and temperature dependence of, 7.94
very narrow, 7.83, 7.88–7.89, 7.89f
wedge filters, 7.90, 7.91, 7.91f
wide, 7.90, 7.90f
for XUV and x-ray regions, 7.94–7.96, 

7.95f–7.96f
beam splitters, 7.61–7.67, 7.62f–7.68f

achromatic beam splitters, 7.62–7.65, 
7.62f–7.65f

color-selective beam splitters, 7.65–7.66, 
7.66f, 7.67f

geometrical considerations for, 7.61–7.62

Filters and filtering (Cont.):
with coatings

measurements on, 7.12–7.14
transmission and reflection of, 7.3

cutoff, heat-control, and solar-cell cover, 
7.53–7.60

cutoff filters, 7.53–7.60, 7.54f, 7.55f, 7.57f, 
7.59f–7.61f

heat reflectors, 7.58
solar-cell cover filters, 7.58

high performance optical multilayer coatings, 
7.96–7.98, 7.97f

interference polarizers and polarizing 
beam splitters, 7.69–7.73, 7.70f–7.72f, 
7.76f–7.77f

with low reflection, 7.104–7.106, 7.104f–7.105f
matched, 12.28–12.29, 12.29f, 12.30f
multilayer reflectors, 7.39–7.53

all-dielectric broadband reflectors, 7.39, 
7.40f, 7.45–7.47, 7.45f–7.47f

coatings for ultrafast optics, 7.47–7.48, 7.48f
for far-infrared region, 7.52, 7.52f
graded reflectivity mirrors, 7.52
imperfections in, 7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 7.39–7.40, 

7.39f–7.40f
narrowband reflection coatings, 7.43, 

7.44f
rejection filters, 7.48–7.50, 7.49f–7.51f
resonant reflectors, 7.43–7.45, 7.44f
for soft x-ray and XUV regions, 7.53

neutral filters, 7.67, 7.67f–7.68f
novelty, 12.32, 12.33f–12.35f
phase coatings, 7.101, 7.101f–7.104f, 7.102
reflection, 7.5, 7.5f
reflection coatings and, 7.106–7.113,

7.106f–7.113f
special purpose coatings, 7.113–7.114, 7.114f
theory of, 7.1f, 7.2
thin-film coatings

and antireflection coatings, 7.27–7.28, 
7.28f

manufacturing of, 7.10–7.12
of metal, 7.104, 7.104f
theory and design of, 7.5–7.10, 7.6f, 7.9f

transmission, 7.3–7.5, 7.4f
for two or three spectral regions, 7.98–7.100, 

7.98f–7.101f
two-material periodic multilayers theory for, 

7.32–7.38, 7.33f–7.38f
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Filtrate absorption, 1.21
Finite-difference time-domain (FDTD) solution 

(to Maxwell’s equations), 9.3
Fissures, and surface absorption, 6.15
Flame-sprayed aluminum, 6.57
Flashlamp pumped Nd:glass amplifiers, 21.5
Flexural strength, of metals, 4.70, 4.70t
Flint glasses, 2.28, 2.41t–2.43t
Floquet theory, 21.23
Floquil, 6.44
Fluor crown glass, 2.41t
Fluorescence, chlorophyll, 1.49
Fluorite (CaF2), 2.38t, 2.44t, 2.47t, 2.50t, 2.55t, 

2.61t, 2.69t, 2.77t
Fluoro flint glass, 2.42t
Fock states, 23.8–23.9, 23.14
Focused beams, 15.41
Fokker-Planck equation, 20.10–20.11
Forbidden bands, 9.2
Forward drift velocity, 21.7
Forward Raman amplifiers, 15.4, 15.4f
Forward Raman generators, 15.4, 15.4f
Forward-looking infrared (FLIR) 

systems, 6.54
Fourier-transform spectrometers, 5.60–5.61, 

5.60f, 5.72, 7.12
Four-photon absorption (4PA), 19.10
Four-wave mixing (FWM), 18.3

coherent anti-Stokes, 15.2t, 15.3t, 15.4, 15.4f
degenerate, 18.17
and EIT, 14.24–14.26, 14.24f, 14.27f
resonant, 14.28
and third-order optical nonlinearities, 

16.27–16.28, 16.28f
transient, 18.17–18.18, 18.17f

Four-wave mixing phase conjugation, 12.6–12.7, 
12.6f

Fracture toughness:
of crystals and glasses, 2.32, 2.32t
of metals, 4.8, 4.70, 4.70t

Franz-Keldysh effect, 12.22
Fredkin gate, 23.11
Free carriers and free-carrier effects, 5.47–5.52

in crystals, 2.15
cyclotron resonance, 5.47–5.50, 5.48f–5.50f
free-carrier Faraday rotation, 5.50–5.51
impurity magnetoabsorption, 5.51–5.52, 

5.51f
in semiconductors, 5.33–5.36, 5.35f–5.37f, 

5.81, 5.82f

Free electron properties, of solids, 8.21–8.24
Drude model, 8.21, 8.22f
interband transitions in metals, 8.21
plasmons, 8.23–8.24
reflectivity, 8.23

Free polarization decay (FPD), 11.7–11.11, 
11.8f, 11.10f, 11.11f

Free spectral range, of bandpass filters, 7.77
Free-carrier Faraday rotation, 5.50–5.51
Free-exciton (FE) luminescence, 5.72, 5.73f
Frenkel excitons, 5.26, 5.26t
Frequency conversion, nonlinear optical, 

14.24–14.28, 14.24f, 14.27f
Frequency mixing, 16.3t
Fresnel reflection coefficient, for metallic 

reflectors, 7.106
Fresnel relations, 8.11, 8.15
Fringe power, of polymers, 3.11
Frogs legs mirror, 12.7, 12.8f
Full width half maximum (FWHM), 18.3
Fully functional polymers, 12.27t
Fundamental absorption edge, 5.21

absorption near, 5.21–5.22, 5.21f
high-energy transitions above, 5.29–5.33, 

5.30f–5.34f
Fused glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Fusion neutron production, 21.53

Gain narrowing, in steady-state Stokes 
scattering, 15.21

Gain saturation, dynamic, 18.8, 18.8f
Gain without inversion, and EIT, 14.18–14.19
Gallagher-Pritchard (GP) model (of trap-loss 

collisions), 20.29
Gallium arsenide (GaAs):

composition, structure, and density of, 2.39t
dispersion formulas for, 2.62t
elastic constants of, 2.44t
lattice vibration model parameters for, 2.77t
linear-chain model calculations for, 5.19f
local vibrational modes for, 5.19f
luminescence in, 5.72, 5.73, 5.74f
mechanical properties of, 2.47t
multiphonon absorption of vacuum-grown, 

5.18f
optical modes of, with zincblende 

structure, 2.69t
optical properties of, 2.56t
Raman scattering of, 5.80, 5.81, 5.81f
thermal properties of, 2.51t
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Gallium nitride (GaN), 2.39t, 2.46t, 2.47t, 
2.51t, 2.56t, 2.62t, 2.70t, 2.77t

Gallium phosphide (GaP), 2.39t, 2.44t, 2.47t, 
2.51t, 2.56t, 2.62t, 2.69t, 2.77t

Gap modes (GMs), 5.17
Gas phase media, dephasing in, 14.12–14.13
Gases, strong field nonlinear optics in,

21.27–21.31, 21.28f
Gauss law, 2.6
Gelbstoff, in water, 1.13 (See also Yellow matter)
Generalized Rabi frequency, 11.4
Geometrical configuration factor (GCF), 6.12
Germania glass, fused, 2.43t, 2.49t, 2.54t, 

2.59t, 2.67t
Germanium:

absorptance of, 4.48t
in crystal form, 2.39t, 2.44t, 2.47t, 2.51t, 

2.56t, 2.62t, 2.68t
thermal properties of

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
strength and fracture properties, 4.70t

Ghost imaging, 23.13
“Ghosts” (in gratings), 5.60
Gilvin, 1.13 (See also Yellow matter)
Glass(es):

amorphous, 12.26t
antireflection coatings for, 7.26–7.28, 

7.28f
common, 2.3
and crystals, 2.1–2.77
defined, 2.33
hybrid organic-inorganic, 12.27t
material properties of, 2.27–2.36

characteristic temperatures, 2.32, 2.33
combinations of, 2.36
correlations of, 2.36
elastic properties, 2.30–2.31, 2.31t
hardness and strength, 2.31–2.32, 

2.32f, 2.32t
heat capacity and Debye temperature, 

2.33–2.34
material designation and composition, 

2.28–2.30, 2.29f
naming of, 2.27
thermal conductivity, 2.35–2.36, 2.35f
thermal expansion, 2.34–2.35, 2.34f
unit cell parameters, molecular weight, 

and density, 2.30
mechanical properties of, 2.49t

Glass(es) (Cont.):
optical applications of, 2.17–2.27

dielectric tensor and optical indicatrix, 
2.17–2.19, 2.19f

dispersion formulas, 2.21–2.23
nonlinear optical coefficients, 2.26–2.27, 

2.27t
scatter, 2.27
thermo-optic coefficients, 2.24–2.26, 

2.24f
total power law, 2.19–2.20, 2.20f

as optical materials, 2.4–2.5
optical properties of, 2.6, 2.8–2.9

lattice vibration model parameters, 
2.76t–2.77t

origin and models, 2.9–2.17, 2.10f, 2.13f, 
2.16f, 2.17f

room-temperature dispersion formulas, 
2.66t–2.68t

summary table, 2.59t
physical properties of, 2.37, 2.38t–2.43t

optical glass reference table, 2.41t–2.43t
physical constants, 2.8t
specialty, and substrate materials, 2.43t
symmetry properties, 2.5, 2.6t, 2.8t

thermal properties of, 2.54t
Glass scatterers, 13.8
Glass-based lasers, 21.5
Glass-ceramics, 2.33
Goddard Space Flight Center, 6.35, 6.39
Gold:

absorptance of, 4.40f, 4.48t, 4.50t, 4.51t
optical properties of, 4.14t, 4.23f
physical properties of, 4.52t, 4.54t
reflectance of, 4.31t–4.32t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.60f–4.61f

Gold black surfaces, 6.57
Gold iridite, 6.21, 6.22f
Gordon inequality, 1.21
Graded reflectivity mirrors, 7.52
Gradient force, 20.8
Grain boundaries, of crystals, 2.4
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Gratings:
Bragg, 22.9–22.11, 22.10f
diffraction, 5.59–5.60
formation of, 12.1–12.3, 12.2f
Moiré, 22.11, 22.12f
transmission, 12.7, 12.8f

Greenockite (CdS), 2.38t, 2.46t, 2.47t, 2.51t, 
2.56t, 2.61t, 2.70t, 2.77t

Grinding, controlled, 19.3
Gross-Pitaevski equation, 20.34
Ground-based telescopes, 6.12
Ground-state collisions, 20.29
Group Delay Dispersion (GDD), 7.47–7.48, 7.48f
Group Delay (GD) phase changes, 7.47, 7.48
Group theory, 5.6
Group velocity, 22.3–22.5
Group velocity dispersion (GVD), 11.27, 22.4–22.5
Grüneisen relationship, 2.34, 2.35
GUERAP (stray light analysis program), 6.19
Guided-wave nonlinear structures, 17.15–17.16

Hafnium dioxide-yttrium oxide (HfO2:Y2O3), 
2.56t, 2.62t, 2.77t

Halite (NaCl), 2.40t, 2.44t, 2.48t, 2.52t, 2.57t, 
2.64t, 2.69t

Hardness:
of crystals and glasses, 2.31, 2.32f
of metals, 4.8
of polymers, 3.2–3.3

Harmonic generation:
high, 21.27–21.30

harmonic yield and phase matching, 21.30
quasi-classical model, 21.28f, 21.29–21.30
from solid plasmas, 21.50–21.52, 21.51f

third-order, 16.2, 16.3t
in crystals, 16.14
energy level diagrams for, 16.5f
and semiconductors, 5.56

Harmonic yield, 21.30
Hartmann equation, for refraction index, 2.22
Heat capacity (specific heat):

of crystals and glasses, 2.6t, 2.33
of metals, 4.7, 4.10t, 4.53, 4.55, 4.55t, 4.65t, 

4.66f–4.69f
Heat reflectors, 7.58
Heat-induced lensing effect, 16.22
Heating:

cluster electron, 21.34, 21.35
inverse Bremsstrahlung, 21.37, 21.37f
j ë B, 21.49

Heating (Cont.):
self-heating, 17.12
vacuum, 21.47f, 21.48–21.49

Heisenberg limit, 23.6–23.7
Heisenberg number-phase uncertainty 

relation, 23.4
Heisenberg uncertainty principle (HUP), 23.6
Herzberger equation, 2.22
Hexagonal crystals:

anisotropic, 8.9t
dielectric constants of, 2.18
room-temperature elastic constants, 2.46t
symmetries of, 2.7t, 8.20t

High emittance-low absorptance coatings, 6.16
High harmonic generation (HHG), 21.27–21.30

harmonic yield and phase matching, 21.30
quasi-classical model, 21.28f, 21.29–21.30
from solid plasmas, 21.50–21.52, 21.51f

High magnetic field production, 21.53
High performance optical multilayer coatings, 

7.96–7.98, 7.97f
High-energy transitions above fundamental 

edge, 5.29–5.33, 5.30f–5.34f
High-Q cavities, 9.12
High-reflectance zones, of multilayers, 

7.36–7.37, 7.37f
High-repetition short-pulse lasers, 

11.26–11.27, 11.27f
High-resistivity coatings, 6.56
High-resolution Doppler-free spectroscopy, 17.27
Hilbert transforms, 2.8–2.9
Hole boring, 21.50, 21.50f
Holographic optical elements (HOEs), 12.31
Holographic storage:

data, 12.37
photorefractive, 12.36–12.37

Holography, real-time, 12.28–12.29, 
12.29f, 12.30f

Homogeneity, in polymeric optics, 3.7
Homogeneous broadening, spectral-line, 14.13
Homogeneous decay, 11.10, 11.11f
Homogeneous-layer antireflection coatings, 

7.16–7.23, 7.17f–7.19f, 7.20t–7.21t, 
7.22f, 7.23f

Homogeneously broadened systems, 11.18–11.19, 
11.19f

Hong-Ou-Mandel effect, 23.10, 23.14
Hooke’s law, 8.14, 8.21
Hot mirrors, 7.58
Housings, lens, 3.15–3.16, 3.15f
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HTF-1 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Hughes Airborne Optical Adjunct Coating, 6.49
Human eye:

active optical limiting by, 13.1
damage thresholds for, 13.3, 13.3f

Hybrid organic-inorganic composites, glasses, 
and sol-gels, 12.27t

Hydrologic optics, 1.3 (See also Water)
Hydrostatic pressure, 5.66t
Hyperbolic cumulative size distribution, 1.15
Hyper-Raman scattering, 15.2t, 15.3, 15.3t
Hyperspectral imaging, 17.27–17.28
Hysteresis instability, of metals, 4.10

IBM Black, 6.56
Illinois Institute of Technology, 6.35
Imaging:

ghost, 23.13
hyperspectral, 17.27–17.28
quantum, 23.13–23.14
time-gated, 15.42, 15.43, 15.44f

Impurity magnetoabsorption, 5.51–5.52, 5.51f
Impurity-related absorption, 5.37–5.39, 

5.38f, 5.39f
Impurity-related vibrational optic effects, 

5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
Index contrast, 3D photonic crystals and, 9.4
Index ellipsoid, of crystals and glasses, 2.18–2.19, 

2.19f
Index grating, 12.1–12.3, 12.2f
Index of absorption, 2.8
Index of refraction (see Refractive index)
Indirect (nonvertical) absorption transitions, 

5.22–5.24, 5.24f–5.25f
Indirect excitons, 5.29
Indirect interband transitions, 8.29–8.30, 8.29f
Indium phosphide (InP), 12.21
Induced transparency, 21.52
Induced-transmission filters, 7.83, 7.88f
Inelastic scattering:

of light, 5.76–5.83, 5.76f, 5.78f–5.82f
and polarization, 1.47–1.49, 1.48f, 1.49f

Inertial confinement fusion (ICF), 21.54, 21.55f
Infrablack, 6.26, 6.26f, 6.28, 6.28f, 6.48, 6.48f
Infrared (IR) dipole active modes, 8.16–8.18, 

8.17f
Infrared (IR) region:

absorption in, 5.19f
all-dielectric reflectors for, 7.39, 7.40f
multilayer reflectors for far-, 7.52, 7.52f

Infrared (IR) suppressing filters, 7.58, 7.58f
Inherent optical properties (IOPs), of water, 

1.4, 1.5t, 1.9–1.12, 1.10f
Inhomogeneous antireflection coatings,

7.23–7.26, 7.24f–7.26f
Inhomogeneous broadening, spectral-line, 

14.14
Injection molding, of polymers, 3.2, 3.12–3.13
Inner ionization, of cluster, 21.31–21.32, 21.32f
Inorganic particles, in water, 1.14–1.15
In-plane coupling, 9.10–9.11
Instantaneous coefficient of linear thermal 

expansion, 4.7
Instrumentation, spectroscopic, 5.58–5.61, 5.59f

detectors, 5.61
and light sources, 5.58–5.59

broadband, 5.58–5.59
laser, 5.59

spectrometers and monochromators, 
5.59–5.61

dispersion spectrometers, 5.59–5.60
Fourier-transform spectrometers,

5.60–5.61, 5.60f, 5.72
“Intelligent” state, 23.8
Intense laser pulses:

cluster interactions with, 21.35–21.36, 21.36f
plasma instabilities driven by, 21.38–21.39, 

21.38f
Interacting beams, propagation of, 16.3
Interband absorption, of semiconductors, 

5.21–5.33
absorption near fundamental edge,

5.21–5.22, 5.21f
direct transitions, 5.22–5.23, 5.22f–5.23f
excitons, 5.25–5.29, 5.26t, 5.27f–5.28f
high-energy transitions above fundamental 

edge, 5.29–5.33, 5.30f–5.34f
indirect transitions, 5.23–5.24, 5.24f–5.25f
near fundamental edge, 5.21–5.22, 5.21f
polaritons, 5.29

Interband magneto-optical effects, 5.42–5.46, 5.43f
excitonic, 5.46, 5.47f
Faraday rotation, 5.44–5.45, 5.45f
magnetoreflection, 5.43, 5.44, 5.44f

Interband transitions, of solids, 8.27–8.32
direct interband absorption, 8.27–8.28
excitons, 8.31–8.32
indirect transitions, 8.29–8.30, 8.29f
joint density of states, 8.28, 8.29f
in metals, 8.21
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Interband transitions, of solids (Cont.):
multiphoton absorption, 8.30–8.31
selection rules and forbidden transitions, 

8.28, 8.29
Interference effect, EIT as, 14.2–14.4
Interference filters, Fabry-Perot, 7.78–7.82, 

7.79f, 7.80f, 7.92–7.94, 7.93f, 7.96
Interference polarizers, 7.69–7.73, 7.70f–7.72f, 

7.76f–7.77f
Interfering transition pathways, 14.2–14.3
Interferometers and interferometry:

atom, 11.22–11.23, 11.24f
Fabry-Perot, 7.13, 7.39, 7.39f, 7.40, 7.89
Mach-Zehnder, 23.2–23.4, 23.2f
Michelson, 7.42, 7.104f
multilayer reflectors for, 7.39, 7.39f
phase conjugate, 12.32, 12.33f, 12.34f
quantum entanglement in, 23.1–23.15

concepts and equations for, 23.1–23.4, 
23.2f, 23.4f

digital approaches, 23.7–23.9
Heisenberg limit, 23.6–23.7
N00N state, 23.9–23.12, 23.10f, 23.11f
and quantum imaging, 23.13–23.14
and remote sensing, 23.14–23.15
shot-noise limit, 23.4–23.6, 23.5f

and third-order optical nonlinearities, 
16.28–16.29

time-domain atom, 11.22–11.24, 11.24f
Internal self-action, 13.7, 16.25
International Association for Physical Sciences 

of the Ocean (IAPSO), 1.4, 1.5t–1.6t
Intervalley scattering, 18.20
Intraband magneto-optical effects, 5.47–5.52

cyclotron resonance, 5.47–5.50, 5.48f–5.50f
free-carrier Faraday rotation, 5.50–5.51
impurity magnetoabsorption, 5.51–5.52, 

5.51f
Intracavity singly resonant oscillators 

(IC-SROs), 17.3f
Intrinsic optical properties:

of semiconductors, 5.11
of solids, 8.3

Invar 36, 4.10t, 4.52t, 4.55t, 4.69t, 4.70t
Inverse Bremsstrahlung heating, 21.37, 21.37f
Inverse dielectric tensor, 2.6t, 2.19
Ion beam-sputtered surfaces, 6.53
Ion-assisted deposition, 7.11
Ion-beam sputtering, 7.11, 7.14
Ion-implanted semiconductors, 18.21

Ionization:
above-threshold (see Above threshold 

ionization)
atomic, 21.3
barrier suppression, 21.14, 21.14f
in clusters, 21.31–21.33, 21.32f
collisional, 21.31, 21.32
double, 21.18–21.19, 21.19f
inner, 21.31–21.32, 21.32f
molecular tunnel (see Molecular tunnel 

ionization)
multiphoton, 21.10–21.12, 21.11f
outer, 21.32–21.33
stabilization of, 21.20–21.21, 21.22f
threshold (see Threshold ionization)
tunnel (see Tunnel ionization)

Ionization distance, 21.25–21.26, 21.25f, 21.27f
Ionization ignition, 21.31
Ionization rate, ADK, 21.13
Ionization stabilization, 21.20–21.21, 21.22f
Ionization-induced defocusing, 21.43–21.44, 

21.43f
Ionized arsenic antisite (AsGa+), 18.3
Ion-plating process, 7.11
IRG 2 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
IRG 9 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
IRG 11 glass, 2.43t, 2.49t, 2.59t, 2.68t
IRG 100 glass, 2.43t, 2.49t, 2.54t, 2.59t, 2.68t
Iris (in eye), 13.1
Iron:

absorptance of, 4.40f, 4.48t, 4.50t
optical properties of, 4.15t, 4.23f
physical properties of, 4.54t
reflectance of, 4.32t–4.33t, 4.40f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.67f
thermal conductivity, 4.58t, 4.62f–4.63f

Irradiance, of water, 1.5t, 1.8–1.9
Irradiance reflectance (irradiance ratio), of 

water, 1.6t, 1.7f, 1.12, 1.46–1.47, 1.47f
Irradiated plasma, 21.46–21.47, 21.46f
Isotropic crystals:

dielectric constants of, 2.18
symmetries of, 2.7t

Isotropic solids, 8.8, 8.9t
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Iturriaga R., 1.25
-ivity suffix, 4.5

j ë B heating, 21.49
Jerlov water types, 1.42–1.46
Joint density of states, 8.28, 8.29f
Jumps, electric-field, 9.6
Junge (hyperbolic) cumulative size

distribution, 1.15
JV model (of trap-loss collisions), 20.30

K (optical constant of water), 1.17, 1.17f
Kane momentum matrix elements, 8.26
Keldysh parameter, 21.10
Keldysh-Faisal-Reiss (KFR) theories, 21.12
Kerr effect, 18.11–18.15

longitudinal, 18.11–18.15, 18.12f
optical, 16.11–16.14
Raman-induced, 16.3t, 16.12, 16.17
transverse, 18.11, 18.14–18.15

Kerr lens modelocking (KLM), 16.25, 18.3, 
18.14–18.15

Kerr-lensing (see Self-focusing)
Kerr-type nonlinearity, 14.33
Kirchhoff ’s law, 4.6
Kitaev phase estimation algorithm, 23.12
Kleinman d-tensor, 10.11
Knill-LaFlamme-Milburn (KLM) scheme, 23.12
Knoop test, 2.31, 2.32f
Kopelevich model of absorption, 1.28
Kramers-Kronig (K-K) relations:

dielectric-constant, 2.9, 2.12, 2.22
dispersion, 5.10–5.11, 16.1, 16.9–16.11
for solids, 8.15

KRS-5 crystals, 2.40t, 2.44t, 2.48t, 2.53t, 2.58t, 2.65t
KRS-6 crystals, 2.40t, 2.44t, 2.48t, 2.53t, 2.58t, 2.65t

Ladder coupling, 14.1, 14.6f, 14.24f
Lambda coupling, 14.1, 14.6f, 14.8f, 14.9f, 14.26, 14.27
Lambertian black surface, 6.14
Landau levels (of energy), 5.40, 5.42f
Langmuir waves, 21.38
Lanthanum glass, 2.42t, 2.43t
Laser:

continuous-wave, 7.14, 14.16–14.18, 14.17f
multilayer reflectors for, 7.39–7.40, 7.39f
theoretical description of, 20.6–20.11

atoms in motion, 20.8–20.10, 20.9f
Fokker-Planck equation, 20.10–20.11
force on two-level atom, 20.6–20.7

Laser Black, 6.56
Laser conditioning, 19.4
Laser cooling, 20.3–20.21, 20.26–20.39

about, 20.3–20.4
in atomic beam brightening, 20.27–20.28, 

20.27f
in atomic clocks, 20.28
below Doppler limit, 20.17–20.21,

20.18f–20.20f
in Bose-Einstein condensation, 20.35–20.37, 

20.36f
in dark states, 20.37–20.39, 20.38f
defined, 20.3
history of, 20.3–20.4
in optical lattices, 20.31–20.34, 

20.32f–20.34f
by optical molasses, 20.13–20.17,

20.14f–20.16f
properties of, 20.4–20.6
Sisyphus, 20.19
by slowing of atomic beams, 20.11–20.13, 

20.12f, 20.12t, 20.13f
in ultracold collisions, 20.28–20.31, 20.30f, 

20.31f
Laser damage threshold (LDT), of coatings, 

7.13–7.14, 7.18
Laser fields, 14.13
Laser Interferometer Gravitational Wave 

Observatory (LIGO), 23.1, 23.7
Laser Light Detection and Ranging (LIDAR) 

systems, 23.1
Laser light sources, 5.59
Laser power combining, 12.30, 12.31
Laser pulses, 21.35–21.36, 21.36f, 21.38–21.39, 

21.38f
Laser technology, for strong field interactions, 

21.4–21.5, 21.4f
Laser-induced breakdown (LIB), 19.6–19.9, 

19.8f
Laser-induced damage (LID), 19.1–19.11

avoidance of, 19.5–19.6
and critical NLO parameters, 19.9–19.11, 

19.9f, 19.10f
estimates of, 19.2
mechanisms of, 19.6–19.9, 19.8f
and nonlinear optical effects, 19.5
package-induced, 19.4–19.5
surface damage, 19.2–19.4

Lasing without inversion (LWI), 14.1, 14.3–14.4, 
14.18–14.19
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Lattice absorption, semiconductor, 5.13–5.20
impurity-related vibrational optic effects, 

5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
multiphonon absorption, 5.16–5.17, 5.17t
phonons, 5.13–5.16, 5.15f

Lattice vibrations:
of crystals and glasses, 2.11–2.12, 2.76t–2.77t
linear-chain model of, 5.8
optical, 20.31–20.34, 20.32f–20.34f
in solids, 8.16–8.18, 8.17f, 8.19t–8.20t

Lead titanate (PbTiO3), 2.40t, 2.45t, 2.48t, 
2.52t, 2.57t, 2.64t

Lead vapor, 14.15, 14.16
Lens housings, 3.15–3.16, 3.15f
Lenses:

negative, 3.13
positive-powered, 3.13

Lensing, 16.22, 19.5
LF5 glass (581409), 2.49t, 2.54t, 2.59t, 2.66t
Li Li polarizing beam splitter, 7.72–7.73, 7.76f
Light flint glass, 2.42t
Light modulation, 5.66t
Light pipe reflectometers, rotating, 5.62, 5.63f
Light pressure force, 20.7
Light propagation, in solids, 8.4–8.13

anisotropic crystals, 8.8–8.11, 8.9t, 8.10f
energy flow, 8.7–8.8
interfaces, 8.11–8.13, 8.12f, 8.13f
Maxwell’s equations, 8.4–8.6
wave equations and optical constants, 8.6–8.7

Light sources, 5.58–5.59
Limiters:

cascaded, 13.6
optical, 12.32
self-protecting, 13.9
tandem, 13.6, 13.6f

Limiting, optical, 13.2 (See also Passive optical 
limiting)

Line defects, 9.12–9.13
Linear electro-optic effect, 12.2–12.3
Linear optical absorption, 16.18
Linear optical properties (of semiconductors), 

5.11–5.39, 5.12f, 5.13t
free carriers, 5.33–5.36, 5.35f–5.37f
impurity and defect absorption, 5.37–5.39, 

5.38f, 5.39f
interband absorption, 5.21–5.33

absorption near fundamental edge,
5.21–5.22, 5.21f

direct transitions, 5.22–5.23, 5.22f–5.23f

Linear optical properties (of semiconductors), 
interband absorption (Cont.):
excitons, 5.25–5.29, 5.26t, 5.27f–5.28f
high-energy transitions above fundamental 

edge, 5.29–5.33, 5.30f–5.34f
indirect transitions, 5.23–5.24, 5.24f–5.25f
polaritons, 5.29

lattice absorption, 5.13–5.20
impurity-related vibrational optic effects, 

5.17–5.20, 5.18f–5.19f, 5.20t, 5.21f
multiphonon absorption, 5.16–5.17, 

5.17t
phonons, 5.13–5.16, 5.15f

and models of dielectric function, 5.12
Linear-chain model, of lattice vibrations, 5.8
Lin-perp-lin polarization gradient cooling, 

20.17–20.18, 20.18f, 20.19f
Lippmann-Bragg holographic mirrors, 7.50
Liquid crystals, 13.12, 13.12f
Lithium fluoride (LiF), 2.39t, 2.44t, 2.48t, 

2.57t, 2.69t
Lithium iodate (a-LiIO3), 2.39t, 2.46t, 2.48t, 

2.57t, 2.75t
Lithium niobate (LiNbO3), 2.39t, 2.46t, 2.48t, 

2.52t, 2.57t, 2.63t, 2.75t, 12.14, 17.1,
17.4–17.13, 17.6f–17.11f

Lithium tantalate (LiTaO3), 12.14, 17.14–17.15, 
17.15f

Lithium triborate (LiB3O5) (LBO), 2.39t, 2.46t, 
2.51t, 2.56t, 2.63t, 2.75t, 17.1

Lithium-calcium-aluminum fluoride 
(LiCaAlF6) (LiCAF), 2.39t, 2.46t, 2.51t, 
2.57t, 2.63t

LLF1 glass (548458), 2.49t, 2.54t, 2.59t, 2.66t
Local density approximation (LDA), 5.5
Local vibrational modes (LVM), 5.17, 5.18, 

5.19f, 5.20, 5.20f
Localized vibration, 5.82f, 5.83
Lockheed Martin, 6.46
Lock-in amplifiers, 5.64
Long duration exposure facility (LDEF), 6.17
Longitudinal acoustic (LA) phonons, 5.24, 

5.25f
Longitudinal Kerr effect, 18.11–18.15, 18.12f 

(See also Self-phase modulation)
Longitudinal optic (LO) phonons, 5.24, 5.25f, 

5.79, 5.79f, 5.80
Longitudinal relaxation rate and time, 11.5
Longitudinal-mode (LO) frequencies, for

crystals and glasses, 2.11, 2.12
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Lorentz model:
of absorption, 4.4
of dispersion, 8.14, 8.21

Low temperature (LT), 18.3
Low-Q cavities, 9.12
Low-temperature (LT) molecular beam 

epitaxy, 18.21
LOX8 glass, 6.57
Luminescence spectroscopy, 5.69–5.75, 5.70f, 

5.72f–5.75f
Lyddane-Sachs-Teller (LST) relation, 2.11, 

5.14, 8.17

Mach-Zehnder interferometer (MZI), 23.2–23.4, 
23.2f

MacNeille polarizers, 7.70–7.72, 7.71f, 7.72f, 7.75f
Magnesium-oxide doped stoichiometric lithium 

tantalite (MgO:sPPLT), 17.14–17.15, 17.15f
Magnetic field modulation, 5.66t
Magnetic permeability, of water, 1.16
Magnetic traps, 20.21–20.23, 20.22f
Magnetoabsorption, impurity, 5.51–5.52, 5.51f
Magneto-optical (MO) properties 

(of semiconductors), 5.39–5.52, 5.41t
effect of magnetic field on energy bands, 

5.40, 5.42, 5.42f
interband effects, 5.42–5.46, 5.43f–5.45f, 

5.47f
intraband or free-carrier effects, 5.47–5.52, 

5.48f–5.51f
semiconductor nanostructures, 5.52

Magneto-optical traps (MOTs), 14.18,
20.24–20.25, 20.24f, 20.26f

Magnetopolarons, 5.50
Magnetoreflection, 5.43, 5.44, 5.44f
Magnetron sputtering, 7.11
Mankiewicz Gebr. & Co., 6.35
Manly Rowe fraction, 15.15
Manufacturing error budget, for polymeric 

optics, 3.10
“Marine snow,” 1.14, 1.29
Martin Black, 6.3t, 6.12, 6.14, 6.15, 6.26f, 6.28f, 

6.46, 6.47f, 6.51f, 6.53f
Martin Marietta, 6.48, 6.53
Martin Optical Black, 6.5f
Mass attenuation coefficients, for photons 

and metals, 4.48, 4.48t, 4.49
Mass density, of metals, 4.6
Master oscillator-power amplifier (MOPA) 

laser, 17.6

Matched filtering, 12.28–12.29, 12.29f, 12.30f
Material designation, of crystals and glasses, 

2.27–2.30, 2.29f
Matrix theory for multilayer systems, 7.6–7.10, 

7.9f
Maximal atomic coherence, 14.28–14.32, 

14.29f–14.32f
Maximal coherence, 14.3
Maximum usable temperature, of metals, 4.7, 4.55t
Maxwell wave equation, 2.12
Maxwell-Bloch equations, 11.6–11.7
Maxwell-Boltzmann distribution, 20.11
Maxwell-Helmholtz-Drude dispersion formula, 

2.12, 2.21–2.22
Maxwell’s equations:

for electric and magnetic fields, 1.16, 
1.17, 5.52

methods for solving, 9.2–9.3
for optical fields, 16.24
and refractive index, 2.6
for solids, 8.4–8.6

Mean coefficient of linear thermal 
expansion, 4.7

Measurement techniques, for semiconductors, 
5.7, 5.56–5.83

ellipsometry, 5.67–5.69, 5.68f, 5.69f
inelastic light scattering, 5.76–5.83, 5.76f, 

5.78f–5.82f
instrumentation, 5.58–5.61, 5.59f, 5.60f, 5.72
luminescence, 5.69–5.75, 5.70f, 5.72f–5.75f
modulation spectroscopy, 5.64–5.67,

5.64f–5.65f, 5.66t, 5.68f
reflection and transmission/absorption, 

5.62–5.64, 5.63f
spectroscopic procedures, 5.56–5.58

Measurements:
on coatings, 7.12–7.14
with surfaces and processes, 6.9–6.10

Mechanical assembly, of polymers, 3.14–3.16, 
3.14f, 3.15f

Mechanical cycling, of metals, 4.10
Medium-bandpass filters, 7.78–7.83, 7.79f, 

7.80f, 7.82f–7.88f
Melt data sheets, for glass, 2.29
Memory, optical, 11.25, 12.34
Meniscus-shaped elements, 3.13
Mercury cadmium telluride (Hg0.78Cd0.22Te) 

narrow-gap alloy, 5.73, 5.74f
Metal-dielectric multiple reflection cutoff filters, 

7.59–7.60
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Metal-dielectric multiple reflection 
filters, 7.111

Metal-dielectric reflectors, 7.81–7.82,
7.108–7.109, 7.109f, 7.110f

Metallic reflecting coatings, 7.80–7.81
Metallic reflectors, 7.106–7.108, 7.106f–7.109f
Metal-organic chemical vapor deposition 

(MOCVD), 18.3
Metals, 4.1–4.70

absorptance of, 4.39, 4.40f–4.42f, 4.48, 4.49
and emittance, 4.49, 4.49f, 4.50t, 4.51t
and mass attenuation coefficients for 

photons, 4.48t
aluminum and aluminum alloys

absorptance, 4.40f, 4.48t, 4.51t
optical properties, 4.12t, 4.20f, 4.21f
penetration depth, 4.47f
physical properties, 4.52t, 4.54t
reflectance, 4.27t–4.28t, 4.40f, 4.44f, 4.46f
thermal properties, 4.55t, 4.56t, 4.57f, 

4.58t, 4.59f–4.60f, 4.65t, 4.66f,
4.69t, 4.70t

beryllium
absorptance, 4.48t, 4.50t
optical properties, 4.12t, 4.21f, 4.26f
penetration depth, 4.47f
physical properties, 4.52t, 4.54t
reflectance, 4.28t–4.29t, 4.45f, 4.46f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t, 

4.59f–4.60f, 4.65t, 4.68f, 4.69t, 4.70t
chromium

absorptance, 4.48t, 4.50t
optical properties, 4.13t–4.14t, 4.22f
physical properties, 4.54t
reflectance, 4.30t–4.31t
thermal properties, 4.69t

copper
absorptance, 4.40f, 4.48t, 4.50t
optical properties, 4.12t–4.13t, 4.22f
physical properties, 4.52t–4.54t
reflectance, 4.29t–4.30t, 4.40f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t, 

4.60f–4.61f, 4.65t, 4.66f, 4.69t, 4.70t
germanium

absorptance, 4.48t
thermal properties, 4.69t, 4.70t

gold
absorptance, 4.40f, 4.48t, 4.50t, 4.51t
optical properties, 4.14t, 4.23f
physical properties, 4.52t, 4.54t

Metals, gold (Cont.):
reflectance, 4.31t–4.32t, 4.40f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t, 

4.60f–4.61f, 4.65t, 4.66f, 4.69t, 4.70t
interband transitions in, 8.21
Invar 36, 4.10t, 4.52t, 4.55t, 4.69t, 4.70t
iron

absorptance, 4.40f, 4.48t, 4.50t
optical properties, 4.15t, 4.23f
physical properties, 4.54t
reflectance, 4.32t–4.33t, 4.40f
thermal properties, 4.55t, 4.56t, 4.57f, 

4.58t, 4.62f–4.63f, 4.65t, 4.67f, 4.69t
mechanical properties of, 4.7–4.8
for mirror design, 4.8–4.10, 4.10t
molybdenum

absorptance, 4.41f, 4.48f, 4.48t, 4.50t, 4.51t
optical properties, 4.15t–4.16t, 4.24f
physical properties, 4.52t, 4.54t
reflectance, 4.33t–4.35t, 4.41f
thermal properties, 4.55t, 4.56t, 4.58f, 4.58t, 

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
nickel and nickel alloys

absorptance, 4.41f, 4.48t, 4.50t, 4.51t
optical properties, 4.16t–4.17t, 4.24f
penetration depth, 4.47f
physical properties, 4.52t, 4.54t
reflectance, 4.35t–4.36t, 4.41f, 4.47f
thermal properties, 4.55t, 4.56t, 4.57f, 

4.58f, 4.62f–4.63f, 4.65t, 4.67f, 
4.69t, 4.70t

nomenclature for, 4.3
optical properties of, 4.3–4.6, 4.4f, 4.11

dielectric function, 4.26f
extinction coefficient, 4.11, 4.12t–4.19t, 

4.20f–4.26f
refraction index, 4.11, 4.12t–4.19t, 4.21f–4.26f

penetration depth of, 4.47f
physical properties of, 4.6, 4.49, 4.52t–4.54t
platinum

absorptance, 4.41f, 4.48t, 4.50t, 4.51t
optical properties, 4.17t, 4.25f
physical properties, 4.54t
reflectance, 4.36t–4.37t, 4.41f
thermal properties, 4.69t, 4.70t

reflectance of, 4.11, 4.27t–4.39t, 4.40f–4.47f
semiconductors and dielectrics vs., 8.4
silicon

absorptance, 4.48t
physical properties, 4.52t
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Metals, silicon (Cont.):
reflectance, 4.46f
thermal properties, 4.55t, 4.56t, 4.58f, 4.58t, 

4.63f–4.64f, 4.65t, 4.68f, 4.69t, 4.70t
silicon carbide

absorptance, 4.49f, 4.50f
optical properties, 4.19t, 4.25f
physical properties, 4.52t
reflectance, 4.41f, 4.42f, 4.46f
thermal properties, 4.55t, 4.56t, 4.58f, 4.58t, 

4.63f–4.64f, 4.65t, 4.68f, 4.69t, 4.70t
silver

absorptance, 4.42f, 4.48t, 4.50t, 4.51t
optical properties, 4.17t–4.18t, 4.26f
physical properties, 4.52t, 4.54t
reflectance, 4.37t–4.38t, 4.42f
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t, 

4.60f–4.61f, 4.65t, 4.66f, 4.69t, 4.70t
stainless steel

physical properties, 4.52t
thermal properties, 4.55t, 4.56t, 4.57f, 4.58t, 

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
steel, 4.50t, 4.51t
tantalum, 4.50t, 4.69t, 4.70t
thermal properties of, 4.6–4.7, 4.53, 4.55

coefficient of linear thermal expansion, 
4.56t, 4.57f, 4.58f

elastic properties, 4.69, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f–4.69f
strength and fracture properties, 4.70, 4.70t
thermal conductivity, 4.58t, 4.59f–4.63f

titanium, 4.48t, 4.50t, 4.52t, 4.55t
tungsten

absorptance, 4.42f, 4.48t, 4.50t, 4.51t
optical properties, 4.18t–4.19t, 4.26f
physical properties, 4.54t
reflectance, 4.38t–4.39t, 4.42f
thermal properties, 4.69t, 4.70t

zinc, 4.48t
Metrology, cw OPOs for, 17.28, 17.29
MeV proton acceleration, 21.54, 21.54f
MH 2200 coating, 6.37, 6.38f
Mica spacers, 7.84f, 7.88–7.89
Michelson interferometers, 5.60, 7.42, 7.104f
Microcavities, in 3D photonic crystals, 9.6–9.12, 

9.7f, 9.8f
Microcreep strength, of metals, 4.8
Microstrain, of metals, 4.8
Microyield strength, of metals, 4.8, 4.70, 4.70t

Mie scattering, 1.15, 1.32, 2.27
Mie theory, 1.40
Miller’s rule, 10.9
Minus filters, 7.43, 7.48, 7.49, 7.50f
Mirrors:

aluminum, 7.106–7.108, 7.106f–7.108f
graded reflectivity, 7.52
hot and cold, 7.58
Lippmann-Bragg holographic, 7.50
metals for, 4.8–4.10, 4.10t
perfect, 7.47
phase conjugate, 12.7, 12.8f–12.9f, 12.33–12.35
self-pumped phase conjugate, 12.7,

12.8f–12.9f
semiconductor saturable absorber, 18.3, 

18.10–18.11
semilinear, 12.7, 12.8f
silver, 7.106f–7.108f, 7.107–7.109
supermirrors, 7.111
(See also Reflectors)

M&M states, 23.14
Modelocking:

additive pulse, 18.3, 18.14
colliding pulse, 18.3
cw, 18.5f
cw Q-switched, 18.5f
Kerr lens, 18.3, 18.14–18.15
passive, 18.8–18.9, 18.8f, 18.12–18.15
Q-switched, 18.4, 18.5, 18.5f
soliton, 18.8f, 18.12–18.14

Modified lambda coupling, 14.24f
Modulation spectroscopy, 5.64–5.67, 

5.64f–5.65f, 5.66t, 5.68f
Mohs scale, 2.31, 2.32f
Moiré grating, 22.11, 22.12f
Molasses, optical [see Optical molasses (OM)]
Molding, of polymers, 3.2, 3.12–3.13
Molecular alignment, in strong fields,

21.22–21.23, 21.23t, 21.24f
Molecular beam epitaxy (MBE), 5.7, 18.3
Molecular dissociation, 21.23
Molecular orientational Kerr effect, 16.3t
Molecular tunnel ionization, 21.25–21.26, 

21.25f, 21.27f
Molecular weight, of crystals and glasses, 2.30
Molecules, strong field interactions with, 

21.22–21.26
Coulomb explosion, 21.24–21.25
nuclear motion and alignment in, 21.22–21.23, 

21.23t, 21.24f
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Molecules, strong field interactions with (Cont.):
triatomic and larger, 21.26
tunnel ionization and ionization distance, 

21.25–21.26, 21.25f, 21.27f
Molybdenum:

absorptance of, 4.41f, 4.48f, 4.48t, 4.50t, 4.51t
optical properties of, 4.15t–4.16t, 4.24f
physical properties of, 4.52t, 4.54t
reflectance of, 4.33t–4.35t, 4.41f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.58f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.67f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.62f–4.63f

Momentum, family, 20.38
Monochromators, 5.59–5.61
Monoclinic crystals, 2.7t, 2.18, 2.47t, 8.9t, 8.19t
Morel model of absorption, 1.24, 1.28
Morse interatomic potential, 2.16
Mott-Wannier excitons (see Wannier excitons)
Multicomponent polarizers, 7.69
Multilayer (ML) coatings, 7.96–7.98, 19.4
Multilayer reflectors, 7.39–7.53

of absorbing materials, 7.37–7.38, 7.38f
all-dielectric broadband reflectors, 7.39, 

7.40f, 7.45–7.47, 7.45f–7.47f
coatings for ultrafast optics, 7.47–7.48, 7.48f
for far-infrared region, 7.52, 7.52f
graded reflectivity mirrors, 7.52
imperfections in, 7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 7.39–7.40, 

7.39f–7.40f
narrowband reflection coatings, 7.43, 7.44f
rejection filters, 7.48–7.50, 7.49f–7.51f
for soft x-ray and XUV regions, 7.53
in two-material periodic multilayers theory, 

7.37–7.38, 7.38f
Multilayers:

matrix theory for, 7.6–7.10, 7.9f
periodic

[(0.5A)B(0.5A)]N, 7.35, 7.36f
nonabsorbing [AB]N and [AB]NA,

7.32–7.34, 7.33f–7.35f
[xH.(1-x)L]N.xH, 7.37

Multiphonon absorption, 5.16–5.17, 5.17t, 
5.18f, 19.6

Multiphoton absorption:
of crystals and glasses, 2.15–2.17, 2.16f, 2.17f
of solids, 8.30–8.31

Multiphoton ionization (MPI), 21.10–21.12, 
21.11f

Multiphoton refraction, of crystals and glasses, 
2.15–2.17, 2.16f, 2.17f

Multiple anti-Stokes scattering, 15.2t
Multiple bound excitons, 5.26t
Multiple cavities, in polymeric optics, 3.10
Multiple quantum wells (MQWs), 12.22–12.23, 

12.22f
Multiple Raman scattering, 15.2–15.3, 15.2t
Multiple Raman Stokes generation, 15.38–15.40, 

15.40f
Multiple Stokes scattering, 15.2–15.3, 15.2t, 

15.3t
Multiple-layer surfaces, 6.26, 6.26f–6.27f
Multiple-reflection filters, 7.111–7.113,

7.111f–7.113f
Multiple-resonant oscillators, 17.16–17.21

doubly resonant, 17.16–17.17
pump-enhanced singly resonant, 17.17–17.20, 

17.18f–17.20f
triply resonant, 17.20–17.21, 17.21f

Multishot laser-induced damage, 19.4
Mutually incoherent beam couplers, 12.7, 12.8f
Mutually pumped phase conjugators 

(MPPCs), 12.7

N (optical constant of water), 1.17, 1.17f
N on 1 annealing, 19.3, 19.4
N00N state, 23.9–23.12, 23.10f, 23.11f
Nanoplasma, in clusters, 21.34–21.35, 21.35f
Nanostructure semiconductors, 5.52
Nanostructuring, 6.55, 6.59f
Nanotubes, 6.55, 6.59f
Narrowband reflection coatings (narrowband 

rejection filters), 7.43, 7.44f, 7.49
Narrow-bandpass filters, 7.78–7.83, 7.79f, 7.80f, 

7.82f–7.88f, 7.88–7.89, 7.89f
NAS polymer, 3.4t
National Institute of Standards and Technology 

(NIST), 20.16
Natural waters, 1.3, 1.13–1.15
N-BaF10 glass (670472), 2.49t, 2.54t, 2.59t, 2.67t
N-BaK4 glass (569560), 2.49t, 2.54t, 2.59t, 2.66t
N-BaLF4 glass (580537), 2.49t, 2.54t, 2.59t, 2.66t
N-BaSF64 glass (704394), 2.49t, 2.54t, 2.59t, 2.67t
NbF1 glass (743492), 2.49t, 2.54t, 2.59t, 2.67t
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N-BK7 glass (517642), 2.49t, 2.54t, 2.59t, 2.66t
NBS Black, 6.49–6.50, 6.50f
Near-IR crystals, visible, 10.21t, 10.22t
Near-UV spectrum, semiconductor interactions 

with, 5.4f, 5.5
Negative lenses, 3.13
Neoprene, 6.32f, 6.34f
Net irradiance, of water, 1.5t, 1.7f, 1.9
Networks, 3D photonic crystals and, 9.4–9.5
Neumann’s principle, 2.5
Neural networks, 12.33–12.35
Neutral arsenic antisite (AsGa0), 18.3
Neutral atoms, trapping of, 20.21–20.39

in atomic beam brightening, 20.27–20.28, 
20.27f

in atomic clocks, 20.28
in Bose-Einstein condensation, 20.35–20.37, 

20.36f
in dark states, 20.37–20.39, 20.38f
with magnetic traps, 20.21–20.23, 20.22f
with magneto-optical traps, 20.24–20.25, 

20.24f, 20.26f
in optical lattices, 20.31–20.34, 20.32f–20.34f
with optical traps, 20.23–20.24, 20.23f
in ultracold collisions, 20.28–20.31, 20.30f, 

20.31f
Neutral attenuators, 7.105, 7.105f
Neutral filters, 7.67, 7.67f–7.68f
Neutron production, fusion, 21.53
Nextel 2010, 6.35, 6.37
Nextel Suede Coating Series 3101-C10, 6.37, 

6.38f, 6.53f
N-F2 glass (620364), 2.49t, 2.54t, 2.59t, 2.67t
N-FKS glass (487704), 2.49t, 2.54t, 2.59t, 2.66t
Nickel:

absorptance of, 4.41f, 4.48t, 4.50t, 4.51t
optical properties of, 4.16t–4.17t, 4.24f
penetration depth, 4.47f
physical properties of, 4.52t, 4.54t
reflectance of, 4.35t–4.36t, 4.41f, 4.47f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.67f
strength and fracture properties, 4.70t
thermal conductivity, 4.58f, 4.62f–4.63f

Nickel alloys, 4.47f

Niobium flint glass, 2.42t
N-K5 glass (522595), 2.49t, 2.54t, 2.59t, 2.66t
N-KF9 glass (523515), 2.49t, 2.54t, 2.59t, 2.66t
N-KzFS4 glass (613443), 2.49t, 2.54t, 2.59t, 2.66t
N-LaF2 glass (744447), 2.49t, 2.54t, 2.59t, 2.67t
N-LaF33 glass (754523), 2.49t, 2.54t, 2.59t, 2.67t
N-LaK10 glass (720504), 2.49t, 2.54t, 2.59t, 2.67t
N-LaSF31A glass (883409), 2.49t, 2.54t, 2.59t, 2.67t
Noise:

shot, 23.4–23.6, 23.5f
and stimulated Raman scattering, 15.35–15.38, 

15.39f
Nonabsorbing [AB]N and [AB]NA multilayers, 

7.32–7.34, 7.33f–7.35f
Noncritical phase matching (NCPM), 17.1
Nondegenerate four-wave mixing 

(NDFWM), 14.28
Nonlinear absorption (NLA), 16.29

limiters of, 13.6–13.7, 13.6f
mechanisms of, 16.12–16.13, 16.13f
nondegenerate, 16.27
optical limiting by, 13.4–13.7, 13.4f, 13.5f
and third-order optical nonlinearities, 

16.7–16.9
Nonlinear atom-field interactions, 11.10
Nonlinear optical coefficients, of crystals 

and glasses, 2.26–2.27, 2.27t
Nonlinear optical crystals, 10.19–10.20,

10.20t–10.22t
Nonlinear optical (NLO) effects, 19.5,

19.9–19.11, 19.9f, 19.10f
Nonlinear optical frequency conversion,

14.24–14.28, 14.24f, 14.27f
Nonlinear optical properties (of semiconductors), 

5.52–5.56
Maxwell’s equations and polarization power 

series expansion, 5.52–5.53, 5.54t
second-order, 5.53–5.55
third-harmonic generation, 5.56
third-order, 5.55
two-photon absorption, 5.56

Nonlinear optics, 10.3–10.23
about, 10.4–10.5
conversion efficiencies, 10.14–10.16
crystals for, 10.19–10.20, 10.20t–10.22t
equations for, 10.4–10.5
microscopic origin of, 10.5–10.10, 10.6f, 10.8f
and MKS systems, 10.21–10.23
optical parametric process in, 10.16–10.19, 

10.17f–10.19f
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Nonlinear optics (Cont.):
phase-matching condition in second-order 

processes, 10.12–10.14, 10.12f, 10.13f
second-order susceptibility tensor in,

10.10–10.11
third-order optical nonlinearities, 16.1–16.31

cascaded x(1):x(1) processes, 16.20–16.22, 
16.21f

cascaded x(2):x(2) processes, 16.22–16.24, 
16.23f, 16.24f

four-wave mixing, 16.27–16.28, 16.28f
interferometry, 16.28–16.29
Kerr effect, 16.11–16.14, 16.13f, 16.14f
Kramers-Kronig dispersion relations, 

16.9–16.11
nonlinear absorption and nonlinear 

refraction, 16.7–16.9
propagation effects, 16.24–16.26
and quantum mechanics, 16.4–16.7, 16.5f
stimulated scattering, 16.14–16.19, 16.15f, 

16.17f
terms for, 16.1–16.3, 16.3t
third-harmonic generation, 16.14
time-resolved excite-probe techniques, 

16.26–16.27, 16.26f
two-photon absorption, 16.19–16.20
Z-scan, 16.29–16.30, 16.30f

ultrashort pulse generation, 18.1–18.23
Kerr effect, 18.11–18.15, 18.12f
saturable absorbers, 18.5–18.11, 18.6f–18.8f
semiconductor ultrafast nonlinearities, 

18.15–18.23, 18.16f, 18.17f, 18.22f
and ultrafast lasers, 18.3–18.5, 18.4f, 18.5f

Nonlinear optics in gases, strong field,
21.27–21.31, 21.28f

Nonlinear reflectivity, 18.6–18.7, 18.7f
Nonlinear refraction (NLR), 13.4f, 13.7–13.8, 

16.7–16.9, 16.29–16.30, 16.30f
Nonlinear scattering, 13.4f, 13.8
Nonlinear Schrödinger equation (NLSE), 16.25
Nonlinear susceptibility, of crystals and 

glasses, 2.26
Nonlinear Thomson scattering, 21.8–21.9, 21.9f
Nonnormal angle of incidence, antireflection 

coatings at, 7.28–7.31, 7.28f–7.31f
Nonpolarizing beam splitters, 7.63, 7.64f–7.65f, 

7.65
Nonpolarizing edge and bandpass filters, 

7.66, 7.67f
Nonreactive evaporation, 7.11

Nonresonant degenerate four-wave mixing, 
16.27–16.28, 16.28f

No-phonon (NP) photoluminescence, 
5.72, 5.73f

Normalized detuning, 14.11f
Normalized vector potential, 21.6
Normalized water-leaving irradiance, 1.46–1.48, 

1.48f
Notch filters, 7.43
Novelty filters, 12.32, 12.33f–12.35f
N-PK52A glass (497816), 2.49t, 2.54t, 

2.59t, 2.66t
N-PSK53A glass (618634), 2.49t, 2.54t, 

2.59t, 2.66t
N-SF6 (805254), 2.49t, 2.54t, 2.59t, 2.67t
N-SK10 glass (623570), 2.49t, 2.54t, 2.59t, 2.67t
N-SSK5 glass (658509), 2.49t, 2.54t, 2.59t, 2.67t
Nuclear motion, in strong fields, 21.22–21.23, 

21.23t, 21.24f
Null correctors, optical, 3.16
Null optics, polymers and, 3.16–3.17
N-ZK7 glass (508612), 2.49t, 2.54t, 2.59t, 2.66t

Oak Ridge, 6.51
Ocean color, 1.46
Omnidirectional reflectors, 9.2
One-dimensional optical molasses, 20.15–20.16, 

20.15f
One-electron transitions, 5.7
Open aperture Z-scan, 16.30
Open systems, 11.17–11.18, 11.17f, 11.18f
Optical Bloch equations (OBEs), 11.3–11.6, 

20.3, 20.6
“Optical Characterization in Microelectronics 

Manufacturing” (S. Perkowitz, D. G. Seiler, 
W. M. Duncan), 5.61–5.62

Optical constants:
for coatings, 7.13
and dielectric function, 5.8–5.9
of metals, 4.11, 4.12t–4.19t, 4.20f–4.26f
of solids, 8.6–8.7, 8.15
of water, 1.17, 1.17f

Optical frequency synthesis, 17.28, 17.29
Optical indicatrix (index ellipsoid), of crystals 

and glasses, 2.18–2.19, 2.19f
Optical interconnects, 12.31, 12.31f
Optical Kerr effect (OKE), 16.11–16.14, 16.13f, 

16.14f
Optical lattices, 20.31–20.34, 20.32f–20.34f
Optical limiters, 12.32
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Optical modes, of crystals and glasses, 2.68t–2.76t
with cesium chloride structure, 2.68t
with chalcopyrite structure, 2.74t
with corundum structure, 2.70t
with cubic perovskite structure, 2.73t
with diamond structure, 2.68t
with fluorite structure, 2.69t
other structures, 2.74t–2.76t
with a-quartz structure, 2.71t
with rutile structure, 2.71t
with scheelite structure, 2.72t
with sodium chloride structure, 2.69t
with spinel structure, 2.73t
with tetragonal perovskite structure, 2.73t
with trigonal selenium structure, 2.70t
with wurtzite structure, 2.70t
with zincblende structure, 2.69t

Optical molasses (OM), 20.13–20.17
defined, 20.3, 20.10
Doppler cooling, 20.13–20.15, 20.14f
one-dimensional, 20.15–20.16, 20.15f
three-dimensional, 20.16–20.17, 20.16f

Optical monitoring, in thin film manufacturing, 
7.11

Optical parametric amplifiers (OPAs), 23.13–23.14
Optical parametric chirped pulse amplification 

(OPCPA), 21.5
Optical parametric oscillators (OPOs), 10.18–10.19, 

10.19f, 14.15 [See also Continuous-wave 
optical parametric oscillators (cw OPOs)]

Optical parametric (OP) process, 10.16–10.19, 
10.17f–10.19f

Optical phonons, 5.14
Optical Ramsey fringes, 11.20–11.22, 11.21f
Optical responses, classification of, 5.12, 5.13t
Optical spectroscopy, 11.2
Optical Stark effect, 16.13
Optical traps, 20.23–20.24, 20.23f
Optical tweezers, 20.23
Optically generated plasmas, 16.20
Optically polished solid spacers, 7.88–7.89
Optically induced phase charge, 13.4f, 13.9
Orange peel, of polymers, 3.11
Organic black dye, 6.15
Organic crystals, 12.23–12.25, 12.26t–12.27t
Organic matter:

absorption by, 1.22–1.23, 1.23t, 1.25–1.27, 
1.25t, 1.26f

passive limiting in, 13.10
in water, 1.14

Organic-inorganic composites, hybrid, 12.27t
Orlando Black optical coating, 6.54, 6.55f
Orlando Black surface, 6.8f
Orthorhombic crystals, 2.7t, 2.18, 2.46t, 8.9t, 

8.10, 8.19t
Oscillator models, of optical nonlinearity, 

10.5–10.9, 10.6f, 10.8f
Oscillators, 12.7–12.9, 12.8f–12.9f (See also

specific oscillators, e.g.: Raman oscillators)
Outer ionization, of cluster, 21.32–21.33
Outgassing:

of black surfaces, 6.17
of polymers, 3.4

Out-of-plane coupling, 9.11–9.12
Overdense plasmas, strong field interactions 

with, 21.46–21.52
high harmonic generation, 21.50–21.52, 21.51f
j ë B heating and anomalous skin effect, 21.49
ponderomotive steepening and hole boring, 

21.49–21.50, 21.50f
relativistic effects and induced transparency, 

21.52
resonance absorption, 21.47–21.48, 21.47f
structure of irradiated plasma, 21.46–21.47, 

21.46f
vacuum heating, 21.47f, 21.48–21.49

Oxide layer, aluminum reflectance and, 4.44f

Package-induced laser-induced damage, 19.4–19.5
Painted surfaces, 6.2t–6.3t
Paints and surface treatments, 6.35–6.58, 6.37f, 

6.43f, 6.53f
Acktar black coatings, 6.55
Aeroglaze Z series, 6.36f, 6.37, 6.37f, 6.39, 

6.39f–6.42f
Akzo Nobel paints, 6.39, 6.42f, 6.43f
anodized processes, 6.44–6.49, 6.47f, 6.48f, 

6.51f, 6.53f
black glass, 6.57
Black Kapton, 6.57, 6.57f
carbon nanotubes and nanostructured

materials, 6.55, 6.59f
Cardinal Black, 6.36f, 6.39, 6.44f
Cat-a-lac Black, 6.39, 6.42f, 6.53f
conductive/nonconductive, 6.12, 6.12t
DeSoto Black, 6.37f, 6.39
DURACON, 6.55–6.56
electrically conductive black paint, 6.56
electrodeposited surfaces, 6.53–6.54, 6.54f, 

6.55f
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Paints and surface treatments (Cont.):
etching of electroless nickel, 6.49–6.50, 6.50f, 

6.51f, 6.53f
flame-sprayed aluminum, 6.57
Floquil, 6.44
gold blacks, 6.57
high-resistivity coatings, 6.56
IBM Black (tungsten hexafluoride), 6.56
ion beam-sputtered surfaces, 6.53
Parson’s Black, 6.44, 6.53f
plasma-sprayed surfaces, 6.50–6.52,

6.51f–6.53f
silicon carbide, 6.56
SolarChem, 6.44, 6.48f, 6.53f
specular metallic anodized surfaces, 6.57, 6.58f
sputtered and CVD surfaces, 6.56
3M paints and derivatives, 6.35–6.37, 6.36f, 

6.38f, 6.53f
ZO-MOD BLACK, 6.56

Parametric amplification, 10.17–10.18, 16.3t
Parametric oscillators, 10.18–10.19, 10.18f, 10.19f
Paratellurite (TeO2), 2.40t, 2.45t, 2.48t, 2.52t, 

2.58t, 2.65t, 2.76t
Parson’s Black, 6.44, 6.53f
Particles:

surface coatings and generation of, 6.17–6.18
in water

particle size distributions, 1.15–1.16, 1.16f
refraction index of, 1.20
scattering by, 1.30–1.35, 1.31t, 1.32f, 1.33f, 

1.34t–1.35t
Particulate matter, in water, 1.14–1.15
Passband region, transmission in, 7.53, 7.54
Passive modelocking, 18.8–18.9, 18.8f, 18.12–18.15
Passive nonlinear optical phenomena, 5.54, 5.54t
Passive optical limiting, 13.1–13.12

active vs., 13.1–13.3, 13.2f, 13.3f
in materials, 13.9–13.12, 13.10f–13.12f
by nonlinear absorption, 13.4–13.7,

13.4f–13.6f
by nonlinear refraction, 13.4f, 13.7–13.8
by nonlinear scattering, 13.4f, 13.8
optically induced phase charge, 13.4f, 13.9
by photorefraction, 13.8–13.9

Pattern recognition, by matched filtering, 
12.28–12.29, 12.29f, 12.30f

Pendular states, 21.23
Penetration depth, of metals, 4.47f
Perfect diffuse reflectors (PDRs), 6.7f, 6.27f
Perfect mirrors, 7.47

Periclase (MgO), 2.44t, 2.48t, 2.52t, 2.57t, 
2.63t, 2.69t

Periodic multilayers:
[(0.5A)B(0.5A)]N, 7.35, 7.36f
nonabsorbing [AB]N and [AB]NA, 7.32–7.34, 

7.33f–7.35f
[xH.(1-x)L]N.xH, 7.37

Periodically poled lithium niobate (LiNbO3) 
(PPLN), 17.1, 17.4–17.13, 17.6f–17.11f

Periodically poled lithium tantalate (LiTaO3) 
(PPLT), 17.14–17.15, 17.15f

Periodically poled potassium titanyl phosphate 
(KTiOPO4) (PPKTP), 17.2, 17.28, 17.29f, 
17.30f

Permittivity, of water, 1.16
Perovskite, 2.73t
Petawatt lasers, 21.5
Petzold volume scattering functions,

1.33, 1.33f
Petzval sums, 3.8
Phase charge, optically induced, 13.4f, 13.9
Phase coatings, 7.101, 7.101f–7.104f, 7.102
Phase conjugate interferometry, 12.32, 12.33f, 

12.34f
Phase conjugate mirrors, 12.7, 12.8f–12.9f, 

12.33–12.35
Phase conjugation:

Brillouin, 15.48, 15.52–15.54, 15.52f–15.54f
photo echo and geometry of, 11.19–11.22, 

11.20f, 11.21f
Phase dispersion filters, 7.89, 7.89f
Phase distortion, nonlinearly induced,

16.28–16.29
Phase matching:

and harmonic yield, 21.30
and Maxwell-Bloch equations, 11.6
noncritical, 17.1
QPM materials, 17.1, 17.13–17.14
in second-order processes, 10.12–10.14, 

10.12f, 10.13f
and stimulated Raman scattering, 15.7, 

15.34, 15.34f
Phase pulling, of transient Raman scattering, 

15.26–15.27, 15.27f
Phase retarding reflectors, 7.101–7.102, 7.102f, 

7.103f
Phase shifter, cross-Kerr, 23.11
Phasesonium, 14.3
Phase-transition temperatures, of crystals 

and glasses, 2.32, 2.33
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Phonons, 2.11
acoustic, 5.14–5.16
coupled plasmon and, 5.35, 5.36, 5.36f, 5.37f
lattice absorption by, 5.13–5.16, 5.15f
optical, 5.14
and Raman scattering, 5.79–5.81, 5.79f–5.81f
transverse optical (TO), 8.16–8.18

Phosphate crown glass, 2.41t
Photoacoustic spectroscopy (PAS), 17.22–17.26, 

17.22f–17.24f, 17.26f
Photo-associative spectroscopy (PAS), 

20.30–20.31, 20.31f
Photoconductors (PCs), 5.61
Photoelastic coefficients, of crystals 

and glasses, 2.24
Photoexcitation, 5.70f
Photoluminescence (PL), 5.70–5.75, 5.70f, 

5.72f–5.75f
Photoluminescence excitation (PLE)

spectroscopy, 5.75, 5.75f
Photomultipliers (PMTs), 5.61
Photon absorption (PA), 19.9, 19.10, 19.10f
Photon echo, 11.11–11.19

about, 11.11–11.15, 11.12f, 11.13f, 11.15f
stimulated, 11.15–11.19, 11.16f–11.19f

Photon echo spectroscopy, 11.26–11.27
Photon loss, 23.14–23.15
Photonic bandgaps (PBGs), 9.1–9.17

fibers with, 2.23
Maxwell’s equations, 9.2–9.3
in 3D photonic crystals, 9.4–9.12

criteria for, 9.4–9.5
examples of, 9.5, 9.5f
microcavities in, 9.6–9.12, 9.7f, 9.8f

2D periodicity in microcavities of, 9.8–9.12, 9.9f
in-plane coupling, 9.10–9.11
out-of-plane coupling, 9.11–9.12

and waveguides, 9.12–9.17
in photonic crystals with 2D periodicity, 

9.13–9.14, 9.13f
waveguide bends, 9.14–9.16, 9.15f, 9.16f
waveguide intersections, 9.16–9.17, 9.17f

Photonic crystals, 9.3
Photonic resonance, 22.9–22.13, 22.10f, 22.12f
Photon-number eigenstates, 23.7–23.8
Photons:

mass attenuation coefficients for, 4.48, 4.48t, 4.49
Raman interaction with, 15.21–15.22
and water, 1.11

Photoreactive scattering, 12.9

Photoreflectance (PR), 5.66t, 5.67
Photorefraction:

optical limiting by, 13.8–13.9
of third-order optical nonlinearities, 16.22

Photorefractive effect, 12.1–12.38
beam spatial profiles, 12.10
devices using, 12.28–12.38

associative memories and neural
networks, 12.33–12.35

gain and two-beam coupling, 12.29–12.32, 
12.31f

holographic data storage, 12.37
holographic storage, 12.36–12.37
loss and two-beam coupling, 12.31–12.32, 

12.33f–12.35f
phase conjugate interferometry, 12.32, 

12.33f, 12.34f
real-time holography, 12.28–12.29, 12.29f, 

12.30f
solitons, 12.38
thresholding, 12.35–12.36, 12.36f
waveguides, 12.37

grating formation, 12.1–12.3, 12.2f
oscillators and self-pumped mirrors,

12.7–12.9, 12.8f–12.9f
standard rate equation model, 12.3–12.4
stimulated photoreactive scattering, 12.9
time-dependent effects, 12.10
wave interactions, 12.4–12.7

anisotropic scattering, 12.7
four-wave mixing, 12.6–12.7, 12.6f
two-beam coupling, 12.4–12.6, 12.4f

Photorefractive materials, 12.10–12.25
bulk compound semiconductors,

12.20–12.21, 12.20t, 12.21f
comparison of, 12.13, 12.13t
cubic oxides (sillenites), 12.17–12.19, 

12.18t, 12.19f
features of, 12.10–12.11
ferroelectric, 12.13–12.17, 12.13t

barium titanate, 12.15–12.16, 12.16f
lithium niobate and lithium 

tantalate, 12.14
potassium niobate, 12.16–12.17
strontium barium niobate and related 

compounds, 12.17
tin hypothiodiphosphate, 12.17, 12.18t

figures of merit for, 12.11–12.13
steady-state performance, 12.11–12.12
transient performance, 12.12, 12.13
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Photorefractive materials (Cont.):
multiple quantum wells, 12.22–12.23, 12.22f
organic crystals and polymer films,

12.23–12.25, 12.26t–12.27t
passive limiting in, 13.11, 13.12f

Photorefractive self-oscillation, 12.7, 12.9
Photorelaxation, 5.70f
Photosynthetically available radiation (PAR), 

1.5t, 1.7f, 1.9
Photovoltage, 5.66t
Physical constants, for crystals and glasses, 2.8t
Physical properties:

of crystals and glasses, 2.37, 2.38t–2.43t
classes and symmetry properties, 2.7t
composition, structure, and density, 

2.38t–2.41t
physical constants, 2.8t
specialty, and substrate materials, 2.43t
symmetry properties, 2.5, 2.6t–2.8t

of metals, 4.6, 4.49, 4.52t–4.54t
of polymers, 3.2–3.5, 3.4t

Phytoplankton:
absorption by, 1.23–1.25, 1.24f–1.25f, 1.28
in water, 1.14

Picosecond, 5.7
Picosecond solid-state lasers, 18.10
Piezo-optic coefficients, for crystals 

and glasses, 2.21
Pikhtin-Yas’kov formula, 2.22
Plasma beat wave acceleration, 21.41
Plasma frequency, 2.15, 8.21
Plasma-ion-assisted deposition, 7.11
Plasmas, 21.3–21.4

in fast ignition, 21.54–21.55, 21.54f, 21.55f
in femtosecond x-ray production, 21.52–21.53, 

21.53f
in fusion neutron production, 21.53
in high magnetic field production, 21.53
in MeV proton acceleration, 21.54
nano-, 21.34–21.35, 21.35f
optically generated, 16.20
overdense, 21.46–21.52

high harmonic generation, 21.50–21.52, 
21.51f

irradiated plasma, 21.46–21.47, 21.46f
j ë B heating and anomalous skin effect, 21.49
ponderomotive steepening and hole

boring, 21.49–21.50, 21.50f
relativistic effects and induced

transparency, 21.52

Plasmas, overdense (Cont.):
resonance absorption, 21.47–21.48, 21.47f
vacuum heating, 21.47f, 21.48–21.49
wakefield generation and electron

acceleration, 21.39–21.42, 21.40f, 21.42f
in Raman amplification, 21.55
underdense, 21.36–21.46

direct laser acceleration and betatron
resonance, 21.42–21.43

intense laser pulses, 21.38–21.39, 21.38f
inverse Bremsstrahlung heating, 21.37, 

21.37f
ionization-induced defocusing,

21.43–21.44, 21.43f
ponderomotive channel formation, 21.42
self-channeling and self-phase modulation, 

21.44–21.46, 21.45f
Plasma-sprayed surfaces, 6.50–6.52, 6.51f–6.52f
Plasmons, 5.33–5.36, 5.35f–5.37f, 5.58, 8.23–8.24
Plastic spacers, for bandpass filters, 7.89
Plate equations, mirror design and, 4.8–4.9
Plate polarizers, 7.69–7.70, 7.70f
Platinum:

absorptance of, 4.41f, 4.48t, 4.50t, 4.51t
optical properties of, 4.17t, 4.25f
physical properties of, 4.54t
reflectance of, 4.36t–4.37t, 4.41f
thermal properties of, 4.69t, 4.70t

Pockels effect, for crystals and glasses, 2.26
Point defects, 9.12–9.13
Poisson’s equation, for solids, 8.5
Poisson’s ratio:

for crystals, 2.31
for metals, 4.7, 4.69t

Polaritons, 5.29
Polarization:

and inelastic scattering, 1.49
at interface of solid, 8.12–8.13, 8.13f
and size of electric field, 10.4–10.5

Polarization dependence, of stimulated Raman 
scattering, 15.41–15.42, 15.42t

Polarization gradient cooling, 20.17–20.18, 
20.18f, 20.19f

Polarization power series expansion, 5.52–5.53, 
5.54t

Polarization splitting, 7.93, 7.93f
Polarizers:

embedded, 7.70–7.71, 7.71f, 7.72f
interference, 7.69–7.73, 7.70f–7.72f
MacNeille, 7.70–7.72, 7.71f, 7.72f, 7.75f
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Polarizers (Cont.):
multicomponent, 7.69
plate, 7.69–7.70, 7.70f

Polarizing beam splitters, 7.70–7.73,
7.70f–7.72f, 7.74f–7.75f

Polarons, in magnetic field, 5.50
Poling process, 12.14
Polishing, of optical surfaces, 19.3
Polyallyl diglycol carbonate, 3.4t
Polyamide (Nylon), 3.4t
Polyarylate, 3.4t
Polycarbonate, 3.4t, 3.6, 3.6t, 3.7t, 3.12
Polychloro-trifluoroethylene, 3.4t
Polycrystalline materials, 2.3 (See also Crystals)
Polycyclohexyl methacrylate (PCHMA), 3.4t, 

3.6, 3.6t, 3.7t
Poly-diallylglycol (CR-39) resin, 3.11
Polyetherimide (PEI), 3.4t, 3.6, 3.6t, 3.7t
Polyethersulfone, 3.4t
Polymer composites, 12.26t
Polymer films, 12.24
Polymeric optics, 3.1–3.18

coatings on, 3.17–3.18
design of, 3.7–3.11

aberration control, 3.8
aspheric surfaces, 3.8–3.9
athermalization, 3.9
dimensional variations, 3.10
manufacturing error budget, 3.10
material selection, 3.8
multiple cavities, 3.10
optical figure variations, 3.10
processing considerations, 3.9
specification, 3.10–3.11
strategy, 3.7–3.8

materials for
forms of, 3.2
optical properties, 3.5–3.7, 3.6t, 3.7f
physical properties, 3.2–3.5, 3.4t
selection, 3.1–3.2

processing of, 3.11–3.17
abrasive forming, 3.11–3.12
casting, 3.11
compression molding, 3.12
geometry considerations, 3.13–3.14
injection molding, 3.12–3.13
mechanical assembly, 3.14–3.16, 3.14f, 3.15f
null optics, 3.16–3.17
shrinkage, 3.14
single-point turning, 3.12

Polymeric optics, processing of (Cont.):
testing and qualification, 3.16
vendor selection, 3.13

Polymers, fully functional, 12.27t
Polymethyl pentene, 3.4t
Polymethylmethacrylate (PMMA), 3.4t, 3.6, 

3.6t, 3.7t, 3.12
Polymorphs, 2.27
Polystyrene, 3.4t, 3.6, 3.6t, 3.7t
Polystyrene co-butadiene, 3.4t
Polysulfone, 3.4t
Polytetrafluoroethylene (Teflon), 6.27
Polyvinylidene fluoride, 3.4t
Ponderomotive channel formation, 21.42
Ponderomotive force, 21.5–21.6
Ponderomotive steepening, 21.49–21.50, 21.50f
Population trapping, velocity-selective 

coherent, 20.37
Positive-powered lenses, 3.13
Posttreated Martin Black, 6.47
Potassium bromide (KBr), 2.39t, 2.44t, 2.48t, 

2.51t, 2.56t, 2.62t, 2.69t, 2.77t
Potassium dihydrogen phosphate (KH2PO4) 

(KDP), 2.39t, 2.45t, 2.48t, 2.51t, 2.56t, 
2.62t, 2.75t

Potassium iodide (KI), 2.39t, 2.44t, 2.48t, 2.51t, 
2.56t, 2.62t, 2.69t, 2.77t

Potassium niobate (KNbO3), 2.39t, 2.46t, 2.48t, 
2.51t, 2.56t, 2.62t, 2.75t, 12.16–12.17

Potassium tantalate (KTaO3), 2.39t, 2.44t, 2.48t, 
2.51t, 2.56t, 2.62t, 2.73t

Potassium titanyl arsenate (KTiOAsO4) 
(KTA), 17.1

Potassium titanyl phosphate (KTiOPO4) 
(KTP), 2.39t, 2.46t, 2.51t, 2.56t, 2.63t, 
2.75t, 17.1, 17.2, 17.28, 17.29f, 17.30f

Pound-Drever-Hall (PDH) technique, 17.18
Powelite (CaMoO4), 2.38t, 2.45t, 2.47t, 2.50t, 

2.55t, 2.61t, 2.72t, 2.77t
Power handling capability, of cw lasers, 7.14
Poynting vector, 8.7
Praseodymium, 14.34–14.35, 14.35f, 14.36f
Pressure force, 20.7
Principle dispersion (term), 2.23
Prism-based monochromators, 5.59
Propagation effects, on third-order optical 

nonlinearities, 16.24–16.26
Proustite (Ag3AsS3), 2.38t, 2.46t, 2.47t, 2.50t, 

2.55t, 2.60t
Pulse area, 11.8
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Pulse excitation, chirped, 11.25–11.26
Pulse generation, 18.4, 21.31
Pulse propagation, 14.20–14.22
Pulsed lasers, 14.15–14.16, 14.16f
Pulsed transient Raman scattering, 15.22–15.25, 

15.24f–15.26f, 15.24t
Pump (incident light), 15.1
Pump depletion, 15.9, 15.10, 15.15, 

15.20, 15.20f
Pump-enhanced singly resonant oscillators 

(PE-SROs), 17.2–17.4, 17.3f, 17.4f,
17.17–17.20, 17.18f–17.20f, 17.27–17.28

Pumping, for cw SROs, 17.2–17.4
Pump-probe (excite-probe) measurements, 

16.26–16.27, 16.27f
Pump-probe spectroscopy, 18.18–18.19
Pump-probe techniques, 18.6, 18.6f
Pump-resonant singly resonant oscillators, 

17.17–17.20, 17.18f–17.20f
Purity, of optical materials, 2.5
Pyrex glass, 2.43t, 2.49t, 2.54t

Q-switched modelocking, 18.4, 18.5, 18.5f
Qualification, of polymers, 3.16
Quality factor (of microcavities), 9.7–9.8, 9.8f
Quantum coherence tomography, 23.13
Quantum dots, 12.25
Quantum entanglement, in optical interferometry, 

23.1–23.15
concepts and equations for, 23.1–23.4, 

23.2f, 23.4f
digital approaches to, 23.7–23.9
Heisenberg limit, 23.6–23.7
N00N state, 23.9–23.12, 23.10f, 23.11f
and quantum imaging, 23.13–23.14
and remote sensing, 23.14–23.15
shot-noise limit, 23.4–23.6, 23.5f

Quantum fluctuations, 15.38, 15.39f, 
23.5, 23.5f

Quantum imaging, 23.13–23.14
Quantum interferences, 14.8
Quantum mechanical model, for solids, 8.4, 

8.24–8.25
Quantum mechanics, third-order optical

nonlinearities and, 16.4–16.7, 16.5f
Quantum remote sensing, 23.14–23.15
Quantum theory of nonlinear optical

susceptibility, 10.9–10.10
Quart-enhanced photoacoustic spectroscopy 

(QEPAS), 17.25–17.26, 17.26f

a-Quartz (SiO2), 2.40t, 2.46t, 2.48t, 2.52t, 
2.57t, 2.64t, 2.71t

Quasi-phase-matched (QPM) nonlinear
materials, 17.1, 17.13–17.14

Quasi-plane-wave solution (to transverse
profile problem), 12.10

Rabi frequency, 11.4
Radiance, of water, 1.5t, 1.6, 1.7f
Radiation pressure force, 20.7
Radiation resistance, of polymers, 3.5
Radiative escape, 20.29
Radiative transfer theory, 1.4
Radiometric quantities, of water, 1.4–1.9, 

1.5t, 1.7f
Raman amplification, 21.55
Raman amplifiers, 15.4, 15.4f, 22.15
Raman cooling, 20.21
Raman cross sections, 15.5
Raman gain coefficients, 15.16t–15.18t
Raman generators, 15.4, 15.4f
Raman induced Kerr effect (RIKE), 16.3t, 

16.12, 16.17
Raman linewidths, 15.9, 15.10f, 15.11t–15.20t
Raman modes, of crystals and glasses, 2.11
Raman oscillators, 15.4, 15.4f
Raman scattering, 15.1–15.43

anti-Stokes, 15.4, 15.4f, 15.32–15.34, 15.33f, 
15.35f, 15.42, 15.42t, 15.43f

backward, 15.41, 21.38–21.39, 21.38f
Brillouin vs., 15.1
coherent, 15.3, 15.4, 15.4f, 15.34, 15.42, 

15.42t, 15.43f
for crystals and glasses, 2.27
forward, 21.38–21.39, 21.38f
measurement with, 5.76–5.83, 5.76f,

5.78f–5.82f
and Raman interactions, 15.2–15.3, 15.3t
regimes of, 15.3
in solids, 8.16, 8.18, 8.19t–8.20t
spontaneous, 15.3, 15.5
stimulated (see Stimulated Raman

scattering)
transient, 15.22–15.32

broadband effects, 15.28–15.32, 15.29f
phase pulling, 15.26–15.27, 15.27f
pulsed, 15.22–15.25, 15.24f–15.26f, 15.24t
solitons, 15.27–15.28, 15.29f
spectral properties, 15.32

by water, 1.48, 1.49, 1.49f
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Raman shifts, 15.2
Raman sidebands, generation of, 14.31, 14.32f
Raman spectroscopy, 5.57–5.58, 7.48, 7.66, 

7.83, 7.96, 7.97f, 7.98
Raman susceptibility, 15.5–15.6
Raman threshold, 15.38
Raman transition frequencies, 15.11t–15.15t
Ramsey fringes, 11.20–11.22, 11.21f
Rapid adiabatic passage (RAP), 14.1
Rayleigh scattering:

in crystals and glasses, 2.10, 2.27
and scattering by sea water, 1.30
in third-order optical nonlinearities,

16.14–16.15
Rayleigh-wing scattering, 16.13
Reactive evaporation, 7.11
Reactive force, 20.8
Real transitions, 16.4
Real-time holography, 12.28–12.29, 12.29f, 12.30f
Recoil limit, 20.5
Redistribution force, 20.8
Redspot Paint and Varnish, 6.35
Reflectance:

at interface of solid, 8.12
of metals, 4.5, 4.11, 4.27t–4.39t, 4.39, 4.40f–4.47f
nonabsorbing [AB]N and [AB]NA

multilayers, 7.32–7.34, 7.33f–7.35f
of optical coatings, 7.12–7.13
in solids, 8.22f, 8.23
specular, of black coatings, 6.26f
and surface coatings, 6.20t

Reflection(s):
from all-dielectric broadband reflectors, 7.47
of coatings on substrate, 7.3
enhancement of, for filters and coatings, 

7.108–7.109, 7.109f–7.110f
filters with low, 7.104–7.106, 7.104f–7.105f
magnetoreflection, 5.43, 5.44, 5.44f
magnitude of, 9.2
measurement of, 5.62–5.64, 5.63f
and optical performance, 7.15–7.16, 7.16f
and phase change of nonabsorbing periodic 

multilayers, 7.34
photoreflection, 5.66t, 5.67
total internal, 8.13

Reflection coatings, 7.106–7.113, 7.106f–7.113f
at angles close to grazing incidence, 7.111
enhancement of reflection, 7.108–7.109, 

7.109f–7.110f
metallic reflectors, 7.106–7.108, 7.106f–7.109f

Reflection coefficient, for optical constants, 
5.9–5.10

Reflection filters, 7.5, 7.5f, 7.111–7.113,
7.111f–7.113f

Reflectivity:
at interface of solid, 8.12
nonlinear, 18.6–18.7, 18.7f
of solids, 8.23

Reflectivity amplitude, for solids, 8.15
Reflectometers, 5.62–5.64, 5.63f
Reflectors:

heat, 7.58, 7.58f
metal-dielectric, 7.81–7.82, 7.108, 

7.109, 7.110f
multilayer, 7.39–7.53

all-dielectric broadband reflectors, 7.39, 
7.40f, 7.45–7.47, 7.45f–7.47f

coatings for ultrafast optics, 7.47–7.48, 7.48f
for far-infrared region, 7.52, 7.52f
graded reflectivity mirrors, 7.52
imperfections in, 7.40–7.43, 7.41f–7.43f
for interferometers and lasers, 7.39–7.40, 

7.39f–7.40f
narrowband reflection coatings, 7.43, 7.44f
rejection filters, 7.48–7.50, 7.49f–7.51f
for soft x-ray and XUV regions, 7.53
and two-material periodic multilayers 

theory, 7.37–7.38, 7.38f
omnidirectional, 9.2
resonant, 7.43–7.45, 7.44f
very low loss, 7.41–7.42

Refraction:
enhanced, 14.20
nonlinear, 16.7–16.9

Refractive index:
of anisotropic crystals, 8.8
complex, 1.16–1.17
of crystals and glasses, 2.6, 2.8, 8.10
dispersion formulas for, 2.21–2.22
in dressed atoms, 14.19–14.20
of metals, 4.3, 4.11, 4.12t–4.19t, 4.21f–4.26f
of particles in water, 1.20
in polymeric optics, 3.6–3.7, 3.6t, 3.7f
in solids, 8.22f, 8.23
and temperature, 2.24–2.26
uniformity of, 2.5
of water, 1.16–1.20, 1.18f, 1.19t–1.20t

Refractive index spectrum, 22.6, 22.6f, 22.7f
Rejection filters, 7.48–7.50, 7.49f–7.51f
Rejection ratios, of bandpass filters, 7.77
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Rejection region, for cutoff filters, 7.56
Relativistic effect(s), in strong field interactions:

with atoms, 21.19–21.20
with free electrons, 21.6–21.8, 21.7f
with overdense plasmas, 21.52
self-focusing and self-channeling as,

21.44–21.45, 21.45f
self-phase modulation as, 21.45–21.46, 

21.45f
Relativistic electron ATI, 21.20, 21.21f
Relativistic electron beams, strong field

interactions with, 21.9–21.10
Relativistic suppression of rescattering, 21.20
Relaxation:

longitudinal and transverse, 11.5
photorelaxation, 5.70f

Remote sensing:
quantum, 23.14–23.15
in water, 1.46–1.47

Reorientational Kerr effect, in solids,
16.13–16.14, 16.14f

Rescattering effects:
relativistic suppression of, 21.20
in strong field interactions with atoms, 

21.18–21.19, 21.18f, 21.19f
Resins, 3.2, 3.11
Resistivity:

coatings with high, 6.56
of metals, 4.54t
of polymers, 3.5

Resonance:
cyclotron, 5.12, 5.12f, 5.40, 5.47–5.50, 

5.48f–5.50f
photonic, 22.9–22.13, 22.10f, 22.12f
slow light propagation and atomic,

22.2–22.9, 22.3f, 22.6f–22.8f
Resonance absorption, in overdense plasmas, 

21.47–21.48, 21.47f
Resonant degenerate four-wave mixing, 16.28
Resonant modes (RMs), 5.17
Resonant Raman scattering, 16.15
Resonant reflectors, 7.43–7.45, 7.44f
Retinal damage, 13.3
Reverse-proton-exchanged (RPE) PPLN, 17.16
Reverse-saturable absorption (RSA), 13.5, 

13.6f, 13.7
Rigidity, of polymers, 3.3
Ring resonators, 12.7, 12.8f, 22.11, 22.12f
Rock-salt lattices, 5.16
Rotating light pipe reflectometers, 5.62, 5.63f

Rotating wave approximation (RWA), 20.7
Roughened aluminum, 6.21, 6.22f, 6.30f
Roughness, surface, 6.15
Rubidium, 14.17, 14.17f
Rubidium titanyl arsenate (RbTiOAsO4) 

(RTA), 17.1
Rubidium titanyl phosphate (RbTiOPO4) 

(RTP), 2.40t, 2.46t, 2.48t, 2.52t,
2.57t, 2.64t

Rugate filters, 7.49, 7.50
Rutile (TiO2), 2.40t, 2.45t, 2.48t, 2.53t, 2.58t, 

2.65t, 2.71t

S on 1 annealing, 19.3, 19.4
Salt (NaCl), 2.40t, 2.44t, 2.48t, 2.52t, 2.57t, 

2.64t, 2.69t
Sandblasted aluminum, 6.45f
Sapphire (Al2O3):

dispersion formulas for, 2.60t
elastic constants of, 2.46t
infrared spectrum of, 2.13, 2.13f
lattice vibration model parameters for, 2.76t
mechanical properties of, 2.47t
optical modes of, 2.70t
optical properties of, 2.55t
properties of, 2.38t
thermal properties of, 2.50t
Ti:sapphire amplifiers, 21.5
Ti:sapphire lasers, 18.3

Saturable absorbers, 18.5–18.11
fast, 18.9–18.10
self-amplitude modulation, 18.5–18.7,

18.6f, 18.7f
semiconductor saturable absorber mirrors, 

18.3, 18.10–18.11
slow, 18.7–18.9, 18.8f

Saturable absorption, 13.5
Saturable Bragg reflectors (SBRs), 18.3, 18.11
Saturation fluence, 18.5, 18.6
Scatterance, of water, 1.5t, 1.10
Scattering:

angular distribution of, 1.12
anisotropic, 12.7
in crystals and glasses, 2.27
Einstein-Smoluchowski theory of, 1.30
nonlinear, 13.4f, 13.8
rescattering, 21.18–21.20, 21.18f, 21.19f
stimulated, 16.14–16.19
from surface, 6.15
Thomson, 21.8–21.9, 21.9f
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Scattering (Cont.):
by water

inelastic and polarization, 1.47–1.49, 
1.48f, 1.49f

measurement, 1.29–1.30
particles, 1.30–1.35, 1.31t, 1.32f, 1.33f, 

1.34t–1.35t
pure water and pure sea water, 1.30
wavelength dependence, 1.35–1.40, 1.35t, 

1.36f, 1.37t, 1.38t, 1.39f, 1.40t
(See also specific scattering, e.g.: Anti-Stokes 

scattering)
Scattering force, 20.7
Scattering losses, multilayer reflectors and, 7.41
Scattering rate, 20.4
Scatterometers, 7.13
Scheelite (CaWO4), 2.38t, 2.45t, 2.47t, 2.51t, 

2.56t, 2.61t, 2.72t, 2.77t
Schott Glass Technologies, 6.57
Schott glasses, 2.22, 2.23, 2.26
Schrödinger equation, 2.16, 8.24, 8.25
Schrödinger’s cat, 23.1, 23.9
Sea water, 1.3, 1.18–1.21, 1.18f, 1.19t–1.20t, 

1.22t, 1.30
Second-harmonic processes, conversion

efficiencies for, 10.14–10.16
Second-order nonlinear optics:

anharmonic oscillator model of
susceptibility in, 10.7–10.9, 10.8f

phase matching in, 10.12–10.14, 10.12f, 10.13f
properties of semiconductors in, 5.53–5.55

Second-order susceptibility tensor, 10.10–10.11
Selenium, 2.70t
Self-action effects, 16.25
Self-amplitude modulation (SAM), 18.3,

18.5–18.8, 18.6f, 18.7f
Self-channeling, 21.44–21.45, 21.45f
Self-defocusing, 13.7, 13.8, 19.9–19.11, 19.10f
Self-focusing:

and laser-induced damage, 19.5, 19.7
as relativistic effect in strong field

interactions, 21.44–21.45, 21.45f
thermal, 13.7–13.8
of third-order optical nonlinearities, 16.25

Self-heating, 17.12
Self-lensing, 19.5
Self-modulated wakefield generation, 21.41
Self-oscillation, 12.7–12.9
Self-phase modulation (SPM), 21.45–21.46, 

21.45f (See also Longitudinal Kerr effect)

Self-protecting limiters, 13.9
Self-pumped phase conjugate mirrors 

(SPPCMs), 12.7, 12.8f–12.9f
Self-trapped excitons, 5.26t
Sellaite (MgF2), 2.40t, 2.45t, 2.48t, 2.52t, 2.57t, 

2.63t, 2.71t
Sellenite (Bi12SiO20) BSO, 2.38t, 2.44t, 2.47t, 

2.50t, 2.55t, 2.61t, 2.75t
Sellmeier dispersion model, for crystals and 

glasses, 2.14, 2.15, 2.21–2.23, 2.25
Sellmeier formula, for refractive index, 8.14
Sellmeier model, for crystals and glasses, 

2.10, 2.11
Semiconductor(s), 5.1–5.83

dielectrics and metals vs., 8.4
electromagnetic spectrum interactions with, 

5.3–5.6, 5.4f
ion-implanted, 18.21
linear optical properties of, 5.11–5.39, 5.12f, 

5.13t, 5.35f–5.37f
free carriers, 5.33–5.36
impurity and defect absorption, 5.37–5.39, 

5.38f, 5.39f
interband absorption, 5.21–5.33, 5.21f–5.25f, 

5.26t, 5.27f–5.28f, 5.30f–5.34f
lattice absorption, 5.13–5.20, 5.15f, 5.17t, 

5.18f–5.19f, 5.20t, 5.21f
low-temperature, 18.21
magneto-optical properties of, 5.39–5.52, 

5.41t
effect of magnetic field on energy bands, 

5.40, 5.42, 5.42f
interband effects, 5.42–5.46, 5.43f–5.45f, 

5.47f
intraband or free-carrier effects, 5.47–5.52, 

5.48f–5.51f
semiconductor nanostructures, 5.52

materials and applications of, 5.84t–5.86t
measurement techniques for (see 

Measurement techniques, for
semiconductors)

nanostructure, 5.52
nonlinear, 5.52–5.56, 5.54t
optical/dielectric response in, 5.8–5.11
passive limiting in, 13.9, 13.10f
structure of, 5.6–5.7

Semiconductor saturable absorber mirrors 
(SESAMs), 18.3, 18.10–18.11

Semiconductor saturable absorbers, 18.4, 18.5, 
18.5f, 18.10
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Semiconductor ultrafast nonlinearities, 
18.15–18.23

applications of, 18.19–18.23
and carrier trapping, 18.21–18.23, 18.22f
in coherent regime, 18.19–18.20
and continuum excitations, 18.20
and excitonic excitations, 18.19–18.20
properties of, 18.16–18.17, 18.16f
and pump-probe spectroscopy, 18.18–18.19
in thermalization regime, 18.20–18.21
and transient four-wave mixing, 18.17–18.18, 

18.17f
Semiconductor-doped dielectric films, 18.11
Semiconductor-doped glasses, 18.11
Semilinear mirrors, 12.7, 12.8f
Semiquantum four-parameter model, 2.12
Service temperature, of polymers, 3.3
Shake off model (of strong field behavior), 21.18
Shape factors, of bandpass filters, 7.77
Shear modulus, for metals, 4.69t
Short flint glass, 2.42t
Short pulse, 11.7
Shot-noise limit (SNL), 23.4–23.6, 23.5f
Shrinkage, polymer, 3.14
Sikkens Aerospace Finishes, 6.39
Silica glass, fused, 2.43t, 2.49t, 2.54t, 2.59t, 2.67t
Silicon:

absorptance of, 4.48t
crystals of, 2.40t, 2.44t, 2.48t, 2.52t, 2.57t, 

2.64t, 2.68t
IR absorption due to interstitial oxygen in, 5.19f
multiphonon absorption of vacuum-grown, 

5.18f
physical properties, 4.52t
reflectance, 4.46f
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.58f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.68f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.63f–4.64f

Silicon carbide (SiC):
absorptance of, 4.49f, 4.50f
optical properties of, 4.19t, 4.25f
particles of, 6.15
physical properties of, 4.52t
reflectance of, 4.41f, 4.42f, 4.46f

Silicon carbide (SiC) (Cont.):
as surface material, 6.56
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.58f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.68f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.63f–4.64f

Silicon-on-insulator planar waveguide, 22.15
Sillenites (cubic oxides), 12.17–12.19, 12.18t, 

12.19f
Silver:

absorptance of, 4.42f, 4.48t, 4.50t, 4.51t
optical properties of, 4.17t–4.18t, 4.26f
physical properties of, 4.52t, 4.54t
reflectance of, 4.37t–4.38t, 4.42f
resistivity of, 4.54t
thermal properties of

coefficient of linear thermal expansion, 
4.56t, 4.57f

elastic stiffness, 4.69t
moduli and Poisson’s ratio, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f
strength and fracture properties, 4.70t
thermal conductivity, 4.58t, 4.60f–4.61f

Silver gallium sulfide (AgGaS2) (AGS), 2.38t, 
2.44t, 2.47t, 2.50t, 2.55t, 2.60t, 2.74t, 2.76t

Silver mirrors, 7.106f–7.108f, 7.107–7.109
Silver selenogallate (AgGaSe2), 2.38t, 2.44t, 

2.47t, 2.50t, 2.55t, 2.60t, 2.74t, 2.76t
Single active electron approximation, 21.10
Single-particle excitation, 5.81, 5.82f
Single-pass absorption spectroscopy, 17.24–17.27, 

17.25f, 17.26f
Single-point turning, of polymers, 3.12
Single-scattering albedo, 1.5t, 1.7f
Singly resonant optical parametric (SOP) 

oscillators, 10.18, 10.18f
Singly resonant oscillators (SROs), 17.2–17.16, 

17.3f, 17.4f
guided-wave nonlinear structures, 17.15–17.16
MgO:sPPLT in, 17.14–17.15, 17.15f
PPLN crystals in, 17.4–17.13, 17.6f–17.11f
QPM nonlinear materials, 17.13–17.14

Sink, in molding, 3.14
Sisyphus laser cooling, 20.19
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Skin depth (term), 4.5
Skin effect, anomalous, 21.49
Slope of cutoff, 7.56
Slow light propagation, 22.1–22.15

and atomic resonance, 22.2–22.9, 22.3f, 
22.6f–22.8f

in optical fibers, 22.13–22.15, 22.14f
and photonic resonance, 22.9–22.13, 22.10f, 

22.12f
Slow saturable absorbers, 18.7–18.9, 18.8f
Slowing, of atomic beams, 20.11–20.13, 20.12f, 

20.12t, 20.13f
Snell’s law, 7.7, 8.11, 8.23
Sodium chloride (NaCl), 2.69t
Soft x-ray region:

bandpass filters for, 7.94–7.96, 7.95f–7.96f
interference polarizers for, 7.73, 7.76f–7.77f
multilayer reflectors for, 7.42, 7.53

Solar absorptance, 6.19, 6.21
Solar-cell cover filters, 7.58, 7.59f
SolarChem, 6.44, 6.45f, 6.48f, 6.53f
Sol-gels, 12.27t
Solid spacers, for bandpass filters, 7.83, 7.88
Solids:

band structures and interband transitions 
of, 8.24–8.32

direct interband absorption, 8.27–8.28
energy band structures, 8.25–8.27, 8.26f
excitons, 8.31–8.32
indirect transitions, 8.29–8.30, 8.29f
joint density of states, 8.28, 8.29f
multiphoton absorption, 8.30–8.31
quantum mechanical model, 8.24–8.25
selection rules and forbidden transitions, 

8.28, 8.29
bound electronic optical Kerr effect in, 

16.12–16.13, 16.13f
dephasing in, 14.13–14.14
dispersion relations in, 8.14–8.16
EIT in, 14.33–14.36, 14.35f, 14.36f
extrinsic optical properties of, 8.3
free-electron properties of, 8.21–8.24, 8.22f
intrinsic optical properties of, 8.3
lattice interactions in, 8.16–8.18, 8.17f, 

8.19t–8.20t
optical properties of, 8.1–8.32
propagation of light in, 8.4–8.13

anisotropic crystals, 8.8–8.11, 8.9t, 8.10f
energy flow, 8.7–8.8
interfaces, 8.11–8.13, 8.12f, 8.13f

Solids, propagation of light in (Cont.):
Maxwell’s equations, 8.4–8.6
wave equations and optical constants, 

8.6–8.7
reorientational Kerr effect in, 16.13–16.14, 

16.14f
Solid-state detectors, 5.61
Solid-state lasers, 18.3
Soliton lasers, 18.14
Soliton modelocking, 18.8f, 18.12–18.14
Solitons:

photorefractive, 12.38
and third-order optical nonlinearities, 

16.25–16.26
and transient Raman scattering, 15.27–15.28, 

15.29f
Space groups, of crystals, 2.27–2.28
Space-based surfaces, 6.17–6.18, 6.20t, 6.46
Spacecraft, 6.12, 6.16–6.17
Spacers, for bandpass filters, 7.83, 7.88–7.89
Spatial solitons, 16.26
Specific heat (see Heat capacity)
Specification, in polymeric optics, 3.10–3.11
Spectral absorptance, of water, 1.9
Spectral absorption, by detritus in water, 

1.26–1.27, 1.26f
Spectral absorption coefficient:

for case 1 waters, 1.27–1.28
for phytoplankton, 1.24, 1.24f, 1.25f, 1.25t
upper bound, in sea water, 1.21, 1.22t
for waters, 1.10, 1.17, 1.20–1.21, 1.27f

Spectral beam attenuation coefficient, for 
water, 1.10

Spectral diffuse attenuation coefficient, for 
water, 1.12

Spectral diffusion, 11.15
Spectral downdwelling average cosine, 

of water, 1.12
Spectral downdwelling irradiance, of water, 1.8
Spectral downward scalar irradiance, of water, 1.8
Spectral emittance, of metals, 4.6
Spectral gain narrowing, in steady-state Stokes 

scattering, 15.21
Spectral hole, 18.20
Spectral hole burning, 22.6, 22.7f
Spectral irradiance reflectance, of water, 1.12, 

1.46, 1.47f
Spectral net irradiance, of water, 1.9
Spectral radiance, of water, 1.6
Spectral scatterance, of water, 1.10
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Spectral scattering coefficient, for water, 1.10
Spectral transmission, in polymeric 

optics, 3.6
Spectral transmittance, 7.3–7.4
Spectral upward plane irradiance, of water, 1.8
Spectral upward scalar irradiance, of water, 1.8
Spectral upwelling irradiance, of water, 1.8
Spectral volume scattering function (VSFs), 

1.37–1.38, 1.38t
Spectrometers, 5.59–5.61, 5.60f, 5.72, 7.12
Spectroscopic ellipsometry, 5.66t
Spectroscopic measurement, 5.56–5.58
Spectroscopy, 17.21–17.27

continuous-wave, 11.2
defined, 11.2
differential transmission, 18.18–18.19
high-resolution Doppler-free, 17.27
knowledge derived from, 5.6
photoacoustic, 17.22–17.26, 17.22f–17.24f, 

17.26f
photo-associative, 20.30–20.31, 20.31f
photon echo, 11.26–11.27
pump-probe, 18.18–18.19
Raman, 7.48, 7.66, 7.83, 7.96, 7.97f, 7.98
single-pass absorption, 17.24–17.27, 17.25f, 

17.26f
time-dependent, 11.2

Specular baffles, 6.14
Specular black surfaces, 6.14
Specular reflectance, of black coatings, 6.26f
Spherelike Brillouin zone, 9.4
Spinel (MgAl2O4), 2.39t, 2.44t, 2.48t, 2.52t, 

2.57t, 2.63t, 2.73t
Spire Corporation, 6.51
Split-step beam propagation, 12.10
Spontaneous emission, 9.8, 20.5
Spontaneous parametric down-conversion 

(SPDC), 23.10, 23.13
Spontaneous parametric process, 10.16–10.17, 

10.17f
Spontaneous Raman scattering, 15.3, 15.5
Sputtered beryllium surface, 6.6f
Sputtered surfaces, 6.56
Sputtering method, of manufacturing thin 

films, 7.11, 7.14
Square-top multicavity bandpass filters,

7.82–7.83, 7.82f–7.88f
Squeezing, in quantum optical interferometry, 

23.7
Stability, of bandpass filters, 7.94

Stainless steel:
physical properties of, 4.52t
thermal properties of, 4.55t–4.58f,

4.62f–4.63f, 4.65t, 4.67f, 4.69t, 4.70t
Standard rate equation model, 12.3–12.4
Standard Test Method (of ASTM), 6.17
Star Instruments, 6.57
Stark chirped rapid adiabatic passage 

(SCRAP), 14.1
Stationary spectroscopy, 11.2
Steady-state Stokes scattering, 15.7–15.22

gain coefficients in, 15.16t–15.18t
gain narrowing in, 15.21
photon description in, 15.21–15.22
pump depletion in, 15.9, 15.10, 15.15, 

15.20, 15.20f
Raman linewidths in, 15.9, 15.10f,

15.11t–15.20t
spectral gain narrowing in, 15.21
steady-state gain in, 15.8–15.9

Steel, 4.50t, 4.51t
Stiffness, in crystals and glass, 2.30, 2.31t
Stimulated Brillouin scattering (SBS),

15.43–15.54
equations for, 15.44–15.48, 15.45f
phase conjugation, 15.48, 15.52–15.54, 

15.52f–15.54f
Raman vs., 15.1
scattering parameters of materials, 15.48, 

15.49t–15.51t
and slow light, 22.14–22.15
and stimulated photorefractive 

scattering, 12.9
third-order, 16.18–16.19

Stimulated parametric process, 10.17–10.18
Stimulated photon echo, 11.15–11.19,

11.16f–11.19f
Stimulated photoreactive scattering (SPS), 12.9
Stimulated Raman adiabatic passage (STIRAP), 

14.1, 14.4, 14.5, 14.7
Stimulated Raman anti-Stokes scattering, 15.2t
Stimulated Raman scattering (SRS), 15.3–15.43

anti-Stokes, 15.2t, 15.32–15.34, 
15.33f, 15.35f

backward, 15.41
coherent spectroscopy, 15.42, 15.42t, 15.43f
equations for, 15.6–15.7
focused beams, 15.41
formulas for, 15.20t
geometries for, 15.4, 15.4f
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Stimulated Raman scattering (SRS) (Cont.):
multiple Stokes generation, 15.38–15.40, 

15.40f
and noise, 15.35–15.38, 15.39f
in plasma, 21.38–21.39, 21.38f
polarization dependence, 15.41–15.42, 15.42t
Raman susceptibility, 15.5–15.6
and slow light, 22.15
steady-state Stokes, 15.7–15.22

gain coefficients, 15.16t–15.18t
gain narrowing, 15.21
photon description, 15.21–15.22
pump depletion, 15.9, 15.10, 15.15, 

15.20, 15.20f
Raman linewidths, 15.9, 15.10f,

15.11t–15.20t
spectral gain narrowing, 15.21
steady-state gain, 15.8–15.9

Stokes, 15.2t
terminology, 16.3t
third-order, 16.15–16.18, 16.15f, 16.17f
time-gated imaging, 15.42, 15.43, 15.44f
transient effects of, 15.22–15.32

broadband effects, 15.28–15.32, 15.29f
phase pulling, 15.26–15.27, 15.27f
pulsed, 15.22–15.25, 15.24f–15.26f, 15.24t
solitons, 15.27–15.28, 15.29f
spectral properties, 15.32

Stimulated Rayleigh-Wing scattering, 16.3t
Stimulated scattering, 16.14–16.19 [See also 

Stimulated Brillouin scattering (SBS); 
Stimulated Raman scattering (SRS)]

Stokes scattering, 15.2–15.3, 15.2t, 15.3t 
(See also Anti-Stokes scattering; 
Steady-state Stokes scattering)

Stokes shift, 15.1, 15.43
Stokes shifted Raman scattering, 16.15, 16.15f
Stokes wave, 15.1, 15.43
Strain, in crystals and glasses, 2.6t, 2.30, 

2.31t, 2.36
Stray light, analysis and issues, 6.10, 6.19
Strength:

of crystals and glasses, 2.31–2.32, 2.32f, 2.32t
of metals, 4.8, 4.70, 4.70t
of scattering in water, 1.12

Stress:
in crystals and glasses, 2.6t, 2.30, 2.31t
uniaxial, 5.66t

Strong field approximation (SFA), 21.12
Strong field double ionization, 21.18–21.19

Strong field interactions, 21.1–21.55
about, 21.2–21.3
with atoms, 21.10–21.21

above threshold ionization, 21.14–21.17, 
21.15f, 21.16f

ionization stabilization, 21.20–21.21, 21.22f
Keldysh parameter, 21.10
multiphoton and quasi-classical 

regimes, 21.10
multiphoton ionization, 21.10–21.12, 21.11f
relativistic effects, 21.19–21.20, 21.21f
rescattering effects, 21.18–21.20, 

21.18f, 21.19f
tunnel ionization, 21.12–21.14, 

21.12f, 21.14f
with clusters, 21.31–21.36

Coulomb explosion, 21.33–21.34
intense laser pulse interactions,

21.35–21.36, 21.36f
ionization, 21.31–21.33, 21.32f
nanoplasma description, 21.34–21.35, 21.35f

history of, 21.3–21.4
laser technology for, 21.4–21.5, 21.4f
with molecules, 21.22–21.26

Coulomb explosion, 21.24–21.25
nuclear motion and alignment,

21.22–21.23, 21.23t, 21.24f
triatomic and larger molecules, 21.26
tunnel ionization and ionization distance, 

21.25–21.26, 21.25f, 21.27f
nonlinear optics in gases, 21.27–21.31

attosecond pulse generation, 21.31
high order harmonic generation,

21.27–21.30, 21.28f
with single electrons, 21.5–21.10

interactions with relativistic electron 
beams, 21.9–21.10

nonlinear Thomson scattering, 21.8–21.9, 
21.9f

ponderomotive force, 21.5–21.6
relativistic effects, 21.6–21.8, 21.7f

with underdense plasmas, 21.36–21.52
applications of, 21.52–21.55, 21.53f–21.55f
direct laser acceleration and betatron

resonance, 21.42–21.43
high harmonic generation, 21.50–21.52, 

21.51f
intense laser pulses, 21.38–21.39, 21.38f
inverse Bremsstrahlung heating, 

21.37, 21.37f
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Strong field interactions, with underdense
plasmas (Cont.):
ionization-induced defocusing,

21.43–21.44, 21.43f
j ë B heating and anomalous skin 

effect, 21.49
ponderomotive channel formation, 21.42
ponderomotive steepening and hole boring, 

21.49–21.50, 21.50f
relativistic effects and induced transparency, 

21.52
resonance absorption, 21.47–21.48, 21.47f
self-channeling and self-phase modulation, 

21.44–21.46, 21.45f
structure of irradiated plasma, 21.46–21.47, 

21.46f
vacuum heating, 21.47f, 21.48–21.49
wakefield generation and electron accelera-

tion, 21.39–21.42, 21.40f, 21.42f
Strontium, 14.15, 14.16f
Strontium barium niobate (SBN), 12.17
Strontium fluoride (SrF2), 2.40t, 2.44t, 2.48t, 

2.52t, 2.57t, 2.64t, 2.69t
Strontium molybdate (SrMoO4), 2.40t, 2.45t, 

2.48t, 2.52t, 2.57t, 2.65t, 2.72t
Strontium titanate (SrTiO3), 2.40t, 2.44t, 2.48t, 

2.52t, 2.57t, 2.65t, 2.73t
Structured antireflection coatings, 7.25–7.26, 

7.25f, 7.26f
Styrene acrylonitrile (SAN), 3.4t, 3.6, 3.6t, 3.7t
Sum frequency generation (SFG), 16.2, 16.3t
Sum rules:

for crystals and glasses, 2.9
for dispersion in solids, 8.14–8.15
for semiconductors, 5.11

Super resolution, 23.10, 23.12
Super-Beer’s law, 23.15
Superlinear absorption of light, 5.57
Supermirrors, 7.111
Surface coatings, 6.4t
Surface damage, laser-induced, 19.2–19.4
Surface-tension effects, from polymer molding 

process, 3.14
Susceptibility:

nonlinear
anharmonic oscillator model of 

second-order, 10.7–10.9, 10.8f
of crystals and glasses, 2.26
quantum theory of, 10.9–10.10

Raman, 15.5–15.6

Swept-carrier time-domain optical memory, 
11.25

Switching, third-order optical nonlinearities 
and, 16.30–16.31

Symmetry properties, of crystals and glasses, 
2.5, 2.6t–2.8t

Tandem limiters, 13.6, 13.6f
Tantalum, 4.50t, 4.69t, 4.70t
Tantalum crown glass, 2.42t
Target normal sheath acceleration, 21.54
Teflon overcoat, 6.27
Teflon Wet Lubricant, 6.27
Telescopes:

and black surfaces, 6.21
far-infrared, 6.48
ground-based, 6.12

Temperature(s):
of crystals and glasses, 2.32, 2.33
in laser cooling, 20.5
of metals, 4.7
and refractive index of glasses, 2.24–2.26

Temperature dependence:
of bandpass filters, 7.94
of line broadening parameters, 15.19t
of line shift parameters, 15.19t

Temporal instability, of metals, 4.9
Tensor properties:

of crystals and glasses, 2.5, 2.6t
of third-order optical nonlinearities,

16.2–16.3
Tensors:

compliance, 2.30
dielectric, 2.17–2.18
d-tensor, 10.11
inverse dielectric, 2.6t, 2.19
second-order susceptibility, 10.10–10.11

Tests and testing:
Knoop, 2.31, 2.32f
of polymers, 3.16

Tetragonal crystals, 8.9t, 8.19t
room-temperature elastic constants,

2.44t–2.45t
symmetries of, 2.7t

Tetragonal perovskite, 2.73t
Tetrahedral lattice site, 5.6
Textured graphite surface, 6.8f
Thallium bromide (TlBr), 2.40t, 2.44t, 2.48t, 

2.53t, 2.58t, 2.65t, 2.68t
Thallium chloride (TlCl), 2.65t, 2.68t
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The Theory of Coherent Atomic Excitation
(B. W. Shore), 14.3

Thermal blooming, 16.22
Thermal conductivity:

of crystals and glasses, 2.6t, 2.35–2.36, 2.35f
of metals, 4.7, 4.10t, 4.53, 4.55, 4.55t, 4.58t, 

4.60f–4.64f
Thermal cycling, of metals, 4.10
Thermal defocusing, 13.8
Thermal diffusivity, for metals, 4.10t
Thermal effects, on third-order optical

nonlinearities, 16.22
Thermal expansion:

of crystals and glasses, 2.6t, 2.34–2.35, 2.34f
for metals, 4.10t
of metals, 4.6

Thermal instability, of metals, 4.10
Thermal properties:

of crystals and glasses, 2.50t–2.53t, 2.55t
of metals, 4.6–4.7, 4.53, 4.55

coefficient of linear thermal expansion, 
4.56t, 4.57f, 4.58f

elastic properties, 4.69, 4.69t
at room temperature, 4.55t
specific heat, 4.65t, 4.66f–4.69f
strength and fracture properties, 4.70, 4.70t
thermal conductivity, 4.58t, 4.59f–4.63f

Thermal self-focusing, 13.7–13.8
Thermalization, of free electron and hole

distributions, 18.20–18.21
Thermomodulation, 5.66t
Thermo-optic coefficients, of crystals and 

glasses, 2.21, 2.24–2.26, 2.24f
Thermo-optic effect, 16.22
Thermoplastic resins, 3.2
Thermoset resins, 3.2
Thickness errors, for multilayer reflectors, 7.40
Thin-film coatings:

and antireflection coatings, 7.27–7.28, 7.28f
laser-induced damage to, 19.4
manufacturing of, 7.10–7.12
of metal, 7.104, 7.104f
for multiple reflection filters, 7.111, 7.112, 

7.112f, 7.113f
theory and design of, 7.5–7.10, 7.6f, 7.9f

Third-order harmonic generation (THG), 
16.2, 16.3t

in crystals, 16.14
energy level diagrams for, 16.5f
and semiconductors, 5.56

Third-order optical nonlinearities, 16.1–16.31
cascaded x(1):x(1) processes, 16.20–16.22, 

16.21f
cascaded x(2):x(2) processes, 16.22–16.24, 

16.23f, 16.24f
and four-wave mixing, 16.27–16.28, 16.28f
and interferometry, 16.28–16.29
Kerr effect, 16.11–16.14, 16.13f, 16.14f
Kramers-Kronig dispersion relations, 

16.9–16.11
nonlinear absorption and nonlinear

refraction, 16.7–16.9
propagation effects, 16.24–16.26
and quantum mechanics, 16.4–16.7, 16.5f
and semiconductors, 5.55
stimulated scattering, 16.14–16.19, 16.15f, 

16.17f
terms for, 16.1–16.3, 16.3t
third-harmonic generation, 16.14
and time-resolved excite-probe techniques, 

16.26–16.27, 16.27f
two-photon absorption, 16.19–16.20
and Z-scan, 16.29–16.30, 16.30f

Thomson scattering, 21.8–21.9, 21.9f
3D bandgap materials, 9.2
3D optical molasses, 20.16–20.17, 20.16f
3D photonic crystals, 9.4–9.8

criteria for, 9.4–9.5
examples of, 9.5, 9.5f
microcavities in, 9.7–9.8, 9.7f, 9.8f

3M Black Velvet, 6.14
3M Black Velvet 101-C10, 6.12, 6.35
3M Nextel Black Velvet, 6.35, 6.36f
3M paints, 6.35–6.37, 6.38f, 6.53f

3M Nextel Black Velvet, 6.35, 6.36f
MH 2200, 6.37
Nextel 2010, 6.35, 6.37
Nextel Suede Coating Series 3101-C10, 6.37, 

6.38f, 6.53f
Three-level atomic systems, 14.4–14.6, 14.4f, 14.6f
Three-photon absorption (3PA), 19.9, 19.10, 

19.10f
Three-wave mixing, 14.26
Threshold ionization:

absorbance above, 21.14–21.17, 21.15f, 21.16f
defined, 21.3

Thresholding devices, 12.35–12.36, 12.36f
Time-dependent (transient) spectroscopy, 11.2
Time-domain atom interferometers,

11.22–11.24, 11.24f
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Time-gated imaging, 15.42, 15.43, 15.44f
Time-integrated intensity, 11.18
Time-of-flight (TOF) measurement of velocity 

distribution, 20.13, 20.13f
Time-resolved excite-probe techniques,

16.26–16.27, 16.27f
Tin hypothiodiphosphate (Sn2P2S6), 12.17, 

12.18t
Tiodize V-E17, 6.49
Titanium, 4.48t, 4.50t, 4.52t, 4.55t
Titanium dioxide, 6.15
Titanium sapphire (Ti:sapphire) amplifiers, 

21.5
Titanium sapphire (Ti:sapphire) lasers, 18.3
Tomography, quantum coherence, 23.13
Total emittance, of metals, 4.6
Total integrated excitance, for crystals 

and glasses, 2.19
Total internal reflection (TIR), 8.13
Total mass loss (TML), 6.17
Total power law, 2.19–2.20, 2.20f
Total strain, of crystals and glasses, 2.36
Transfer matrix solution (to Maxwell’s 

equations), 9.3
Transient four-wave mixing (TFW), 18.17–18.18, 

18.17f
Transient Raman scattering, 15.22–15.32

broadband effects, 15.28–15.32, 15.29f
phase pulling, 15.26–15.27, 15.27f
pulsed, 15.22–15.25, 15.24f–15.26f,

15.24t
solitons, 15.27–15.28, 15.29f
spectral properties, 15.32

Transitions, 16.4 (See also specific transitions, 
e.g.: One-electron transitions)

Transmission:
of coatings on substrate, 7.3
for cutoff filters, 7.54–7.55, 7.55f
measurement of, 5.64
in passband region, 7.53, 7.54

Transmission coefficient, for optical constants, 
5.9–5.10

Transmission filters, 7.3–7.5, 7.83, 7.88f
Transmission grating, 12.7, 12.8f
Transmittance:

at interface of solid, 8.12
of metals, 4.6
of optical coatings, 7.12–7.13
spectral, 7.3–7.4
of water, 1.5t

Transparency:
and absorption, 2.17
EIT [see Electromagnetically induced

transparency (EIT)]
induced, 21.52

Transparent prisms, 5.59
Transverse acoustic (TA) phonons, 5.24, 5.25f
Transverse Kerr effect, 18.11, 18.12f, 18.14–18.15
Transverse optical (TO) frequencies, for 

crystals and glasses, 2.11, 2.12
Transverse optical (TO) phonons, 5.24, 5.25f, 

5.80, 5.80f, 8.16–8.18
Transverse relaxation time, 11.5
Trap loss collisions, 20.29
Trapping atoms, 20.21–20.39

applications of, 20.26–20.39
and atomic beam brightening, 20.27–20.28, 

20.27f
and atomic clocks, 20.28
and Bose-Einstein condensation, 20.35–20.37, 

20.36f
and dark states, 20.37–20.39, 20.38f
magnetic traps, 20.21–20.23, 20.22f
magneto-optical traps, 20.24–20.25, 

20.24f, 20.26f
and optical lattices, 20.31–20.34,

20.32f–20.34f
optical traps, 20.23–20.24, 20.23f
and ultracold collisions, 20.28–20.31, 20.30f, 

20.31f
Triatomic molecules, in strong fields, 21.26
Triclinic crystals, 2.7t, 2.18, 8.9t, 8.10
Trigonal crystals, 8.9t, 8.19t
Trigonal selenium, 2.70t
Triply resonant oscillators (TROs), 17.2–17.4, 

17.3f, 17.4f, 17.20–17.21, 17.21f
TRU-Color Diffuse Black, 6.49
Tunable double resonance (electromagnetically 

induced transparency), 22.6–22.9, 
22.7f, 22.8f

Tunable phase-dispersion filters, 7.89, 7.89f
Tungsten:

absorptance of, 4.42f, 4.48t, 4.50t, 4.51t
elastic properties of, 4.69t
extinction coefficient for, 4.18t–4.19t, 4.26f
reflectance of, 4.38t–4.39t, 4.42f
refraction index for, 4.18t–4.19t, 4.26f
resistivity of, 4.54t
strength and fracture properties of, 4.70t

Tungsten hexafluoride, 6.56
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Tunnel ionization:
atomic, 21.12–21.14, 21.12f, 21.14f
molecular, 21.25–21.26, 21.25f, 21.27f
relativistic, 21.20

Tunneling, collective, 21.18
Turning, single-point, 3.12
Tweezers, optical, 20.23
Twin beams of light, correlated, 17.28, 17.29f, 

17.30f
Two-beam coupling:

optical limiting by, 13.8–13.9
photorefractive gain in, 12.29–12.32, 12.31f
photorefractive loss in, 12.31–12.32,

12.33f–12.35f
and wave interactions, 12.4–12.6, 12.4f

2D photonic crystals, microcavities of, 
9.8–9.12, 9.9f

in-plane coupling, 9.10–9.11
out-of-plane coupling, 9.11–9.12
waveguides in, 9.13–9.14, 9.13f

Two-level atoms:
coherence in, 14.4–14.5, 14.4f
force on, 20.6–20.7
at rest, 20.7–20.8

Two-level coupling, 14.30, 14.30f
Two-material periodic multilayers theory, 

7.32–7.38
[(0.5A)B(0.5A)]N multilayers, 7.35, 7.36f
angular sensitivity, 7.37
multilayer reflectors of absorbing materials, 

7.37–7.38, 7.38f
nonabsorbing [AB]N and [AB]NA

multilayers, 7.32–7.34, 7.33f–7.35f
width of high-reflectance zone, 7.36–7.37, 7.37f
[xH.(1-x)L]N.xH multilayers, 7.37

Two-photon absorption (2PA):
energy level diagrams for, 16.5f
and laser-induced damage, 19.9, 19.10, 

19.10f
and optical limiting, 13.4, 13.5, 13.6f
of semiconductors, 5.56
symbols, 16.8
in third-order optical nonlinearities,

16.19–16.20
Two-photon transitions, 11.22–11.23, 11.24f

ULE glass, 2.43t, 2.49t, 2.54t
Ultimate strength, of metals, 4.8
Ultracold collisions, 20.26, 20.28–20.31, 20.30f, 

20.31f

Ultrafast depletion, of semiconductor band 
states, 18.21

Ultrafast lasers, 11.26, 18.3–18.5, 18.4f, 18.5f
Ultrafast optics, coatings for, 7.47–7.48, 7.48f
Ultrashort pulse generation, 18.1–18.23

Kerr effect, 18.11–18.15
longitudinal, 18.11–18.15, 18.12f
transverse, 18.14–18.15

saturable absorbers, 18.5–18.11
fast, 18.9–18.10
self-amplitude modulation, 18.5–18.7, 

18.6f, 18.7f
semiconductor saturable absorber

mirrors, 18.3, 18.10–18.11
slow, 18.7–18.9, 18.8f

semiconductor ultrafast nonlinearities, 
18.15–18.23

carrier trapping, 18.21–18.23, 18.22f
in coherent regime, 18.19–18.20
continuum excitations, 18.20
excitonic excitations, 18.19–18.20
experimental techniques, 18.17–18.19, 

18.17f
properties, 18.16–18.17, 18.16f
in thermalization regime, 18.20–18.21

and ultrafast lasers, 18.3–18.5, 18.4f, 18.5f
Ultraslow light pulses, 14.22–14.23, 14.23f
Ultraviolet (UV) crystals, 10.22t
Ultraviolet (UV) light:

and black surfaces, 6.21, 6.22f–6.25f
metal-dielectric reflectors for, 7.108–7.109, 

7.109f
semiconductor interactions with, 5.4f, 5.5
[See also Extreme ultraviolet (XUV) light]

Uncertainty principle, 23.4, 23.6
Uncertainty state, 23.6
Underdense plasmas, strong field interactions 

with, 21.36–21.46
direct laser acceleration and betatron

resonance, 21.42–21.43
intense laser pulses, 21.38–21.39, 21.38f
inverse Bremsstrahlung heating, 21.37, 

21.37f
ionization-induced defocusing, 21.43–21.44, 

21.43f
ponderomotive channel formation, 21.42
self-channeling and self-phase modulation, 

21.44–21.46, 21.45f
wakefield generation and electron acceleration, 

21.39–21.42, 21.40f, 21.42f
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Uniaxial crystals, 8.8, 8.9t, 8.10f
Uniaxial stress, 5.66t
Unit cell, crystal, 2.30
Universal antireflection coatings, 7.26, 7.27f
Upward plane irradiance, 1.5t, 1.7f, 1.8
Upward scalar irradiance, 1.5t, 1.7f, 1.8
Upwelling average cosine, 1.6t, 1.7f
Upwelling irradiance, 1.7f, 1.8
Urbach tail model, 2.14–2.15
Urbach’s rule, 5.23
Urea [(NH4)2CO], 2.40t, 2.45t, 2.48t, 2.52t, 

2.57t, 2.64t

Vacuum heating, 21.47f, 21.48–21.49
Vacuum ultraviolet (VUV) spectrum, 

5.4f, 5.5
Vacuum-metal interfaces, 4.43f
Vacuum-ultraviolet (VUV) radiation, 14.3
Valence band (VB), 18.3
van Hove singularities, 8.28
Vee (V) coupling, 14.1, 14.6f
Velocity distribution measurement, 

20.13, 20.13f
Velocity-changing collisions, 11.15
Velocity-selective coherent population trapping 

(VSCPT), 14.5, 20.37
Very dense crown glass, 2.42t
Very light flint glass, 2.41t
Very low loss reflectors, 7.41–7.42
Vibration(s):

lattice, 2.11–2.12, 2.76t–2.77t
local, 5.17, 5.18, 5.19f, 5.20, 5.20f, 5.82f, 5.83
phonon, 5.14–5.16

Vibrational optic effects, 5.17–5.20, 5.18f–5.19f, 
5.20t, 5.21f

Virtual transitions, 16.4
Viruses, in water, 1.14
Visible near-IR nonlinear optical crystals, 

10.21t, 10.22t
Volkov state, 21.12
Volume scattering function (VSFs):

for sea water and ocean water, 1.34t–1.35t
spectral, 1.37–1.38, 1.38t
of water, 1.5t, 1.7f, 1.31, 1.31t, 1.32f, 1.33
wavelength dependence of, 1.36f

W point, 9.4
Wakefield generation, 21.39–21.42, 21.40f
“Walking” backward, by solitons, 15.28
Wannier excitons, 5.26–5.27, 5.26t, 8.31

Water, 1.3–1.50
absorption, 1.20–1.29

bio-optical models for, 1.27–1.29, 1.27f, 
1.28t

by dissolved organic matter, 1.22–1.23, 
1.23t

by organic detritus, 1.25–1.27, 1.25t, 
1.26f

by phytoplankton, 1.23–1.25,
1.24f–1.25f

by polymers, 3.4
by sea water, 1.21, 1.22t

apparent optical properties, 1.12–1.13
attenuation

beam, 1.40–1.41, 1.41f, 1.42f
diffuse and Jerlov water types, 1.42–1.46, 

1.43t–1.45t, 1.44f, 1.45f
constituents of natural waters, 1.13–1.15

dissolved substances, 1.13
particulate substances, 1.14–1.15

electromagnetic properties of, 1.16–1.17, 
1.18t

inherent optical properties, 1.9–1.12, 1.10f
irradiance reflectance and remote sensing, 

1.46–1.47, 1.47f
particle size distributions, 1.15–1.16, 1.16f
pure, 1.3
radiometric quantities, 1.4–1.9, 1.5t–1.6t,

1.7f
refraction index, 1.18–1.20

particles, 1.20
sea water, 1.18–1.20, 1.18f, 1.19t–1.20t

scattering, 1.30
inelastic and polarization, 1.47–1.49, 

1.48f, 1.49f
measurement of, 1.29–1.30
by particles, 1.30–1.35, 1.31t, 1.32f, 1.33f, 

1.34t–1.35t
by pure water and pure sea water, 1.30
wavelength dependence of, 1.35–1.40, 

1.35t, 1.36f, 1.37t, 1.38t, 1.39f,
1.40t

terminology and notation, 1.3–1.4
Water vapor regained (WVR), 6.17
Wave equations, for light propagation in solids, 

8.6–8.7
Wave interactions, photorefractive effect and, 

12.4–12.7, 12.4f, 12.6f
Waveguide bends, 9.14–9.16, 9.15f, 9.16f
Waveguide intersections, 9.16–9.17, 9.17f
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Waveguides:
and photonic bandgaps, 9.12–9.17

in photonic crystals with 2D periodicity, 
9.13–9.14, 9.13f

waveguide bends, 9.14–9.16, 9.15f, 9.16f
waveguide intersections, 9.16–9.17, 9.17f

photorefractive, 12.37
silicon-on-insulator planar, 22.15

Wavelength dependence, of scattering, 1.35–1.40, 
1.35t, 1.36f, 1.37t, 1.38t, 1.39f, 1.40t

Wavelength modulation, 5.66t
Wavelengths, de-Broglie, 8.4
Wedge filters, 7.90, 7.91, 7.91f
Weld-line, in molding, 3.14
Wide bandpass filters, 7.90, 7.90f
Wide-angle bandpass filters, 7.93–7.94, 7.93f
Wulfenite (PbMoO4), 2.40t, 2.45t, 2.48t, 2.52t, 

2.57t, 2.64t, 2.72t
Wurtzite (a-ZnS):

in crystals and glasses, 2.70t
lattices of, 5.6
properties of, 2.41t, 2.44t, 2.46t, 2.48t, 2.53t, 

2.58t, 2.66t, 2.69t, 2.70t

X-ray region:
beam splitters for, 7.63
soft

bandpass filters for, 7.94–7.96, 7.95f–7.96f
interference polarizers for, 7.73, 7.76f–7.77f
multilayer reflectors for, 7.42, 7.53

Yellow matter, 1.13, 1.21–1.23, 1.28
Yield strength, of metals, 4.8, 4.70, 4.70t
Young’s modulus:

for crystals, 2.30, 2.31
for metals, 4.7, 4.10t, 4.69t
for polymers, 3.3

Yttria (Y2O3), 2.40t, 2.44t, 2.48t, 2.53t, 2.58t, 
2.65t, 2.76t

Yttrium aluminum garnet (Y3Al5O12) (YAG), 
2.44t, 2.53t, 2.58t, 2.65t, 2.76t

Yttrium lithium fluoride (LiYF4) (YLF), 2.45t, 
2.48t, 2.52t, 2.57t, 2.63t, 2.72t

Yttrium vanadate (YVO4), 2.40t, 2.45t, 2.48t, 
2.53t, 2.58t, 2.65t, 2.76t

Yurke state, 23.8

ZBLAN glass, 2.43t, 2.49t, 2.54t,
2.59t, 2.68t

Zernike dispersion formula, 2.22
Zero dispersion point, for glasses, 2.23
Zerodur glass, 2.43t, 2.49t, 2.54t
Zinc, absorptance of, 4.48t
Zinc crown glass, 2.41t
Zinc selenide (ZnSe), 2.41t, 2.48t, 2.53t, 2.58t, 

2.66t, 2.69t
Zinc telluride (ZnTe), 2.41t, 2.48t, 2.53t, 2.58t, 

2.66t, 2.69t
Zincblende (b-ZnS):

in crystals and glasses, 2.69t
lattices of, 5.6, 5.16, 5.17t
properties of, 2.41t, 2.44t, 2.46t, 2.48t, 2.53t, 

2.58t, 2.65t, 2.69t, 2.70t
Zinc-germanium diphosphide (ZnGeP2), 2.41t, 

2.45t, 2.48t, 2.53t, 2.58t, 2.65t
Zirconia, cubic (ZrO2:0.12Y2O3), 2.41t, 2.44t, 

2.48t, 2.69t
ZO-MOD BLACK, 6.56
Zooplankton, in water, 1.14
Z-scan:

for nonlinear optical parameters, 19.9, 19.9f, 
19.10f

and third-order optical nonlinearities, 
16.29–16.30, 16.30f
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