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Boadband supercontinuum. Generated in a photonic crystal fi ber using a mode-locked 
Ti:Sapphire laser as pump source. The spectrum is much broader than seen in the photograph, 
extending from 400 nm to beyond 2 μm. (Photo courtesy of the Optoelectronics Group, University 
of Bath.)

Supernova remnant. A Chandra X-Ray Space Telescope image of the supernova remnant 
G292.0+1.8.  The colors in the image encode the X-ray energies emitted by the supernova rem-
nant; the center of G292.0+1.8 contains a region of high energy X-ray emission from the mag-
netized bubble of high-energy particles that surrounds the pulsar, a rapidly rotating neutron 
star that remained behind after the original, massive star exploded. (This image is from NASA/
CXC/Penn State/S.Park et al. and more detailed information can be found on the Chandra website:
http://chandra.harvard.edu/photo/2007/g292/.)

Crab Nebula. A Chandra X-Ray Space Telescope image of the Crab Nebula—the remains of a 
nearby supernova explosion fi rst seen on Earth in 1054 AD.  At the center of the bright nebula 
is a rapidly spinning neutron star, or pulsar, that emits pulses of radiation 30 times a second. 
(This image is from NASA/CXC/ASU/J.Hester et al. and more detailed information can be found 
on the Chandra website: http://chandra.harvard.edu/photo/2002/0052/.)
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EDITORS’ PREFACE

The third edition of the Handbook of Optics is designed to pull together the dramatic developments 
in both the basic and applied aspects of the field while retaining the archival, reference book value 
of a handbook. This means that it is much more extensive than either the first edition, published 
in 1978, or the second edition, with Volumes I and II appearing in 1995 and Volumes III and IV in 
2001. To cover the greatly expanded field of optics, the Handbook now appears in five volumes. Over 
100 authors or author teams have contributed to this work.

Volume I is devoted to the fundamentals, components, and instruments that make optics possible. 
Volume II contains chapters on design, fabrication, testing, sources of light, detection, and a new section 
devoted to radiometry and photometry. Volume III concerns vision optics only and is printed entirely 
in color. In Volume IV there are chapters on the optical properties of materials, nonlinear, quantum and 
molecular optics. Volume V has extensive sections on fiber optics and x ray and neutron optics, along 
with shorter sections on measurements, modulators, and atmospheric optical properties and turbulence. 
Several pages of color inserts are provided where appropriate to aid the reader. A purchaser of the print 
version of any volume of the Handbook will be able to download a digital version containing all of the 
material in that volume in PDF format to one computer (see download instructions on bound-in card). 
The combined index for all five volumes can be downloaded from www.HandbookofOpticsOnline.com.

It is possible by careful selection of what and how to present that the third edition of the 
Handbook could serve as a text for a comprehensive course in optics. In addition, students who take 
such a course would have the Handbook as a career-long reference.

Topics were selected by the editors so that the Handbook could be a desktop (bookshelf) general 
reference for the parts of optics that had matured enough to warrant archival presentation. New 
chapters were included on topics that had reached this stage since the second edition, and existing 
chapters from the second edition were updated where necessary to provide this compendium. In 
selecting subjects to include, we also had to select which subjects to leave out. The criteria we applied 
were: (1) was it a specific application of optics rather than a core science or technology and (2) was it 
a subject in which the role of optics was peripheral to the central issue addressed. Thus, such topics as 
medical optics, laser surgery, and laser materials processing were not included. While applications of 
optics are mentioned in the chapters there is no space in the Handbook to include separate chapters 
devoted to all of the myriad uses of optics in today’s world. If we had, the third edition would be 
much longer than it is and much of it would soon be outdated. We designed the third edition of the 
Handbook of Optics so that it concentrates on the principles of optics that make applications possible.

Authors were asked to try to achieve the dual purpose of preparing a chapter that was a worth-
while reference for someone working in the field and that could be used as a starting point to 
become acquainted with that aspect of optics. They did that and we thank them for the outstanding 
results seen throughout the Handbook. We also thank Mr. Taisuke Soda of McGraw-Hill for his help 
in putting this complex project together and Mr. Alan Tourtlotte and Ms. Susannah Lehman of the 
Optical Society of America for logistical help that made this effort possible.

We dedicate the third edition of the Handbook of Optics to all of the OSA volunteers who, since 
OSA’s founding in 1916, give their time and energy to promoting the generation, application, 
archiving, and worldwide dissemination of knowledge in optics and photonics.

Michael Bass, Editor-in-Chief 
Associate Editors: 

Casimer M. DeCusatis
Jay M. Enoch

Vasudevan Lakshminarayanan
Guifang Li

Carolyn MacDonald
Virendra N. Mahajan

Eric Van Stryland

www.HandbookofOpticsOnline.com
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xxxi

PREFACE TO VOLUME V

Volume V begins with Measurements, Atmospheric Optics, and Optical Modulators. There are chap-
ters on scatterometers, spectroscopic measurements, transmission through the atmosphere, imaging 
through turbulence, and adaptive optics to overcome distortions as well as chapters on electro- and 
acousto-optic modulators and liquid crystal spatial light modulators. These are followed by the two 
main parts of this volume—Fiber Optics and X-Ray and Neutron Optics.

Optical fiber technology is truly an interdisciplinary field, incorporating aspects of solid-state 
physics, material science, and electrical engineering, among others. In the section on fiber optics, we 
introduce the fundamentals of optical fibers and cable assemblies, optical connectors, light sources, 
detectors, and related components. Assembly of the building blocks into optical networks required 
discussion of the unique requirements of digital versus analog links and telecommunication ver-
sus data communication networks. Issues such as optical link budget calculations, dispersion- or 
attenuation-limited links, and compliance with relevant industry standards are all addressed. Since 
one of the principle advantages of fiber optics is the ability to create high-bandwidth, long-distance 
interconnections, we also discuss the design and use of optical fiber amplifiers for different wave-
length transmission windows. This leads to an understanding of the different network components 
which can be fabricated from optical fiber itself, such as splitters, combiners, fiber Bragg gratings, and 
other passive optical networking elements. We then provide a treatment of other important devices, 
including fiber sensors, fibers optimized for use in the infrared, micro-optic components for fiber 
networks and fiber lasers. Note that micro-optics for other applications are covered in Volume I of 
this Handbook. The physics of semiconductor lasers and photodetectors are presented in Volume II. 
Applications such as time or wavelength-division multiplexing networks provide their own chal-
lenges and are discussed in detail. High optical power applications lead us to a consideration of non-
linear optical fiber properties. Advanced topics for high speed, future networks are described in this 
section, including polarization mode dispersion; readers interested in the physical optics underlying 
dispersion should consult Volume I of this Handbook. This section includes chapters on photonic 
crystal fibers (for a broader treatment of photonic bandgap materials, see Volume IV) and on the 
growing applications of optical fiber networks.

Part 5 of this volume discusses a variety of X-Ray and Neutron Optics and their use in a wide 
range of applications. Part 5.1 is an introduction to the use and properties of x rays. It begins with 
a short chapter summarizing x-ray interactions and optics, followed by a discussion of coherence 
effects, and then illustrations of application constraints to the use of optics in seven applications, 
ranging from materials analysis to medicine, astronomy, and chip manufacturing. Because model-
ing is an important tool for both optics development and system design, Part 5.1 continues with 
a discussion of optics simulations, followed by tables of materials properties in the x-ray regime. 
Parts 5.2 and 5.3 are devoted to the discussion of the three classes of x-ray optics. Part 5.2 covers 
refractive, interference, and diffractive optics, including gratings, crystals (flat, bent, and polarizing), 
zone plates, and Laue lenses. It also includes a discussion of multilayer coatings, which are based on 
interference, but often added to reflective x-ray optics. Reflective optics is the topic of Part 5.3. Since 
reflective optics in the x-ray regime are used primarily in grazing incidence, the first three chapters 
of Part 5.3 cover the theory of image formation, aberrations, and metrology of grazing incidence 
mirrors. This is followed with descriptions of mirrors for astronomy and microscopy, adaptive 
optics for high heat load synchrotron beam lines, glass capillary reflective optics, also generally used 
for beam lines, and array optics such as multifoils, pore optics, and polycapillaries. The best choice 
of optic for a particular function depends on the application requirements, but is also influenced by 
the properties of the available sources and detectors. Part 5.4 describes six different types of x-ray 
sources. This is followed by Part 5.5, which includes an introduction to detectors and in-depth 



discussions of imaging and spectral detectors. Finally, Part 5.6 describes the similarities and differ-
ences in the use of comparable optics technologies with neutrons. 

In 1998, Walter Gibson designed the expansion of the x-ray and neutron section of the second 
edition of the Handbook from its original single chapter form. The third edition of this section is 
dedicated to his memory. 

Guifang Li, Casimer M. DeCusatis, Virendra N. Mahajan, and Carolyn MacDonald
Associate Editors 

In Memoriam Walter Maxwell Gibson (November 11, 1930–May 15, 2009)

After a childhood in Southern Utah working as a sheepherder and stunt rider, Walt received his 
Ph.D. in nuclear chemistry under Nobel Laureate Glen Seaborg in 1956. He then spent 20 years 
at Bell Labs, where he did groundbreaking research in semiconductor detectors, particle-solid 
interactions, and in the development of ion beam techniques for material analysis. His inter-
est in materials analysis and radiation detection naturally led him to an early and ongoing 
interest in developing x-ray analysis techniques, including early synchrotron beam line devel-
opment. In 1970, he was named a fellow of the American Physical Society. In 1976, Walter 
was invited to chair the physics department of the University at Albany, SUNY (where he was 
fond of noting that they must have been confused as he had been neither an academic nor a 
physicist). He remained with the department for more than 25 years and was honored with 
the university’s first named professorship, the James W. Corbett Distinguished Service Professor 
of Physics, in 1998. He later retired from the university to become the full-time chief techni-
cal officer of X-Ray Optical Systems, Inc., which he had cofounded coincident with UAlbany’s 
Center for X-Ray Optics in 1991. He was the author of more than 300 technical articles and 
mentor to more than 48 doctoral graduates.

Walter Gibson’s boundless energy, enthusiasm, wisdom, caring, courage, and vision inspired 
multiple generations of scientists.
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GLOSSARY AND FUNDAMENTAL 
CONSTANTS

Introduction

This glossary of the terms used in the Handbook represents to a large extent the language of optics. 
The symbols are representations of numbers, variables, and concepts. Although the basic list was 
compiled by the author of this section, all the editors have contributed and agreed to this set of sym-
bols and definitions. Every attempt has been made to use the same symbols for the same concepts 
throughout the entire Handbook, although there are exceptions. Some symbols seem to be used for 
many concepts. The symbol a is a prime example, as it is used for absorptivity, absorption coeffi-
cient, coefficient of linear thermal expansion, and more. Although we have tried to limit this kind of 
redundancy, we have also bowed deeply to custom.

Units

The abbreviations for the most common units are given first. They are consistent with most of the 
established lists of symbols, such as given by the International Standards Organization ISO1 and the 
International Union of Pure and Applied Physics, IUPAP.2

Prefixes

Similarly, a list of the numerical prefixes1 that are most frequently used is given, along with both the 
common names (where they exist) and the multiples of ten that they represent.

Fundamental Constants

The values of the fundamental constants3 are listed following the sections on SI units.

Symbols

The most commonly used symbols are then given. Most chapters of the Handbook also have a glos-
sary of the terms and symbols specific to them for the convenience of the reader. In the following 
list, the symbol is given, its meaning is next, and the most customary unit of measure for the quan-
tity is presented in brackets. A bracket with a dash in it indicates that the quantity is unitless. Note 
that there is a difference between units and dimensions. An angle has units of degrees or radians and 
a solid angle square degrees or steradians, but both are pure ratios and are dimensionless. The unit 
symbols as recommended in the SI system are used, but decimal multiples of some of the dimen-
sions are sometimes given. The symbols chosen, with some cited exceptions, are also those of the 
first two references.

RATIONALE FOR SOME DISPUTED SYMBOLS

The choice of symbols is a personal decision, but commonality improves communication. This sec-
tion explains why the editors have chosen the preferred symbols for the Handbook. We hope that this 
will encourage more agreement.



Fundamental Constants

It is encouraging that there is almost universal agreement for the symbols for the fundamental con-
stants. We have taken one small exception by adding a subscript B to the k for Boltzmann’s constant.

Mathematics

We have chosen i as the imaginary almost arbitrarily. IUPAP lists both i and j, while ISO does not 
report on these.

Spectral Variables

These include expressions for the wavelength l, frequency v, wave number s, w for circular or 
radian frequency, k for circular or radian wave number and dimensionless frequency x. Although 
some use f for frequency, it can be easily confused with electronic or spatial frequency. Some use 
n~ for wave number, but, because of typography problems and agreement with ISO and IUPAP, we 
have chosen s ; it should not be confused with the Stefan-Boltzmann constant. For spatial frequen-
cies we have chosen x and h, although fx and fy are sometimes used. ISO and IUPAP do not report 
on these.

Radiometry

Radiometric terms are contentious. The most recent set of recommendations by ISO and IUPAP are L for 
radiance [Wcm–2sr–1], M for radiant emittance or exitance [Wcm–2], E for irradiance or incidance [Wcm–2],
and I for intensity [Wsr–2]. The previous terms, W, H, N, and J, respectively, are still in many texts, notably 
Smith4 and Lloyd5 but we have used the revised set, although there are still shortcomings. We have tried to 
deal with the vexatious term intensity by using specific intensity when the units are Wcm–2sr–1, field intensity
when they are Wcm–2, and radiometric intensity when they are Wsr–1.

There are two sets to terms for these radiometric quantities, which arise in part from the terms 
for different types of reflection, transmission, absorption, and emission. It has been proposed that 
the ion ending indicate a process, that the ance ending indicate a value associated with a particu-
lar sample, and that the ivity ending indicate a generic value for a “pure” substance. Then one also 
has reflectance, transmittance, absorptance, and emittance as well as reflectivity, transmissivity, 
absorptivity, and emissivity. There are now two different uses of the word emissivity. Thus the words 
exitance, incidence, and sterance were coined to be used in place of emittance, irradiance, and radi-
ance. It is interesting that ISO uses radiance, exitance, and irradiance whereas IUPAP uses radiance 
excitance [sic], and irradiance. We have chosen to use them both, i.e., emittance, irradiance, and 
radiance will be followed in square brackets by exitance, incidence, and sterance (or vice versa). 
Individual authors will use the different endings for transmission, reflection, absorption, and emis-
sion as they see fit.

We are still troubled by the use of the symbol E for irradiance, as it is so close in meaning 
to electric field, but we have maintained that accepted use. The spectral concentrations of these 
quantities, indicated by a wavelength, wave number, or frequency subscript (e.g., Ll) represent 
partial differentiations; a subscript q represents a photon quantity; and a subscript v indicates 
a quantity normalized to the response of the eye. Thereby, Lv is luminance, Ev illuminance, and 
Mv and Iv luminous emittance and luminous intensity. The symbols we have chosen are consis-
tent with ISO and IUPAP.

The refractive index may be considered a radiometric quantity. It is generally complex and is 
indicated by ñ = n – ik. The real part is the relative refractive index and k is the extinction coefficient. 
These are consistent with ISO and IUPAP, but they do not address the complex index or extinction 
coefficient.
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Optical Design

For the most part ISO and IUPAP do not address the symbols that are important in this area.
There were at least 20 different ways to indicate focal ratio; we have chosen FN as symmetri-

cal with NA; we chose f and efl to indicate the effective focal length. Object and image distance, 
although given many different symbols, were finally called so and si since s is an almost universal 
symbol for distance. Field angles are q and f ; angles that measure the slope of a ray to the optical 
axis are u; u can also be sin u. Wave aberrations are indicated by Wijk, while third-order ray aberra-
tions are indicated by si and more mnemonic symbols.

Electromagnetic Fields

There is no argument about E and H for the electric and magnetic field strengths, Q for quantity 
of charge, r for volume charge density, s for surface charge density, etc. There is no guidance from 
Refs. 1 and 2 on polarization indication. We chose � and || rather than p and s, partly because s is 
sometimes also used to indicate scattered light.

There are several sets of symbols used for reflection transmission, and (sometimes) absorption, 
each with good logic. The versions of these quantities dealing with field amplitudes are usually 
specified with lower case symbols: r, t, and a. The versions dealing with power are alternately given 
by the uppercase symbols or the corresponding Greek symbols: R and T versus r and t. We have 
chosen to use the Greek, mainly because these quantities are also closely associated with Kirchhoff ’s 
law that is usually stated symbolically as a = �. The law of conservation of energy for light on a sur-
face is also usually written as a + r + t = 1.

Base SI Quantities

length m meter
time s second
mass kg kilogram
electric current A ampere
temperature K kelvin
amount of substance mol mole
luminous intensity cd candela

Derived SI Quantities

energy J joule
electric charge C coulomb
electric potential V volt
electric capacitance F farad
electric resistance Ω ohm
electric conductance S siemens
magnetic flux Wb weber
inductance H henry
pressure Pa pascal
magnetic flux density T tesla
frequency Hz hertz
power W watt
force N newton
angle rad radian
angle sr steradian
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Prefixes

Symbol Name Common name Exponent of ten
F exa  18
P peta  15
T tera trillion 12
G giga billion 9
M mega million 6
k kilo thousand 3
h hecto hundred 2
da deca ten 1
d deci tenth –1
c centi hundredth –2
m milli thousandth –3
m micro millionth –6
n nano billionth –9
p pico trillionth –12
f femto  –15
a atto  –18

Constants

c speed of light vacuo [299792458 ms–1]
c1 first radiation constant = 2pc2h = 3.7417749 × 10–16 [Wm2]
c2 second radiation constant = hc/k = 0.014838769 [mK]
e elementary charge [1.60217733 × 10–19 C]
gn free fall constant [9.80665 ms–2]
h Planck’s constant [6.6260755 × 10–34 Ws]
kB Boltzmann constant [1.380658 × 10–23 JK–1]
me mass of the electron [9.1093897 × 10–31 kg]
NA Avogadro constant [6.0221367 × 1023 mol–1]
R• Rydberg constant [10973731.534 m–1]
�o vacuum permittivity [mo

–1c –2]
s Stefan-Boltzmann constant [5.67051 × 10–8 Wm–1 K–4]
mo vacuum permeability [4p × 10–7 NA–2]
mB Bohr magneton [9.2740154 × 10–24 JT–1]

General

B magnetic induction [Wbm–2, kgs–1 C–1]
C capacitance [f, C2 s2 m–2 kg–1]
C curvature [m–1]
c speed of light in vacuo [ms–1]
c1 first radiation constant [Wm2]
c2 second radiation constant [mK]
D electric displacement [Cm–2]
E incidance [irradiance] [Wm–2]
e electronic charge [coulomb]
Ev illuminance [lux, lmm–2]
E electrical field strength [Vm–1]
E transition energy [J]
Eg band-gap energy [eV]
f focal length [m]
fc Fermi occupation function, conduction band
fv Fermi occupation function, valence band
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FN focal ratio (f/number) [—]
g gain per unit length [m–1]
gth gain threshold per unit length [m1]
H magnetic field strength [Am–1, Cs–1 m–1]
h height [m]
I irradiance (see also E) [Wm–2]
I radiant intensity [Wsr–1]
I nuclear spin quantum number [—]
I current [A]
i −1
Im() imaginary part of
J current density [Am–2]
j total angular momentum [kg m2 s–1]
J1() Bessel function of the first kind [—]
k radian wave number =2p/l [rad cm–1]
k wave vector [rad cm–1]
k extinction coefficient [—]
L sterance [radiance] [Wm–2 sr–1]
Lv luminance [cdm–2]
L inductance [h, m2 kg C2]
L laser cavity length
L, M, N direction cosines [—]
M angular magnification [—]
M radiant exitance [radiant emittance] [Wm–2]
m linear magnification [—]
m effective mass [kg]
MTF modulation transfer function [—]
N photon flux [s–1]
N carrier (number) density [m–3]
n real part of the relative refractive index [—]
ñ complex index of refraction [—]
NA numerical aperture [—]
OPD optical path difference [m]
P macroscopic polarization [C m–2]
Re() real part of [—]
R resistance [Ω]
r position vector [m]
S Seebeck coefficient [VK–1]
s spin quantum number [—]
s path length [m]
So object distance [m]
Si image distance [m]
T temperature [K, C]
t time [s]
t thickness [m]
u slope of ray with the optical axis [rad]
V Abbe reciprocal dispersion [—]
V voltage [V, m2 kgs–2 C–1]
x, y, z rectangular coordinates [m]
Z atomic number [—]

Greek Symbols

a absorption coefficient [cm−1]
a (power) absorptance (absorptivity)
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� dielectric coefficient (constant) [—]
� emittance (emissivity) [—]
� eccentricity [—]
�1 Re (�)
�2 lm (�)
t (power) transmittance (transmissivity) [—]
n radiation frequency [Hz]
w circular frequency = 2pn [rads−1]
w plasma frequency [H2]
l wavelength [μm, nm]
s wave number = 1/l [cm–1]
s Stefan Boltzmann constant [Wm−2K−1]
r reflectance (reflectivity) [—]
q, f angular coordinates [rad, °]
x, h rectangular spatial frequencies [m−1, r−1]
f phase [rad, °]
f lens power [m−2]
Φ flux [W]
c electric susceptibility tensor [—]
Ω solid angle [sr]

Other

ℜ responsivity
exp (x) ex

loga (x) log to the base a of x
ln (x) natural log of x
log (x) standard log of x: log10 (x)
Σ summation
Π product
Δ finite difference
dx variation in x
dx total differential
∂x partial derivative of x
d(x) Dirac delta function of x
dij Kronecker delta
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SCATTEROMETERS

John C. Stover
The Scatter Works, Inc. 
Tucson, Arizona

1.1 GLOSSARY

 BRDF bidirectional refl ectance distribution function

 BTDF bidirectional transmittance distribution function

 BSDF bidirectional scatter distribution function

 f focal length

 L distance

 P power

 R length

 r radius

 TIS total integrated scatter

 q angle

 qN vignetting angle

 qspec specular angle

 l wavelength

 s rms roughness

 Ω solid angle

1.2 INTRODUCTION

In addition to being a serious source of noise, scatter reduces throughput, limits resolution, and 
has been the unexpected source of practical difficulties in many optical systems. On the other 
hand, its measurement has proved to be an extremely sensitive method of providing metrology 
information for components used in many diverse applications. Measured scatter is a good indica-
tor of surface quality and can be used to characterize surface roughness as well as locate and size 

1.3

1



1.4  MEASUREMENTS

discrete defects. It is also used to measure the quality of optical coatings and bulk optical materials. 
This chapter reviews basic issues associated with scatter metrology and touches on various indus-
trial applications.

The pioneering scattering instrumentation1–32 work started in the 1960s and extended into the 
1990s. This early work (reviewed in 1995)11 resulted in commercially available lab scatterometers 
and written standards in SEMI and ASTM detailing measurement, calibration and reporting.33–36 
Understanding the measurements and the ability to repeat results and communicate them led to an 
expansion of industrial applications, scatterometry has become an increasingly valuable source of 
noncontact metrology in industries where surface inspection is important. For example, each month 
millions of silicon wafers (destined to be processed into computer chips) are inspected for point 
defects (pits and particles) with “particle scanners,” which are essentially just scatterometers. These 
rather amazing instruments (now costing more than $1 million each) map wafer defects smaller than 50 
nm and can distinguish between pits and particles. In recent years their manufacture has matured to 
the point where system specifications and calibration are now also standardized in SEMI.37–40 Scatter 
metrology is also found in industries as diverse as medicine, sheet metal production and even the 
measurement of appearance—where it has been noted that while beauty is in the eye of the beholder, 
what we see is scattered light. The polarization state of scatter signals has also been exploited25–28, 41–44 
and is providing additional product information. Many more transitions from lab scatterometer to 
industry application are expected. They depend on understanding the basic measurement concepts 
outlined in this chapter.

Although it sounds simple, the instrumentation required for these scatter measurements is fairly 
sophisticated. Scatter signals are generally small compared to the specular beam and can vary by sev-
eral orders of magnitude in just a few degrees. Complete characterization may require measurement 
over a large fraction of the sphere surrounding the scatter source. For many applications, a huge array 
of measurement decisions (incident angle, wavelength, source and receiver polarization, scan angles, 
etc.) faces the experimenter. The instrument may faithfully record a signal, but is it from the sample 
alone? Or, does it also include light from the instrument, the wall behind the instrument, and even 
the experimenter’s shirt? These are not easy questions to answer at nanowatt levels in the visible and 
get even harder in the infrared and ultraviolet. It is easy to generate scatter data—lots of it. Obtaining 
accurate values of appropriate measurements and communicating them requires knowledge of the 
instrumentation as well as insight into the problem being addressed.

In 1961, Bennett and Porteus1 reported measurement of signals obtained by integrating scatter 
over the reflective hemisphere. They defined a parameter called the total integrated scatter (TIS) as the 
integrated reflected scatter normalized by the total reflected light. Using a scalar diffraction theory 
result drawn from the radar literature,2 they related the TIS to the reflector root mean square (rms) 
roughness. By the mid-1970s, several scatterometers had been built at various university, government, 
and industry labs that were capable of measuring scatter as a function of angle; however, instrument 
operation and data manipulation were not always well automated.3–6 Scattered power per unit solid 
angle (sometimes normalized by the incident power) was usually measured. Analysis of scatter data to 
characterize sample surface roughness was the subject of many publications.7–11 Measurement com-
parison between laboratories was hampered by instrument differences, sample contamination, and 
confusion over what parameters should be compared. A derivation of what is commonly called BRDF 
(for bidirectional reflectance distribution function) was published by Nicodemus and coworkers in 
1970, but did not gain common acceptance as a way to quantify scatter measurements until after pub-
lication of their 1977 NBS monograph.12 With the advent of small powerful computers in the 1980s, 
instrumentation became more automated. Increased awareness of scatter problems and the sensitivity 
of many end-item instruments increased government funding for better instrumentation.13–14 As a 
result, instrumentation became available that could measure and analyze as many as 50 to 100 samples 
a day instead of just a handful. Scatterometers became commercially available and the number (and 
sophistication) of measurement facilities increased.15–17 Further instrumentation improvements will 
include more out-of-plane capability, extended wavelength control, and polarization control at both 
source and receiver. As of 2008 there are written standards for BRDF and TIS in ASTM and SEMI.33–36

This review gives basic definitions, instrument configurations, components, scatter specifications, 
measurement techniques, and briefly discusses calibration and error analysis.
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1.3 DEFINITIONS AND SPECIFICATIONS

One of the difficulties encountered in comparing measurements made on early instruments was get-
ting participants to calculate the same quantities. There were problems of this nature as late as 1988 
in a measurement round-robin run at 633 nm.20 But, there are other reasons for reviewing these 
basic definitions before discussing instrumentation. The ability to write useful scatter specifications 
(i.e., the ability to make use of quantified scatter information) depends just as much on understand-
ing the defined quantity as it does on understanding the instrumentation and the specific scatter 
problem. In addition, definitions are often given in terms of mathematical abstractions that can only 
be approximated in the lab. This is the case for BRDF.
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BRDF has been strictly defined as the ratio of the sample differential radiance to the differential 
irradiance under the assumptions of a collimated beam with uniform cross section incident on an 
isotropic surface reflector (no bulk scatter allowed). Under these conditions, the third quantity in Eq. (1) 
is found, where power P in watts instead of intensity I in W/m2 has been used. The geometry is shown 
in Fig. 1. The value qs is the polar angle in the scatter direction measured from reflector normal and 
Ω is the differential solid angle (in steradians) through which dPs (watts) scatters when Pi (watts) is 
incident on the reflector. The cosine comes from the definition of radiance and may be viewed as a 
correction from the actual size of the scatter source to the apparent size (or projected area) as the 
viewer rotates away from surface normal.

The details of the derivation do not impact scatter instrumentation, but the initial assumptions 
and the form of the result do. When scattered light power is measured, it is through a finite diameter 
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aperture; as a result the calculation is for an average BRDF over the aperture. This is expressed in the 
final term of Eq. (1), where Ps is the measured power through the finite solid angle Ω defined by the 
receiver aperture and the distance to the scatter source. Thus, when the receiver aperture is swept 
through the scatter field to obtain angle dependence, the measured quantity is actually the convolu-
tion of the aperture over the differential BRDF. This does not cause serious distortion unless the scatter 
field has abrupt intensity changes, as it does near specular or near diffraction peaks associated with 
periodic surface structure. But there are even more serious problems between the strict definition of 
BRDF (as derived by Nicodemus) and practical measurements. There are no such things as uniform 
cross-section beams and isotropic samples that scatter only from surface structure. So, the third term 
of Eq. (1) is not exactly the differential radiance/irradiance ratio for the situations we create in the lab 
with our instruments. However, it makes perfect sense to measure normalized scattered power density 
as a function of direction [as defined in the fourth term of Eq. (1)] even though it cannot be exactly 
expressed in convenient radiometric terms.

A slightly less cumbersome definition (in terms of writing scatter specifications) is realized if 
the cosine term is dropped. This is referred to as “the cosine-corrected BRDF,” or sometimes, “the 
scatter function.” Its use has caused some of the confusion surrounding measurement differences 
found in scatter round robins. In accordance with the original definition, accepted practice, and 
BRDF Standards,33,36 the BRDF contains the cosine, as given in Eq. (1), and the cosine-corrected 
BRDF does not. It also makes sense to extend the definition to volume scatter sources and even make 
measurements on the transmissive side of the sample. The term BTDF (for bidirectional transmission 
distribution function) is used for transmissive scatter, and BSDF (bidirectional scatter distribution 
function) is all-inclusive.

The BSDF has units of inverse steradians and, unlike reflectance and transmission (which vary 
from 0.0 to 1.0), can take on very large values as well as very small values.1,21 For near-normal inci-
dence, a measurement made at the specular beam of a high reflectance mirror results in a BSDF value 
of approximately 1/Ω, which is generally a large number. Measured values at the specular direction 
on the order of 106 sr−1 are common for a HeNe laser source. For low-scatter measurements, large 
apertures are generally used and values fall to the noise equivalent BSDF (or NEBSDF). This level 
depends on incident power and polar angle (position) as well as aperture size and detector noise, and 
typically varies from 10−4 sr−1 to 10−10 sr−1. Thus, the measured BSDF can easily vary by over a dozen 
orders of magnitude in a given angle scan. This large variation results in challenges in instrumenta-
tion design as well as data storage, analysis, and presentation, and is another reason for problems with 
comparison measurements.

Instrument signature is the measured background scatter signal caused by the instrument and 
not the sample. It is caused by a combination of scatter created within the instrument and by the 
NEBSDF. Any instrument scatter that reaches the receiver field of view (FOV) will contribute to it. 
Common causes are scatter from source optics and the system beam dump. It is typically measured 
without a sample in place; however, careful attention has to be paid to the receiver FOV to ascertain 
that this is representative of the sample measurement situation. It is calculated as though the signal 
came from the sample (i.e., the receiver/sample solid angle is used) so that it can be compared to the 
measured sample BSDF. Near specular, the signal can be dominated by scatter (or diffraction) contri-
butions from the source, called instrument signature. At high scatter angles it can generally be limited 
to NEBSDF levels. Sample measurements are always a combination of desired signal and instrument 
signature. Reduction of instrument signature, especially near specular, is a prime consideration in 
instrument design and use.

BSDF specifications always require inclusion of incident angle, source wavelength, and polariza-
tion as well as observation angles, scatter levels, and sample orientation. Depending on the sample and 
the measurement, they may also require aperture information to account for convolution effects. 
Specifications for scatter instrumentation should include instrument signature limits and the required 
NEBSDF. Specifications for the NEBSDF must include the polar angle, the solid angle, and the inci-
dent power to be meaningful.

TIS measurements are made by integrating the BSDF over a majority of either the reflective or 
transmissive hemispheres surrounding the scatter source. This is usually done with instrumentation 
that gathers (integrates) the scattered light signal. The TIS can sometimes be calculated from BSDF 
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data. If an isotropic sample is illuminated at near-normal incidence with circularly polarized light, 
data from a single measurement scan is enough to calculate a reasonably accurate TIS value for an 
entire hemisphere of scatter. The term “total integrated scatter” is a misnomer in that the integration 
is never actually “total,” as some scatter is never measured. Integration is commonly performed from 
a few degrees from specular to polar angles approaching 90° (approaching 1° to more than 45° in 
the SEMI Standard).34 Measurements can be made of either transmissive or reflective scatter. TIS is 
calculated by ratioing the integrated scatter to the reflected (or transmitted) power as shown below in 
Eq. (2). For optically smooth components, the scatter signal is small compared to the specular beam 
and is often ignored. For reflective scatter the conversion to rms roughness (s) under the assumption 
of an optically smooth, clean, reflective surface, via Davies’ scalar theory,2 is also given. This latter 
calculation does not require gaussian surface statistics (as originally assumed by Davies) or even sur-
face isotropy, but will work for other distributions, including gratings and machined optics.8,11 There 
are other issues (polarization and the assumption of mostly near specular scatter) that cause some 
error in this conversion. Comparison of TIS-generated roughness to profile-generated values is made 
difficult by a number of issues (bandwidth limits, one-dimensional profiling of a two-dimensional 
surface, etc.) that are beyond the scope of this section (see Ref. 11 for a complete discussion). One 
additional caution is that the literature and more than one stray radiation analysis program define 
TIS as scattered power normalized by incident power (which is essentially diffuse reflectance). This is 
a seriously incorrect distortion of TIS. Such a definition obviously cannot be related to surface rough-
ness, as a change in reflectance (but not roughness) will change the ratio.
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TIS is one of three ratios that may be formed from the incident power, the specular reflected (or 
transmitted) power, and the integrated scatter. The other two ratios are the diffuse reflectance (or 
transmittance) and the specular reflectance (or transmittance). Typically, all three ratios may be 
obtained from measurements taken in TIS or BSDF instruments. Calculation, or specification, of any 
of these quantities that involve integration of scatter, also requires that the integration limits be given, 
as well as the wavelength, angle of incidence, source polarization, and sample orientation.

1.4 INSTRUMENT CONFIGURATIONS AND 
COMPONENT DESCRIPTIONS

The scatterometer shown in Fig. 2 is representative of the most common instrument configuration 
in use. The source is fixed in position. The sample is rotated to the desired incident angle, and the 
receiver is rotated about the sample in the plane of incidence. Although dozens of instruments have 
been built following this general design, other configurations are in use. For example, the source 
and receiver may be fixed and the sample rotated so that the scatter pattern moves past the receiver. 
This is easier mechanically than moving the receiver at the end of an arm, but complicates analysis 
because the incident angle and the observation angle change simultaneously. Another combination 
is to fix the source and sample together, at constant incident angle, and rotate this unit (about the 
point of illumination on the sample) so that the scatter pattern moves past a fixed receiver. This has 
the advantage that a long receiver/sample distance can be used without motorizing a long (heavy) 
receiver arm. It has the disadvantage that heavy (or multiple) sources are difficult to deal with. Other 
configurations, with everything fixed, have been designed that employ several receivers to merely 
sample the BSDF and display a curve fit of the resulting data. This is an economical solution if the 
BSDF is relatively uniform without isolated diffraction peaks. Variations on this last combination 
are common in industry where the samples are moved through the beam (sometimes during the 
manufacturing process) and the scatter measured in one or more directions.
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Computer control of the measurement is essential to maximize versatility and minimize measure-
ment time. The software required to control the measurement plus display and analyze the data can 
expected to be a significant portion of total instrument development cost. The following paragraphs 
review typical design features (and issues) associated with the source, sample mount, and receiver 
components.

The source in Fig. 2 is formed by a laser beam that is chopped, spatially filtered, expanded, and 
finally brought to a focus on the receiver path. The beam is chopped to reduce both optical and 
electronic noise. This is accomplished through the use of lock-in detection in the electronics package 
which suppresses all signals except those at the chopping frequency. Low-noise, programmable gain 
electronics are essential to reducing NEBSDF. The reference detector is used to allow the computer 
to ratio out laser power fluctuations and, in some cases, to provide the necessary timing signal to the 
lock-in electronics. Polarizers, wave plates, and neutral density filters are also commonly placed prior 
to the spatial filter when required in the source optics. The spatial filter removes scatter from the laser 
beam and presents a point source which is imaged by the final focusing element to the detector zero 
position. Although a lens is shown in Fig. 2, the use of a mirror, which works over a larger range of 
wavelengths and generally scatters less light, is more common. For most systems the relatively large 
focal length of the final focusing element allows use of a spherical mirror and causes only minor 
aberration. Low-scatter spherical mirrors are easier to obtain than other conic sections. The incident 
beam is typically focused at the receiver to facilitate near specular measurement. Another option 
(a collimated beam at the receiver) is sometimes used and will be considered in the discussion on 
receivers. In either case, curved samples can be accommodated by adjusting the position of the spatial 
filter with respect to the final focusing optic. The spot size on the sample is obviously determined by 
elements of the system geometry and can be adjusted by changing the focal length of the first lens 
(often a microscope objective). The source region is completed by a shield that isolates stray laser light 
from the detector.

Lasers are convenient sources, but are not necessary. Broadband sources are often required to meet 
a particular application or to simulate the environment where a sample will be used. Monochromators 
and filters can be used to provide scatterometer sources of arbitrary wavelength.20 Noise floor with 
these tunable incoherent sources increases dramatically as the spectral bandpass is narrowed, but they 
have the advantage that the scatter pattern does not contain laser speckle.
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FIGURE 2 Components of a typical BSDF scatterometer.
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The sample mount can be very simple or very complex. In principle, 6° of mechanical freedom 
are required to fully adjust the sample. Three translational degrees of freedom allow the sample 
area (or volume) of interest to be positioned at the detector rotation axis and illuminated by the 
source. Three rotational degrees of freedom allow the sample to be adjusted for angle of incidence, 
out-of-plane tilt, and rotation about sample normal. The order in which these stages are mounted 
affects the ease of use (and cost) of the sample holder. In practice, it often proves convenient to 
either eliminate, or occasionally duplicate, some of these degrees of freedom. Exact requirements for 
these stages differ depending on whether the sample is reflective or transmissive, as well as with size 
and shape. In addition, some of these axes may be motorized to allow the sample area to be raster-
scanned to automate sample alignment or to measure reference samples. The order in which these 
stages are mounted affects the ease of sample alignment. As a general rule, the scatter pattern is insensi-
tive to small changes in incident angle but very sensitive to small angular deviations from specular. 
Instrumentation should be configured to allow location of the specular reflection (or transmission) 
very accurately.

The receiver rotation stage should be motorized and under computer control so that the input 
aperture may be placed at any position on the observation circle (dotted line in Fig. 2). Data scans 
may be initiated at any location. Systems vary as to whether data points are taken with the receiver 
stopped or “on the fly.” The measurement software is less complicated if the receiver is stopped. Unlike 
many TIS systems, the detector is always approximately normal to the incoming scatter signal. In 
addition to the indicated axis of rotation, some mechanical freedom is required to ensure that the 
receiver is at the correct height and pointed (tilted) at the illuminated sample. Sensitivity, low noise, 
linearity, and dynamic range are the important issues in choosing a detector element and designing 
the receiver housing. In general, these requirements are better met with photovoltaic detectors than 
photoconductive detectors. Small area detectors reduce the NEBSDF.

Receiver designs vary, but changeable apertures, bandpass filters, polarizers, lenses, and field stops 
are often positioned in front of the detector element. Figure 3 shows two receiver configurations, one 
designed for use with a converging source and one with a collimated source. In Fig. 3a, the illumi-
nated sample spot is imaged on a field stop in front of the detector. This configuration is commonly 
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used with the source light converging on the receiver path. The field stop determines the receiver FOV. 
The aperture at the front of the receiver determines the solid angle over which scatter is gathered. Any 
light entering this aperture that originates from within the FOV will reach the detector and become 
part of the signal. This includes instrument signature contributions scattered through small angles 
by the source optics. It will also include light scattered by the receiver lens so that it appears to come 
from the sample. The configuration in Fig. 3a can be used to obtain near specular measurements 
by bringing a small receiver aperture close to the focused specular beam. With this configuration, 
reducing the front aperture does not limit the FOV. The receiver in Fig. 3b is in better accordance 
with the strict definition of BRDF in that a collimated source can be used. An aperture is located one 
focal length behind a collecting lens (or mirror) in front of the detector. The intent is to measure 
bundles of nearly parallel rays scattered from the sample. The angular spread of rays allowed to pass 
to the detector defines the receiver solid angle, which is equal to the aperture size divided by the focal 
length of the lens. This ratio (not the front aperture/sample distance) determines the solid angle of 
this receiver configuration. The FOV is determined by the clear aperture of the lens, which must be 
kept larger than the illuminated spot on the sample. The Fig. 3b design is unsuitable for near specular 
measurement because the relatively broad collimated specular beam will scatter from the receiver lens 
for several degrees from specular. It is also limited in measuring large incident angle situations where 
the elongated spot may exceed the FOV. If the detector (and its stop) can be moved in relation to the 
lens, receivers can be adjusted from one configuration to the other. Away from the specular beam, in 
low instrument signature regions, there is no difference in the measured BSDF values between the two 
systems. Commercially available research scatterometers are available that measure both in and out of 
the incident plane and from the mid-IR to the near UV.

The two common methods of approaching TIS measurements are shown in Fig. 4. The first one, 
employed by Bennett and Porteus in their early instrument,1 uses a hemispherical mirror (or Coblentz 
sphere) to gather scattered light from the sample and image it onto a detector. The specular beam 
enters and leaves the hemisphere through a small circular hole. The diameter of that hole defines the 
near specular limit of the instrument. The reflected beam (not the incident beam) should be centered 
in the hole because the BSDF will be symmetrical about it. Alignment of the hemispherical mirror is 
critical in this approach. The second approach involves the use of an integrating sphere. A section of 
the sphere is viewed by a recessed detector. If the detector FOV is limited to a section of the sphere 
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that is not directly illuminated by scatter from the sample, then the signal will be proportional to total 
scatter from the sample. Again, the reflected beam should be centered on the exit hole. The Coblentz 
Sphere method presents more signal to the detector; however, some of this signal is incident on the 
detector at very high angles. Thus, this approach tends to discriminate against high-angle scatter 
(which is often much smaller for many samples). The integrating sphere is easier to align, but has a 
lower signal-to-noise ratio (less signal on the detector) and is more difficult to build in the IR where 
uniform diffuse surfaces are harder to obtain. Even so, sophisticated integrating sphere systems have 
become commercially available that can measure down to 0.5 angstroms rms roughness. A common 
mistake with TIS measurements is to assume that for near-normal incidence, the orientation between 
source polarization and sample orientation is not an issue. TIS measurements made with a linearly 
polarized source on a grating at different orientations will quickly demonstrate this dependence.

TIS measurements can be made over very near specular ranges by utilizing a diffusely reflecting 
plate with a small hole in it. A converging beam is reflected off the sample and through the hole. 
Scatter is diffusely reflected from the plate to a receiver designed to uniformly view the plate. The 
reflected power is measured by moving the plate so the specular beam misses the hole. Measurements 
starting closer than 0.1° from specular can be made in this manner, and it is an excellent way to check 
incoming optics or freshly coated optics for low scatter.

1.5 INSTRUMENTATION ISSUES

Measurement of near specular scatter is often one of the hardest requirements to meet when design-
ing an instrument and has been addressed in several publications.21–23 The measured BSDF may 
be divided into two regions relative to the specular beam, as shown in Fig. 5. Outside the angle qN
from specular is a low-signature region where the source optics are not in the receiver FOV. Inside 
qN, at least some of the source optics scatter directly into the receiver and the signature increases 
rapidly until the receiver aperture reaches the edge of the specular beam. As the aperture moves 
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closer to specular center, the measurement is dominated by the aperture convolution of the specular 
beam, and there is no opportunity to measure scatter. The value qN is easily calculated (via a small-
angle approximation) using the instrument geometry and parameters identified in Fig. 5, where the 
receiver is shown at the qN position. The parameter F is the focal length of the sample.

 θN r r L r r R r F= + + + −( )/ ( )/ /MIR FOV FOV apt spot  (3)

It is easy to achieve values of qN below 10° and values as small as 1° can be realized with careful 
design. The offset angle from specular, qspec, at which the measurement is dominated by the specular 
beam, can be reduced to less than a tenth of a degree at visible wavelengths and is given by
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Here, rdiff and rapt are the radius of the focused spot and the receiver aperture, respectively (see Fig. 5 
again). The value of rdiff can be estimated in terms of the diameter D of the focusing optic and its 
distance to the focused spot, R + L (estimated as 2.5R). The diffraction limit has been doubled in 
this estimate to allow for aberrations.

To take near specular measurements, both angles and the instrument signature need to be reduced. 
The natural reaction is to “increase R to increase angular resolution.” Although a lot of money has 
been spent doing this, it is an unnecessarily expensive approach. Angular resolution is achieved by 
reducing rapt and by taking small steps. The radius rapt can be made almost arbitrarily small so the 
economical way to reduce the rapt/R terms is by minimizing rapt—not by increasing R. A little thought 
about rFOV and rdiff reveals that they are both proportional to R, so nothing is gained in the near specular 
game by purchasing large-radius rotary stages.

The reason for building a large-radius scatterometer is to accommodate a large FOV. This is often 
driven by the need to take measurements at large incident angles or by the use of broadband sources, both 
of which create larger spots on the sample. When viewing normal to the sample, the FOV requirements 
can be stringent. Because the maximum FOV is proportional to detector diameter (and limited at some 
point by minimum receiver lens FN), increasing R is the only open-ended design parameter available. 
It should be sized to accommodate the smallest detector likely to be used in the system. This will probably 
be in the mid-IR where uniform high-detectivity photovoltaic detectors are more difficult to obtain. On 
the other hand, a larger detector diameter means increased electronic noise and a larger NEBSDF.

Scatter sources of instrument signature can be reduced by these techniques.

1. Use the lowest-scatter focusing element in the source that you can afford and learn how to keep 
it clean. This will probably be a spherical mirror.

2. Keep the source area as “black” as possible. This especially includes the sample side of the spatial 
filter pinhole which is conjugate with the receiver aperture. Use a black pinhole.

3. Employ a specular beam dump that rides with your receiver and additional beam dumps to cap-
ture sample reflected and transmitted beams when the receiver has left the near specular area. 
Use your instrument to measure the effectiveness of your beam dumps.26

4. Near specular scatter caused by dust in the air can be significantly reduced through the use of 
a filtered air supply over the specular beam path. A filtered air supply is essential for measuring 
optically smooth surfaces.

Away from specular, reduction of NEBSDF is the major factor in measuring low-scatter samples 
and increasing instrument quality. Measurement of visible scatter from a clean semiconductor wafer 
will take many instruments right down to instrument signature levels. Measurement of cross-polarized 
scatter requires a low NEBSDF for even high-scatter optics. For a given receiver solid angle, incident 
power, and scatter direction, the NEBSDF is limited by the noise equivalent power of the receiver (and 
associated electronics), once optical noise contributions are eliminated. The electronic contributions 
to NEBSDF are easily measured by simply covering the receiver aperture during a measurement. 
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Because the resulting signal varies in a random manner, NEBSDF should be expressed as an rms 
value (roughly equal to one-third of the peak level). An absolute minimum measurable scatter signal 
(in watts) can be found from the product of three terms: the required signal-to-noise ratio, the system 
noise equivalent power (or NEP given in watts per square root hertz), and the square root of the noise 
bandwidth (BWn). The system NEP is often larger than the detector NEP and cannot be reduced 
below it. The detector NEP is a function of wavelength and increases with detector diameter. Typical 
detector NEP values (2-mm diameter) and wavelength ranges are shown as follows for several common 
detectors in Table 1. Notice that NEP tends to increase with wavelength. The noise bandwidth varies 
as the reciprocal of the sum of the system electronics time constant and the measurement integration 
time. Values of 0.1 to 10 Hz are commonly achieved. In addition to system NEP, the NEBSDF may 
be increased by contributions from stray source light, room lights, and noise in the reference signal. 
Table 1 also shows achievable rms NEBSDF values that can be realized at unity cosine, a receiver solid 
angle of 0.003 sr, 1-second integration, and the indicated incident powers. This column can be used as 
a rule of thumb in system design or to evaluate existing equipment. Simply adjust by the appropriate 
incident power, solid angle, and so on, to make the comparison. Adjusted values substantially higher 
than these indicate there is room for system improvement (don’t worry about differences as small as 
a factor of 2). Further reduction of the instrument signature under these geometry and power condi-
tions will require dramatically increased integration time (because of the square root dependence on 
noise bandwidth) and special attention to electronic dc offsets. Because the NEP tends to increase 
with wavelength, higher powers are needed in the mid-IR to reach the same NEBSDFs that can be 
realized in the visible. Because scatter from many sources tends to decrease at longer wavelengths, a 
knowledge of the instrument NEBSDF is especially critical in the mid-IR.

As a final configuration comment, the software package (both measurement and analysis) is crucial 
for an instrument that is going to be used for any length of time. Poor software will quickly cost work-
years of effort due to errors, increased measurement and analysis time, and lost business. Expect to 
expend 1 to 2 man-years with experienced programmers writing a good package—it is worth it.

1.6 MEASUREMENT ISSUES

Sample measurement should be preceded (and sometimes followed) by a measurement of the 
instrument signature. This is generally accomplished by removing the sample and measuring the 
apparent BSDF from the sample as a transmissive scan. This is not an exact measure of instrument 
noise during sample measurement, but if the resulting BSDF is multiplied by sample reflectance 
(or transmission) before comparison to sample data, it can define some hard limits over which 
the sample data cannot be trusted. The signature should also be compared to the NEBSDF value 
obtained with the receiver aperture blocked. Obtaining the instrument signature also presents an 
opportunity to measure the incident power, which is required for calculation of the BSDF. The ability 
to see the data displayed as it is taken is an extremely helpful feature when it comes to reducing instru-
ment signature and eliminating measurement setup errors.

TABLE 1 Comparison of Characteristics for Detectors Used at Different Wavelengths

Detector  NEP Wavelength Pi NEBSDF
(2 mm dia.) (W/Hz) (nm) (W) (sr−1)

PMT 10−15   633 0.005 10−10

Si 10−13   633 0.005 10−8

Ge 3 × 10−13  1,320 0.001 10−7

InSb 10−12∗  3,390 0.002 5 × 10−7

HgMgTe 10−11∗ 10,600 2.0 10−8

Pyro 10−8 10,600 2.0 10−5

∗Detector at 77 K.



1.14  MEASUREMENTS

Angle scans, which have dominated the preceding discussion, are an obvious way to take measure-
ments. BSDF is also a function of position on the sample, source wavelength, and source polariza-
tion, and scans can also be taken at fixed angle (receiver position) as a function of these variables. 
Obviously, a huge amount of data is required to completely characterize scatter from a sample.

Raster scans are taken to measure sample uniformity or locate (map) discrete defects. A common 
method is to fix the receiver position and move the sample in its own x-y plane, recording the BSDF 
at each location. Faster approaches involve using multiple detectors (e.g., array cameras) with large 
area illumination, and scanning the source over the sample. Results can be presented using color maps 
or 3D isometric plots. Results can be further analyzed via histograms and various image-processing 
techniques.

There are three obvious choices for making wavelength scans. Filters (variable or discrete) can be 
employed at the source or receiver. A monochromator can be used as a source.20 Finally, there is some 
advantage to using a Fourier transforming infrared spectrometer (FTIR) as a source in the mid-IR.20 
Details of these techniques are beyond the scope of this discussion; however, a couple of generalities will 
be mentioned. Even though these measurements often involve relatively large bandwidths at a given 
wavelength (compared to a laser), the NEBSDF is often larger by a few orders because of the smaller 
incident power. Further, because the bandwidths change differently between the various source types 
given above, meaningful measurement comparisons between instruments are often difficult to make.

Polarization scans are often limited to SS, SP, PS, and PP (source/receiver) combinations. However, 
complete polarization dependence of the sample requires the measurement of the sample Mueller 
matrix. This is found by creating a set of Stokes vectors at the source and measuring the resulting 
Stokes vector in the desired scatter direction.10,11,25–28 This is an area of instrumentation development 
that is the subject of increasing attention.41–44

Speckle effects in the BSDF from a laser source can be eliminated in several ways. If a large receiver 
solid angle is used (generally several hundred speckles in size) there is not a problem. The sample can 
be rotated about its normal so that speckle is time averaged out of the measurement. This is still a 
problem when measuring very near the specular beam because sample rotation unavoidably moves 
the beam slightly during the measurement. In this case, the sample can be measured several times at 
slightly different orientations and the results averaged to form one speckle-free BSDF.

Scatter measurement in the retrodirection (back into the incident beam) has been of increasing 
interest in recent years and represents an interesting measurement challenge. Measurement requires 
the insertion of a beam splitter in the source. This also scatters light and, because it is closer to the 
receiver than the sample, dramatically raises the NEBSDF. Diffuse samples can be measured this way, 
but not much else. A clever (high tech) Doppler-shift technique, employing a moving sample, has been 
reported29 that allows separation of beam-splitter scatter from sample scatter and allows measurement 
of mirror scatter. A more economical (low tech) approach simply involves moving the source chopper 
to a location between the receiver and the sample.30 Beam-splitter scatter is now dc and goes unnoticed 
by the ac-sensitive receiver. Noise floor is now limited by scatter from the chopper which must be made 
from a low-scatter, specular, absorbing material. Noise floors as low as 3 × 10−8 sr−1 have been achieved.

1.7 INCIDENT POWER MEASUREMENT, SYSTEM 
CALIBRATION, AND ERROR ANALYSIS

Regardless of the type of BSDF measurement, the degree of confidence in the results is determined 
by instrument calibration, as well as by attention to the measurement limitations previously dis-
cussed. Scatter measurements have often been received with considerable skepticism. In part, this 
has been due to misunderstanding of the definition of BSDF and confusion about various measure-
ment subtleties, such as instrument signature or aperture convolution. However, quite often the 
measurements have been wrong and the skepticism is justified.

Instrument calibration is often confused with the measurement of Pi, which is why these topics 
are covered in the same section. To understand the source of this confusion, it is necessary to first 
consider the various quantities that need to be measured to calculate the BSDF. From Eq. (1), they 



SCATTEROMETERS  1.15

are Ps, qs, Ω, and Pi. The first two require measurement over a wide range of values. In particular, 
Ps, which may vary over many orders of magnitude, is a problem. In fact, linearity of the receiver to 
obtain a correct value of Ps, is a key calibration issue. Notice that an absolute measurement of Ps is not 
required, as long as the Ps/Pi ratio is correctly evaluated. Pi and Ω generally take on only one (or just a 
few) discrete values during a data scan. The value of Ω is determined by system geometry. The value 
of Pi is generally measured in one of two convenient ways.11

The first technique, sometimes referred to as the absolute method makes use of the scatter detector 
(and sometimes a neutral density filter) to directly measure the power incident upon the sample. This 
method relies on receiver linearity (as does the overall calibration of BSDF) and on filter accuracy 
when one is used. The second technique, sometimes referred to as the reference method makes use 
of a known BSDF reference sample (usually a diffuse reflector and unfortunately often referred to 
as the “calibration sample”) to obtain the value of Pi. Scatter from the reference sample is measured 
and the result used to infer the value of Pi via Eq. (1). The PiΩ product may be evaluated this way. 
This method depends on knowing the absolute BSDF of the reference. Both techniques become more 
difficult in the mid-IR, where “known” neutral density filters and “known” reference samples are dif-
ficult to obtain. Reference sample uniformity in the mid-IR is often the critical issue and care must 
be exercised. Variations at 10.6 μm as large as 7:1 have been observed across the face of a diffuse gold 
reference “of known BRDF.” The choice of measurement methods is usually determined by whether 
it is more convenient to measure the BSDF of a reference or the total power Pi. Both are equally valid 
methods of obtaining Pi. However, neither method constitutes a system calibration, because calibration 
issues such as an error analysis and a linearity check over a wide range of scatter values are not addressed 
over the full range of BSDF angles and powers when Pi is measured (or calculated). The use of a refer-
ence sample is an excellent system check regardless of how Pi is obtained.

System linearity is a key part of system calibration. In order to measure linearity, the receiver transfer 
characteristic, signal out as a function of light in, must be found. This may be done through the use 
of a known set of neutral density filters or through the use of a comparison technique31 that makes 
use of two data scans—with and without a single filter. However, there are other calibration problems 
than just linearity. The following paragraph outlines an error analysis for BSDF systems.

Because the calculation of BSDF is very straightforward, the sources of error can be examined through 
a simple analysis11,32 under the assumption that the four defining parameters are independent.
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In similar fashion, each of these terms may be broken into the components that cause errors in it. 
When this is done, the total error may be found as a function of angle. Two high-error regions are 
identified. The first is the near specular region (inside 1°), where errors are dominated by the accuracy 
to which the receiver aperture can be located in the cross-section direction. Or, in other words, did 
the receiver scan exactly through the specular beam, or did it just miss it? The second relatively high 
error region is near the sample plane where cos qs approaches zero. In this region, a small error in 
angular position results in a large error in calculated BSDF. These errors are often seen in BSDF 
data as an abrupt increase in calculated BSDF in the grazing scatter direction, the result of division 
by a very small cosine into the signal gathered by a finite receiver aperture (and/or a dc offset voltage 
in the detector electronics). This is another example where use of the cosine-corrected BSDF makes 
more sense.

Accuracy is system dependent; however, at signal levels well above the NEBSDF, uncertainties less 
than ±10 percent can be obtained away from the near specular and grazing directions. With expensive 
electronics and careful error analysis, these inaccuracies can be reduced to the ±1 percent level.

Full calibration is not required on a daily basis. Sudden changes in instrument signature are an 
indication of possible calibration problems. Measurement of a reference sample that varies over several 
orders of magnitude is a good system check. It is prudent to take such a reference scan with data sets in 
case the validity of the data is questioned at a later time. A diffuse sample, with nearly constant BRDF, is 
a good reference choice for the measurement of Pi but a poor one for checking system calibration.
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1.8 SUMMARY

The art of scatter measurement has evolved to an established form of metrology within the optics 
industry. Because scatter measurements tend to be a little more complicated than many other optical 
metrology procedures, a number of key issues must be addressed to obtain useful information. 
System specifications and measurements need to be given in terms of accepted, well-defined (and 
understood) quantities (BSDF, TIS, etc.). All parameters associated with a measurement specifi-
cation need to be given (such as angle limits, receiver solid angles, noise floors, wavelength, etc.). 
Measurement of near specular scatter and/or low BSDF values are particularly difficult and require 
careful attention to instrument signature values; however, if the standardized procedures are 
followed, the result will be repeatable, accurate data.

TIS and BSDF are widely accepted throughout the industry and their measurement is defined by 
SEMI and ASTM standards. Scatter measurements are used routinely as a quality check on optical com-
ponents. BSDF specifications are now often used (as they should be) in place of scratch/dig or rms rough-
ness, when scatter is the issue. Conversion of surface scatter data to other useful formats, such as surface 
roughness statistics, is commonplace. The sophistication of the instrumentation (and analysis) applied to 
these problems is still increasing. Out-of-plane measurements and polarization-sensitive measurements 
are two areas that are experiencing rapid advances. Measurement of scatter outside the optics community 
is also increasing. Although the motivation for scatter measurement differs in industrial situations, the 
basic measurement and instrumentation issues encountered are essentially the ones described here.
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2.1 GLOSSARY

 Aba Einstein coeffi cient for spontaneous emission

 ao  Bohr radius

 Bif  Einstein coeffi cient between initial state |i〉 and fi nal state | f 〉
 e charge on the electron

 ED electric dipole term

 EDC Dirac Coulomb term

 Ehf hyperfi ne energy

 En  eigenvalues of quantum state n 

 EQ electric quadrupole term

 E(t) electric fi eld at time t

 E(w) electric fi eld at frequency w 

 ga  degeneracy of ground level

 gb  degeneracy of excited level

 gN  gyromagnetic ratio of nucleus

 h Planck’s constant

 HSO spin-orbit interaction Hamiltonian

 I  nuclear spin

 I(t)  emission intensity at time t 

 j  total angular momentum vector given by j l= ± 1
2

 li  orbital state

 m mass of the electron

 MD magnetic dipole term

 MN mass of nucleus N

 nw (T)  equilibrium number of photons in a blackbody cavity radiator at angular frequency 
w and temperature T

2.1

2



2.2  MEASUREMENTS

 QED quantum electrodynamics

 Rnl(r) radial wavefunction

 R∞ Rydberg constant for an infi nitely heavy nucleus

 s spin quantum number with value 1
2

si electronic spin

 T absolute temperature

 Wab transition rate in absorption transition between states a and b

 Wba transition rate in emission transition from state b to state a

 Z charge on the nucleus

 α πε= e c2
04/ �  fi ne structure constant 

 Δω  natural linewidth of the transition

 ΔωD Doppler width of transition

 ε0 permittivity of free space

 ζ(r) spin-orbit parameter

 μB Bohr magneton

 ρ ω( ) energy density at frequency w
 τ R radiative lifetime

 w angular frequency

ωk mode k with angular frequency w 

 〈 〉f v i| |1  matrix element of perturbation V

2.2 INTRODUCTORY COMMENTS

The conceptual basis of optical spectroscopy and its relationship to the electronic structure of matter as 
presented in the chapter entitled ‘‘Optical Spectroscopy and Spectroscopic Lineshapes’’ in Vol. I, Chap. 10
of this Handbook. The chapter entitled ‘‘Optical Spectrometers’’ in Vol. I, Chap. 31 of this Handbook 
discusses the operating principles of optical spectrometers. This chapter illustrates the underlying 
themes of the earlier ones using the optical spectra of atoms, molecules, and solids as examples.

2.3 OPTICAL ABSORPTION MEASUREMENTS OF 
ENERGY LEVELS 

Atomic Energy Levels

The interest in spectroscopic measurements of the energy levels of atoms is associated with tests of 
quantum theory. Generally, the optical absorption and luminescence spectra of atoms reveal large 
numbers of sharp lines corresponding to transitions between the stationary states. The hydrogen 
atom has played a central role in atomic physics because of the accuracy with which relativistic and 
quantum electrodynamic shifts to the one-electron energies can be calculated and measured. Tests 
of quantum electrodynamics usually involve transitions between low-lying energy states (i.e., states 
with small principal quantum number). For the atomic states |a〉 and | ,b〉 the absorption and lumi-
nescence lines occur at exactly the same wavelength and both spectra have the same gaussian line-
shape. The 1s → 2p transitions on atomic hydrogen have played a particularly prominent role, espe-
cially since the development of sub-Doppler laser spectroscopy.1 Such techniques resulted in values 
of R∞

−= 10973731 43 1. ,m  36 52 1. m−  for the spin-orbit splitting in the n = 2 state and a Lamb shift of 
3 53. m 1−  in the n = 1 state. Accurate isotope shifts have been determined from hyperfine structure 
measurements on hydrogen, deuterium, and tritium.2
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Helium is the simplest of the multielectron atoms, having the ground configuration (1s2). The 
energy levels of helium are grouped into singlet and triplet systems. The observed spectra arise within 
these systems (i.e., singlet-to-singlet and triplet-to-triplet); normally transitions between singlet and 
triplet levels are not observed. The lowest-lying levels are 11S, 23S, 21S, 23P, and 21P in order of increas-
ing energy. The 11S → 21S splitting is of order 20.60 eV and transitions between these levels are not 
excited by photons. Transitions involving the 21S and 23S levels, respectively, and higher-lying spin 
singlet and spin triplet states occur at optical wavelengths. Experimental work on atomic helium has 
emphasized the lower-lying triplet levels, which have long excited-state lifetimes and large quantum 
electrodynamic (QED) shifts.

As with hydrogen, the spectra of He atoms are inhomogeneously broadened by the Doppler effect. 
Precision measurements have been made using two-photon laser spectroscopy (e.g., 23S → n3S (n = 4 – 6) 
and n3D (n = 3 – 6), or laser saturation absorption spectroscopy (23S → 23P and 33P → 33D).3−6 The 
21S → 31P and two photon 21S → n1D (n = 3 – 7) spectra have been measured using dye lasers.7, 8 The
wide tune ranging of the Ti-sapphire laser and the capability for generating frequencies not easily 
accessible with dye lasers using frequency-generation techniques makes it an ideal laser to probe tran-
sitions starting on the 2S levels of He.9 Two examples are the two-photon transition 23S → 33S at 855 
nm and the 23S → 33P transition of 389 nm. The power of Doppler-free spectroscopy is shown to 
advantage in measurements of the 23S → 23P transition.10 Since both 3S and 3P are excited levels, the 
homogeneous width is determined by the sum of the reciprocal lifetimes of the two levels. Since 
both 23S and 23P levels are long-lived, the resulting homogeneous width is comparatively narrow. 
Figure 1a shows the Doppler-broadened profile of the 23S → 23P transition of 4He for which the 
FWHM is about 5.5 GHz. The inhomogeneously broadened line profile shown in Fig. 1a also shows 
three very weak ‘‘holes’’ corresponding to saturated absorption of the Ti-sapphire laser radiation used 
to carry out the experiment. These components correspond to the 23S1 → 33P2 and 23S1 → 33P1 tran-
sitions and their crossover resonance. The amplitude of the saturated signal is some 1–2 percent of 
the total absorption. The relativistic splittings including spin-orbit coupling of 3P0 – 3P1 and 3P1 – 3P2 
are 8.1 GHz and 658.8 MHz, respectively. Frequency modulation of the laser (see Vol. I, Chap. 31 of 
this Handbook) causes the ‘‘hole’’ to be detected as a first derivative of the absorption line, Fig. 1b. 
The observed FWHM of the Doppler-free signals was only 20 MHz. The uncertainty in the measured 
23S → 33P interval was two parts in 109 (i.e., 1.5 MHz), an improvement by a factor of 60 on earlier 
measurements. A comparison of the experimental results with recent calculations of the non-QED 
terms11 gives a value for the one-electron Lamb shift of –346.5 (2.8) MHz, where the uncertainty 
in the quoted magnitude is in parentheses. The theoretical value is –346.3 (13.9) MHz. Finally, the 
frequencies of the 23S1 → 33P1, 3

3P2 transitions were determined to be 25708.60959 (5) cm−1 and 
25708.58763 (5) cm−1, respectively.

The H− ion is another two-electron system, of some importance in astrophysics. It is the simplest 
quantum mechanical three-body species. Approximate quantum mechanical techniques give a wave 
function and energy eigenvalue which are exact, for all practical purposes. Experimentally, the optical 
absorption spectrum of H− is continuous, a property of importance in understanding the opacity of 
the sun. H− does not emit radiation in characteristic emission lines. Instead the system sheds its excess 
(absorbed) energy by ejecting one of the electrons. The radiant energy associated with the ejected 
electron consists of photons having a continuous energy distribution. Recent measurements with 
high-intensity pulsed lasers, counterpropagating through beams of 800-MeV H− ions, have produced 
spectacular ‘‘doubly excited states’’ of the He − ion. Such ions are traveling at 84 percent of the velocity 
of light and, in this situation, the visible laboratory photons are shifted into the vacuum ultraviolet 
region. At certain energies the H− ion is briefly excited into a system in which both electrons are 
excited prior to one of the electrons being ejected. Families of new resonances up to the energy level 
N = 8 have been observed.12 These resonances are observed as windows in the continuous absorption 
spectrum, at energies given by a remarkably simple relation reminescent of the Bohr equation for the 
Balmer series in hydrogen.13 The resonance line with the lowest energy in each family corresponds to 
both electrons at comparable distances from the proton.

These experiments on H− are but one facet of the increasingly sophisticated measurements 
designed to probe the interaction between radiation and matter driven by experiments in laser tech-
nology. ‘‘Quantum jump’’ experiments involving single ions in an electromagnetic trap have become 
almost commonplace. Chaos has also become a rapidly growing subfield of atomic spectroscopy.14 
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The particular conditions under which chaos may be observed in atomic physics include hydro-
genic atoms in strong homogeneous magnetic fields such that the cyclotron radius of the electron 
approaches the dimensions of the atomic orbitals. A more easily realizable situation using magnetic 
field strengths of only a few tesla uses highly excited orbitals close to the ionization threshold.
Iu et al.15 have reported the absorption spectrum of transitions from the 3s state of Li to bound and 
continuum states near the ionization limit in a magnetic field of approximately six tesla. There is a 
remarkable coincidence between calculations involving thousands of energy levels and experiments 
involving high-resolution laser spectroscopy.

Atomic processes play an important role in the energy balance of plasmas, whether they be created 
in the laboratory or in star systems. The analysis of atomic emission lines gives much information 
on the physical conditions operating in a plasma. In laser-produced plasmas, the densities of charged 
ions may be in the range 1020 – 1025 ions cm−3, depending on the pulse duration of the laser. The 
spectra of many-electron ions are complex and may have the appearance of an unresolved transition 
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FIGURE 1 (a) Inhomogeneously broadened line 
profile of the 23S → 23P absorption in 4He, including the 
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array between states belonging to specific initial and final configurations. Theoretical techniques have 
been developed to determine the average ionization state of the plasma from the observed optical 
spectrum. In many cases, the spectra are derived from ionic charge states in the nickel-like configu-
ration containing 28 bound electrons. In normal nickel, the outershell configuration is (3d8)(4s2), 
the 4s levels having filled before 3d because the electron-electron potentials are stronger than 
electron-nuclear potentials. However, in highly ionized systems, the additional electron-nuclear poten-
tial is sufficient to shift the configuration from (3d8)(4s2) to the closed shell configuration (3d10). The 
resulting spectrum is then much simpler than for atomic nickel. The Ni-like configuration has particu-
lar relevance in experiments to make x-ray lasers. For example, an analog series of collisionally pumped 
lasers using Ni-like ions has been developed, including a Ta45+ laser operating at 4.48 nm and a W46+ 

laser operating at 4.32 nm.16

Molecular Spectroscopy

The basic principles of gas-phase molecular spectroscopy were also discussed in ‘‘Optical Spectroscopy 
and Spectroscopic Lineshapes,” Vol. I, Chap. 10 of this Handbook. The spectra of even the sim-
plest molecules are complicated by the effects of vibrations and of rotations about an axis. This 
complexity is illustrated elsewhere in this Handbook in Fig. 8 of this chapter, which depicts a pho-
tographically recorded spectrum of the 2 3Π Σ→  bands of the diatomic molecule NO, which was 
interpreted in terms of progressions and line sequences associated with the P-, Q-, and R-branches. 
The advent of Fourier transform spectroscopy led to great improvements in resolution and greater 
efficiency in revealing all the fine details that characterize molecular spectra. Figure 2a is a Fourier-
transform infrared spectrum of nitrous oxide, N2O, which shows the band center at 2462 cm−1 
flanked by the R-branch and a portion of the P-branch; the density of lines in the P- and R-branch 
is evident. On an expanded scale, in Fig. 2b, there is a considerable simplification of the rotational-
vibrational structure at the high-energy portion of the P-branch. The weaker lines are the so-called 
‘‘hot bands.’’

More precise determinations of the transition frequencies in molecular physics are measured 
using Lamb dip spectroscopy. The spectrum shown in Fig. 3a is a portion of the laser Stark spectrum 
of methyl fluoride measured using electric fields in the range 20 to 25 KV cm−1 with the 9-μm P(18) 
line of the CO2 laser, which is close to the v3 band origin of CH3F.17 The spectrum in Fig. 3a consists 
of a set of ΔMJ = ± 1 transitions, brought into resonance at different values of the static electric 
field. Results from the alternative high-resolution technique using a supersonic molecular beam and 
bolometric detector are shown in Fig. 3b: this spectrum was obtained using CH3F in He mixture 
expanded through a 35-μm nozzle. The different MJ components of the Q(1, 0), Q(2, 1), and Q(3, 3) 
components of the Q-branch are shown to have very different intensities relative to those in Fig. 3a
on account of the lower measurement temperature.

There has been considerable interest in the interaction of intense laser beams with molecules. For 
example, when a diatomic molecule such as N2 or CO is excited by an intense (1015 W cm−2), ultrashort (0.6 ps) 
laser pulse, it multiply ionizes and then fragments as a consequence of Coulomb repulsion. The 
charge and kinetic energy of the resultant ions can be determined by time-of-flight (TOF) mass spec-
trometry. In this technique, the daughter ions of the ‘‘Coulomb explosion’’ drift to a cathode tube at
different times, depending on their weight. In traditional methods, the TOF spectrum is usually aver-
aged over many laser pulses to improve the signal-to-noise ratio. Such simple averaging procedures 
remove the possibility of correlations between particular charged fragments. This problem was over-
come by the covariance mapping technique developed by Frasinski and Codling.18 Experimentally, a 
linearly polarized laser pulse with E-vector pointing toward the detector is used to excite the mol-
ecules, which line up with their internuclear axis parallel to the E-field. Under Coulomb explosion, 
one fragment heads toward the detector and the other away from the detector. The application of a 
dc electric field directs the ‘‘backward’’ fragment ion to the detector, arriving at some short time after 
the forward fragment. This temporal separation of two fragments arriving at the detector permits 
the correlation between molecular fragments to be retained. In essence, the TOF spectrum, which 
plots molecular weight versus counts, is arranged both horizontally (forward ions) and vertically 
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(backward ions) on a two-dimensional graph. A coordinate point on a preliminary graph consists 
of two ions along with their counts during a single pulse. Coordinates from 104 pulses or so are then 
assembled in a final map. Each feature on the final map relates to a specific fragmentation channel, 
i.e., the pair of fragments and their parent molecule. The strength of the method is that it gives the 
probability for the creation and fragmentation of the particular parent ion. Covariance mapping 
experiments on N2 show that 610- and 305-nm pulses result in fragmentation processes that are pre-
dominantly charge-symmetric. In other words, the Coulomb explosion proceeds via the production 
of ions with the same charge.
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FIGURE 2 (a) P- and R-branches for the nitrous oxide molecule measured using Fourier-
transform infrared spectroscopy. The gas pressure was 0.5 torr and system resolution 0.006 cm−1, 
(b) on an expanded scale, the high-energy portion of the P-branch up to J″ = 15.
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Optical Spectroscopy of Solids

One of the more fascinating aspects of the spectroscopy of electronic centers in condensed matter is 
the variety of lineshapes displayed by the many different systems. Those discussed in Vol. I, Chap. 10 
include Nd3+ in YAG (Fig. 6), O2

− in KBr (Fig. 11), Cr3+ in YAG (Fig. 12), and F centers in KBr (Fig. 13). 
The very sharp Nd3+ lines (Fig. 6) are zero-phonon lines, inhomogeneously broadened by strain. The 
abundance of sharp lines is characteristic of the spectra of trivalent rare-earth ions in ionic crystals. 
Typical low-temperature linewidths for Nd3+: YAG are 0.1–0.2 cm−1. There is particular interest in the 
spectroscopy of Nd3+ because of the efficient laser transitions from the 4F3/2 level into the 4IJ-manifold. 
The low-temperature luminescence transitions between 4F3,2 → 4I15/2, 

4I13/2, 
4I11/2, and 4I9/2 levels are 
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FIGURE 3 (a) Laser Stark absorption spectrum of methyl fluoride 
measured at 300 K using Lamb dip spectroscopy with a gas pressure of 
5 mTorr and (b) the improved resolution obtained using molecular-beam 
techniques with low-temperature bolometric detection and CH3F in He 
expanded through a 35-μm nozzle. (After Douketic and Gough.17)
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shown in Fig. 6: all are split by the effects of the crystalline electric field. Given the relative sharpness 
of these lines, it is evident that the Slater integrals F (k), spin-orbit coupling parameters ζ, and crystal 
field parameters, Bt

k , may be measured with considerable accuracy. The measured values of the F(k) and 
ζ vary little from one crystal to another.19 However, the crystal field parameters, Bt

k , depend strongly 
on the rare-earth ion-ligand-ion separation. Most of the 4f n ions have transitions which are the basis 
of solid-state lasers. Others such as Eu3+ and Tb3+ are important red-emitting and green-emitting 
phosphor ions, respectively.20 

Transition-metal ion spectra are quite different from those of the rare-earth ions. In both cases, 
the energy-level structure may be determined by solving the Hamiltonian

 H H H H Ho c= + ′ + +so  (1)

in which Ho is a sum of one-electron Hamiltonians including the central field of each ion, H′ is the 
interaction between electrons in the partially filled 3dn or 4f n orbitals, H so is the spin-orbit interac-
tion, and Hc is the interaction of the outer shell electrons with the crystal field. For rare-earth ions 
H′, Hso >> Hc, and the observed spectra very much reflect the free-ion electronic structure with small 
crystal field perturbations. The spectroscopy of the transition-metal ions is determined by the rela-
tive magnitudes of ′ >>H H Hc� so. ,19 21 The simplest of the transition-metal ions is Ti3+: in this 3d1 
configuration a single 3d electron resides outside the closed shells. In this situation, H′ = 0 and only 
the effect of Hc needs be considered (Fig. 4a). The Ti3+ ion tends to form octahedral complexes, where 
the 3d configuration is split into 2E and 2T2 states with energy separation 10Dq. In cation sites with 
weak, trigonally symmetric distortions, as in Al2O3 and Y3Al5O12, the lowest-lying state, 2T2, splits into 
2A1 and 2E states (using the C3v group symmetry labels). In oxides, the octahedral splitting is of order 
10Dq ≈ 20,000 cm−1 and the trigonal field splitting v � 700 1000− −1. Further splittings of the levels 
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FIGURE 4 Absorption and emission spectra of Ti3+ ions [(3d1) configuration] in Al2O3 measured at 
300 K.
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occur because of spin-orbit coupling and the Jahn-Teller effect. The excited 2E state splits into 2A 
and E (from 2A1), and E and 2A (from 2E). The excited state splitting by a static Jahn-Teller effect is 
large, ~2000 to 2500 cm−1, and may be measured from the optical absorption spectrum. In contrast, 
ground-state splittings are quite small: a dynamic Jahn-Teller effect has been shown to strongly quench 
the spin-orbit coupling ζ and trigonal field splitting v parameters.22 In Ti3+: Al2O3 the optical absorption 
transition, 2T2 → 2E, measured at 300 K, Fig. 4b, consists of two broad overlapping bands separated by 
the Jahn-Teller splitting, the composite band having a peak at approximately 20,000 cm−1. Luminescence 
occurs only from the lower-lying excited state 2A, the emission band peak occurring at approximately 
14,000 cm−1. As Fig. 4 shows, both absorption and emission bands are broad because of strong electron-
phonon coupling. At low temperatures the spectra are characterized by weak zero-phonon lines, one in 
absorption due to transitions from the 2A ground state and three in emission corresponding to tran-
sitions in the E, and 2A levels of the electronic ground state.22, 23 These transitions are strongly polarized.

For ions with 3dn configuration it is usual to neglect Hc and Hso in Eq. (1), taking into account only 
the central ion terms and the Coulomb interaction between the 3d electrons. The resulting energies 
of the free-ion LS terms are expressed in terms of the Racah parameters A, B, and C. Because energy 
differences between states are measured in spectroscopy, only B and C are needed to categorize the 
free-ion levels. For pure d-functions, C/B = 4.0. The crystal field term Hc and Hso also are treated 
as perturbations. In many crystals, the transition-metal ions occupy octahedral or near-octahedral 
cation sites. The splittings of each free-ion level by an octahedral crystal field depend in a complex 
manner on B, C, and the crystal field strength Dq given by

 Dq
Ze r

a
=

⎛
⎝⎜

⎞
⎠⎟

〈 〉2

0

4

524
3

πε
d

 (2)

The parameters D and q always occur as a product. The energy levels of the 3dn transition-metal 
ions are usually represented on Tanabe-Sugano diagrams, which plot the energies E(Γ) of the elec-
tronic states as a function of the octahedral crystal field.19,21 The crystal field levels are classified by 
irreducible representations Γ of the octahedral group, Oh. The Tanabe-Sugano diagram for the 3d3 

configuration, shown in Fig. 5a, was constructed using a C/B ratio = 4.8: the vertical broken line 
drawn at Dq/B = 2.8 is appropriate for Cr3+ ions in ruby. If a particular value of C/B is assumed, only 
two variables, B and Dq, need to be considered: in the diagram E(Γ)/B is plotted as a function of Dq/B. 
The case of ruby, where the 2E level is below 4T2, is referred to as the strong field case. Other materials 
where this situation exists include YAlO3, Y3Al5O12 (YAG), and MgO. In many fluorides, Cr3+ ions 
occupy weak field sites, where E(4T2) < E(2E) and Dq/B is less than 2.2. When the value of Dq/B is close 
to 2.3, the intermediate  crystal field, the 4T2 and 2E states almost degenerate. The value of Dq/B at the 
level crossing between 4T2 and 2E depends slightly on the value of C.

The Tanabe-Sugano diagram represents the static lattice. In practice, electron-phonon coupling 
must be taken into account: the relative strengths of coupling to the states involved in transitions and 
the consequences may be inferred from Fig. 5a. Essentially ionic vibrations modulate the crystal field 
experienced by the central ion at the vibrational frequency. Large differences in slope of the E versus 
Dq graphs indicate large differences in coupling strengths and hence large homogeneous bandwidths. 
Hence, absorption and luminescence transitions from the 4A2 ground state to the 4T2 and 4T1 states 
will be broadband due to the large differences in coupling of the electronic energy to the vibrational 
energy. For the 4A2 → 2E, 2T1 transition, the homogeneous linewidth is hardly affected by lattice vibra-
tions, and sharp line spectra are observed.

The Cr3+ ion occupies a central position in the folklore of transition-metal ion spectroscopy, hav-
ing been studied by spectroscopists for over 150 years. An extensive survey of Cr3+ luminescence in 
many compounds was published as early as 1932.24 The Cr3+ ions have the outer shell configuration, 
3d3, and their absorption and luminescence spectra may be interpreted using Fig. 5. First, the effect of 
the octahedral crystal field is to remove the degeneracies of the free-ion states 4F and 2G. The ground 
term of the free ion, 4F3/2, is split by the crystal field into a ground-state orbital singlet, 4A2g, and two 
orbital triplets 4T2g and 4T1g, in order of increasing energy. Using the energy of the 4A2 ground state 
as the zero, for all values of Dq/B, the energies of the 4T2g and 4T1g states are seen to vary strongly as 
a function of the octahedral crystal field. In a similar vein, the 2G free-ion state splits into 2E, 2T1, 
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2T2, and 2A1 states, the two lowest of which, 2E and 2T1, vary very little with Dq. The energies E(2T2) 
and E(2A1) are also only weakly dependent on Dq/B . The free-ion term, 4P, which transforms as the 
irreducible representation 4T1 of the octahedral group is derived from (e2t2) configuration: this term 
is not split by the octahedral field although its energy is a rapidly increasing function of Dq/B. Low-
symmetry distortions lead to strongly polarized absorption and emission spectra.25

The s-polarized optical absorption and luminescence spectra of ruby are shown in Fig. 5b. The 
expected energy levels predicted from the Tanabe-Sugano diagram are seen to coincide with appropri-
ate features in the absorption spectrum. The most intense features are the vibronically broadened 
4A2 → 4T1, 

4T2 transitions. These transitions are broad and characterized by large values of the Huang-
Rhys factor ( ).S � 6 7− These absorptions occur in the blue and yellow-green regions, thereby accounting 
for the deep red color of ruby. Many other Cr3+-doped hosts have these bands in the blue and orange-
red regions, by virtue of smaller values of Dq/B; the colors of such materials (e.g., MgO, Gd3Sc2Ga3O12, 
LiSrAlF6, etc.) are different shades of green. The absorption transitions, 4A2 → 2E, 2T1, 

2T2 levels are spin-
forbidden and weakly coupled to the phonon spectrum (S < 0.5). The spectra from these transitions are 
dominated by sharp zero-phonon lines. However, the low-temperature photoluminescence spectrum 
of ruby is in marked contrast to the optical absorption spectrum since only the sharp zero-phonon line 
(R-line) due to the 2E → 4A2 transition being observed. Given the small energy separations between 
adjacent states of Cr3+, the higher excited levels decay nonradiatively to the lowest level, 2E, from which
photoluminescence occurs across a bandgap of approximately 15,000 cm−1. Accurate values of the 
parameters Dq, B, and C may be determined from these absorption data. First, the peak energy of the 
4A2 → 4T2 absorption band is equal to 10Dq. The energy shift between the 4A2 → 4T2, 

4T1 bands is depen-
dent on both Dq and B, and the energy separation between the two broad absorption bands is used to 
determine B. Finally, the position of the R-line varies with Dq, B, and C: in consequence, once Dq and B 
are known, the magnitude of C may be determined from the position of the 4A2 → 2E zero-phonon line.
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FIGURE 5 Tanabe-Sugano diagram for Cr3+ ions with C/B = 4.8, appropriate for ruby for which Dq/B = 
2.8. On the right of the figure are shown the optical absorption and photoluminescence spectrum of ruby mea-
sured at 300 K.
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This discussion of the spectroscopy of the Cr3+ ion is easily extended to other multielectron 
configurations. The starting points are the Tanabe-Sugano diagrams collected in various texts.19,21 
Analogous series of elements occur in the fifth and sixth periods of the periodic table, respectively, 
where the 4dn (palladium) and 5dn (platinum) groups are being filled. Compared with electrons in 
the 3d shell, the 4d and 5d shell electrons are less tightly bound to the parent ion. In consequence, 
charge transfer transitions, in which an electron is transferred from the cation to the ligand ion (or 
vice versa), occur quite readily. The charge transfer transitions arise from the movement of electronic 
charge over a typical interatomic distance, thereby producing a large dipole moment and a concomi-
tant large oscillator strength for the absorption process. For the Fe-group ions (3dn configuration), 
such charge transfer effects result in the absorption of ultraviolet photons.

For example, the Fe3+ ion in MgO absorbs in a broad structureless band with peak at 220 nm and 
half-width of order 120 nm (i.e., 0.3 eV). The Cr2+ ion also absorbs by charge transfer process in this 
region. In contrast, the palladium and platinum groups have lower-lying charge transfer states. The 
resulting intense absorption bands in the visible spectrum may overlap spectra due to low-lying crys-
tal field transitions. Rare-earth ions also give rise to intense charge transfer bands in the ultraviolet 
region.

Various metal cations have been used as broadband visible region phosphors. For example, tran-
sitions between the 4f n and 4f (n−1) 5d levels of divalent rare-earth ions give rise to intense broad 
transitions which overlap many of the sharp 4f n transitions of the trivalent rare-earth ions. Of 
particular interest are Sm2+, Dy2+, Eu2+, and Tm2+. In Sm2+ (4f 6) broadband absorption transitions 
from the ground state 7F1 to the 4f 5 5d level may result in either broadband emission (from the 
vibronically relaxed 4f 5 5d level) or sharp line emission from 5D0 (4f 6) depending upon the host 
crystal. The 4f 5 5d level, being strongly coupled to the lattice, accounts for this variability. There is 
a similar material-by-material variation in the absorption and emission properties of the Eu2+ 

(4f 7 configuration), which has the 8S7/2 ground level. The next highest levels are derived from the 
4f 6 5d state, which is also strongly coupled to the lattice. This state is responsible for the varying 
emission colors of Eu2+ in different crystals, e.g., violet in Sr2P2O7, blue in BaAl12O19, green in 
SrAl2O4, and yellow in Ba2SiO5.

The heavy metal ions Tl+, In+, Ga+, Sn2+, and Pb2+ may be used as visible-region phosphors. These 
ions all have two electrons in the ground configuration ns2 and excited configurations (ns)(np). The 
lowest-lying excited states, in the limit of Russell Saunders coupling, are then 1S0(ns2), 3P0,1,2, and 
1P1 from (ns)/(np). The spectroscopy of Tl+ has been much studied especially in the alkali halides. 
Obviously 1S0 → 1P1 is the strongest absorption transition, occurring in the ultraviolet region. This is 
labeled as the C-band in Fig. 6. Next in order of observable intensity is the A-band, which is a spin-
forbidden absorption transition 1S0 → 3P1, in which the relatively large oscillator strength is borrowed 
from the 1P1 state by virtue of the strong spin-orbit interaction in these heavy metal ions. The B and 
D bands, respectively, are due to absorption transitions from 1S0 to the 3P2 and 3P0 states induced by 
vibronic mixing.26 A phenomenological theory26,27 quantitatively accounts for both absorption spectra 
and the triplet state emission spectra.28,29

The examples discussed so far have all concerned the spectra of ions localized in levels associated 
with the central fields of the nucleus and closed-shells of electrons. There are other situations which 
warrant serious attention. These include electron-excess centers in which the positive potential of an 
anion vacancy in an ionic crystal will trap one or more electrons. The simplest theory treats such a 
color center as a particle in a finite potential well.19,27 The simplest such center is the F-center in the 
alkali halides, which consist of one electron trapped in an anion vacancy. As we have already seen (e.g., 
Fig. 13 in ‘‘Optical Spectroscopy and Spectroscopic Lineshapes’’, Vol. I, Chap. 10 of this Handbook), 
such centers give rise to broadbands in both absorption and emission, covering much of the vis-
ible and near-infrared regions for alkali halides. F-aggregate centers, consisting of multiple vacancies 
arranged in specific crystallographic relationships with respect to one another, have also been much 
studied. They may be positive, neutral, or negative in charge relative to the lattice depending upon the 
number of electrons trapped by the vacancy aggregate.30 

Multiquantum wells (MQWs) and strained-layer superlattices (SLSs) in semiconductors are yet 
another type of finite-well potential. In such structures, alternate layers of two different semiconduc-
tors are grown on top of each other so that the bandgap varies in one dimension with the periodicity 
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of the epitaxial layers. A modified Kronig-Penney model is often used to determine the energy eigenvalues
of electrons and holes in the conduction and valence bands, respectively, of the narrower gap mate-
rial. Allowed optical transitions between valence band and conduction band are then subject to the 
selection rule Δn = 0, where n = 0, 1, 2, etc. The example given in Fig. 7 is for SLSs in the II–VI family 
of semiconductors ZnS/ZnSe.31 The samples were grown by metalo-organic vapor phase epitaxy32
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FIGURE 6 Ultraviolet absorption spectrum of Tl+ ions in KCl 
measured at 77 K. (After Delbecq et al.26)
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with a superlattice periodicity of 6 to 8 nm while varying the thickness of the narrow gap material 
(ZnSe) between 0.8 and 7.6 nm. The splitting between the two sharp features occurs because the 
valence band states are split into ‘‘light holes’’ (lh) and ‘‘heavy holes’’ (hh) by spin-orbit interaction. 
The absorption transitions then correspond to transitions from the n = 1 lh- and hh-levels in the 
valence band to the n = 1 electron states in the conduction band. Higher-energy absorption transi-
tions are also observed. After absorption, electrons rapidly relax down to the n = 1 level from which 
emission takes place down to the n = 1, lh-level in the valence band, giving rise to a single emission 
line at low temperature.

2.4 THE HOMOGENEOUS LINESHAPE OF SPECTRA

Atomic Spectra 

The homogeneous widths of atomic spectra are determined by the uncertainty principle, and 
hence by the radiative decaytime, τ R (as discussed in Vol. I, Chap. 10, ‘‘Optical Spectroscopy and 
Spectroscopic Lineshapes’’). Indeed, the so-called natural or homogeneous width of Δω , is given 
by the Einstein coefficient for spontaneous emission, Aba R= −( ) .τ 1 The homogeneously broadened 
line has a Lorentzian lineshape with FWHM given by ( ) .τ R

−1 In gas-phase spectroscopy, atomic 
spectra are also broadened by the Doppler effect: random motion of atoms broadens the lines 
in-homogeneously leading to a guassian-shaped line with FWHM proportional to (T/M)−1/2, where 
T is the absolute temperature and M the atomic mass. Saturated laser absorption or optical hole-
burning techniques are among the methods which recover the true homogeneous width of an optical 
transition. Experimental aspects of these types of measurement were discussed in this Handbook 
in Vol. I, Chap. 31, ‘‘Optical Spectroscopy,’’ and examples of Doppler-free spectra (Figs. 1 and 3, 
Vol. I, Chap. 10) were discussed in terms of the fundamental tests of the quantum and relativistic 
structure of the energy levels of atomic hydrogen. Similar measurements were also discussed for the 
case of He (Fig. 1) and in molecular spectroscopy (Fig. 3). In such examples, the observed lineshape is 
very close to a true Lorentzian, typical of a lifetime-broadened optical transition.

Zero-Phonon Lines in Solids 

Optical hole burning (OHB) reduces the effects of inhomogeneous broadening in solid-state spectra. 
For rare-earth ions, the homogeneous width amounts to some 0.1–1.0 MHz, the inhomogeneous 
widths being determined mainly by strain in the crystal. Similarly, improved resolution is afforded 
by fluorescence line narrowing (FLN) in the R-line of Cr3+ (Vol. I, Chap. 10, Fig. 12). However, 
although the half-width measured using OHB is the true homogeneous width, the observed FLN 
half-width, at least in resonant FLN, is a convolution of the laser width and twice the homogeneous 
width of the transition.33 In solid-state spectroscopy, the underlying philosophy of OHB and FLN 
experiments may be somewhat different from that in atomic and molecular physics. In the latter 
cases, there is an intention to relate theory to experiment at a rather sophisticated level. In solids, 
such high-resolution techniques are used to probe a range of other dynamic processes than the 
natural decay rate. For example, hole-burning may be induced by photochemical processes as well 
as by intrinsic lifetime processes.34,35 Such photochemical hole-burning processes have potential in 
optical information storage systems. OHB and FLN may also be used to study distortions in the 
neighborhood of defects. Figure 8 is an example of Stark spectroscopy and OHB on a zero-phonon 
line at 607 nm in irradiated NaF.34 This line had been attributed to an aggregate of four F-centers in 
nearest-neighbor anion sites in the rocksalt-structured lattice on the basis of the polarized absorp-
tion/emission measurements. The homogeneous width in zero electric field was only 21 MHz in 
comparison with the inhomogeneous width of 3 GHz. Interpretation of these results is inconsistent 
with the four-defect model. 
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The FLN technique may also be used to measure the effects of phonon-induced relaxation processes 
and isotope shifts. Isotope and thermal shifts have been reported for Cr : Al O3+

2 3
36 and Nd :LaCl .3+

3
37 

The example given in Fig. 9 shows both the splitting in the ground 4A2 state of Cr3+ in ruby and the 
shift between lines due to the Cr(50), Cr(52), Cr(53), and Cr(54) isotopes. The measured differential 
isotope shift of 0.12 cm−1 is very close to the theoretical estimate.19 Superhyperfine effects by the 
100 percent abundant Al isotope with I = 5/2 also contribute to the homogeneous width of the FLN 
spectrum of Cr3+ in Al2O3 (Fig. 12 in Vol. I, Chap. 10).36 Furthermore, in antiferromagnetic oxides 
such as GdAlO3, Gd3Ga5O12, and Gd3Sc2Ga3O12, spin-spin coupling between the Cr3+ ions (S = 3/2) 
and nearest-neighbor Gd3+ ions (S = 3/2) contributes as much to the zero-phonon R-linewidth as 
inhomogeneous broadening by strain.38 

Configurational Relaxation in Solids

In the case of the broadband 4T2 → 4A2 transition of Cr3+ in YAG (Fig. 12 in Vol. I, Chap. 10) and 
MgO (Fig. 6), the application of OHB and FLN techniques produce no such narrowing because the 
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vibronic sideband is the homogeneously broadened shape determined by the phonon lifetime 
rather than the radiative lifetime. It is noteworthy that the vibronic sideband emission of Cr3+ 
ions in orthorhombic sites in MgO, Fig. 10, shows very little structure. In this case, the Huang-
Rhys factor S � 6, i.e, the strong coupling case, where the multiphonon sidebands tend to lose their 
separate identities to give a smooth bandshape on the lower-energy side of the peak. By way of 
contrast, the emission sideband of the R-line transition of Cr3+ ions in octahedral sites in MgO is 
very similar in shape to the known density of one-phonon vibrational modes of MgO39 (Fig. 11), 
although there is a difference in the precise positions of the peaks, because the Cr3+ ion modi-
fies the lattice vibrations in its neighborhood relative to those of the perfect crystal. Furthermore, 
there is little evidence in Fig. 11 of higher-order sidebands which justifies treating the MgO R-line
process in the weak coupling limit. The absence of such sidebands suggests that S < 1, as the discus-
sion in ‘‘Optical Spectroscopy and Spectroscopic Lineshapes’’ (Vol. I, Chap. 10 of this Handbook) 
showed. That the relative intensities of the zero-phonon line and broadband, which should be 
about e−s, is in the ratio 1:4 shows that the sideband is induced by odd parity phonons. In this 
case it is partially electric-dipole in character, whereas the zero-phonon line is magnetic-dipole in 
character.19 

There has been much research on bandshapes of Cr3+-doped spectra in many solids. This is also 
the situation for F-centers and related defects in the alkali halides. Here, conventional optical spec-
troscopy has sometimes been supplemented by laser Raman and sub-picosecond relaxation spec-
troscopies to give deep insights into the dynamics of the optical pumping cycle. The F-center in the 
alkali halides is a halide vacancy that traps an electron. The states of such a center are reminiscent 
of a particle in a finite potential well19 and strong electron-phonon coupling. Huang-Rhys factors in 
the range S = 15 − 40 lead to broad, structureless absorption/luminescence bands with large Stokes 
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FIGURE 11 A comparison of (a) the vibrational sideband 
accompanying the 2E → 4A2 R-line of Cr3+: MgO with (b) the 
density of phonon modes in MgO as measured by Peckham 
et al.,39 using neutron scattering. (After Henderson and Imbusch.19)

shifts (see Fig. 13 in Vol. I, Chap. 10). Raman-scattering measurements on F-centers in NaCl and KCl 
(Fig. 23 in Vol. I, Chap. 31), showed that the first-order scattering is predominantly due to defect-
induced local modes.40

The FA-center is a simple variant on the F-center in which one of the six nearest cation neighbors of the 
F-center is replaced by an alkali impurity.41 In KCl the K+ may be replaced by Na+ or Li+. For the case 
of the Na+ substituent, the FA(Na) center has tetragonal symmetry about a 〈 〉100  crystal axis, whereas in 
the case of Li+ an off-axis relaxation in the excited state leads to interesting polarized absorption/emission 
characteristics.19,41 The most dramatic effect is the enormous Stokes shift between absorption and 
emission bands, of order 13,000 cm−1, which has been used to advantage in color center lasers.42,43 For 
FA (Li) centers, configurational relaxation has been probed using picosecond relaxation and Raman-
scattering measurements. Mollenauer et al.44 used the experimental system shown in Fig. 10 in Vol. I, 
Chap. 31 to carry out measurements of the configurational relaxation time of FA(Li) centers in KCl. 
During deexcitation many phonons are excited in the localized modes coupled to the electronic states 
which must be dissipated into the continuum of lattice modes. Measurement of the relaxation time 
constitutes a probe of possible phonon damping. A mode-locked dye laser producing pulses of 0.7-ps 
duration at 612 nm was used both to pump the center in the FA2-absorption band and to provide the 
timing beam. Such pumping leads to optical gain in the luminescence band and prepares the centers in 
their relaxed state. The probe beam, collinear with the pump beam, is generated by a CW FA(Li)-center 
laser operating at 2.62 μm. The probe beam and gated pulses from the dye laser are mixed in a non-
linear optical crystal (lithium iodate). A filter allows only the sum frequency at 496 nm to be detected. 
The photomultiplier tube then measures the rise in intensity of the probe beam which signals the 
appearance of gain where the FA(Li)-centers have reached the relaxed excited state. The pump beam is 
chopped at low frequency to permit phase-sensitive detection. The temporal evolution of FA(Li)-center 
gains (Fig. 12a and b) was measured by varying the time delay between pump and gating pulses. In 
this figure, the solid line is the instantaneous response of the system, whereas in b the dashed line is the 
instantaneous response convolved with a 1.0-ps rise time.

Measurements of the temperature dependence of the relaxation times of FA(Li)-centers in potas-
sium chloride (Fig. 12c) show that the process is very fast, typically of order 10 ps at 4 K. Furthermore, 
configurational relaxation is a multiphonon process which involves mainly the creation of some 
20 low-energy phonons of energy E hcP/ .� 47 1cm−  That only about  ( ) .20 47 8066 0 1× =/ eV eV deposited 
into the 47 cm−1 mode, whereas 1.6 eV of optical energy is lost to the overall relaxation process, indicates 
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that other higher-energy modes of vibrations must be involved.44 This problem is resolved by Raman-
scattering experiments. For FA(Li)-centers in potassium chloride, three sharp Raman-active local modes 
were observed with energies of 47 cm−1, 216 cm−1, and 266 cm−1, for the 7Li isotope.45 These results and 
later polarized absorption/luminescence studies indicated that the Li+ ion lies in an off-center position 
in a 〈 〉110  crystal direction relative to the z  axis of the FA center. Detailed polarized Raman spectroscopy 
resonant and nonresonant with the FA-center absorption bands are shown in Fig. 13.46 These spectra 
show that under resonant excitation in the FA1 absorption band, each of the three lines due to the sharp 
localized modes is present in the spectrum. The polarization dependence confirms that the 266 cm−1 

mode is due to Li+ ion motion in the mirror plane and parallel to the defect axis. The 216 cm−1 mode is 
stronger under nonresonant excitation, reflecting the off-axis vibrations of the Li+ ion vibrating in the 
mirror plane perpendicular to the z axis. On the other hand, the low-frequency mode is an amplified 
band mode of the center which hardly involves the motion of the Li+ ion.
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FIGURE 14 Polarized optical absorption 
spectrum of a ruby Cr : Al O3+

2 3 crystal containing 
2 1018× Cr3+ ions cm−3 measured at 77 K.

2.5 ABSORPTION, PHOTOLUMINESCENCE, AND 
RADIATIVE DECAY MEASUREMENTS 

The philosophy of solid-state spectroscopy is subtly different from that of atomic and molecular 
spectroscopies. It is often required not only to determine the nature of the absorbing/emitting spe-
cies but also the symmetry and structure of the local environment. Also involved is the interaction 
of the electronic center with other neighboring ions, which leads to lineshape effects as well as time-
dependent phenomena. The consequence is that a combination of optical spectroscopic techniques 
may be used in concert. This general approach to optical spectroscopy of condensed matter phe-
nomena is illustrated by reference to the case of Al2O3 and MgO doped with Cr3+.

Absorption and Photoluminescence of 
Cr3+ in Al2O3 and MgO

The absorption and luminescence spectra may be interpreted using the Tanabe-Sugano diagram shown 
in Fig. 5, as discussed previously. Generally, the optical absorption spectrum of Cr3+: Al2O3 (Fig. 14) 
is dominated by broadband transitions from the 4A2 → 4T2 and 4A2 → 4T1. The crystal used in this 
measurement contained some 1018 Cr3+ ions cm−3. Since the absorption coefficient at the peak of the
4A2 → 4T2 band is only 2 cm−1, it is evident from Eq. (6) in Chap. 31, ‘‘Optical Spectrometers,’’ in Vol. I, 
that the cross section at the band peak is σ o ≅ × −5 10 19 2cm . The spin-forbidden absorption transi-
tions 4A2 → 2E, 2T1 are just distinguished as weak absorptions ( ~ )σ o 1021cm2  on the long-wavelength 
side of the 4A2 → 4T2 band. This analysis strictly applies to the case of octahedral symmetry. Since 
the cation site in ruby is distorted from perfect octahedral symmetry, there are additional electrostatic 
energy terms associated with this reduced symmetry. One result of this distortion, as illustrated in 
Fig. 14, is that the absorption and emission spectra are no longer optically isotropic. By measuring the 
peak shifts of the 4A2 → 4T2 and 4A2 → 4T1 absorption transitions between π and s senses of polarization, 
the trigonal field splittings of the 4T2 and 4T1 levels may be determined.25
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The Cr3+ ion enters the MgO substitutionally for the Mg2+ ion. The charge imbalance requires that 
for every two impurity ions there must be one cation vacancy. At low-impurity concentrations, charge-
compensating vacancies are mostly remote from the Cr3+ ions. However, some 10 to 20 percent of the 
vacancies occupy sites close to individual Cr3+ ions, thereby reducing the local symmetry from octahe-
dral to tetragonal or orthorhombic.19 The optical absorption spectrum of Cr3+ : MgO is also dominated 
by broadband 4A2 → 4T2, 

4T1 transitions; in this case, there are overlapping contributions from Cr3+ 
ions in three different sites. There are substantial differences between the luminescence spectra of Cr3+ 
in the three different sites in MgO (Fig. 15), these overlapping spectra being determined by the order-
ing of the 4T2 and 2E excited states. For strong crystal fields, Dq/B > 2.5, 2E lies lowest and nonradiative 
decay from 4T1 and 4T2 levels to 2E results in very strong emission in the sharp R-lines, with rather 
weaker vibronic sidebands. This is the situation from Cr3+ ions in octahedral and tetragonal sites in 
MgO.19 The 2E → 4A2 luminescence transition is both spin- and parity-forbidden (see Vol. I, Chap. 10) 
and this is signaled by relatively long radiative lifetimes—11.3 ms for octahedral sites and 8.5 ms for 
tetragonal sites at 77 K. This behavior is in contrast to that of Cr3+ in orthorhombic sites, for which the 
4T2 level lies below the 2E level. The stronger electron-phonon coupling for the 4T2 → 4A2 transition at 
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FIGURE 15 Photoluminescence spectra of Cr3+ : MgO using techniques 
of phase-sensitive detection. In (a) the most intense features are sharp R-lines 
near 698 to 705 nm due to Cr3+ ions at sites with octahedral and tetragonal 
symmetry;  a weak broadband with peak at 740 nm is due to Cr3+ ions in sites 
of orthorhombic symmetry. By adjusting the phase-shift control on the lock-in 
amplifier (Fig. 4 in Vol. I, Chap. 31), the relative intensities of the three compo-
nents may be adjusted as in parts (b) and (c).
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orthorhombic sites leads to a broadband luminescence with peak at 790 nm. Since this is a spin-allowed 
transition, the radiative lifetime is much shorter—only 35 μs.47 

As noted previously the decay time of the luminescence signals from Cr3+ ions in octahedral 
and tetragonal symmetry are quite similar, and good separation of the associated R-lines using the 
phase-nulling technique are then difficult. However, as Fig. 15 shows, good separation of these signals 
from the 4T2 → 4A2 broadband is very good. This follows from the applications of Eqs. (8) through 
(12) in Vol. I, Chap. 31. For Cr3+ ions in cubic sites, the long lifetime corresponds to a signal phase 
angle of 2°: the R-line intensity can be suppressed by adjusting the detector phase angle to (90° + 2°). 
In contrast, the Cr3+ ions in orthorhombic sites give rise to a phase angle of 85°: this signal is reduced 
to zero when φD = ° + °( ).90 85

Excitation Spectroscopy

The precise positions of the 4A2 → 4T2, 
4T1 absorption peaks corresponding to the sharp lines and broad-

bands in Fig. 15 may be determined by excitation spectroscopy (see Vol. I, Chap. 31). An example of the 
application of this technique is given in Fig. 10, which shows the emission band of the 4T2 → 4A2 transition 
at centers with orthorhombic symmetry, Figs. 10a and b, and its excitation spectrum, Fig. 10c.47 The latter 
was measured by setting the wavelength of the detection spectrometer at l = 790 nm, i.e., the emission 
band peak, and scattering the excitation monochromator over the wavelength range 350 to 750 nm of the 
Xe lamp. Figure 10 gives an indication of the power of excitation spectroscopy in uncovering absorption 
bands not normally detectable under the much stronger absorptions from cubic and tetragonal centers. 
Another example is given in Fig. 16—in this case, of recombining excitons in the smaller gap material 
(GaAs) in GaAs/AlGaAs quantum wells. In this case, the exciton luminescence peak energy, hvx, is given by

 hv E E E Ex G e h b= + + +1 1  (3)

where EG is the bandgap of GaAs, E1e and E1h are the n = 1 state energies of electrons (e) and holes 
(h) in conduction and valence bands, respectively, and Eb is the electron-hole binding energy. Optical 
transitions involving electrons and holes in these structures are subject to the Δn = 0 selection rule. 
In consequence, there is a range of different absorption transitions at energies above the bandgap. 
Due to the rapid relaxation of energy in levels with n > 1, the recombination luminescence occurs 
between the n = 1 electron and hole levels only, in this case at 782 nm. The excitation spectrum in 
which this luminescence is detected and excitation wavelength varied at wavelengths shorter than 
782 nm reveals the presence of absorption transitions above the bandgap. The first absorption tran-
sition shown is the 1lh → 1e transition, which occurs at slightly longer wavelength than the 1hh → 
1e transition. The light hole (lh)-heavy hole (hh) splitting is caused by spin-orbit splitting and strain 
in these epilayer structures. Other, weaker transitions are also discernible at higher photon energies.

Polarization Spectroscopy

The discussions on optical selection rules, in Vol. 1, Chaps. 10 and 31, showed that when a well-defined 
axis is presented, the strength of optical transitions may depend strongly on polarization. In atomic 
physics the physical axis is provided by an applied magnetic field (Zeeman effect) or an applied elec-
tric field (Stark effect). Polarization effects in solid-state spectroscopy may be used to give information 
about the site symmetry of optically active centers. The optical properties of octahedral crystals are 
normally isotropic. In this situation, the local symmetry of the center must be lower than octahedral 
so that advantage may be taken of the polarization-sensitivity of the selection rules. Several possibilities 
exist in noncubic crystals. If the local symmetry of all centers in the crystal point in the same direction, 
then the crystal as a whole displays an axis of symmetry. Sapphire (Al2O3) is an example, in which the 
Al3+ ions occupy trigonally distorted octahedral sites. In consequence, the optical absorption and lumi-
nescence spectra of ions in this crystal are naturally polarized. The observed p- and s-polarized absorp-
tion spectra of ruby shown in Fig. 14 are in general agreement with the calculated selection rules,25 
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although there are undoubtedly vibronic processes contributing to these broadband intensities.47 The 
other important ingredient in the spectroscopy of the Cr3+ ions in orthorhombic symmetry sites in 
MgO is that the absorption and luminescence spectra are strongly polarized. It is then quite instruc-
tive to indicate how the techniques of polarized absorption/luminescence help to determine the sym-
metry axes of the dipole transitions. The polarization of the 4T2 → 4A2 emission transition in Fig. 10 
is clear. In measurements employing the ‘‘straight-through’’ geometry, Henry et al.47 reported the ori-
entation intensity patterns shown in Fig. 17 for the broadband spectrum. A formal calculation of the 
selection rules and the orientation dependence of the intensities shows that the intensity at angle q is 
given by

 I A A E E constant( ) ( )( ) sinθ θ π
π σ π σ= − − +

⎛
⎝⎜

⎞
⎠⎟ +2

4
 (4)

where A and E refer to the absorbed and emitted intensities for p- and s-polarizations.48 The results 
in Fig. 17 are consistent with the dipoles being aligned along 〈 〉110  directions of the octahedral MgO 
lattice. This is in accord with the model of the structure of the Cr3+ ions in orthorhombic symmetry, 
which locates the vacancy in the nearest neighbor cation site relative to the Cr3+ ion along a 〈 〉110  
direction.
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FIGURE 16 Luminescence spectrum and excitation 
spectrum of multiple quantum wells in GaAs/AlGaAs sam-
ples measured at 6 K. (P. Dawson, 1986 private communica-
tion to the author.)
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Zeeman Spectroscopy

The Zeeman effect is the splitting of optical lines by a static magnetic field due to the removal of 
the spin degeneracy of levels involved in the optical transitions. In many situations the splittings 
are not much larger than the optical linewidth of zero-phonon lines and much less than the width 
of vibronically broadened bands. The technique of optically detected magnetic resonance (ODMR) 
is then used to measure the Zeeman splittings. As we have already shown, ODMR also has the com-
bined ability to link inextricably, an excited-state ESR spectrum with an absorption band and a 
luminescence band. The spectrum shown in Fig. 16 in Vol. I, Chap. 31 is an example of this unique 
power, which has been used in such diverse situations as color centers, transition-metal ions, rare-
earth ions, phosphor- and laser-active ions (e.g., Ga+, Tl°), as well as donor-acceptor and exciton 
recombination in semiconductors.19 We now illustrate the relationship of the selection rules and 
polarization properties of the triplet-singlet transitions.

The F-center in calcium oxide consists of two electrons trapped in the Coulomb field of a negative-
ion vacancy. The ground state is a spin singlet, 1A1g, from which electric dipole absorption transitions are 
allowed into a 1T1u state derived from the (1s2p ) configuration. Such 1A1g → 1T1u transitions are signi-
fied by a strong optical absorption band centered at a wavelength λ � 400 nm (Vol. I, Chap. 31, Fig. 16). 
Dexcitation of this 1T1u state does not proceed via 1T1u → 1A1g luminescence. Instead, there is an efficient 
nonradiative decay from 1T1u into the triplet 3T1u state also derived from the (1s2p) configuration.49 The 
spin-forbidden 3T1u → 1A1g transition gives rise to a striking orange fluorescence, which occurs with a 
radiative lifetime τ R = 3 4. ms at 4.2 K. The ODMR spectrum of the F-center and its absorption and 
emission spectral dependences are depicted in Fig. 16 in Vol. I, Chap. 31, other details are shown in Fig. 18. 
With the magnetic field at some general orientation in the (100) plane there are six lines. From the varia-
tion of the resonant fields with the orientation of the magnetic field in the crystal, Edel et al. (1972)50 
identified the spectrum with the S = 1 state of tetragonally distorted F-center. The measured orientation 
dependence gives g g|| .≈ =⊥ 1 999 D T= 60 5. .m

Figure 18 shows the selection rules for emission of circularly polarized light by S = 1 states in 
axial crystal fields. We denote the populations of the Ms = ±0 1,  levels as N0 and N±1. The low-field 
ESR line, corresponding to the M Ms s= → = +0 1 transition, should be observed as an increase in 
σ+-light because N N0 1> +  and ESR transitions enhance the Ms = ± 1 level. However, the high-field 
line is observed as a change in intensity of σ−-light. If spin-lattice relaxation is efficient (i.e., T R1 < τ ),
then the spin states are in thermal equilibrium, N N0 1< − , ESR transitions depopulate the |Ms = − 〉1  
level. Thus, the high-field ODMR line is seen as a decrease in the F-center in these crystals (viz., that 
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for the lowest 3T1 state, D is positive and the spin states are in thermal equilibrium). It is worth not-
ing that since the | M Ms s= 〉→ = ± 〉0 1  ESR transitions occur at different values of the magnetic field, 
ODMR may be detected simply as a change in the emission intensity at resonance; it is not necessary 
to measure specifically the sense of polarization of the emitted light. The experimental data clearly 
establish the tetragonal symmetry of the F-center in calcuim oxide: the tetragonal distortion occurs 
in the excited 3T1u state due to vibronic coupling to modes of Eg symmetry resulting in a static Jahn-
Teller effect.50
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3.1 GLOSSARY

 c speed of light

 Cn
2 atmospheric turbulence strength parameter

 D beam diameter

 F hypergeometric function

 g(n) optical absorption lineshape function

 H height above sea level

 h Planck’s constant

 I Irradiance (intensity) of optical beam (W/m2)

 k optical wave number

 K turbulent wave number

 L propagation path length

 L0 outer scale size of atmospheric turbulence

 l0 inner scale size of atmospheric turbulence

 N density or concentration of molecules

 p(I) probability density function of irradiance fl uctuations

 Pv Planck radiation function

 R gas constant

3.3

3
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 S molecular absorption line intensity
 T temperature
 v wind speed
 b backscatter coeffi cient of the atmosphere
 gp pressure-broadened half-width of absorption line
 k optical attenuation
 l wavelength
 n optical frequency (wave numbers)
 r0 phase coherence length
 σ l

2 variance of irradiance fl uctuations
 sR Rayleigh scattering cross section

3.2 INTRODUCTION

Atmospheric optics involves the transmission, absorption, emission, refraction, and reflection of 
light by the atmosphere and is probably one of the most widely observed of all optical phenomena.1–5 
The atmosphere interacts with light due to the composition of the atmosphere, which under normal 
conditions, consists of a variety of different molecular species and small particles like aerosols, water 
droplets, and ice particles. This interaction of the atmosphere with light is observed to produce a 
wide variety of optical phenomena including the blue color of the sky, the red sunset, the optical 
absorption of specific wavelengths due to atmospheric molecules, the twinkling of stars at night, 
the greenish tint sometimes observed during a severe storm due to the high density of particles in 
the atmosphere, and is critical in determining the balance between incoming sunlight and outgoing 
infrared (IR) radiation and thus influencing the earth’s climate.

One of the most basic optical phenomena of the atmosphere is the absorption of light. This absorp-
tion process can be depicted as in Fig. 1 which shows the transmission spectrum of the atmosphere as 

FIGURE 1 Transmittance through the earth’s atmosphere as a function of wavelength taken with low spec-
tral resolution (path length 1800 m). (From Measures, Ref. 5.)
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a function of wavelength.5 The transmission of the atmosphere is highly dependent upon the wave-
length of the spectral radiation, and, as will be covered later in this chapter, upon the composition and 
specific optical properties of the constituents in the atmosphere. The prominent spectral features in 
the transmission spectrum in Fig. 1 are primarily due to absorption bands and individual absorption 
lines of the molecular gases in the atmosphere, while a portion of the slowly varying background 
transmission is due to aerosol extinction and continuum absorption.

This chapter presents a tutorial overview of some of the basic optical properties of the atmo-
sphere, with an emphasis on those properties associated with optical propagation and transmission 
of light through the earth’s atmosphere. The physical phenomena of optical absorption, scattering, 
emission, and refractive properties of the atmosphere will be covered for optical wavelengths from 
the ultraviolet (UV) to the far-infrared. The primary focus of this chapter is on linear optical 
properties associated with the transmission of light through the atmosphere. Historically, the 
study of atmospheric optics has centered on the radiance transfer function of the atmosphere, 
and the linear transmission spectrum and blackbody emission spectrum of the atmosphere. This 
emphasis was due to the large body of research associated with passive, electro-optical sensors 
which primarily use the transmission of ambient optical light or light from selected emission 
sources. During the past few decades, however, the use of lasers has added a new dimension to the 
study of atmospheric optics. In this case, not only is one interested in the transmission of light 
through the atmosphere, but also information regarding the optical properties of the backscat-
tered optical radiation.

In this chapter, the standard linear optical interactions of an optical or laser beam with the atmo-
sphere will be covered, with an emphasis placed on linear absorption and scattering interactions. It 
should be mentioned that the first edition of the OSA Handbook of Optics chapter on “Atmospheric 
Optics” had considerable nomographs and computational charts to aid the user in numerically cal-
culating the transmission of the atmosphere.2 Because of the present availability of a wide range of 
spectral databases and computer programs (such as the HITRAN Spectroscopy Database, LOWTRAN, 
MODTRAN, and FASCODE atmospheric transmission computer programs) that model and calculate 
the transmission of light through the atmosphere, these nomographs, while still useful, are not as vital. 
As a result, the emphasis on this edition of the “Atmospheric Optics” chapter is on the basic theory 
of the optical interactions, how this theory is used to model the optics of the atmosphere, the use of 
available computer programs and databases to calculate the optical properties of the atmosphere, and 
examples of instruments and meteorological phenomena related to optical or visual remote sensing 
of the atmosphere.

The overall organization of this chapter begins with a description of the natural, homogeneous 
atmosphere and the representation of its physical and chemical composition as a function of altitude. 
A brief survey is then made of the major linear optical interactions that can occur between a propa-
gating optical beam and the naturally occurring constituents in the atmosphere. The next section 
covers several major computational programs (HITRAN, LOWTRAN, MODTRAN, and FASCODE) 
and U.S. Standard Atmospheric Models which are used to compute the optical transmission, scatter-
ing, and absorption properties of the atmosphere. The next major technical section presents an over-
view of the influence of atmospheric refractive turbulence on the statistical propagation of an optical 
beam or wavefront through the atmosphere. Finally, the last few sections of the chapter include a 
brief introduction to some optical and laser remote sensing experiments of the atmosphere, a brief 
introduction to the visually important field of meteorological optics, and references to the critical 
influence of atmospheric optics on global climate change.

It should be noted that the material contained within this chapter has been compiled from several 
recent overview/summary publications on the optical transmission and atmospheric composition 
of the atmosphere, as well as from a large number of technical reports and journal publications. 
These major overview references are (1) Atmospheric Radiation, (2) the previous edition of the OSA
Handbook of Optics (chapter on “Optical Properties of the Atmosphere”), (3) Handbook of Geophysics 
and the Space Environment (chapter on “Optical and Infrared Properties of the Atmosphere”), (4) The
Infrared Handbook, and (5) Laser Remote Sensing.1–5 The interested reader is directed toward these 
comprehensive treatments as well as to the listed references therein for detailed information concern-
ing the topics covered in this brief overview of atmospheric optics.



3.6  ATMOSPHERIC OPTICS

3.3 PHYSICAL AND CHEMICAL COMPOSITION 
OF THE STANDARD ATMOSPHERE

The atmosphere is a fluid composed of gases and particles whose physical and chemical properties 
vary as a function of time, altitude, and geographical location. Although these properties can be 
highly dependent upon local and regional conditions, many of the optical properties of the atmo-
sphere can be described to an adequate level by looking at the composition of what one normally 
calls a standard atmosphere. This section will describe the background, homogeneous standard com-
position of the atmosphere. This will serve as a basis for the determination of the quantitative inter-
action of the molecular gases and particles in the atmosphere with a propagating optical wavefront.

Molecular Gas Concentration, Pressure, and Temperature

The majority of the atmosphere is composed of lightweight molecular gases. Table 1 lists the major gases 
and trace species of the terrestrial atmosphere, and their approximate concentration (volume fraction) 
at standard room temperature (296 K), altitude at sea level, and total pressure of 1 atm.6 The major opti-
cally active molecular constituents of the atmosphere are N2, O2, H2O, and CO2, with a secondary group-
ing of CH4, N2O, CO, and O3. The other species in the table are present in the atmosphere at trace-level 
concentrations (ppb, down to less than ppt by volume); however, the concentration may be increased by 
many orders of magnitude due to local emission sources of these gases.

The temperature of the atmosphere varies both with seasonal changes and altitude. Figure 2 
shows the average temperature profile of the atmosphere as a function of altitude presented for the 
U.S. Standard Atmosphere.7–9 The temperature decreases significantly with altitude until the level of 
the stratosphere is reached where the temperature profile has an inflection point. The U.S. Standard 
Atmosphere is one of six basic atmospheric models developed by the U.S. government; these different 
models furnish a good representation of the different atmospheric conditions which are often encoun-
tered. Figure 3 shows the temperature profile for the six atmospheric models.7–9

The pressure of the atmosphere decreases with altitude due to the gravitational pull of the earth 
and the hydrostatic equilibrium pressure of the atmospheric fluid. This is indicated in Fig. 4 which 
shows the total pressure of the atmosphere in millibars (1013 mb = 1 atm = 760 torr) as a function 
of altitude for the different atmospheric models.7–9 The fractional or partial pressure of most of the 
major gases (N2, O2, CO2, N2O, CO, and CH4) follows this profile and these gases are considered 
uniformly mixed. However, the concentration of water vapor is very temperature-dependent due to 
freezing and is not uniformly mixed in the atmosphere. Figure 5a shows the density of water vapor 
as a function of altitude; the units of density are in molecules/cm3 and are related to 1 atm by the 
appropriate value of Loschmidts number (the number of molecules in 1 cm3 of air) at a temperature 
of 296 K, which is 2.479 × 1019 molecules/cm3.7–9

The partial pressure of ozone (O3) also varies significantly with altitude because it is generated 
in the upper altitudes and near ground level by solar radiation, and is in chemical equilibrium with 
other gases in the atmosphere which themselves vary with altitude and time of day. Figure 5b shows 
the typical concentration of ozone as a function of altitude.7–9 The ozone concentration peaks at 
an altitude of approximately 20 km and is one of the principle molecular optical absorbers in the 
atmosphere at that altitude. Further details of these atmospheric models under different atmospheric 
conditions are contained within the listed references and the reader is encouraged to consult these 
references for more detailed information.3,7–9

Aerosols, Water Droplets, and Ice Particles

The atmospheric propagation of optical radiation is influenced by particulate matter suspended in 
the air such as aerosols (e.g., dust, haze) and water (e.g., ice or liquid cloud droplets, precipitation). 
Figure 6 shows the basic characteristics of particles in the atmosphere as a function of altitude,3 and 
Fig. 7 indicates the approximate size of common atmospheric particles.5
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Aerosols in the boundary layer (surface to 1 to 2 km altitude) are locally emitted, wind-driven par-
ticulates, and have the greatest variability in composition and concentration. Over land, the aerosols 
are mostly soil particles, dust, and organic particles from vegetation. Over the oceans, they are mostly 
sea salt particles. At times, however, long-range global winds are capable of transporting land particu-
lates vast distances across the oceans or continents, especially those particulates associated with dust 
storms or large biomass fires, so that substantial mixing of the different particulate types may occur.

TABLE 1 List of Molecular Gases and Their Typical Concentration 
(Volume Fraction) for the Ambient U.S. Standard Atmosphere

Molecule Concentration (Volume Fraction)

N2 0.781
O2 0.209
H2O 0.0775 (variable)
CO2 3.3 × 10−4 (higher now: 
  3.9 × 10−4, or 390 ppm)
A (argon) 0.0093
CH4 1.7 × 10−6

N2O 3.2 × 10−7

CO 1.5 × 10−7

O3 2.66 × 10−8 (variable)
H2CO 2.4 × 10−9

C2H6 2 × 10−9

HCl 1 × 10−9

CH3Cl 7 × 10−10

OCS 6 × 10−10

C2H2 3 × 10−10

SO2 3 × 10−10

NO 3 × 10−10

H2O2 2 × 10−10

HCN 1.7 × 10−10

HNO3 5 × 10−11

NH3 5 × 10−11

NO2 2.3 × 10−11

HOCl 7.7 × 10−12

HI 3 × 10−12

HBr 1.7 × 10−12

OH 4.4 × 10−14

HF 1 × 10−14

ClO 1 × 10−14

HCOOH 1 × 10−14

COF2 1 × 10−14

SF6 1 × 10−14

H2S 1 × 10−14

PH3 1 × 10−20

HO2 Trace
O (atom) Trace
ClONO2 Trace
NO+ Trace
HOBr Trace
C2H4 Trace
CH3OH Trace
CH3Br Trace
CH3CN Trace
CF4 Trace

Note: The trace species have concentrations less than 1 × 10−9, with a value 
that is variable and often dependent upon local emission sources.
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FIGURE 2 Temperature-height profile for U.S. Standard 
Atmosphere (0 to 86 km).
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FIGURE 4 Pressure vs. altitude for the six model atmospheres.
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model shown is the 1962 model.

In the troposphere above the boundary layer, the composition is less dependent upon local sur-
face conditions and a more uniform, global distribution is observed. The aerosols observed in the 
troposphere are mostly due to the coagulation of gaseous compounds and fine dust. Above the tro-
posphere, in the region of the stratosphere from 10 to 30 km, the background aerosols are mostly 
sulfate particles and are uniformly mixed globally. However, the concentration can be perturbed by 
several orders of magnitude due to the injection of dust and SO2 by volcanic activity, such as the 
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recent eruption of Mt. Pinatubo.10 Such increases in the aerosol concentration may persist for several 
years and significantly impact the global temperature of the earth.

Several models have been developed for the number density and size distribution of aerosols in 
the atmosphere.7–9 Figures 8 and 9 show two aerosol distribution models appropriate for the rural 
environment and maritime environment, as a function of relative humidity;7–9 the humidity influ-
ences the size distribution of the aerosol particles and their growth characteristics. The greatest number 
density (particles/cm3) occurs near a size of 0.01 μm but a significant number of aerosols are still 
present even at the larger sizes near 1 to 2 μm. Finally, the optical characteristics of the aerosols 
can also be dependent upon water vapor concentration, with changes in surface, size, and growth 

FIGURE 7 Representative diameters of common atmospheric particles. (From 
Measures, Ref. 5.)
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characteristics of the aerosols sometimes observed to be dependent upon the relative humidity. Such 
humidity changes can also influence the concentration of some pollutant gases (if these gases have 
been absorbed onto the surface of the aerosol particles).7–9

3.4 FUNDAMENTAL THEORY OF INTERACTION 
OF LIGHT WITH THE ATMOSPHERE

The propagation of light through the atmosphere depends upon several optical interaction phenom-
ena and the physical composition of the atmosphere. In this section, we consider some of the basic 
interactions involved in the transmission, absorption, emission, and scattering of light as it passes 
through the atmosphere. Although all of these interactions can be described as part of an overall 
radiative transfer process, it is common to separate the interactions into distinct optical phenomena 
of molecular absorption, Rayleigh scattering, Mie or aerosol scattering, and molecular emission. Each 
of these basic phenomena is discussed in this section following a brief outline of the fundamental 
equations for the transmission of light in the atmosphere centered on the Beer-Lambert law.1,2

The linear transmission (or absorption) of monochromatic light by species in the atmosphere 
may be expressed approximately by the Beer-Lambert law as

 I t x I t e
N x t dx

x

( , , ) ( , , )
( ) ( , )λ λ κ λ′ ′ ′= −∫0 0  (1)
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FIGURE 9 Aerosol number density distribution (cm−3 μm−1) 
for the maritime model at different relative humidities with total 
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where I(l, t′, x) is the intensity of the optical beam after passing through a path length of x, k(l) is 
the optical attenuation or extinction coefficient of the species per unit of species density and length, 
and N(x, t) is the spatial and temporal distribution of the species density that is producing the 
absorption; l is the wavelength of the monochromatic light, and the parameter time t′ is inserted to 
remind one of the potential propagation delay. Equation (1) contains the term N(x, t) which explic-
itly indicates the spatial and temporal variability of the concentration of the attenuating species 
since in many experimental cases such variability may be a dominant feature.

It is common to write the attenuation coefficient in terms of coefficients that can describe the dif-
ferent phenomena that can cause the extinction of the optical beam. The most dominant interactions 
in the natural atmosphere are those due to Rayleigh (elastic) scattering, linear absorption, and Mie 
(aerosol/particulate) scattering; elastic means that the scattered light does not change in wavelength 
from that which was transmitted while inelastic infers a shift in the wavelength. In this case, one can 
write k (l) as

 k(l) = ka(l) + kR(l) + kM(l) (2)

where these terms represent the individual contributions due to absorption, Rayleigh scattering, and 
Mie scattering, respectively. The values for each of these extinction coefficients are described in the 
following sections along with the appropriate species density term N(x, t). In some of these cases, 
the reemission of the optical radiation, possibly at a different wavelength, is also of importance. 
Rayleigh extinction will lead to Rayleigh backscatter, Raman extinction leads to spontaneous Raman 
scattering, absorption can lead to fluorescence emission or thermal heating of the molecule, and 
Mie extinction is defined primarily in terms of the scattering coefficient. Under idealized conditions, 
the scattering processes can be related directly to the value of the attenuation processes. However, 
if several complex optical processes occur simultaneously, such as in atmospheric propagation, the 
attenuation and scattering processes are not directly linked via a simple analytical equation. In this 
case, independent measurements of the scattering coefficient and the extinction coefficient have to 
be made, or approximation formulas are used to relate the two coefficients.4,5

Molecular Absorption

The absorption of optical radiation by molecules in the atmosphere is primarily associated with 
individual optical absorption transitions between the allowed quantized energy levels of the molecule. 
The energy levels of a molecule can usually be separated into those associated with rotational, 
vibrational, or electronic energy states. Absorption transitions between the rotational levels occur 
in the far-IR and microwave spectral region, transitions between vibrational levels occur in the 
near-IR (2 to 20 μm wavelength), and electronic transitions generally occur in the UV-visible region 
(0.3 to 0.7 μm). Transitions can occur which combine several of these categories, such as rotational-
vibrational transitions or electronic-vibrational-rotational transitions.

Some of the most distinctive and identifiable absorption lines of many atmospheric molecules 
are the rotational-vibrational optical absorption lines in the infrared spectral region. These lines are 
often clustered together into vibrational bands according to the allowed quantum transitions of the 
molecule. In many cases, the individual lines are distinct and can be resolved if the spectral resolu-
tion of the measuring instrument is fine enough (i.e., <0.1 cm–1). An example of such a region is 
the absorption feature near 2.04 μm in Fig. 1 which is actually composed of individual absorption 
lines if viewed under higher spectral resolution. Figure 10 is a computed high-resolution expansion 
of the atmospheric spectrum of Fig. 1 near 2.04 μm over a path length of 1800 m which shows these 
individual lines. In this case, the individual lines are well-separated and appear like a “picket fence” 
spectrum showing gaps between the absorption lines. Many of the atmospheric gaseous molecules 
listed earlier in Table 1 have similar spectral structure. These gases are relatively lightweight and have 
few (less than 5 or 6) atoms per molecule so that their moments of inertia are relatively small. The 
resulting energy spacing between the allowed rotational-vibrational absorption transitions is large 
and well-separated in wavelength.
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In other spectral regions, however, the individual lines overlap or are so strong or saturated that 
the transmission spectrum displays only broad spectral features; an example of such a spectral region 
is the strong absorption seen near 2.7 μm, 5 to 8 μm, and beyond 13 μm in Fig. 1. Finally, the molecular 
absorption observed in the UV is often due to optical transitions to an electronic energy level, molec-
ular energy continuum or a predissociation energy level. In some cases, such as that for O3 or SO2, this 
results in broad absorption bands that extend throughout the UV region (250 to 350 nm).

More complex, heavier molecules, such as benzene or chlorofluorocarbons, have absorption spectra 
which are blended or merged together into band spectra due to the complexity and overlap of the rotational-
vibrational transitions of these molecules. Figure 11 shows a transmission spectrum of Freon-12 (CCl2F2) 
which has a complex spectrum near 11 μm. As seen, the individual rotational lines are merged into a band 
spectrum. The band spectrum is unique for each gas and can be used to identify the chemical composition 
of the gas. Heavy molecules in the atmosphere are not normally part of the natural atmosphere and are 
usually the result of pollution or gaseous plumes injected into the atmosphere.

The overall transmission or absorption of the atmosphere due to an individual molecular absorp-
tion line can be given quantitatively as1,2

ka(l)N(x, t) = Sg(v − v0)NPa (3)

FIGURE 10 High-resolution transmission spectrum of the 
atmosphere for a horizontal path of 1800 m (similar to that in 
Fig. 1) for the spectral region near 2.04 μm. The individual rota-
tional absorption lines due to CO2 and H2O are easily observed.
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where S is the molecular transition line intensity (units of cm/molecule), g(n − n0) is the normalized 
lineshape function (units of cm or 1/cm−1), N is the number of molecules of absorbing species per cm3 
per atm, and Pa is the partial pressure of the absorbing gas in atm. The value of N is equal to the value 
of Loschmidt’s number, which is 2.479 × 1019 molecules cm–3 atm–1 at a temperature of 296 K; the 
value of N is inversely proportional to temperature due to the change in gas concentration as a func-
tion of temperature for 1 atm of pressure. As will be seen later, the definition of S as given in Eq. (3) is 
that used in the HITRAN database.11–13 In this case, S contains the Boltzmann population factor and 
isotope fraction (natural abundance) as well as the stimulated emission term due to finite population 
in the upper energy states of the molecule.11,12 In Eq. (3), Sg(v − v0) is the absorption cross section per 
molecule (cm2/molecule) and NPa is the number of absorbing molecules in units of molecules/cm3.

The lineshape function can be described by several different models. The two most prevalent are 
the Lorentzian lineshape associated with pressure broadening and the Gaussian lineshape associated 
with Doppler broadening which becomes important at elevated temperatures or low pressures.

The Lorentzian/pressure-broadened profile is given by

 g v v v v
L P p( ) ( )/ ( )− = − +⎡⎣ ⎤⎦0 0

2 2γ π γ/  (4)

where gp is the pressure-broadened half-width at half-maximum (HWHM) in wave numbers (cm−1). 
The pressure-broadened half-width is obtained from the air-broadened half-width parameter g as 
gp = gPt, where Pt is the total background atmospheric pressure. Under ambient atmospheric condi-
tions, g is approximately 0.05 cm–1 (i.e., 1.5 GHz) for many molecules in the atmosphere.

It should be noted that under very low pressure conditions, where the time between collisions with 
other molecules is relatively long, the intrinsic radiative lifetime of the molecule will determine the 
lineshape profile. Under these conditions, the linewidth is called the natural linewidth. The natural 
linewidth of many molecules is on the order of a few MHz (i.e., approximately 0.0001 cm–1) or less.

The Gaussian or Doppler line profile is expressed as

 g v v v v
D D D( ) ( /− = − −⎡

0 1 γ π γ)(ln 2/ )1/2 ln 2( ) /0
2 2

⎣⎣ ⎤⎦  (5)

where gD is the Doppler linewidth (HWHM in cm–1) given by

gD = (v0/c)[2RT ln 2/M]1/2 (6)

where R is the gas constant, T is the temperature in Kelvin, and M is the molecular weight of the molecule.
The value for the lineshape at the peak (line center) is equal to 1/(pgp) = 0.318/gp for the pressure-

broadened case. For the Doppler peak, the maximum value is (ln 2/p)1/2/gD = 0.469/gD. Under ambient 
atmospheric conditions, the Doppler linewidth is usually much smaller than the pressure-broadened 
linewidth.

For those cases where both Lorentzian and Doppler broadening are present in approximately 
equal amounts, a convolution of the Doppler and Lorentzian profile must be used. This convolution 
of a Doppler and Lorentzian is called a Voigt profile and involves a double integral for an exact calcu-
lation. Fortunately, several numerical approximations are available for the computation of the Voigt 
profile and lineshape parameters.14–16 The Voigt profile is important in the spectroscopy of molecules 
in the upper atmosphere where the ambient pressure is low and the Doppler and pressure-broadened 
linewidths are of the same order of magnitude. Recent advances in remote-sensing experiments have 
suggested that further refinements to the description of the line shape in the atmosphere are required. 
These phenomena include line coupling, speed-dependent corrections, collision-induced narrowing, 
and other effects on the lineshape.17

Finally, the large number of transition lines of water vapor and other gases in the atmosphere can 
produce a significant level of background “quasi-continuum” absorption in the atmosphere. This 
phenomenon is primarily due to the additive contribution from the wings of the absorption lines 
even at wavelengths far removed (>25 cm–1) from the line centers. Such an effect has been studied 
by Burch and by Clough et al. for water vapor due to strong self-broadening interactions.18 Figure 12 
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shows a plot of the relative continuum coefficient for water vapor as a function of wave number. Good 
agreement with the experimental data and model calculations is shown. Models for water vapor and 
nitrogen continuum absorption are contained within many of the major atmospheric transmission 
programs (such as FASCODE). The typical value for the continuum absorption is negligible in the 
visible to the near-IR, but can be significant at wavelengths in the range of 5 to 20 μm.

Molecular Rayleigh Scattering

Rayleigh scattering is elastic scattering of the optical radiation due to the displacement of the weakly 
bound electronic cloud surrounding the gaseous molecule which is perturbed by the incoming electro-
magnetic (optical) field. This phenomenon is associated with optical scattering where the wave-
length of light is much larger than the physical size of the scatterers (i.e., atmospheric molecules). 
Rayleigh scattering, which makes the color of the sky blue and the setting or rising sun red, was first 
described by Lord Rayleigh in 1871. The Rayleigh differential scattering cross section for polarized, 
monochromatic light is given by5

 d d n NRσ π λ φ θ φ/ [ ( )/ ][cos cos sin ]Ω = − +2 2 2 2 2 2 21 4  (7)

where n is the index of refraction of the atmosphere, N is the density of molecules, l is the wave-
length of the optical radiation, and φ and q are the spherical coordinate angles of the scattered polar-
ized light referenced to the direction of the incident light. As seen from Eq. (7), shorter-wavelength 
light (i.e., blue) is more strongly scattered out from a propagating beam than the longer wavelengths 
(i.e., red), which is consistent with the preceding comments regarding the color of the sky or the 
sunset. A typical value for dsR/dΩ, at a wavelength of 700 nm in the atmosphere (STP) is approxi-
mately 2 × 10−28 cm2 sr −1.3 This value depends upon the molecule and has been tabulated for many 
of the major gases in the atmosphere.14–19
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The total Rayleigh scattering cross section can be determined from Eq. (7) by integrating over 4p 
steradians to yield

sR (total) = [8/3][p2(n2 − 1)2/N2l4] (8)

At sea level (and room temperature, T = 296 K) where N = 2.5 × 1019 molecules/cm3, Eq. (8) can be 
multiplied by N to yield the total Rayleigh scattering extinction coefficient as

kR(l)N(x, t) = NsR(total) = 1.18 × 10–8 [550 nm/l(nm)]4 cm–1 (9)

The neglect of the effect of dispersion of the atmosphere (variation of the index of refraction n 
with wavelength) results in an error of less than 3 percent in Eq. (9) in the visible wavelength range.5

The molecular Rayleigh backscatter (q = p) cross section for the atmosphere has been given by Collins 
and Russell for polarized incident light (and received scattered light of the same polarization) as19

sR = 5.45 × 10–28 [550 nm/l (nm)]4 cm2 sr–1 (10)

At sea level where N = 2.47 × 1019 molecules/cm3, the atmospheric volume backscatter coefficient, 
bR, is thus given by

bR = NsR = 1.39 × 10–8 [550 nm/l(nm)]4 cm–1 sr–1 (11)

The backscatter coefficient for the reflectivity of a laser beam due to Rayleigh backscatter is deter-
mined by multiplying bR by the range resolution or length of the optical interaction being considered.

For unpolarized incident light, the Rayleigh scattered light has a depolarization factor d which is 
the ratio of the two orthogonal polarized backscatter intensities. d is usually defined as the ratio of the 
perpendicular and parallel polarization components measured relative to the direction of the incident 
polarization. Values of d depend upon the anisotropy of the molecules or scatters, and typical values 
range from 0.02 to 0.11.20 Depolarization also occurs for multiple scattering and is of considerable 
interest in laser or optical transmission through dense aerosols or clouds.21 The depolarization factor 
can sometimes be used to determine the physical and chemical composition of the cloud constituents, 
such as the relative ratio of water vapor or ice crystals in a cloud.

Mie Scattering: Aerosols, Water Droplets, and Ice Particles

Mie scattering is similar to Rayleigh scattering, except the size of the scattering sites is on the same 
order of magnitude as the wavelength of the incident light, and is, thus, due to aerosols and fine par-
ticulates in the atmosphere. The scattered radiation is the same wavelength as the incident light but 
experiences a more complex functional dependence upon the interplay of the optical wavelength 
and particle size distribution than that seen for Rayleigh scattering.

In 1908, Mie investigated the scattering of light by dielectric spheres of size comparable to the wave-
length of the incident light.22 His analysis indicated the clear asymmetry between the forward and backward 
directions, where for large particle sizes the forward-directed scattering dominates. Complete treatments of 
Mie scattering can be found in several excellent works by Deirmendjian and others, which take into account 
the complex index of refraction and size distribution of the particles.23,24 These calculations are also influ-
enced by the asymmetry of the aerosols or particulates which may not be spherical in shape.

The effect of Mie scattering in the atmosphere can be described as in the following figures. Figure 13 
shows the aerosol Mie extinction coefficient as a function of wavelength for several atmospheric models, 
along with a typical Rayleigh scattering curve for comparison.25 Figure 14 shows similar values for 
the volume Mie backscatter coefficient as a function of wavelength.25 Extinction and backscatter coef-
ficient values are highly dependent upon the wavelength and particulate composition.

Figures 15 and 16 show the calculated extinction coefficient for the rural and maritime aerosol 
models described in Sec. 3.3 as a function of relative humidity and wavelength.3 Significant changes 
in the backscatter can be produced by relatively small changes in the humidity.



ATMOSPHERIC OPTICS  3.17

FIGURE 14 Aerosol volume back-
scattering coefficient as a function of wave-
length. (From Measures, Ref. 5.)
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FIGURE 17 The vertical distribution of the aerosol 
extinction coefficient (at 0.55-μm wavelength) for the differ-
ent atmospheric models. Also shown for comparison are the 
Rayleigh profile (dotted line). Between 2 and 30 km, where 
the distinction on a seasonal basis is made, the spring-summer 
conditions are indicated with a solid line and fall-winter condi-
tions are indicated by a dashed line. (From Ref. 3.)

The extinction coefficient is also a function of altitude, following the dependence of the composi-
tion of the aerosols. Figure 17 shows an atmospheric aerosol extinction model as a function of altitude 
for a wavelength of 0.55 μm.3,10 The influence of the visibility (in km) at ground level dominates 
the extinction value at the lower altitudes and the composition and density of volcanic particulate 
dominates the upper altitude regions. The dependence of the extinction on the volcanic composition 
at the upper altitudes is shown in Fig. 18 which shows these values as a function of wavelength and 
of composition.3,10

The variation of the backscatter coefficient as a function of altitude is shown in Fig. 19 which 
displays atmospheric backscatter data obtained by McCormick using a 1.06-μm Nd:YAG Lidar.26 The 
boundary layer aerosols dominate at the lower levels and the decrease in the atmospheric particulate 
density determines the overall slope with altitude. Of interest is the increased value near 20 km due to 
the presence of volcanic aerosols in the atmosphere due to the eruption of Mt. Pinatubo in 1991.

Molecular Emission and Thermal Spectral Radiance

The same optical molecular transitions that cause absorption also emit light when they are ther-
mally excited. Since the molecules have a finite temperature T, they will act as blackbody radiators 
with optical emission given by the Planck radiation law. The allowed transitions of the molecules 
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FIGURE 18 Extinction coefficients for the differ-
ent stratospheric aerosol models (background, volcanic, 
and fresh volcanic). The extinction coefficients have 
been normalized to values around peak levels for these 
models.
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will modify the radiance distribution of the radiation due to emission of the radiation according 
to the thermal distribution of the population within the energy levels of the molecule; it should be 
noted that the Boltzmann thermal population distribution is essentially the same as that which is 
described by the Planck radiation law for local thermodynamic equilibrium conditions. As such, the 
molecular emission spectrum of the radiation is similar to that for absorption. The thermal radi-
ance from the clear atmosphere involves the calculation of the blackbody radiation emitted by each 
elemental volume of air multiplied by the absorption spectral distribution of the molecular absorp-
tion lines, ka(s) and then this emission spectrum is attenuated by the rest of the atmosphere as the 
emission propagates toward the viewer. This may be expressed as

 I s P s s ds dsv a v a

ss
= −⎡

⎣⎢
⎤
⎦⎥∫∫ κ κ( ) ( )exp ( )′ ′

00
 (12)

where the exponential term is Beer’s law, and Pv(s) is the Planck function given by

 Pv(s) = 2hv3/[c2 exp ([hv/kT(s)] – 1)] (13)

In these equations, s is the distance from the receiver along the optical propagation path, n is the 
optical frequency, h is Planck’s constant, c is the speed of light, k is Boltzmann’s constant, and T(s) is 
the temperature at position s along the path. As seen in Eq. (12), each volume element emits thermal 
radiation of ka(s)Pv(s), which is then attenuated by Beer’s law. The total emission spectral density 
is obtained by summing or integrating over all the emission volume elements and calculating the 
appropriate absorption along the optical path for each element.

As an example, Fig. 20 shows a plot of the spectral radiance measured on a clear day with 1 cm–1 
spectral resolution. Note that the regions of strong absorption produce more radiance as the forego-
ing equation suggests, and that regions of little absorption correspond to little radiance. In the 800- to 
1200-wave number spectral region (i.e., 8.3- to 12.5-μm wavelength region), the radiance is relatively 
low. This is consistent with the fact that the spectral region from 8 to 12 μm is a transmission window 
of the atmosphere with relatively little absorption of radiation.
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Surface Reflectivity and Multiple Scattering

The spectral intensity of naturally occurring light at the earth’s surface is primarily due to the inci-
dent intensity from the sun in the visible to mid-IR wavelength range, and due to thermal emission 
from the atmosphere and background radiance in the mid-IR. In both cases, the optical radiation is 
affected by the reflectance characteristics of the clouds and surface layers. For instance, the fraction 
of light that falls on the earth’s surface and is reflected back into the atmosphere is dependent upon 
the reflectivity of the surface, the incident solar radiation (polarization and spectral density), and 
the absorption of the atmosphere.

The reflectivity of a surface, such as the earth’s surface, is often characterized using the bidirectional reflec-
tance function (BDRF). This function accounts for the nonspecular reflection of light from common rough 
surfaces and describes the changes in the reflectivity of a surface as a function of the angle which the incident 
beam makes with the surface. In addition, the reflectivity of a surface is usually a function of wavelength. 
This latter effect can be seen in Fig. 21 which shows the reflectance of several common substances for normal 
incident radiation.2 As seen in Fig. 21, the reflectivity of these surfaces is a strong function of wavelength.

The effect of multiple scattering sometimes must be considered when the scattered light under-
goes more than one scatter event, and is rescattered on other particles or molecules. These multiple 
scattering events increase with increasing optical thickness and produce deviations from the Beer-
Lambert law. Extensive analyses of the scattering processes for multiple scattering have been con-
ducted and have shown some success in predicting the overall penetration of light through a thick 
dense cloud. Different computational techniques have been used including the Gauss-Seidel Iterative 
Method, Layer Adding Method, and Monte-Carlo Techniques.3,5

Additional Optical Interactions

In some optical experiments on the atmosphere, a laser beam is used to excite the molecules in the 
atmosphere to emit inelastic radiation. Two important inelastic optical processes for atmospheric 
remote sensing are fluorescence and Raman scattering.5,27

For the case of laser-induced fluorescence, the molecules are excited to an upper energy state 
and the reemitted photons are detected. In these experiments, the inelastic fluorescence emission is 
red-shifted in wavelength and can be distinguished in wavelength from the elastic scattered Rayleigh 
or Mie backscatter. Laser-induced fluorescence is mostly used in the UV to visible spectral region; 
collisional quenching is quite high in the infrared so that the fluorescence efficiency is higher in the 
UV-visible than in the IR. Laser-induced fluorescence is sometimes reduced by saturation effects due 
to stimulated emission from the upper energy levels. However, in those cases where laser-induced 
fluorescence can be successfully used, it is one of the most sensitive optical techniques for the detec-
tion of atomic or molecular species in the atmosphere.
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Laser-induced Raman scattering of the atmosphere is a useful probe of the composition and tem-
perature of concentrated species in the atmosphere. The Raman-shifted emitted light is often weak 
due to the relatively small cross section for Raman scattering. However, for those cases where the 
distance is short from the laser to the measurement cloud, or where the concentration of the species is 
high, it offers significant information concerning the composition of the gaseous atmosphere.

The use of an intense laser beam can also bring about nonlinear optical interactions as the laser 
beam propagates through the atmosphere. The most important of these are stimulated Raman scat-
tering, thermal blooming, dielectric breakdown, and harmonic conversion. Each of these processes 
requires a tightly focused laser beam to initiate the nonlinear optical process.28,29 

3.5 PREDICTION OF ATMOSPHERIC OPTICAL 
TRANSMISSION: COMPUTER PROGRAMS 
AND DATABASES

During the past three decades, several computer programs and databases have been developed which 
are very useful for the determination of the optical properties of the atmosphere. Many of these are 
based upon programs originally developed at the U.S. Air Force Cambridge Research Laboratories. 
The latest versions of these programs and databases are the HITRAN database,13 FASCODE com-
puter program,30–32 and the LOWTRAN or MODTRAN computer code.33,34 In addition, several PC 
(personal computer) versions of these database/computer programs have recently become available 
so that the user can easily use these computational aids.

Molecular Absorption Line Database: HITRAN

The HITRAN database contains optical spectral data on most of the major molecules contributing 
to absorption or radiance in the atmosphere; details of HITRAN are covered in several recent journal 
articles.11–13 The 40 molecules contained in HITRAN are given in Table 1, and cover over a million 
individual absorption lines in the spectral range from 0.000001 cm–1 to 25,233 cm–1 (i.e., 0.3963 to 1010 
μm). A free copy of this database can be obtained by filling out a request form in the HITRAN Web 
site.35 Each line in the database contains 19 molecular data items that consist of the molecule for-
mula code, isotopologue type, transition frequency (cm−1), line intensity S in cm/molecule, Einstein 
A-coefficient (s–1), air-broadened half-width (cm−1/atm), self-broadened half-width (cm−1/atm), 
lower state energy (cm−1), temperature coefficient for air-broadened linewidth, air-pressure induced 
line shift (cm–1 atm–1), upper-state global quanta index, lower-state global quanta index, upper- and 
lower-state quanta, uncertainty codes, reference numbers, a flag for line coupling if necessary, and 
upper- and lower-level statistical weights. The density of the lines of the 2004 HITRAN database is 
shown in Fig. 22. The recently released 2008 HITRAN database has been expanded to 42 molecules.

FIGURE 22 Density of absorption lines in HITRAN 
2004 spectral database.
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Figure 23 shows an output from a computer program that was used to search the HITRAN data-
base and display some of the pertinent information.36 The data in HITRAN are in sequential order by 
transition frequency in wave numbers, and list the molecular name, isotope, absorption line strength 
S, transition probability R, air-pressure-broadened linewidth gg, lower energy state E″, and upper/
lower quanta for the different molecules and isotopic species in the atmosphere.

Line-by-Line Transmission Program: FASCODE

FASCODE is a large, sophisticated computer program that uses molecular absorption equations (simi-
lar to those under “Molecular Absorption”) and the HITRAN database to calculate the high-resolution 
spectra of the atmosphere. It uses efficient algorithms to speed the computations of the spectral trans-
mission, emission, and radiance of the atmosphere at a spectral resolution that can be set to better than 
the natural linewidth,32 and includes the effects of Rayleigh and aerosol scattering and the continuum 
molecular extinction. FASCODE also calculates the radiance and transmittance of atmospheric slant 
paths, and can calculate the integrated transmittance through the atmosphere from the ground up to 
higher altitudes. Voigt lineshape profiles are also used to handle the transition from pressure-broadened 
lineshapes near ground level to the Doppler-dominated lineshapes at very high altitudes. Several repre-
sentative models of the atmosphere are contained within FASCODE, so that the user can specify different 
seasonal and geographical models. Figure 24 shows a sample output generated from data produced from 
the FASCODE program and a comparison with experimental data obtained by J. Dowling at NRL.30,31 As 
can be seen, the agreement is very good. There are also several other line-by-line codes available for spe-
cialized applications; examples include GENLN2 developed by D.P. Edwards at NCAR (National Center 
for Atmospheric Research/Boulder), and LBLRTM (Atmospheric and Environmental Research, Inc.).

Broadband Transmission: LOWTRAN and MODTRAN

The LOWTRAN computer program does not use the HITRAN database directly, but uses absorp-
tion band models based on degrading spectral calculations based on HITRAN to calculate the mod-
erate resolution (20 cm−1) transmission spectrum of the atmosphere. LOWTRAN uses extensive 

FIGURE 23 Example of data contained within the HITRAN database showing individual absorption lines, 
frequency, line intensity, and other spectroscopic parameters.
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band-model calculations to speed up the computations, and provides an accurate and rapid means 
of estimating the transmittance and background radiance of the earth’s atmosphere over the spec-
tral interval of 350 cm–1 to 40,000 cm–1 (i.e., 250-nm–28-μm wavelength). The spectral range of the 
LOWTRAN program extends into the UV. In the LOWTRAN program, the total transmittance at a 
given wavelength is given as the product of the transmittances due to molecular band absorption, 
molecular scattering, aerosol extinction, and molecular continuum absorption. The molecular band 
absorption is composed of four components of water vapor, ozone, nitric acid, and the uniformly 
mixed gases (CO2, N2O, CH4, CO, O2, and N2).

The latest version of LOWTRAN(7) contains models treating solar and lunar scattered radia-
tion, spherical refractive geometry, slant-path geometry, wind-dependent maritime aerosols, ver-
tical structure aerosols, standard seasonal and geographic atmospheric models (e.g., mid-latitude 
summer), cirrus cloud model, and a rain model.34 As an example, Fig. 25 shows a ground-level 
solar radiance model used by LOWTRAN, and Fig. 26 shows an example of a rain-rate model and 
its effect upon the transmission of the atmosphere as a function of rain rate in mm of water per 
hour.34

Extensive experimental measurements have been made to verify LOWTRAN calculations. Figure 27 
shows a composite plot of the LOWTRAN-predicted transmittance and experimental data for a path 
length of 1.3 km at sea level.3 As can be seen, the agreement is quite good. It is estimated that the 
LOWTRAN calculations are good to about 10 percent.3 It should be added that the molecular absorp-
tion portion of the preceding LOWTRAN (moderate-resolution) spectra can also be generated using 
the high-resolution FASCODE/HITRAN program and then spectrally smoothing (i.e., degrading) the 
spectra to match that of the LOWTRAN spectra.

The most recent extension of the LOWTRAN program is the MODTRAN program. MODTRAN 
is similar to LOWTRAN but has increased spectral resolution. At present, the resolution for the 
latest version of MODTRAN, called MODTRAN(5), can be specified by the user between 0.1 and 
20 cm–1.
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FIGURE 26 Atmospheric transmittance for different rain rates and for spectral frequencies from 400 to 
4000 cm−1. The measurement path is 300 m at the surface with T = Tdew = 10°C, with a meteorological range of 
23 km in the absence of rain.

FIGURE 25 Solar radiance model (dashed line) and 
directly transmitted solar irradiance (solid line) for a vertical 
path, from the ground (U.S. standard 1962 model, no aerosol 
extinction) as used by the LOWTRAN program.
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Programs and Databases for Use on Personal Computers

The preceding databases and computer programs have been converted or modified to run on different 
kinds of personal computers.35,36 The HITRAN database has been available on CD-ROMs for the past 
decade, but is now available via the internet. Several related programs are available, ranging from a com-
plete copy of the FASCODE and LOWTRAN programs35 to a simpler molecular transmission program 
of the atmosphere.36 These programs calculate the transmission spectrum of the atmosphere and some 
show the overlay spectra of known laser lines. As an example, Fig. 28 shows the transmission spectrum 
produced by the HITRAN-PC program36 for a horizontal path of 300 m (U.S. Standard Atmosphere) 
over the wavelength range of 250 nm (40,000 cm-1) to 20 μm (500 cm–1); the transmission spectrum 
includes water, nitrogen, and CO2 continuum and urban aerosol attenuation, and was smoothed to a 
spectral resolution of 1 cm–1 to better display the overall transmission features of the atmosphere. 

While these PC versions of the HITRAN database and transmission programs have become avail-
able only recently, they have already made a significant impact in the fields of atmospheric optics and 
optical remote sensing. They allow quick and easy access to atmospheric spectral data which was pre-
viously only available on a mainframe computer. It should be added that other computer programs are 
available which allow one to add or subtract different spectra generated by these HITRAN-based pro-
grams, from spectroscopic instrumentation such as FT-IR spectrometers or from other IR gas spectra 
databases. In the latter case, for example, the U.S. National Institute of Standards and Technology 
(NIST) has compiled a computer database of the qualitative IR absorption spectra of over 5200 dif-
ferent gases (toxic and other hydrocarbon compounds) with a spectral resolution of 4 cm−1.37 The 
Pacific Northwest National Laboratory also offers absorption cross-section files of numerous gases.38 
In addition, higher-resolution quantitative spectra for a limited group of gases can be obtained from 
several commercial companies.39

3.6 ATMOSPHERIC OPTICAL TURBULENCE

The most familiar effects of refractive turbulence in the atmosphere are the twinkling of stars and 
the shimmering of the horizon on a hot day. The first of these is a random fluctuation of the ampli-
tude of light also known as scintillation. The second is a random fluctuation of the phase front that 

FIGURE 27 Comparison between LOWTRAN predicted spectrum and General Dynamics atmospheric 
measurements; range = 1.3 km at sea levels. (From Ref. 3.)
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FIGURE 28 Example of generated atmospheric transmission spectrum of the atmosphere for a horizontal 
path of 300 m for the wavelength range from UV (250 nm or 40,000 cm−1) to the IR (20 μm or 500 cm−1); the 
spectrum includes water, nitrogen, and CO2 continuum, urban ozone and NO2, and urban aerosol attenuation, 
and has been smoothed to a resolution of 0.5 cm−1 to better show the absorption and transmission windows of 
the atmosphere. (From Ref. 36 and D. Pliutau.)
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leads to a reduction in the resolution of an image. Other effects include the wander and break-up of 
an optical beam. A detailed discussion of all of these effects and the implications for various applica-
tions can be found in Ref. 40.

In the visible and near-IR region of the spectrum, the fluctuations of the refractive index in the 
atmosphere are determined by fluctuations of the temperature. These temperature fluctuations are 
caused by turbulent mixing of air of different temperatures. In the far-IR region, humidity fluctua-
tions also contribute.

Turbulence Characteristics

Refractive turbulence in the atmosphere can be characterized by three parameters. The outer scale 
L0 is the length of the largest scales of turbulent eddies. The inner scale l0 is the length of the smallest 
scales. For eddies in the inertial subrange (sizes between the inner and outer scale), the refractive 
index fluctuations are best described by the structure function. This function is defined by

 D r r n r n rn( , ) [ ( ) ( )]1 2 1 2
2= −  (14)

where n(r1) is the index of refraction at point r1 and the angle brackets denote an ensemble average. 
For homogeneous and isotropic turbulence it depends only on the distance between the two points 
r and is given by

 D r C rn n( ) /= 2 2 3  (15)

where Cn
2 is a measure of the strength of turbulence and is defined by this equation.

The power spectrum of turbulence is the Fourier transform of the correlation function, which 
is contained in the cross term of the structure function. For scales within the inertial subrange, it is 
given by the Kolmogorov spectrum:

 Φn nK C K( ) . /= −0 033 2 11 3  (16)

For scales larger than the outer scale, the spectrum actually approaches a constant value, and the 
result can be approximated by the von Kármán spectrum:

 Φn n oK C K K( ) . ( ) /= + −0 033 2 2 2 11 6  (17)

where K0 is the wave number corresponding to the outer scale. For scales near the inner scale, there 
is a small increase over the Kolmogorov spectrum, with a large decrease at smaller scales.41 The 
resulting spectrum can be approximated by a rather simple function.42,43

In the boundary layer (the lowest few hundred meters of the atmosphere), turbulence is generated 
by radiative heating and cooling of the ground. During the day, solar heating of the ground drives con-
vective plumes. Refractive turbulence is generated by the mixing of these warm plumes with the cooler 
air surrounding them. At night, the ground is cooled by radiation and the cooler air near the ground 
is mixed with warmer air higher up by winds. A period of extremely low turbulence exists at dawn and 
at dusk when there is no temperature gradient in the lower atmosphere. Turbulence levels are also very 
low when the sky is overcast and solar heating and radiative cooling rates are low. Measured values of 
turbulence strength near the ground vary from less than 10−17 to greater than 10−12 m−2/3 at heights of 
2 to 2.5 m.44,45

Figure 29 illustrates typical summertime values near Boulder, Colorado. This is a 24-hour plot of 
15-minute averages of Cn

2 measured at a height of about 1.5 m on August 22, 1991. At night, the sky 
was clear, and Cn

2 was a few parts times 10−13. The dawn minimum is seen as a very short period of low 
turbulence just after 6:00. After sunrise, Cn

2 increases rapidly to over 10−12. Just before noon, cumulus 
clouds developed, and Cn

2 became lower with large fluctuations. At about 18:00, the clouds dissipated, 
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and turbulence levels increased. The dusk minimum is evident just after 20:00, and then turbulence 
strength returns to typical nighttime levels.

From a theory introduced by Monin and Obukhov,46 a theoretical dependence of turbulence 
strength on height in the boundary layer above flat ground can be derived.47,48 During periods of con-
vection Cn

2 decreases as the −4/3 power of height. At other times (night or overcast days), the power 
is more nearly −2/3. These height dependencies have been verified by a number of experiments over 
relatively flat terrain.49–53 However, values measured in mountainous regions are closer to the −1/3 
power of height day or night.54 Under certain conditions, the turbulence strength can be predicted 
from meteorological parameters and characteristics of the underlying surface.55–57

Farther from the ground, no theory for the turbulence profile exists. Measurements have been made 
from aircraft44,49 and with balloons.58–60 Profiles of Cn

2 have also been measured remotely from the 
ground using acoustic sounders,61–63 radar,49,50,64–69 and optical techniques.59,70–73 The measurements 
show large variations in refractive turbulence strength. They all exhibit a sharply layered structure in 
which the turbulence appears in layers of the order of 100 m thick with relatively calm air in between. 
In some cases these layers can be associated with orographic features; that is, the turbulence can be 
attributed to mountain lee waves. Generally, as height increases, the turbulence decreases to a minimum 
value that occurs at a height of about 3 to 5 km. The turbulence level then increases to a maximum at 
about the tropopause (10 km). Turbulence levels decrease rapidly above the tropopause.

Model turbulence profiles have evolved from this type of measurement. Perhaps the best available 
model for altitudes of 3 to 20 km is the Hufnagel model:74,75
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where H is the height above sea level in meters, W is the vertical average of the square of the wind speed, 
and u is a random variable that allows the random nature of the profiles to be modeled. W is defined by
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where v(H) is the wind speed at height H. In data taken over Maryland, W was normally distributed 
with a mean value of 27 m/s and a standard deviation of 9 m/s. The random variable u is assumed 
to be a zero-mean, Gaussian variable with a covariance function given by
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FIGURE 29 Plot of refractive-turbulence structure 
parameter Cn

2 for a typical summer day near Boulder, Colorado. 
(Courtesy G. R. Ochs, NOAA WPL.)
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where

 A(dH/L) = 1 – |dH/L|  for |H| < L (21)

and equals 0 otherwise.
The time interval dt is measured in minutes. The average Cn

2 profile can be found by recognizing 
that exp( ) exp( )u = 1 . To extend the model to local ground level, one should add the surface layer 
dependence (e.g., H−4/3 for daytime).

Another attempt to extend the model to ground level is the Hufnagel-Valley model.76 This is given by
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where W is commonly set to 21 and A to 1.7 × 10−14. This specific model is referred to as the HV5/7 
model because it produces a coherence diameter r0 of about 5 cm and an isoplanatic angle of about 
7 μrad for a wavelength of 0.5 μm. Although this is not as accurate for modeling turbulence near the 
ground, it has the advantage that the moments of the turbulence profile important to propagation 
can be evaluated analytically.76

The HV5/7 model is plotted as a function of height in the dashed line in Fig. 30. The solid line in the 
figure is a balloon measurement taken in College Station, Pennsylvania. The data were reported with 
20-m vertical resolution and smoothed with a Gaussian filter with a 100-m exp (−1) full-width. This 
particular data set was chosen because it has a coherence diameter of about 5 cm and an isoplanatic 
angle of about 7 μrad. The layered structure of the real atmosphere is clear in the data. Note also the 
difference between the model atmosphere and the real atmosphere even when the coherence diameter 
and the isoplanatic angle are similar.
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FIGURE 30 Turbulence strength Cn
2 as a function of 

height. The solid line is a balloon measurement made in 
College Station, Pennsylvania, and the dashed line is the HV5/7 
model. (Courtesy R. R. Beland, Geophysics Directorate, Phillips 
Laboratory, U.S. Air Force.)
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Less is known about the vertical profiles of inner and outer scales. Near the ground (1 to 2 m) we 
typically observe inner scales of 5 to 10 mm over flat grassland in Colorado. Calculations of inner 
scale from measured values of Kolmogorov microscale range from 0.5 to 9 mm at similar heights.77 
Aircraft measurements of dissipation rate were used along with a viscosity profile calculated from 
typical profiles of temperature and pressure to estimate a profile of microscale.78 Values increase 
monotonically to about 4 cm at a height of 10 km and to about 8 cm at 20 km.

Near the ground, the outer scale can be estimated using Monin-Obukhov similarity theory.46 The 
outer scale can be defined as that separation at which the structure function of temperature fluctua-
tions is equal to twice the variance. Using typical surface layer scaling relationships79 we see that
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where SMO is the Monin-Obukhov stability parameter. For typical daytime conditions (SMO < 0), L0 is 
generally between H/2 and H.

Above the boundary layer, the situation is more complex. Barat and Bertin80 measured outer scale 
values of 10 to 100 m in a turbulent layer using a balloonborne instrument. Some recent optical 
data81,82 suggest that the outer scale is generally between 10 and 40 m.

Beam Wander

The first effect of refractive turbulence to consider is the wander of an optical beam in the atmosphere. 
The deviations of the centroid of a beam in each of the two orthogonal transverse axes will be indepen-
dent of Gaussian random variables. This wander is generally characterized statistically by the variance of 
the angular displacement. In isotropic turbulence, the variances in the two axes are equal and the magni-
tude of the displacement is a Rayleigh random variable with a variance that is twice that of the displace-
ment in a single axis. Both the single-axis and the magnitude variances are reported in the literature.

Three main approaches to the calculation of beam-wander variance have been used: (1) If dif-
fraction effects are negligible and if the path-integrated turbulence is small enough, the geometric 
optics approximation83–86 can be used. Diffraction effects are negligible when the aperture diameter 
is greater than the Fresnel zone size.86 The other condition requires that the product of the transverse 
coherence of the field and the aperture diameter is greater than the square of the Fresnel zone size.86 
(2) If diffraction must be considered, the Huygens-Fresnel approximation87–90 can be used. (3) The 
most complete theory uses the Markov random process approximation to the moment equation.91–93 
In the two types of calculation that include diffraction, beams with a Gaussian irradiance profile are 
generally assumed.

In the geometric optics approximation, the variance of the angular displacement in a single axis 
is given by86
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where D is the diameter of the initial beam, z is position along the path, L is the propagation path 
length, and F is the geometric focal range of the initial beam (negative for a diverging beam). For 
homogeneous turbulence and a beam that does not come to a focus between the transmitter and 
observation plane, Eq. (24) reduces to
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where 2F1 is the hypergeometric function. The hypergeometric function is 1 for a collimated beam 
and 1.125 for a focused beam.

In the Markov approximation, the single-axis variance is given by91
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where Φn(K, z) is the path-dependent refractive index spectrum, K is the wave number of turbu-
lence, D is the exp (−1) irradiance diameter of the initial beam, k is the optical wave number, and 
DΨ(r) is the wave structure function for separation r of a spherical wave. The structure function is 
given by

 D r k dz dK K K z K r z znΨ Φ( ) ( , )[ ( / )]= ′ ′ −8 12 2
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000
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where J0 is the zero-order Bessel function of the first kind. The last term in the exponential of Eq. (26) 
is a correction term for strong turbulence. The middle term includes the effects of diffraction.

Beam Spreading

The next effect of refractive turbulence to consider is the spread of an optical beam as it propa-
gates through the atmosphere. There are two types of beam spread denoted as long term and short 
term. The long-term beam spread is defined as the turbulence-induced beam spread observed over 
a long time average. It includes the effects of the slow wander of the entire beam. The short-term 
beam spread is defined as the beam spread observed at an instant of time. It does not include the 
effects of beam wander and is often approximated by the long-term beam spread with the effects 
of wander removed, although the two are not identical.

We can consider beam wander to be caused by turbulent eddies that are larger than the beam. 
Short-term beam spread is caused by turbulent eddies that are smaller than the beam. There are more 
small eddies than large in the beam at any time which implies that the beam spread at any instant is 
averaged over more eddies. As a result, the fluctuations of short-term beam spread are much smaller 
than those of beam wander and are typically neglected. The primary effect of short-term beam spread 
is to spread the average energy over a larger area. Thus, the average value of the on-axis irradiance is 
reduced, and the average value of the irradiance at large angles is increased.

The extended Huygens-Fresnel principle can be used to calculate the long-term spread of a 
Gaussian beam in refractive turbulence.94–98 The exp (−1) irradiance radius of a Gaussian beam is
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where D is the exp (−1) irradiance diameter of the source and r0 is the phase coherence length that 
would be observed for a point source propagating from the receiver to the transmitter. The first term 
in this equation is the diffraction beam spread, the second is the geometrical optics projection of the 
transmitter aperture, and the final term is the total turbulence-induced spread.

The phase coherence length is defined as the transverse separation at which the coherence of the 
field is reduced to exp (−1). If the coherence length r0 is much larger than the inner scale, the struc-
ture function is given by DΨ(r) = 2(r/r0)
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If the coherence length is much smaller than the inner scale, then DΨ(r) = 2(r/r0)
2 and
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Typical values of r0 for spherical-wave propagation through homogeneous turbulence are pre-
sented in Fig. 31. In these plots there is a slope change from L−3/5 to L−1/2, where r0 is about equal to 
the inner scale of 1 cm. This small change is nearly imperceptible in the figure.

The extended Huygens-Fresnel principle has been used to calculate the short-term beam spread by 
explicitly subtracting the beam wander.99–102 If r0 and l0 are much smaller than D, then the short-term 
beam spread is approximately given by
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If r0 is much greater than D, the turbulence-induced component of beam spreading can be neglected.
If inner scale and outer scale effects are included, more complicated integral expressions result.103 

Numerical calculations were performed for truncated Gaussian beams with central obscurations.104 
The following approximation was obtained by a curve fit to the results:
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where Deff is the effective diameter of the truncated aperture, r0 = 2.099 p0, and pd is the diffraction-
limited value. These expressions agree fairly well with available data.87,105,106
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FIGURE 31 Coherence length r0 as a function of 
path length for two common laser wavelengths. An inner 
scale of 1 cm, and values of 10−12 (solid lines) and 10−13 
(dashed lines) were used in the calculations.
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Imaging and Heterodyne Detection

The problem of imaging through the turbulent atmosphere is similar to the problem of beam prop-
agation through the atmosphere. The dancing of an image in the focal plane of an imaging system is 
mathematically equivalent to the wander of a beam focused at the object by the same optical system. 
The resolution of the short-exposure image is equivalent to the short-term beam spread of the same 
focused beam. The resolution for a long exposure is related to the long-term beam spread.

Thus, the position of the image of a point object will drift in each axis in the focal plane. The vari-
ance of that drift is given by107

 σ i nC D LF2 2 1 3 21 10= −. /  (33)

where D is the aperture diameter of the imaging system, F is its focal length, and L is the distance to 
the object.

Fried108 used the idea of tilt correction to calculate the average image resolution for a short-exposure 
image in the turbulent atmosphere. This problem is mathematically equivalent to the propagation of 
a beam in the opposite direction if the imaging aperture replaces the beam width. These results were 
refined by Lutomirski et al.109 and applied to a space-to-ground path by Valley.103

Image resolution is also related to the signal-to-noise ratio of an optical heterodyne receiver. The 
long-exposure resolution is equivalent to a staring receiver. The short-exposure resolution is equiva-
lent to a receiver that employs tilt-correction of the signal or of the local oscillator.108,110–112

Scintillation

The refractive index inhomogeneities that distort the optical phase front also produce amplitude 
scintillation at some distance. The first cases to be considered were plane-wave and spherical-wave 
propagation through weak path-integrated turbulence where the weak-turbulence condition requires 
that fluctuations of irradiance be much less than the mean value. Tatarskii113 used a perturbation 
approach to the wave equation. Lee and Harp114 used a physical approach to arrive at the same 
results. These results are summarized in a number of good reviews.101,102,115,116

We will first consider the weak-turbulence results. For propagation from space to the ground, the 
plane wave formula is generally valid. The variance of irradiance fluctuations (normalized by the 
mean irradiance value) is given by115
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where k is the optical wave number, q is the zenith angle, and H is the height of the receiver above 
the ground. This expression is valid as long as the path-integrated turbulence is weak enough that 
the variance is much less than unity. This condition is usually met for near-zenith propagation.

For propagation of diverging waves near the ground, the spherical-wave approximation is often valid. 
Assuming constant turbulence along the path, the weak-turbulence variance in this case is given by115
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where L is the path length and l0 is the inner scale of turbulence.
For narrow-beam propagation, the effects of the finite beam must be considered. Kon and 

Tatarskii117 calculated the amplitude fluctuations of a collimated beam using the perturbation technique. 
Schmeltzer118 extended these results to include focused beams. These results were used to obtain 
numerical values for a variety of propagation conditions.119–121 Ishimaru122–124 used a spectral repre-
sentation to obtain similar results. Under certain conditions, one sees a reduction in the variance on 
the optical axis119,120,125,126 and an increase off of the optical axis.127
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The spatial scale of weak scintillations is about equal to the larger of either the Fresnel zone size 
(L/k)1/2 or the inner scale.115 Scintillation will be reduced if an aperture larger than the scale size is 
used to collect the light. If the aperture diameter D is much larger than the scale size, the reduction 
factor can be expressed as128,129
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where D0 is (lL)1/2 and C is 4.71 for a plane wave and 23.5 for a spherical wave when the inner scale 
is much smaller than the Fresnel zone. If the inner scale is much larger than the Fresnel zone, D0 is 
the inner scale and C is 0.45 for a plane wave and 9.17 for a spherical wave.

It is generally accepted that the probability density function for weak scintillation is log 
normal.101,113,115,130 This density function has the form
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The weak-turbulence theory is, in essence, a single-scattering theory. As the path-integrated tur-
bulence becomes larger, multiple-scattering effects become important, and this theory breaks down. 
Actual observed values of irradiance variance are smaller than predicted in this region as shown in 
Fig. 32. The circles in this figure are 1-minute averages of irradiance variance for 488-nm laser light 
propagated across 1200 m of flat grassland. The solid line is the weak-turbulence approximation.

In these and other experiments, variance values reach a peak value of between 3 and 5 for a spheri-
cal wave and they begin to decrease with increasing turbulence strength.131–134 In the limit of infinite 
path-integrated turbulence, the normalized variance of irradiance is predicted to approach unity.135,136 
In the intermediate region near the peak irradiance, numerical evaluation of currently available theo-
ries is impractical, and variance values are most easily obtained through numerical simulation.137–140

In very strong turbulence two distinct spatial scales are evident in the scintillation pattern.136,141–144 
The smaller scale is about the size of the coherence length r0 discussed under “Beam Spreading.” The 
larger scale is the size of the scattering disk which is the ratio of the square of the Fresnel zone to 
the coherence length (L/kr0). As turbulence increases, the small scale becomes smaller and the large 
scale becomes larger. The strength of the small-scale fluctuations is constant in this regime and con-
tributes a value of unity to the variance. The large-scale fluctuations contribute the rest of the variance 
and become weaker with increasing turbulence strength.
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as a function of turbulence strength. Cn
2 circles are data taken 

with a 488-nm wavelength laser over a 1200-m path, and the 
line is the corresponding weak-turbulence theory.
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The two-scale nature of the irradiance fluctuations suggests a two-scale probability density function. 
The log-normally modulated Rician density function has been shown to agree with experimental 
data130 and simulations.145 It has the form
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where r is a coherence parameter that decreases with increasing turbulence, I0 is the 0-order modified 
Bessel function of the first kind, and sz

2 is the variance of the logarithm of the modulation factor z. 
For r >> 1 this function reduces to the lognormal; for r << 1, it reduces to a log-normally modu-
lated exponential:134,146
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where the parameter σ z
2 is related to the irradiance variance by the relationship

 σ σI z
2 22 1= −exp ( )  (40)

As this model suggests, the density function of the fluctuations approaches a lognormal, even in 
strong turbulence, if an aperture >> r0 is used.147

If the fluctuations at both large and small scales are approximated by gamma distributions, the 
resulting integral can be evaluated analytically to get the gamma-gamma density function:148
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where a and b are related to the variances at the two scales, Γ is the gamma function, and K is the 
modified Bessel function of the second kind.

3.7 EXAMPLES OF ATMOSPHERIC OPTICAL 
REMOTE SENSING

One of the more important applications of atmospheric optics is optical remote sensing. Atmospheric 
optical remote sensing concerns the use of an optical or laser beam to remotely sense information about 
the atmosphere or a distant target. Optical remote sensing measurements are diverse in nature and 
include the use of a spectral radiometer aboard a satellite for the detection of trace species in the upper 
atmosphere, the use of spectral emission and absorption from the earth for the detection of the concen-
tration of water vapor in the atmosphere, the use of lasers to measure the range-resolved distribution of 
several molecules including ozone in the atmosphere, and Doppler wind measurements. In this section, 
some typical optical remote sensing experiments will be presented in order to give a flavor of the wide 
variety of atmospheric optical measurements that are currently being conducted. More in-depth refer-
ences can be found in several current journal papers, books, and conference proceedings.149–156

The Upper Atmospheric Research Satellite (UARS) was placed into orbit in September 1991 as 
part of the Earth Observing System. One of the optical remote sensing instruments aboard UARS 
is the High Resolution Doppler Imager (HRDI) developed by P. Hays’ and V. Abreu’s group while at 
the University of Michigan.157,158 The HRDI is a triple etalon Fabry-Perot Interferometer designed to 
measure Doppler shifts of molecular absorption and emission lines in the earth’s atmosphere in order 
to determine the wind velocity of the atmosphere. A wind velocity of 10 m/s causes a Doppler shift 
of 2 × 10−5 nm for the oxygen lines detected near a wavelength of 600 to 800 nm. A schematic of the 
instrument is given in Fig. 33a which shows the telescope, triple Fabry-Perots, and unique imaging 
Photo-Multiplier tubes to detect the Fabry-Perot patterns of the spectral absorption lines. The HRDI 
instrument is a passive remote sensing system and uses the reflected or scattered sunlight as its illumi-
nation source. Figure 33b shows the wind field measured by UARS (HRDI) for an altitude of 90 km.



ATMOSPHERIC OPTICS  3.37

–180
–90

–60

–30

0

La
ti

tu
de

30

60

90

–120 –60 0

50 m/s

Longitude

HRDI wind field on february 16, 1992 Altitude = 90 km

60 120 180

FIGURE 33b Upper atmospheric wind field measured by UARS/HRDI satellite 
instrument. (From Hays, Ref. 157.)

Imaging optics
(Questar telescope) Image plane

detector
(IPD)

Scene
select

mirrorPhotomultiplier

Optical bench

Interference filters

Collimation
optics

Fiber optic

To calibration
sources
Light pipe

To telescope

MRE

HRE

Folding
mirror

Folding
mirror

LRE

FIGURE 33a Optical layout of the Upper Atmospheric Resolution Satellite (UARS) High 
Resolution Doppler Imager (HRDI) instrument. FO = fiber optic, LRE = low-resolution etalon, 
MRE = medium-resolution etalon, HRE = high-resolution etalon. (From Hays, Ref. 157.)



3.38  ATMOSPHERIC OPTICS

Another kind of atmospheric remote sensing instrument is represented by an airborne laser radar 
(lidar) system operated by E. Browell’s group at NASA/Langley.159 Their system consists of two pulsed, 
visible-wavelength dye laser systems that emit short (10 ns) pulses of tunable optical radiation that can 
be directed toward aerosol clouds in the atmosphere. By the proper tuning of the wavelength of these 
lasers, the difference in the absorption due to ozone, water vapor, or oxygen in the atmosphere can be 
measured. Because the laser pulse is short, the timing out to the aerosol scatterers can be determined 
and range-resolved lidar measurements can be made. Figure 34 shows range-resolved lidar backscatter 
profiles obtained as a function of the lidar aircraft ground position. The variation in the atmospheric 
density and ozone distribution as a function of altitude and distance is readily observed.

A Coherent Doppler lidar is one which is able to measure the Doppler shift of the backscattered 
lidar returns from the atmosphere. Several Doppler lidar systems have been developed which can 
determine wind speed with an accuracy of 0.1 m/s at ranges of up to 15 km. One such system is 
operated by M. Hardesty’s group at NOAA/WPL for the mapping of winds near airports and for 
meteorological studies.160,161 Figure 35 shows a two-dimensional plot of the measured wind velocity 
obtained during the approach of a wind gust front associated with colliding thunderstorms; the upper 

FIGURE 34 Range-resolved lidar measurements of atmospheric aerosols and ozone density. (From Browell, Ref. 159.)
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figure shows the real-time Doppler lidar display of the measured radial wind velocity, and the lower 
plot shows the computed wind velocity. As seen, a Doppler lidar system is able to remotely measure 
the wind speed with spatial resolution on the order of 100 m. A similar Doppler lidar system is being 
considered for the early detection of windshear in front of commercial aircraft.

A further example of atmospheric optical remote sensing is that of the remote measurement of 
the global concentration and distribution of atmospheric aerosols. P. McCormick’s group at NASA/
Langley and Hampton University has developed the SAGE II satellite system which is part of a pack-
age of instruments to detect global aerosol and selected species concentrations in the atmosphere.162 
This system measures the difference in the optical radiation emitted from the earth’s surface and the 
differential absorption due to known absorption lines or spectral bands of several species in the atmo-
sphere, including ozone. The instrument also provides for the spatial mapping of the concentration of 
aerosols in the atmosphere, and an example of such a measurement is shown in Fig. 36. This figure 
shows the measured concentration of aerosols after the eruption of Mt. Pinatubo and demonstrates 
the global circulation and transport of the injected material into the earth’s atmosphere. 

More recently, this capability has been refined by David Winker’s group at NASA that developed 
the laser based CALIPSO lidar satellite which has produced continuous high-resolution 3D maps of 
global cloud and aerosol distributions since its launch in 2006.

There are several ongoing optical remote sensing programs to map and measure the global con-
centration of CO2 and other green house gases in the atmosphere. For example, the spaceborne 
Atmospheric Infrared Sounder (AIRS) from JPL has measured the CO2 concentration at the mid-
troposphere (8 km altitude) beginning in 2003, and the NASA Orbiting Carbon Observatory (OCO) 
to be launched in 2008 will be the first dedicated spaceborne instrument to measure the sources and 
sinks of CO2 globally. Both of these instruments use optical spectroscopy of atmospheric CO2 lines to 
measure the concentration of CO2 in the atmosphere.

Finally, there are related nonlinear optical processes that can also be used for remote sensing. For example, 
laser-induced-breakdown spectroscopy (LIBS) has been used recently in a lidar system for the remote detec-
tion of chemical species by focusing a pulsed laser beam at a remote target, producing a plasma spark at the 
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target, and analyzing the emitted spectral light after being transmitted back through the atmosphere.163,164 
Another technique is the use of a high-power femtosecond pulse-length laser to produce a dielectric break-
down (spark) in air that self focuses into a long filament of several 100s of meters in length. The channeling 
of the laser filament has been used to remotely detect distant targets and atmospheric gases.165

The preceding examples are just a few of many different optical remote sensing instruments that 
are being used to measure the physical dynamics and chemical properties of the atmosphere. As is 
evident in these examples, an understanding of atmospheric optics plays an important and integral 
part in these measurements.

3.8 METEOROLOGICAL OPTICS

One of the most colorful aspects of atmospheric optics is that associated with meteorological optics. 
Meteorological optics involves the interplay of light with the atmosphere and the physical origin of the 
observed optical phenomena. Several excellent books have been written about this subject, and the 
reader should consult these and the contained references.166,167 While it is beyond the scope of this 
chapter to present an overview of meteorological optics, some specific optical phenomena will be 
described to give the reader a sampling of some of the interesting effects involved in naturally occur-
ring atmospheric and meteorological optics.

FIGURE 36 Measurement of global aerosol concentration using SAGE II satellite following erup-
tion of Mt. Pinatubo. (From McCormick, Ref. 162.)
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Some of the more common and interesting meteorological optical phenomena involve rainbows, 
ice-crystal halos, and mirages. The rainbow in the atmosphere is caused by internal reflection and 
refraction of sunlight by water droplets in the atmosphere. Figure 37 shows the geometry involved 
in the formation of a rainbow, including both the primary and larger secondary rainbow. Because of 
the dispersion of light within the water droplet, the colors or wavelengths are separated in the backscat-
tered image. Although rainbows are commonly observed in the visible spectrum, such refraction also 
occurs in the infrared spectrum. As an example, Fig. 38 shows a natural rainbow in the atmosphere 
photographed with IR-sensitive film by R. Greenler.167

FIGURE 37 Different raindrops contribute to the primary and to the larger, 
secondary rainbow. (From Greenler, Ref. 167.)

FIGURE 38 A natural infrared rainbow. (From Greenler, Ref. 167.)
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The phenomena of halos, arcs, and spots are due to the refraction of light by ice crystals suspended 
in the atmosphere. Figure 39 shows a photograph of collected ice crystals as they fell from the sky. The 
geometrical shapes, especially the hexagonal (six-sided) crystals, play an important role in the forma-
tion of halos and arcs in the atmosphere.

The common optical phenomenon of the mirage is caused by variation in the temperature and 
thus, the density of the air as a function of altitude or transverse geometrical distance. As an example, 
Fig. 40 shows the geometry of light-ray paths for a case where the air temperature decreases with height 

FIGURE 39 Photograph of magnified small ice crystals collected as they fell from the 
sky. (From Greenler, Ref. 167.)

FIGURE 40 The origin of the inverted image in the desert mirage. (From 
Greenler, Ref. 167.)
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to a sufficient extent over the viewing angle that the difference in the index of refraction can cause a 
refraction of the image similar to total internal reflection. The heated air (less dense) near the ground 
can thus act like a mirror, and reflect the light upward toward the viewer. As an example, Fig. 41 shows a 
photograph taken by Greenler of motorcycles on a hot road surface. The reflected image of the motor-
cycles “within” the road surface is evident. There are many manifestations of mirages dependent upon 
the local temperature gradient and geometry of the situation. In many cases, partial and distorted 
images are observed leading to the almost surreal connotation often associated with mirages.

Finally, another atmospheric meteorological optical phenomenon is that of the green flash. A 
green flash is observed under certain conditions just as the sun is setting below the horizon. This 
phenomenon is easily understood as being due to the different relative displacement of each different 
wavelength or color in the sun’s image due to spatially distributed refraction of the atmosphere.167 
As the sun sets, the last image to be observed is the shortest wavelength color, blue. However, most of 
the blue light has been Rayleigh scattered from the image seen by the observer so that the last image 
observed is closer to a green color. Under extremely clear atmospheric conditions when the Rayleigh 
scattering is not as preferential in scattering the blue light, the flash has been reported as blue in color. 
Lastly, one of the authors (DK) has observed several occurrences of the green flash and noticed that 
the green flash seems to be seen more often from sunsets over water than over land, suggesting that 
a form of water vapor layer induced ducting of the optical beam along the water’s surface may be 
involved in enhancing the absorption and scattering process.

3.9 ATMOSPHERIC OPTICS AND GLOBAL 
CLIMATE CHANGE

Of importance, atmospheric optics largely determines the earth’s climate because incoming sunlight 
(optical energy) is scattered and absorbed and outgoing thermal radiation is absorbed and reemit-
ted by the atmosphere. This net energy flux, either incoming or outgoing, determines if the earth’s 

FIGURE 41 The desert (or hot-road) mirage. In the inverted part of the image you can see the 
apparent reflection of motocycles, cars, painted stripes on the road, and the grassy road edge. (From 
Greenler, Ref. 167.)
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climate will warm or cool, and is directly related to the radiative transfer calculations mentioned 
in Sec. 3.4. A convenient way to express changes in this energy balance is in terms of the radiative 
forcing, which is defined as the change in the incoming and outgoing radiative flux at the top of 
the troposphere. To a good approximation, individual forcing terms add linearly to produce a linear 
surface-temperature response at regional to global scales. Reference 168 by the Intergovernmental 
Panel on Climate Change (2007) provides a detailed description of radiative forcing and the scien-
tific basis for these findings. 

As an example, Fig. 42 shows that the major radiative forcing mechanisms for changes between 
the years of 1750 and 2005 are the result of anthropogenic changes to the atmosphere.168 As can be 
seen, the largest effect is that of infrared absorption by the greenhouse gases, principally CO2. This is 
the reason that the measurement of the global concentration of CO2 is important for accurate predic-
tions for future warming or cooling trends of the earth. Other forcing effects are also shown in Fig. 42. 
Water vapor remains the largest absorber of infrared radiation, but changes in water vapor caused 
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by climate changes are considered a response rather than a forcing term. The exception is a small 
increase in stratospheric water vapor produced by methane emissions. Similarly, the effects of clouds 
are part of a climate response, except for the increase in cloudiness that is a direct result of increases 
in atmospheric aerosols. The linearity of climate response to radiative forcing implies that the most 
efficient radiative transfer calculations for each term can be used. For example, a high resolution 
spectral absorption calculation is not needed to calculate the radiative transfer through clouds, and a 
multiple-scattering calculation is not needed to calculate the effects of absorption by gases.

In summary, Fig. 42 shows the important contributions of radiative forcing effects that contribute 
to changes in the heat balance of the earth’s atmosphere. All of the noted terms are influenced by the 
optical properties of the atmosphere whether due to absorption of sunlight by the line or band spec-
trum of molecules in the air, the reflection of light by the earth’s surface or oceans, or reabsorption of 
thermal radiation by greenhouse gases. The interested reader is encouraged to study Ref. 168 for more 
information, and references therein.
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ABSTRACT

In this chapter, how the random aberrations introduced by atmospheric turbulence degrade the image 
formed by a ground-based telescope with an annular pupil is considered. The results for imaging with 
a circular pupil are obtained as a special case of the annular pupil. Both the long- and short-exposure 
images are discussed in terms of their Strehl ratio, point-spread function (PSF), and transfer function. 
The discussion given is equally applicable to laser beams propagating through turbulence. An atmo-
spheric coherence length is defined and it is shown that, for fixed power of a beam and regardless 
of the size of its diameter, the central irradiance in the focal plane is smaller than the corresponding 
aberration-free value for a beam of diameter equal to that of the coherence length. The aberration 
function is decomposed into Zernike annular polynomials and the autocorrelation and crosscorrela-
tions of the expansion coefficients are given for Kolmogorov turbulence. It is shown that the aber-
ration variance increases with the obscuration ratio of the annular pupil. The angle of arrival is also 
discussed, both in terms of the wavefront tilt as well as the centroid of the aberrated PSF. It is shown 
that the difference between the two is small, and the obscuration has only a second-order effect. 

4.1 GLOSSARY

 a outer radius of the pupil

aj expansion coeffi cients 

A rL p( )
�

 amplitude function of the lens (or imaging system) at a pupil point with position vector 
�
rp

Cn
2  refractive index structure parameter
� structure function (�w—wave, �Φ—phase, �l—log amplitude, �n—refractive index)

 D diameter of exit pupil or aperture

 F focal ratio of the image-forming light cone ( )F R D= /
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 I ri i( )
�

 irradiance at a point 
�
ri in the image plane

 I r( ) normalized irradiance in the image plane such that its aberration-free central value is I( )0 1=
 〈 〉I0  time-averaged irradiance at the exit pupil

 j Zernike aberration mode number

 J number of Zernike aberration modes 

l rp( )
�

log-amplitude function introduced by atmospheric turbulence

 L path length through atmosphere or from source to receiver 

 n r( )
�

 fl uctuating part of refractive index N r( )
�

 P rc( ) encircled power in a circle of radius rc  in the image plane 

 Pex power in the exit pupil 

 P rL p( )
�

 lens pupil function

 P rR p( )
�

 complex amplitude variation introduced by atmospheric turbulence 

 r0 Fried’s atmospheric coherence length

 R radius of curvature of the reference sphere with respect to which the aberration is defi ned

 Rn
m( )ρ  Zernike circle radial polynomial of degree n and azimuthal frequency m

 〈 〉S  time-averaged Strehl ratio

 Sa coherent area πr0
2 4/  of atmospheric turbulence 

 〈 〉St  tilt-corrected time-averaged Strehl ratio
Sex area of exit pupil

 Zn
m( ,ρ θ) Zernike circle polynomial of degree n and azimuthal frequency m

 � obscuration ratio of an annular pupil

 Δ j phase aberration variance after correcting J j= aberration modes

 h  central irradiance in the image plane normalized by the aberration-free value for a pupil 
with area Sa but containing the same total power 

 l wavelength of object radiation

 
�
vi spatial frequency vector in the image plane 

 
�
v  normalized spatial frequency vector

 �0 isoplanatic angle of turbulence

 σ σα β,  tip and tilt angle standard deviations
 σΦ

2  phase aberration variance

 τ( )
�
v  optical transfer function

 r radial variable normalized by the pupil radius a

 τa v( ) long-exposure (LE) atmospheric MTF reduction factor 
 Φ( )

�
rp

 phase aberration 

 ΦR pr( )
�

 random phase aberration introduced by atmospheric turbulence 

4.2 INTRODUCTION

The resolution of a telescope forming an aberration-free image is determined by its diameter D; 
larger the diameter, better the resolution. However, in ground-based astronomy, the resolution is 
degraded considerably because of the aberrations introduced by atmospheric turbulence. A plane 
wave of uniform amplitude and phase representing the light from a star propagating through the 
atmosphere undergoes both amplitude and phase variations due to the random inhomogeneities 
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in its refractive index. The amplitude variations, called scintillations, result in the twinkling of stars. 
The purpose of a large ground-based telescope has therefore generally not been better resolution 
but to collect more light so that dim objects may be observed. Of course, with the advent of adaptive
optics,1–3 the resolution can be improved by correcting the phase aberrations with a deformable mirror. 
The amplitude variations are negligible in near-field imaging, that is, when the far-field distance 
D L D L2/ orλ λ>> >> , where l is the wavelength of the starlight and L is the propagation path 
length through the turbulence.4 In principle, a diffraction-limited image can be obtained if the aber-
rations are corrected completely in real time by the deformable mirror. However, in far-field imag-
ing, that is, when D L D L2/ orλ λ<< << , significant amplitude variations are introduced in addi-
tion to the phase variations. Since the amplitude variations cannot be corrected by adaptive optics, 
even a complete correction of the phase errors does not yield a diffraction-limited image. 

In this chapter, we consider the effect of random aberrations introduced by atmospheric tur-
bulence on the image quality. The discussion given is applicable equally to laser beams propagat-
ing through turbulence. First, we derive expressions for the degraded time-averaged point-spread 
function (PSF) and optical transfer function (OTF). The pupil function of the overall imaging system 
is written as the product of the pupil function of the optical system and a complex amplitude factor 
introduced by turbulence. As a result, the time-averaged OTF of the overall system is also equal to the 
product of the OTF of the optical system and an OTF reduction factor representing the mutual coher-
ence function of the wave propagating through the turbulent atmosphere. The time-averaged images 
thus obtained are referred to as the long-exposure images.4 The exposure time may be 1 to 10 s.

Next, the structure functions for refractive index and phase fluctuations are given for the Kolmogorov 
turbulence. We introduce the notion of atmospheric coherence length r0 , and show that it limits the 
resolution of the image regardless of how large the telescope diameter is.4 Since large telescopes have 
annular pupils, we consider systems with such pupils and describe the Strehl ratio, PSF, and encircled 
power as a function of the ratio of the pupil diameter and the coherence length. The phase aberra-
tion introduced by Kolmogorov turbulence is expanded in terms of the Zernike annular polynomi-
als,5–8 and autocorrelation and crosscorrelation of the expansion coefficients are given.9 It is shown 
that atmospheric turbulence dominates the degradation of the system modulation transfer function 
(MTF), Strehl ratio, or the angle of arrival; the effect of the pupil obscuration is small even for weak 
turbulence. The piston-removed aberration variance increases monotonically as the obscuration of the 
pupil increases. A large portion (87 percent for a circular pupil and somewhat larger for an annular 
pupil) of the aberration variance is a random wavefront tilt, resulting in a random displacement of 
the image over a long exposure. Hence, a better quality image is obtained if the exposure time is short 
enough so that the image does not wander. Such an image is referred to as a short-exposure image.4 The 
exposure time may be 0.1 s or less. The location of such an image is random which is not relevant in 
astronomy. The image wander, sometimes referred to as the angle of arrival, is considered in terms of 
the wavefront tilt (called the Z-tilt) or the centroid of the image (called the G-tilt), and expressions are 
given for their standard deviations. 

The fluctuating image can be stabilized if the tilt is corrected in real time with a steering mirror. 
A tilt-corrected image is equivalent to a time-averaged short-exposure image. The characteristics 
of such an image are considered and compared with those of a long-exposure image. The angular
resolution of the system for a long-exposure image is about λ/r0 compared to the diffraction-limited 
resolution l/D. For a short-exposure image the resolution is substantially better than that for a long-
exposure image. When the coherence length is much smaller than the pupil diameter, the image 
breaks up into small spots, called speckles, whose size depends on the latter, while the overall size of 
the image is determined by the former. An example of a speckled short-exposure image of a point 
object is illustrated and compared with the corresponding aberration-free image.

4.3 LONG-EXPOSURE IMAGE 

When the medium between an object and the optical system imaging it is homogeneous, a spheri-
cal wavefront of uniform amplitude centered on an object point is incident on the entrance pupil of 
the system. If the system is aberration free and has uniform transmittance, a spherical wavefront of 
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uniform amplitude centered at the Gaussian image point emerges from its exit pupil. However, if 
the system is aberrated and has nonuniform transmittance, then the emerging wavefront is distorted 
with a nonuniform amplitude. Let ΦL pr( )

�
and A rL p( )

�
 be the phase and amplitude transmittance cor-

responding to a point 
�
rp on the exit pupil. A dimensionless pupil function of the system may be 

written

 P r A r i r
L p L p L p( ) ( )exp ( )
� � �

= ⎡⎣ ⎤⎦Φ  (1)

When the medium between the object and the imaging system is inhomogeneous as in ground-
based astronomy, it introduces random phase and amplitude variations across the wavefront propa-
gating through it. Let ΦR r( )

�
en  and �

�
( )ren  be the random phase and (dimensionless) log amplitude 

introduced by atmospheric turbulence at a point 
�
ren on the entrance pupil. As the wave propagates 

through the imaging system, it undergoes additional phase and amplitude variations. The total phase 
aberration at a point 

�
rp  on the exit pupil may be written

 Φ Φ Φ( ) ( ) ( )
� � �
r r rp L p R p= +  (2)

where the position vector 
�
rp is related to the position vector 

�
ren by the pupil magnification 

m r m rp p p( . ).i e., en

� �
=  The pupil function of the overall system (i.e., including the effects of atmospheric 

turbulence) representing the wavefront at the exit pupil may be written

 P r P r P rp L p R p( ) ( ) ( )
� � �

=  (3)

where

 P r r i rR p p R p( ) exp ) ( )
�

�
� �

= +⎡
⎣

⎤
⎦( Φ  (4)

is truncated by the pupil function P rL p( )
�

 and represents the complex amplitude variation introduced 
by turbulence.

The instantaneous irradiance distribution of the star image formed by the overall system is given by10,11

 I r
P

S R
P r

i
R

r ri i p p i( ) ( )exp
� � � �

= − ⋅
⎛
⎝⎜

ex

exλ
π

λ2 2

2 ⎞⎞
⎠⎟∫ drp

�
2

 (5)

where 
�
ri is the position vector of a point in the image plane, Pex is the total power in the image, Sex is 

the area of the exit pupil, l is the wavelength of object radiation, and R is the radius of curvature of 
the reference sphere with respect to which the aberration is defined.

Substituting Eq. (3) into Eq. (5), the time-averaged distribution, representing a long-exposure 
image, may be written

 

〈 〉 =
〈 〉

′ 〈∫∫I r
P

S R
P r P r Pi i L p L p R( ) ( ) ( )

� � �ex

exλ 2 2
∗ (( ) ( )

exp ( )

� �

� � �

r P r

i
R

r r r

p R p

p p i

∗ ′ 〉

× − − ′ ⋅2π
λ

⎡⎡
⎣⎢

⎤
⎦⎥

′dr drp p

� �  (6)

where ∗ denotes a complex conjugate. Thus, considering Eq. (4), we may write the mutual coherence 
function (MCF) of the wave incident on the system, using abbreviated notation

 

〈 ′ 〉 〈 〉

= 〈 + +

P r P r P P

i

R p R p( ) ( )

exp[( ) (

� �

� �

∗ ∗≡ 1 2

1 2 Φ11 2− 〉Φ )]  (7)
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If the refractive index fluctuations are statistically stationary, that is, they are statistically homoge-
neous and isotropic, then so are the fluctuations in � and Φ which they generate. Therefore,

 〈 + − 〉 = 〈 〉 − 〈 〉 + 〈 〉 − 〈( ) ) ( ) (� � � � �1 2 2 1 1 2 2 2 1( 1Φ Φ Φ Φ Φ ��1 2Φ 〉)  (8a)

  = 0  (8b)

where the two averaged quantities in the first term on the right-hand side of Eq. (8a) cancel each 
other due to homogeneity of turbulence, and those in the second term cancel due to its isotropy. 
Thus, � �1 2+  and Φ Φ1 2−  are uncorrelated random variables. Hence, Eq. (7) may be written 

 〈 ′ 〉 = 〈 + 〉〈 −P r P r iR p R p( ) ( ) exp( ) exp[ (
� �

� �∗
1 2 1 2Φ Φ ))]〉  (9)

For a Gaussian random variable x with a mean value of 〈 〉x  and a standard deviation of s, it is 
easy to show that

 
exp( ) exp( )exp[ ( ) / ]bx bx x x dx= − − 〈 〉

−∞

∞

∫
1

2
22 2

πσ
σ

== 〈 − 〈 〉 〉+ 〈 〉⎡
⎣⎢

⎤
⎦⎥

exp ( )
1
2

2 2b x x b x

 

(10)

where b is an arbitrary constant. As the wave propagates through the random atmosphere, it accu-
mulates randomly both phase and amplitude variations. Each of these two random variables can 
be expressed as an integral along the propagation path. Since the atmospheric path length is much 
longer than the correlation length of these variable, the accumulation consists of a sum of a large 
number of terms that are statistically independent. By the central limit theorem, we can infer that 
they obey Gaussian statistics. Letting both � and ΦR be Gaussian random variables where ΦR has a 
mean value of zero, it can be shown from conservation of power, that4,11

 〈 + 〉 = − − ′
⎡
⎣⎢

⎤
⎦⎥

exp( ) exp ( |)� �
� �

�1 2

1
2

� |r rp p
 (11)

where

 � �
� �

�
�

�
�

(| |) [ ( ) ( )]r r r rp p p p− ′ = 〈 − ′ 〉2  (12)

is the log-amplitude structure function. 
Since Φ1 and Φ2 are Gaussian random variables with zero mean values, Φ Φ1 2−  is also a Gaussian 

random variable. Hence, following Eq. (10), we obtain 

 

〈 − 〉 = − 〈 − 〉⎡
⎣
⎢

⎤
⎦
⎥

= −

exp[ ( )] exp ( )

exp

i Φ Φ Φ Φ1 2 1 2
21

2

11
2

�Φ(| |)
� �
r rp p− ′

⎡
⎣
⎢

⎤
⎦
⎥

 

(13)

where

 �Φ Φ Φ(| |) [ ( ) ( )]
� � � �
r r r rp p p p− ′ = 〈 − ′ 〉2  (14)

is the phase structure function of turbulence. Substituting Eqs. (11) and (13) into Eq. (9), we may 
write the MCF

 〈 ′ 〉 = − − ′
⎡
⎣⎢

⎤
P r P r r rR p R p w p p( ) ( ) exp ( |)
� � � �∗ 1

2
� |

⎦⎦⎥
 (15)
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where

 � � �w p p p p p pr r r r r r(| |) (| |) (| |
� � � � � �

�− ′ = − ′ + − ′Φ ))  (16)

is called the wave structure function of turbulence.
Substituting Eq. (15) into Eq. (6), we obtain

 

〈 〉 =
〈 〉

′ −I r
P

S R
P r P ri i L p L p( ) ( ) ( )exp

� � �ex

exλ 2 2

1∗
22

2

�w p p

p p

r r

i
R

r r

(| )

exp (

� �

� �

− ′
⎡
⎣
⎢

⎤
⎦
⎥

× − − ′

∫∫ |

π
λ

)) ⋅⎡
⎣
⎢

⎤
⎦
⎥ ′
� � �
r dr dri p p

 (17)

Because of a Fourier transform relationship between the PSF and the OTF, we identify ( )
� �
r r Rp p− ′ /λ  

with a spatial frequency 
�
vi . Thus, we let 

 
� � �
r r Rvp p i− ′ = λ  (18)

Substituting Eq. (18) into Eq. (17) and carrying out the integration over 
�
rp , we may write

 〈 〉 = 〈 〉 −⎡
⎣
⎢

⎤
⎦
⎥I r P v Rvi i L i w i( ) ( )exp ( ) e

� �
ex τ λ1

2
� xxp( )− ⋅∫ 2πiv r dvi i i

� � �
 (19)

where

 τ λL i L p L p i pv S P r P r Rv dr( ) ( ) ( )
� � � � �

= −− ∫ex
1 ∗  (20)

is the OTF of the (turbulence-free) optical system and v vi i= | |
�

. Now, we introduce normalized 
quantities

 I r I r Ii i( ) ( ) ( )=
�

/ 0  (21a)

 
� �
r r Fi= /λ  (21b)

and

 
� �
v v Fi= /( )1/λ  (21c)

where

 I
P S

R
( )0

2 2
=

〈 〉ex ex

λ
 (22)

is the aberration-free central irradiance for a uniform-amplitude wavefront with a total power 〈 〉Pex  
and 1/lF is the cutoff spatial frequency of the optical system. Here, F R D= /  is the focal ratio of the 
image-forming light cone. In terms of the normalized quantities, Eq. (19) for the time-averaged PSF 
may be written

 〈 〉 = 〈 〉 − ⋅∫I r v iv r dv( ) ( ) ( ) exp( )
� � � � �

4 2/π τ π  (23)



IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.7

where

 〈 〉 = −⎡
⎣⎢

⎤
⎦⎥

τ τ( ) ( )exp ( )
� �
v v vDL w

1
2

�  (24)

is the time-averaged OTF. This OTF being equal to the product of the OTF of the optical system and 
the MCF associated with atmospheric turbulence is a consequence of the fact that the pupil func-
tion of the overall system is equal to the product of the pupil function of the optical system and the 
complex amplitude variation introduced by turbulence. It should be evident that, since vD v Ri= λ ,  
the modification of the system OTF due to turbulence is independent of the diameter D of the exit 
pupil of the system. The MCF acts as a reduction factor for the OTF of the overall system.11 It may 
also be referred to as the Hopkins ratio of the image if tL ( )v  is the aberration-free OTF. 11

4.4 KOLMOGOROV TURBULENCE AND 
ATMOSPHERIC COHERENCE LENGTH

The refractive index N r( )
�

 of the turbulent atmosphere at a point 
�
r  in space fluctuates due to fluc-

tuations of its temperature. It can be written as the sum of its mean value 〈 〉N r( )
�

at a point 
�
r  and a 

fluctuating part n r( )
�

 at that point, in the form

 N r N r n r( ) ( ) ( )
� � �

= 〈 〉 +  (25)

Whereas 〈 〉N r n r( ) , ( )
�
�

�
1 is only on the order of 10 6− . It should be evident that n r( )

�
 has a mean value 

〈 〉 =n r( ) .
�

0 The structure function �n r r( )
� �
1 2,  of the refractive index fluctuations represents the mean 

square value of the difference of refractive index at two points 
�
r1 and 

�
r2 , that is,

 �n r r n r n r( , ) [ ( ) ( )]
� � � �
1 2 1 2

2= 〈 − 〉  (26)

The turbulent atmosphere consists of packets of air called eddies each with a characteristic value of 
its refractive index. For Kolmogorov turbulence, the structural function is given by

 �n nr C r r L( ) ,= << <<2 2 3
0 0

/ �  (27)

where r r r= −|
� �
2 1| and Cn

2 (in units of m /−2 3) is called the refractive index structure parameter. The 
quantities �0 and L0 are called the inner and outer scales of turbulence representing the smallest and 
the largest eddies, respectively. Typical values of Cn

2 vary from 10 13 2 3− −m /  for strong turbulence to 
10 17 2 3− −m /  for weak turbulence. Values of �0 are on the order of a few millimeters, and those of L0 
vary from 1 to 100 m.

The wave structure function for a spherical wave propagating through Kolmogorov turbulence is 
given by12

 �w n

L

r k r C z z L dz( ) . ( )( )= ∫2 914 2 5 3 2

0

5 3/ //  (28)

where k = 2π λ/  and z varies along the atmospheric path of total length L from a value of zero at the 
source (or the object plane) to a value of L at the receiver (or the image plane). The wave structure 
function can also be written in the form4,12

 �w r r r( ) . ( )= 6 88 0
5 3/ /  (29)

where, for a spherical wave,

 r C z z L dzn

L

0
6 5 2 5 3

0

0 185=
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
∫

−

. ( )( )λ / //

33 5/

 (30)



4.8  ATMOSPHERIC OPTICS

is a characteristic length of Kolmogorov turbulence called its coherence length or diameter, often 
referred to as Fried’s coherence length. We note that r0 varies with the optical wavelength as λ6 5/ . If 
the line of sight makes an angle q with the zenith, then the path length L and the integral in Eq. (30) 
are increased by sec q, or r0 decreases by a factor of (sec ) .θ 3 5/

A commonly used model for the C zn
2( ) variation is the Hufnagle-Valley model, often referred to as 

the H V− 5 7/  model, given by13

 C h W h e e An
h h2 26 2 10 16 1 58 2 10 2 7 10( ) . . .= × + × +− − − − / ee h−10  (31)

where h is the height from ground in kilometers, A = × −1 7 10 14. , and W = 21 m/s is the wind speed. 
Its variation with h is shown in Fig. 1. It decreases rapidly for the first few kilometers, dips at about 
5.9 km, rises slightly due to turbulence in the jet stream peaking at about 9.8 km, and decreases 
monotonically to negligible values beyond about 20 km.

For a point source on the ground observed by an observer on an aircraft, space shuttle, or a satellite, 
light propagates upward in a manner similar to the C hn

2( ) profile of increasing height h. The observer 
looks at the point source down through the atmosphere.14 Substituting Eq. (31) into Eq. (30) with h
replaced by z (keeping in mind that Cn

2 is in units of m 2/3− ), we obtain the value of r0 in the plane of 
the observer as a function of his/her height L, as shown in Fig. 2 by the solid curve. The observation is 
assumed to be along the zenith at a wavelength of λ = 0 5. .mμ  We note that r0 increases slowly, goes 
through a peak at about 7.2 km and a valley at about 13.7 km, and then increases linearly with L 
beyond a height of about 20 km above which there is very little atmosphere.

For a ground observer looking up at a point source on an aircraft, space shuttle, or a satellite, z
increases downward with a value of zero at the source and L on the ground. To determine r0  from 
Eq. (30) using the C hn

2( )  profile such as given by Eq. (31), we must either replace h by L-z, or replace 
z/L by 1 – z/L as may be seen by a change of variable. Thus, Eq. (30) in this case is replaced by
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FIGURE 1 Variation of the refractive index structure parameter C hn
2( ) with the altitude 

h for the Hufnagle-Valley model H V− 5 7/
 of Eq. (31).



IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.9

As shown in Fig. 2 by the dashed curve, the value of r0 in the plane of the observer on ground does 
not change very much with the height L of the point source.

For a plane wave propagating up or down through the atmosphere, the factor z/L in Eq. (28) and in 
turn, in Eq. (30), is replaced by unity. It is easy to see this for starlight observed from ground. A plane 
wave can be thought of as a spherical wave originating at an infinite distance and traveling through 
a uniform medium for which Cn

2 0= , except for the propagation path through the atmosphere. The 
value of z/L in the region for which Cn

2 0≠  is infinitesimally different from unity. Hence, the starlight 
propagation in ground-based astronomy can be considered as a plane wave propagation with ( )z L/ /5 3 
in Eq. (30) replaced by unity, or a spherical wave propagating an infinite distance to reach the earth’s 
atmosphere with nonzero Cn

2 value only near the end of its path for which z/L is negligibly different 
from unity. The variation of r0 with the separation L of the plane-wave source and the observer is also 
shown in Fig. 2 by the dotted curve. We note that the variation is small and occurs for small values 
of L. For large values of L, approaching infinity as in ground-based astronomy, the value of r0 is close 
to 5 cm. Moreover, the value of r0 for a ground observer looking up through the atmosphere at an 
incoming plane wave is smaller than its value for a corresponding spherical wave, as expected from 
the smaller factor of 1 – z/L compared to z L/  in Eq. (32).

We also note that r0 is smaller when a satellite is observed from ground compared to when a 
ground object is observed from a satellite. As an observer moves to a higher altitude above the atmo-
sphere, the value of r0 increases linearly with the altitude L. Consequently, the image degradation is 
much smaller when a ground object is observed from space than when a space object is observed from 
ground. In the first case, the object is near the region of turbulence and it is observed from far away. 
In the second case, the object is away from the region of turbulence, but it is observed from nearby. 
The fact that the image quality is superior in the first case is similar to when an object behind a diffuse 
shower glass is observed. One can see some detail in the object when it is in contact with the shower 
glass. However, as soon as the object is moved slightly away from the shower glass, it appears only as 
a halo, illustrating complete loss of image resolution. This does not, however, mean that reciprocity of 
wave propagation does not hold. For example, if the wavefront errors of a wave from a point source 
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FIGURE 2 Variation of r0 in the plane of the observer with the path length L from 
the source to the observer. The propagation of light is along the zenith at a wavelength 
λ = 0 5. μm. The solid curve is for a point source on ground such that the spherical wave 
propagates upward to a space observer looking down directly at the source. The dashed 
curve is for a point source in space so that a spherical wave propagates down and an observer 
on ground looks at it directly above. The dotted curve is for plane wave propagation with an 
observer on ground (or in space) looking up (or down) at a space (or ground) object.
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in space propagating downward are measured on ground and a conjugate correction is introduced 
in a beam transmitted upward with a deformable mirror, the beam focus in space will be diffraction 
limited (neglecting any measurement or correction error), illustrating that the atmosphere introduces 
the same wavefront errors whether a beam is propagating up or down through it.

Neglecting the variation of Cn
2 for horizontal propagation, we obtain

 �w
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In the near field ( ),L D<< 2 /λ  the amplitude variations are negligible and, therefore, � �Φ( ) ( ).r rw=  
In the far field ( ), ( ) ( ) ( ).L D r rw>> =2 1 2/ /λ � �Φ  For in-between ranges, the multiplying factor between 
the two structure functions varies smoothly between 1 and 1/2.

Substituting Eq. (29) into Eq. (24), we may write the time-averaged OTF

 〈 〉 =τ τ( ; ) ( ) ( ; )
� �
v D r v M v D rL/ /0 0  (35)

where

 M v D r vD r( ; ) exp[ . ( ) ]/ / /
0 0

5 33 44= −  (36)

is the long-exposure MCF. Since vD v Ri= λ  and r0 varies as λ6 5/ , the factor in the exponent in Eq. (36) 
varies with wavelength as λ −1 3/ .

Since exp( . ) . ,−3 44 0 03�  atmospheric turbulence reduces the overall system MTF corresponding 
to a spatial frequency v r D= 0 / by a factor of 0.03. From Eqs. (15) and (29), we find that r0 represents a 
correlation length such that the correlation of complex amplitudes at two points on a wave separated 
by a distance r0 is 0.03. Moreover, by definition, the MCF represents the degree of spatial coherence of 
the wave at the receiver, and thus the visibility of the fringes formed in a two-pinhole experiment and 
observed in the vicinity of a point that is equidistant from the two pinholes. Note that because of the 
random nature of atmospheric turbulence, the time-averaged irradiances at the two pinholes are equal 
to each other. Hence, r0 represents a partial coherence length of the wave so that its degree of coher-
ence corresponding to two points on it separated by r0 is only 0.03, or that the visibility of the fringes 
formed by the secondary waves from these points is 0.03. The value of r0 on a mountain site may vary 
from 5 to 10 cm in the visible region of the spectrum, and increases with wavelength as λ6 5/ .

4.5 APPLICATION TO SYSTEMS WITH 
ANNULAR PUPILS

Now we apply Eq. (23) to a system with an annular pupil of outer radius a D= /2 and inner radius 
a�, and thus an obscuration ratio � and an area S aex( ) ( )� �= −π 1 2 2 (see Fig. 3). For simplicity, we 
assume that the system is aberration free. Accordingly, its OTF is given by11,16

 τ τ τ τ( ; ) [ ( ) ( ) ( ; )],v v v v v�
�

� � �=
−

+ − ≤ ≤1

1
0 1

2
2

12/  (37)
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where τ( )v  is given by

 
τ π( ) ( )[cos ( ) ],

,

v v v v v= − − ≤ ≤

=

−2 1 1

0

1 2 1 2/ 0

oth

/

eerwise
 (38)

and represents the OTF of a corresponding system without any obscuration (i.e., for a circular 
pupil) and

  τ12
22 0 1 2( ; ) , ( )/v v� � �= ≤ ≤ −  (39a)

 = + − − ≤ ≤ +( / )( sin ), ( )/ ( )/2 2 1 2 1 21
2

2 1π θ θ θ� � �v v  (39b)

 = 0, otherwise  (39c)

In Eq. (39b), θ1 and θ2 are given by 

 cosθ1

2 24 1
4

= + −v
v

�
 (39d)

and

 cosθ2

2 24 1
4

= − +v
v

�

�
 (39e)

respectively. Since the OTF is equal to the autocorrelation of the pupil function,10,11,17 the cutoff fre-
quency, which corresponds to the separation of two pupils by their diameter, is independent of �. 
From Eq. (37)

 
τ
τ
( ;
( )
v
v
�

�

) =
−
1

1 2  (40)

yp

rp

1

e
q

xp

FIGURE 3 Annular pupil of obscuration ratio �, repre-
senting the ratio of the inner and outer radii of the pupil. 
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for spatial frequencies in the range ( ) .1 2 1+ < <� / v  The overlap area of two annular pupils dis-
placed from each other by an amount corresponding to a frequency in this frequency range is inde-
pendent of �, but the fractional area is larger owing to the smaller area of the obscured exit pupil.11

How τ( ;v �) varies with v is shown in Fig. 4 for various values of �, including zero. It is evident that 
the OTF of an annular pupil is significantly lower at low frequencies but somewhat higher at high 
frequencies, compared to that for a corresponding circular ( )� = 0  pupil. The slope of the OTF for an 
annular pupil at the origin is given by

 ′ = − −τ π( ; ) ( )0 4 1� �/  (41)

This slope does not change when aberrations are introduced.11 Moreover,

 τ( ; ) ( )v vdv
0

1
21 8∫ = −� � /  (42)

The time-averaged irradiance distribution and encircled power (in a circle of radius rc in units of lF) 
of the image of a point object are given by

 〈 〉 =
−

〈 〉∫I r D r v D r J rv( ; ; / ) ( ; ; / ) ( )�
�

�0 2 0
0

1

0

8

1
2τ π vvdv  (43)

and

 〈 〉 = 〈 〉P r D r r v D r J r v dvc c c( ; ; / ) ( ; ; / ) ( )� �0 0 12 2π τ π
00

1

∫  (44)

where

 〈 〉 = −⎡⎣ ⎤⎦τ τ( ; ; / ) ( ; ) exp . ( / ) /v D r v vD r� �0 0
5 33 44  (45)
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FIGURE 4 Aberration-free OTF τ( ; )v �  of an annular pupil illustrating the 
effect of its obscuration.
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is the OTF of the system degraded by atmospheric turbulence. The irradiance is normalized by the 
aberration-free central irradiance 〈 〉P S Rex ex( )/� λ 2 2 and the encircled power is normalized by the total 
power 〈 〉Pex . Figure 5 shows the time-averaged OTF for several values of D r/ 0. The OTF gain at high
frequencies disappears even for weak turbulence, as is evident from Fig. 5b for D r/ 0 1= . The tur-
bulence dominates the OTF for large values of D r/ 0 , and the effect of obscuration becomes small, 
as illustrated in Fig. 5c. Not only is the MTF at any frequency reduced, but the effective cutoff fre-
quency is also reduced, for example, from a value of 1 to about 0.1 when D r/ 0 10= .

Letting r = 0 in Eq. (43) yields the Strehl ratio of the image

 

〈 〉 ≡〈 〉

=
−

〈

S D r I D r

v D r

( ; / ) ( ; ; / )

( ; ; /

� �

�
�

0 0

2 0
0

0

8

1
τ

11

∫ 〉) vdv

 

(46)

Figure 6 shows how the time-averaged Strehl ratio varies with D r/ 0 for several values of �. The Strehl 
ratio decreases monotonically as D r/ 0 increases. It is slightly lower for an annular pupil for values of 
D r/ 0 3
�
<  and somewhat higher for D r/ 0 3

�
> . As shown in Fig. 6b, it decreases monotonically with increasing 
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FIGURE 6 Variation of time-averaged long-exposure Strehl ratio 
〈 〉S D r( ; ) ,� / 0  representing the central irradiance normalized by its correspond-
ing aberration-free value. (a) As a function of D r/ 0

 and (b) as a function of �. 

value of � for small values of D r/ 0 , remains nearly constant for D r/ 0 3= , and increases monotonically for 
D r/ 0 10= . Some typical values of the Strehl ratio are listed in Table 1 for several values of � and D r/ 0.

Since S Dex /( ) ( ) ,� �= −π 1 42 2  the aberration-free central irradiance 〈 〉P S Rex ex /( )� λ 2 2 for a fixed 
total power 〈 〉Pex  increases with D as D2. To see how the aberrated central irradiance varies with D, 
we consider a quantity18

 η( ; ) ( )( ) ( ; )� � �D r D r S D r/ / /0
2

0
2

01= − 〈 〉  (47a)

                                                          = 〈 〉 −∫8 3 440
2

0

1

0 0
5 3( ) ( ; ; ) exp . ( )D r v D r vD r/ / / /τ � ⎡⎡⎣ ⎤⎦vdv  (47b)

Figure 7 shows how h varies with D r/ 0. Its aberration-free (or diffraction-limited) value varies as 
( )( ) .1 2

0
2− � D r/  For very small values of D r/ 0 , the atmospheric MTF reduction factor is approximately 



IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.15

 0.01

 0.1

 1

 0.1  1  10  100

h
h

D/r0

D/r0 = 0.4

D/r0 = 1

D/r0 = 10

� = 0.00
� = 0.25
� = 0.50
� = 0.75

 0.001

 0.01

 0.1

 1

 0  0.2  0.4  0.6

 (b)

 (a)

 0.8  1

�

FIGURE 7 Variation of long-exposure η( ; ),� D r/ 0  representing the time-
averaged central irradiance normalized by its aberration-free value for a 
circular pupil of diameter r0  but with the same total power as the annular 
pupil. (a) As a function of D r/ 0 and (b) as a function of �.

TABLE 1 Long (LE) and Short-Exposure (SE) Time-Averaged Strehl Ratio for Various Values 
of � and D r/ 0

 D/r0 = 1 D/r0 = 2 D/r0 = 5 D/r0 = 10

� LE SE LE SE LE SE LE SE

0 0.446 0.889 0.175 0.691 0.035 0.204 0.009 0.023
0.25 0.429 0.890 0.169 0.694 0.036 0.207 0.010 0.024
0.50 0.391 0.892 0.160 0.699 0.040 0.216 0.012 0.027
0.75 0.345 0.889 0.152 0.691 0.050 0.211 0.017 0.033
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equal to unity. Accordingly, 〈 〉S D r( ; )� / 0  is also approximately equal to unity, and the aberrated value 
of h increases with D r/ 0 as in the aberration-free case. However, it increases slowly as D r/ 0 increases, 
with a negligible increase beyond a certain value of D r/ 0 , depending on the value of �. The contribu-
tion to the integral in Eq. (47b) comes from values of v small enough that the factor in the exponent 
is not vanishingly small. Since, τ( ;v �) 1�  near the origin irrespective of the value of �, Eq. (47b) for 
large values of D r/ 0 may be written

 

η( ; ) ( ) exp . ( / )� D r D r vD r/ /0
/= −⎡⎣ ⎤⎦∫8 3 440

2
0

5 3

0

1

vvdv

x x dx= −

=

− −
∞

∫8 3 44 3 5

1

6 5 6 5 1

0

( . ) ( ) exp( )( )/ //
 

(48)

where x vD r= 3 44 0
5 3. ( )/ /  and the integral over x is the gamma function Γ( ).6 5/  Thus,

 η( ; )� D r D r/ as /0 01→ →∞ (49)

independent of the value of �. As is evident from Fig. 7, the saturation effects of atmospheric turbu-
lence occur at larger and larger values of D r/ 0 as � increases. The two asymptotes of η( ; )� D r/ 0  for a 
given value of � intersect at the point given by ( )( )1 12

0
2− =� D r/  or D r/ /

0
2 1 21= − −( ) .� 18

The unnormalized aberrated central irradiance is given by

   〈 〉 =
〈 〉

〈 〉I D r
P S

R
S D ri( ; ; / )

( )
( ; / )0 0 2 2 0�

�
�ex ex

λ
 (50a)

    =
〈 〉P S

R
D raex

λ
η

2 2 0( ; / )�  (50b)

where S ra =π 0
2 4/  is the coherent area of the atmosphere. Hence, regardless of how large D is, the 

central irradiance is less than or equal to the aberration-free central irradiance for a system with a 
circular exit pupil of diameter r0 , equality approaching as D r/ 0 →∞. The limiting value of the central 

irradiance is independent of the value of �. Since S ra ~ ~ ,0
2 12 5λ /  the limiting value varies with wave-

length as λ 2 5/ . It is evident from Eq. (50b) that h represents the aberrated central irradiance normal-
ized by the aberration-free value 〈 〉P S Raex /λ 2 2 for a circular pupil of diameter r0.

In astronomical observations, the time-averaged image power given by 〈 〉 = − 〈 〉P D Iex π( ) ,1 2 2
0�  

where 〈 〉I0  is the time-averaged irradiance across the exit pupil, increases as D increases. However, if 
the observation is made against a uniform background, then the background irradiance in the image 
also increases as D2. Hence, regardless of the value of �, the detectability of a point object is limited by 
turbulence to a value corresponding to an exit pupil of diameter r0 , no matter how large the diameter 
D of the exit pupil is. In the case of a laser transmitter with a fixed value of laser power Pex , the central 
irradiance on a target will again be limited to its aberration-free value for an exit pupil of diameter r0 , 
regardless of how large its beam diameter is. Similarly, the ratio of the signal and noise powers in an 
optical heterodyne detection of a turbulence-degraded signal is limited to the aberration-free value 
corresponding to an exit pupil of diameter r0.

Figure 8 shows how the time-averaged irradiance distribution or the PSF and encircled power 
change as D r/ 0 increases for several values of �. The PSFs are normalized to unity at the center, the 
actual central value being the LE Strehl ratio given in Table 1. As � increases, power flows from the cen-
tral bright spot into the diffraction rings. As D r/ 0 increases, the diffraction rings disappear and the PSFs 
become smooth, and a given fraction of total power is contained in a circle of larger and larger radius.



IMAGING THROUGH ATMOSPHERIC TURBULENCE  4.17

4.6 MODAL EXPANSION OF ABERRATION 
FUNCTION

So far we have considered the degradation of system performance by propagation through atmo-
spheric turbulence without any knowledge of the magnitude or the type of the phase aberrations 
introduced by it. In this section, we expand the Kolmogorov turbulence-degraded aberration func-
tion into a complete set of orthonormal polynomials and determine its time-averaged variance as 
well as the variance and covariance of the expansion coefficients. 

We expand the aberration function Φ( , ;ρ θ �) in terms of a complete set of Zernike annular poly-
nomials Z j( ,ρ θ ; )�  that are orthonormal over the unit annulus in the form5–8

 Φ( , ( ) ( ,ρ θ ρ θ; ) ; )� � �= ∑a Zj j
j

 (51)
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FIGURE 8 (Continued)

where aj( )�  are the expansion coefficients of the polynomials, � ≤ ≤ρ 1 and 0 2≤ <θ π . Since the 
phase aberration is a Gaussian random variable with a zero time-averaged value, so are the expan-
sion coefficients. The annular polynomials are given by

 Z n R m mj n
m

even )( , ; ( ) ( ; )cos ,ρ θ ρ θ� �= + ≠2 1 0  (52a)

  Z n R m mj n
m

odd )( , ; ( ) ( ; )sin ,ρ θ ρ θ� �= + ≠2 1 0  (52b)

  Z n R mj n( , ; ) ( ; ),ρ θ ρ� �= + =1 00  (52c)

where n and m are positive integers (including zero) and n − m ≥ 0 and even.
The index n represents the radial degree or the order of a polynomial, since it represents the 

highest power of r in the polynomial, and m is called the azimuthal frequency. The index j is a 
polynomial-ordering number and is a function of both n and m. The polynomials are ordered 
such that an even j corresponds to a symmetric polynomial varying as cos mq, while an odd j cor-
responds to an antisymmetric polynomial varying as sin mq. A polynomial with a lower value of n 
is ordered first, while for a given value of n, a polynomial with a lower value of m is ordered first. 
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The relationships among the indices j, n, and m are given in Table 2. For example, when n = 4 and 
m = 2, then j = 12 for the cos 2q polynomial and j = 13 for the sin 2q polynomial. The number of 
polynomials for a given value of n is n + 1, and the number of polynomials up to and including a 
certain order n is given by

 N n nn = + +( )( )/1 2 2  (53)

The radial annular polynomials Rn
m( ;ρ �) obey the orthogonality relation

 R R d
nn

m
n
m

nn( ; ( ;
( )

ρ ρ ρ ρ δ� �
�

�

) )′ ′= −
+∫

1
2 1

21

 (54)

where δnn′ is a Kronecker delta. Accordingly, the annular polynomials obey the orthonormality con-
dition 

 Z d d d dj j jj( , ( ,ρ θ ρ θ ρ ρ θ ρ ρ θ δ
π

; ) Z ; )� �
�

′ ′∫∫ =
0

21

0

221 π

∫∫
�

 (55)

The Zernike expansion coefficients are given by 

 a Z d dj j( )
( )

( , ; ) ( , ; )�
�

� �
�

=
− ∫∫
1

1 2
0

21

π
ρ θ ρ θ ρ ρ θ

π

Φ  (56)

as may be seen by substituting Eq. (51) into Eq. (56) and using the orthonormality Eq. (55). 
The first eleven annular polynomials are listed in Table 3, where 

 R1
1

2 1 21
( ;

( )
ρ ρ

�
�

)
/

=
+  (57a)

 R2
0

2 2

2

2 1

1
( ;

( )

( )
ρ ρ

�
�

�
) = − −

−  (57b)

 R2
2

2

2 1 21
( ; )

( )
ρ ρ

�
� �

=
+ + 4 /  (57c)

TABLE 2 Relationship Among the Polynomial Indices n, m, and j

n m j n m j

0 0 1 6 0 22
1 1 2, 3 6 2 23, 24
2 0 4 6 4 25, 26
2 2 5, 6 6 6 27, 28
3 1 7, 8 7 1 29, 30
3 3 9, 10 7 3 31, 32

4 0 11 7 5 33, 34
4 2 12, 13 7 7 35, 36
4 4 14, 15 8 0 37
5 1 16, 17 8 2 38, 39
5 3 18, 19 8 4 40, 41
5 5 20, 21 8 6 42, 43
   8 8 44, 45
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   R3
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2 3 2 4

2 2

3 1 2 1

1 1
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( ) ( )

( )[(
ρ ρ ρ

�
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� �
= + − + +

− + )) ( )] /1 4 2 4 1 2+ +� �
 (57d)

   R3
3

3

2 4 6 1 21
( ; )

( )
ρ ρ

�
� � �

=
+ + + /  (57e)

and

 R4
0

4 2 2 2 4

2 2

6 6 1 1 4

1
( ; )

( )

( )
ρ ρ ρ

�
� � �

�
=

− + + + +
−  (57f)

Of course, they reduce to the corresponding circle polynomials as � → 0.

4.7 COVARIANCE AND VARIANCE OF EXPANSION 
COEFFICIENTS

From Eq. (56), the covariance or cross-correlation of the expansion coefficients may be written 

 〈 〉 =
−

′ 〈′ ′∫∫a a Z Zj j j j( ) ( )
( )

( , ) ( ;� �
�

� �
1

12 2 2π
ρ ρ ) ΦΦ Φ( ; ) ( ; )ρ ρ ρ ρ� �′ 〉 ′d d  (58)

where q is the normalized position vector of a pupil point. It can be obtained by using the Fourier 
transforms of the annular polynomials.9 The autocorrelation, that is, the mean square value or the 
variance of an expansion coefficient, may be obtained from Eq. (58) by letting j = j′, that is, by letting n 
= n′ and m = m′.

A closed-form analytical solution is obtained when m n n= = ′
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TABLE 3 Orthonormal Zernike Annular Polynomials Z j ( ,ρ θ ; )�

j n m Z j ( , ; )ρ θ �  Aberration Name∗

 1 0 0 R0
0 1( ; )ρ � =  Piston

 2 1 1 2 1
1R ( ; )cosρ θ�  x tilt

 3 1 1 2 1
1R ( ; )sinρ θ�  y tilt

 4 2 0 3 2
0R ( ; )ρ �  Defocus

 5 2 2 6 22
2R ( ; )sinρ θ�  Primary astigmatism at 45°

 6 2 2 6 22
2R ( ; )cosρ θ�  Primary astigmatism at 0°

 7 3 1 8 3
1R ( ; )sinρ θ�  Primary y coma

 8 3 1 8 3
1R ( ; )cosρ θ�  Primary x coma

 9 3 3 8 33
3R ( ; )sinρ θ�  

10 3 3 8 33
3R ( ; )cosρ θ�  

11 4 0 5 4
0R ( ; )ρ �  Primary spherical

∗The name must precede with “orthonormal annular,” e.g., orthonormal annular primary x coma.
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where F a b c1( , ; ; z) is a hypergeometric function. Since r0
6 5∝λ / , the variance in terms of the optical 

path-length errors [obtained by multiplying an
n( )�⎡⎣ ⎤⎦

2
 by ( / ) ]λ π2 2  is independent of l, as expected 

in the absence of atmospheric dispersion.
For a circular pupil,19 the following results can be obtained from the corresponding results for an 

annular pupil by letting � → 0:
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Numerical values of variance and covariance are given in Tables 4 and 5 for various values of 
� including zero. We note that when � = 0, the variance of an aberration coefficient depends on 

TABLE 4 Variance aj
2( )�  of Expansion Coefficients in Units of ( )D r/ /

0
5 3

aj
2

 � = 0  0.05 0.1 0.15 0.2 0.25 0.35 0.5 0.75

a2
2 , a3

2  0.44888 0.45000 0.45336 0.45893 0.46670 0.47660 0.50260 0.55610 0.67917

a4
2  0.02322 0.02302 0.02245 0.02153 0.02033 0.01891 0.01560 0.01028 0.00292

a5
2 , a6

2  0.02322 0.02328 0.02345 0.02375 0.02418 0.02475 0.02635 0.02997 0.03888

a7
2 , a8

2  0.00619 0.00621 0.00624 0.00628 0.00630 0.00626 0.00593 0.00468 0.00162

a9
2 , a10

2  0.00619 0.00621 0.00625 0.00633 0.00645 0.00660 0.00705 0.00815 0.01132

a11
2 , 0.00245 0.00241 0.00227 0.00207 0.00183 0.00158 0.00109 0.00052 0.00007

a12
2 , a13

2  0.00245 0.00246 0.00248 0.00251 0.00255 0.00260 0.00266 0.00247 0.00108

a14
2 , a15

2  0.00245 0.00246 0.00248 0.00251 0.00256 0.00262 0.00280 0.00326 0.00480

TABLE 5 Covariance 〈 〉′a aj j( ) ( )� �  of Expansion Coefficients in Units of ( )D r/ /
0

5 3

a aj j ′
 � = 0   0.05  0.1  0.15  0.2  0.25  0.35  0.5  0.75

a a a a2 8 3 7,  −0.01416 −0.01420 −0.01430 −0.01444 −0.01460 −0.01474 −0.01481 −0.01392 −0.00885

a a4 11  −0.00388 −0.00381 −0.00363 −0.00334 −0.00300 −0.00262 −0.00186 −0.00091 −0.00012

a a4 22   0.00032  0.00030  0.00024  0.00017  0.00009  0.00002 −0.00008 −0.00011 −0.00003

a a a a5 13 6 12,  −0.00388 −0.00389 −0.00392 −0.00397 −0.00404 −0.00412 −0.00433 −0.00451 −0.00341

a a a a7 17 8 16,  −0.00156 −0.00158 −0.00164 −0.00172 −0.00178 −0.00173 −0.00095  0.00365  0.01180

a a11 22  −0.00076 −0.00073 −0.00067 −0.00058 −0.00048 −0.00038 −0.00022 −0.00007  0.00000

a a a a9 19 10 18,  −0.00156 −0.00156 −0.00157 −0.00159 −0.00162 −0.00166 −0.00176 −0.00196 −0.00177

a a a a14 26 15 25,  −0.00076 −0.00076 −0.00077 −0.00078 −0.00079 −0.00081 −0.00086 −0.00099 −0.00104
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the value of n, but is independent of the value of m. Thus, for example, 〈 〉 = 〈 〉 = 〈 〉a a a4
2

5
2

6
2 ,

or 〈 〉 = 〈 〉 = 〈 〉 = 〈 〉a a a a7
2

8
2

9
2

10
2 . However, when � ≠ 0, the variance depends on the values of both 

n and m, but it is independent of whether it is a cosine or a sine mode. Thus, for example, 
〈 〉 ≠ 〈 〉 = 〈a a a4

2
5
2

6
2( ) ( ) ( ),� � �  or 〈 〉 = 〈 〉 ≠ 〈 〉 = 〈 〉a a a a7

2
8
2

9
2

10
2( ) ( ) ( ) ( ) .� � � �  Similarly, the covariance for given val-

ues of n and n′ are independent of their m values when � = 0. For example, 〈 〉 = 〈 〉 = 〈 〉a a a a a a4 11 5 13 6 12 ,
or 〈 〉 = 〈 〉 = 〈 〉 = 〈 〉a a a a a a a a7 17 8 16 9 19 10 18 . However, when � ≠ 0, equality is obtained only when 
the m values are also equal. For example, 〈 〉 ≠ 〈 〉 = 〈 〉a a a a a a4 11 5 13 6 12( ) ( ) ( ) ( ) ( ) ( ) ,� � � � � �  or 
〈 〉 = 〈 〉a a a a7 17 8 16( ) ( ) ( ) ( )� � � � ≠ 〈 〉a a9 19( ) ( )� � = 〈 〉a a10 18( ) ( ) .� �  The first nonzero cross-correlations are 
the tilt-coma cross-correlations 〈 〉a a2 8( ) ( )� �  and 〈 〉a a3 7( ) ( ) .� � Moreover, for a given value of n, the 
correlation values decrease rapidly as the order difference n′ − n increases. 

Figures 9 and 10 show the variance and covariance of Zernike coefficients as a function of � for 
some low-order terms. The variance of terms with m = n increase monotonically with an increasing 
value of �, e.g., tip and tilt variances 〈 〉a2

2  and 〈 〉a3
2 , or astigmatism variances 〈 〉a5

2  and 〈 〉a6
2 . For other 

terms, e.g., coma 〈 〉a7
2  and 〈 〉a8

2 , or defocus 〈 〉a4
2  and spherical aberration 〈 〉a11

2 , they generally decrease 
monotonically and approach zero as � → 1. Similarly, the covariances of tilt with coma, for example, 
〈 〉a a2 8( ) ( ) ,� �  and defocus with primary or secondary spherical aberration, that is, 〈 〉a a4 11( ) ( )� �  or 
〈 〉a a4 22( ) ( ) ,� �  approach zero as � → 1.
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FIGURE 9 Variance aj
2( )�  of Zernike coefficients. (a) Tip and tilt; (b) defocus and astigmatism; (c) coma and tilt, etc.; 

and (d) spherical and higher orders.
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4.8 ANGLE OF ARRIVAL FLUCTUATIONS 

Depending on the measurement process, the angle of arrival can be defined by the Zernike tilts of 
the wavefront or the centroid of the aberrated PSF. The first is referred to as the Z-tilt and represents 
the least square fit of the linear terms to the aberration function or equivalently the gradient of the 
wavefront at the center of the pupil. The PSF centroid, however, represents the mean value of the 
wavefront gradient across the pupil. The tilt associated with the centroid is referred to as the G- or 
the gradient-tilt.1,20 

From Eq. (51), the wavefront tilt aberration introduced by turbulence is given by 

 
Φt a Z a Z

a

( , ( ) ( , ( ) ( , ; )

[

ρ θ ρ θ ρ θ; ) ; ) 3� � � � �= +
=

2 2 3

2 22 1
1

3 1
1

2

2

1

( ) ( ; )cos ( ) ( ; )sin ]

(

� � � �

�

R a Rρ θ ρ θ+

=
+ ))

[ ( ) cos ( ) sin ]
1 2 2 3/

a a� �ρ θ ρ θ+
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FIGURE 10 Covariance 〈 〉′a aj j( ) ( )� �  of Zernike coefficients. 
(a) Tilt and coma and (b) defocus and spherical.
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Or, in Cartesian coordinates,

 Φt x y a x a y( ,
( )

[ ( ) ( ) ]; )
/

�
�

� �=
+

+2

1 2 1 2 2 3  (63)

The wavefront tilt displaces the image to a point [ ( ), ( )]x yt t� �  given by21

 

[ ( )] ,x y F
x y

F

t t
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/
a a

 

(64)

Accordingly, the angle of arrival of the wave is given by 

 
[ ( ), [ ( ), ( )]

( )

α β
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π
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/

=

=
+
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D

t t

[[ ( ), ( )]a a2 3� �  (65)

Or, the mean square fluctuation of the angle of arrival is given by

 σα βσ λ
π

2 2

2

2 2
22 1

1
( ), ( )

( )
( )� �

�
�⎡⎣ ⎤⎦ =
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⎠⎟ +D

a ,, ( )3
2a �  (66)

where from Eq. (59)
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(67)

Accordingly, the standard deviation of the angular fluctuations based on the Zernike tilts is given by 

 [ ( )] [ ( )]
( )

( )σ σ
π

λ
α β� �

�
�Z Z D

a= =
+
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1 2 1 2 2
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/

/22

 (68)

Since a D r2
2

0
5 3( ) ~( ) ,� / /  Eq. (68) shows that the mean square fluctuation of the image displacement 

decreases with the pupil diameter D as D−1 3/ . Moreover, since r0
6 5~ ,λ /  we find that the fluctuation 

is independent of the wavelength, as expected in the absence of any atmospheric dispersion. For a 
circular pupil, substituting a a D r2

2
3
2

0
5 30 449= = . ( ) ,/ /  we obtain

 

( ) ( )

.

σ σ
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λ

α βZ Z D
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D
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r
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=
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⎝⎜

⎞
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2

0 4265

2
2

1 2

0

/

⎟⎟

5 6/

 (69)

Since the wavefront tilt produced by turbulence is independent of the shape of the pupil, except for 
its correlation with the coma terms, a2

2( )�  increases with � approximately as 1 2+ � . This is illustrated 

in Fig. 11, where a2
2( )�  and ( )1 2

2
2+� a  are compared with each other as a function of �. Accordingly, 

the angular fluctuation depends very weakly on the obscuration ratio. For example, when � = 0 5. , the 
constant 0.4265 on the right-hand side of Eq. (69) is replaced by 0.4246. 
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Tatarski gives an expression for the fluctuations of the angle of arrival based on the centroid of 
the aberrated PSF for a circular pupil.22 His analysis can be extended to systems with annular pupils. 
However, we consider the centroid in terms of the Zernike annular-polynomial expansion coefficients 
of the aberration function. This approach gives insight into why the G-tilt is different from the Z-tilt, 
why the two tilts are approximately equal to each other, and why the G-tilt is smaller. 

Neglecting the amplitude variations introduced by turbulence, the centroid ( , )x yc c  of an aber-
rated PSF is given by the mean value of the gradient of the aberration function11,23 

 ( , )
( , )

,
( , )

x y
R
S

W x y
x

W x y
y

dc c
p

= ∂
∂

∂
∂

⎡
⎣
⎢

⎤
⎦
⎥∫∫ xx dy  (70)

where W(x, y) is the wave aberration at a point (x, y) on a pupil of area Sp . If we write the aberra-
tion function in terms of the Zernike annular polynomials in the form 

 W n Rm n
m

m

n

n

( , [ ( )/( )] ( ;ρ θ δ ρ; ) /� = + +
==

∞

∑ 2 1 1 0
1 2

00
∑∑ +� � �)[ ( )cos ( )sin ]c m s mnm nmθ θ  (71)

where cnm (�) and snm (�) are the Zernike annular expansion coefficients, it can be shown that the cen-
troid of the corresponding PSF is given by11,23

 [ ( ), ( )] ( ) ( ; )x y
F

n Rc c
n
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�
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−

′ + −
=

∞

∑2

1
2 1 1

2
1

1 RR c sn n n
1

1 1( ; ) [ ( ), ( )]� � � �⎡⎣ ⎤⎦  (72)

where a prime on the summation sign indicates a summation over only the odd integral values of n. 
Thus, the only aberrations that contribute to the centroid are those with m = 1. Aberrations of the type 
Rn

1( ; )cosρ θ�  contribute to xc and those of the type Rn
1( ; )sinρ θ�  contribute to yc , which also follows 

from the symmetry considerations of the aberrations. Keeping the tilt and only the primary coma terms 
(and thus neglecting higher orders of coma owing to their small magnitudes) in Eq. (72), we obtain 
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where, from Eqs. (57a) and (57d), 

 A R R( ) ( ; ) ( ; )
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and 
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If we retain only the Zernike tilt terms, we obtain the Z-tilt given by Eq. (68). 
For a circular pupil, A(�) and B(�) both reduce to unity, and Eq. (73) reduces to 

 ( ) ( )σ σ λ
πα βG G D

a a a a= = + +⎡
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 (75)

Substituting for a a2
2

8
2, , and 〈 〉a a2 8  from Tables 4 and 5, we obtain

 ( ) .σ λ
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5 6/

 (76)

The dependence of G- and Z-tilts on � is illustrated in Fig. 12. The G-tilt is smaller than the Z-tilt 
by approximately 3 percent. It is not surprising that the Z- and G-tilts are approximately equal to 
each other. Since the Zernike tilt aberrations account for 87 percent or more of the aberration vari-
ance (see Sec. 4.11 and Fig. 16), the variance of the coma aberration(s) is relatively small. The G-tilt 
is smaller than the Z-tilt because of the negative correlations of the tilt coefficients with the coma 
coefficients. 

FIGURE 12 Dependence of the angle of arrival fluctuations on the obscuration ratio �, 
illustrating the small difference between the Zernike wavefront tilt [ ( )]σα � Z and the centroid-
based G-tilt [ ( )] .σα � G
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4.9 ABERRATION VARIANCE AND APPROXIMATE 
STREHL RATIO 

The piston autocorrelation a1
2( )�  for Kolmogorov turbulence, obtained by letting j = j ′ = 1 in Eq. (58), 

so that both n and n′ are equal to zero, is infinity.9 The mean square value 〈 〉Φ2( )�  of the aberration 
is also infinite, but the difference of the two is finite. Since the mean value 〈 〉Φ( )�  of the aberration is 
zero, 〈 〉Φ2( )�  is also the variance of the aberration. However, the piston aberration Z1( ,ρ θ ; ),�  being 
a constant, does not affect the aberration variance or the image quality. Accordingly, we refer to the 
piston-removed variance as simply the aberration variance. It is given by 
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(77)

Letting � = 0 for a circular pupil, Eq. (77) reduces to 

 
σΦ Φ2 2

1
2

0
5 31 0324

≡ 〈 〉 − 〈 〉

=

a

D r. ( )/ /

 (78) 

Figure 13 shows how Δ Φ1
2( ) ( )� �≡ σ  in units of ( )D r/ /

0
5 3  varies with �. Its value increases monotoni-

cally from 1.0324 for a circular pupil (� = 0) to 1.843 for an infinitesimally thin ring pupil (� → 1).
The approximate expression S � exp( )−σΦ

2  for the Strehl ratio11,24,25 is not suitable for calculat-
ing the time-averaged Strehl ratio for a random aberration, especially when its value is small. For 
example, the Strehl ratio given by 

 〈 〉 −S D r D r1 0 0
5 31 03( ) exp[ . ( ) ]/ / /�  (79)

is illustrated in Fig. 14 by the dashed curve, which is quite steep owing to the ( )D r/ /
0

5 3 dependence 
of σΦ

2 . Even for a small value of D r/ 0 1= , it gives a Strehl ratio of 0.357, compared to a true value of 
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0.446. For larger values of D/r0, it underestimates the Strehl ratio by larger factors. It is not surpris-
ing that Eq. (79) yields an underestimate of the true value of the Strehl ratio. If we write Eq. (14) in 
the form 

 �Φ Φ ΦΦ Φ( ) [ ( ) ( )] [ ( )]r r R r= 〈 − 〉 = −0 22 2σ  (80)

where

 R r rΦ Φ Φ( ) ( ) ( )= 〈 〉0  (81)

is the autocorrelation of the phase aberration and substitute in Eq. (24), we find that the Strehl ratio 
is given by Eq. (79) only when the phase correlation is zero. Otherwise, it will yield a larger value. 
Unfortunately, the phase correlation function for Kolmogorov turbulence is not defined; only the 
phase structure function is. A much better approximation is given by 

 〈 〉 + −S D r D r2 0 0
5 3 6 51( ) [ ( ) ]/ / / /�  (82)

as may be seen from Fig. 14, where it is illustrated by the dotted curve. It overestimates the true 
value only slightly. 

4.10 MODAL CORRECTION OF ATMOSPHERIC 
TURBULENCE

If the first J modes of the phase aberration are corrected, the corrected phase error may be written 

 Φc j
j

J

ja Z( , ( ) ( , ; )ρ θ ρ θ; )� � �=
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∑
1

 (83)
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FIGURE 14 Comparison of exact and approximate long-exposure Strehl ratios for a 
circular pupil.
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Accordingly, the residual phase aberration is given by 

 Φ Φ ΦJ c j ja Z( , ; ) ( , ; ) ( , ; ) ( ) ( , ; )ρ θ ρ θ ρ θ ρ θ� � � � �= − =
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Hence, the mean square value of the residual aberration is given by 
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where Δ Φ1
2( ) ( ).� �≡ σ  Numerical values of Δ J ( )�  are given in Table 6 for several values of �. Figure 13 

shows how Δ3( )�  (the piston-removed and tilt-corrected variance) varies with �. We note that it is nearly 
constant until � is larger than approximately 0.5. However, as shown in Fig. 15, Δ6( )�  piston removed 
and aberrations corrected up to and including astigmatism) and Δ11( )�  (the piston removed and 
aberrations corrected up to and including primary spherical aberration) first increase slightly with � 
and then decrease considerably, and finally increase rapidly as � → 1.

TABLE 6 Variance Δ J ( )�  of Residual Phase Aberration in Units of ( )D r/ /
0

5 3

Δ J � = 0  0.25 0.5 0.75

Δ1 1.0324 1.0870 1.2461 1.5010
Δ2 0.5835 0.6104 0.6900 0.8218
Δ3 0.1347 0.1338 0.1339 0.1426
Δ4 0.1115 0.1149 0.1236 0.1397
Δ5 0.0882 0.0902 0.0937 0.1008
Δ6 0.0650 0.0654 0.0637 0.0620
Δ7 0.0588 0.0591 0.0590 0.0603
Δ8 0.0526 0.0529 0.0543 0.0587
Δ9 0.0464 0.0463 0.0462 0.0474
Δ10 0.0402 0.0397 0.0380 0.0361
Δ11 0.0378 0.0381 0.0375 0.0360
Δ12 0.0353 0.0355 0.0350 0.0349
Δ13 0.0329 0.0329 0.0325 0.0338
Δ14 0.0304 0.0303 0.0293 0.0290
Δ15 0.0280 0.0277 0.0260 0.0242
Δ16 0.0268 0.0264 0.0244 0.0218
Δ17 0.0256 0.0251 0.0229 0.0193
Δ18 0.0244 0.0239 0.0215 0.0186
Δ19 0.0232 0.0226 0.0201 0.0178
Δ20 0.0220 0.0213 0.0185 0.0153
Δ21 0.0208 0.0200 0.0169 0.0129
Δ22 0.0202 0.0197 0.0168 0.0129
Δ23 0.0195 0.0190 0.0159 0.0115
Δ24 0.0189 0.0183 0.0151 0.0101
Δ25 0.0182 0.0176 0.0142 0.0095
Δ26 0.0176 0.0169 0.0134 0.0089
Δ27 0.0169 0.0162 0.0125 0.0075
Δ28 0.0162 0.0155 0.0117 0.0061
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The residual phase structure function after correction of the first J modes is given by 
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where, as in Eq. (14), 

 �Φ Φ Φ( , ; ) [ ( , ) ( ; )]
� � � �
ρ ρ ρ ρ′ = 〈 − ′ 〉� � � 2  (88)

is the long-exposure phase structure function. From Eq. (14), �Φ( , ; )
� �
ρ ρ′ �  depends on |

� �
ρ ρ− ′|, or from 

Eqs. (18) and (21c) on v = − ′| | .
� �
ρ ρ /2  For Kolmogorov turbulence in the near field, since � �Φ = w , 

we may write from Eq. (29)

 �Φ( ; ) . ( )v vD r� = 6 88 0
5 3/ /  (89)

It is independent of �, as expected, since it is a characteristic of turbulence.
The MCF for the residual phase aberration after correction of the first J modes is given by 

 M v iJ J J( ; ) exp [ ( ; ) ( ; )] exp[ (� � �= − ′{ } = −Φ Φ
� �
ρ ρ 2 1//2) ( ; )]� J v �  (90)

The corresponding time-averaged MTF is accordingly given by 

 〈 〉 = −τ τ( ; ; ) ( ; ) exp[ ( ) ( ; )]v D r v vJ J� � �/ /0 1 2 �  (91)

The MTF at a certain frequency or the Strehl ratio for a given value of D r/ 0 improves as more and more 
modes are corrected. Of course, J = ∞ represents complete correction, that is the aberration-free case. 
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4.11 SHORT-EXPOSURE IMAGE 

It is evident from Tables 4 and 5 that a large portion of the phase aberration introduced by turbulence 
is a random wavefront tilt caused by large eddies and represented by the coefficients a2 (�) and a3 (�). 
Figure 16 shows the relative tilt-corrected variance [( ( ) ( )) ( )]Δ Δ Δ1 3 1� � �− /  as a function of �. It increases 
from a value of approximately 87 percent for a circular pupil to nearly 91 percent as � → 1. Thus, if the 
tilt is corrected in (near) real time with a steering mirror, the variance of the phase aberration for a 
circular pupil is reduced by a factor of 1 03 0 134 7 7. / . . .�  Hence, unless D r/ 0 is very large, a significant 
improvement in the quality of an image is obtained by correcting the wavefront tilt. A short-exposure 
image is equivalent to a tilt-free image, and a tilt-corrected image yields a time-averaged short-exposure 
image. For a circular pupil, the phase aberration with a standard deviation of 1 radian is obtained with-
out any correction (except for the piston mode) when D r= 0.  However, if the x and y tilts are corrected, 
we find from the expression for Δ3, D can be as large a 3.34 r0 for one radian of phase aberration.

Now the tilt coefficients [ ( ), (a a2 3� �)] correlate with the primary coma coefficients [ ( ), (a a8 7� �)], 
secondary coma coefficients [ ( ), (a a16 17� �)], tertiary coma coefficients [ ( ), (a a30 29� �)], and so on. 
Neglecting their correlation with coefficients other than the primary coma coefficients, the tilt-corrected 
phase structure function may be written9

 � �3
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2 2
2

2 216
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( ; ) ( ; ) ( )
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It is evident that unlike the uncorrected phase structure function, the tilt-corrected structure func-
tion does depend on the diameter D. For a circular pupil, Eq. (92) reduces to 

 
� �3

2
2
2 2 2

2 816 32 2 6 6 1

6

( ) ( ) ( )v v v a v v v a a= − − − + 〈 〉

=

Φ

.. ( . . ./ / /8839 1 0 9503 0 5585 0 55855 3 1 3 4 3 7v v v v− − + // /( / )3
0

5 3D r

 (93)

�3( )v  has a maximum value of 0 344 0
5 3. ( )D r/ /  at v = 1, which is 1/20 of the value 6.88 (D/r0)

5/3 
without any correction (i.e., for J = 1), illustrating a significant benefit of the tilt correction. When 
� �≠ 0 3, ( ; )� v  is larger for larger values of �, indicating more severe fluctuations of the wavefront.
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Using Eq. (92), the short-exposure MTF can be calculated as 

 〈 〉 =τ τ( ; ; ) ( ; ( ; ; )v D r v M v D r� � �/ ) /30 3 0  (94)

where 

 M v D r v D r3 3 01 2( ; ; ) exp[ ( ) ( ; ; )]� �/ / /0 = − �  (95)

is the tilt-corrected or short-exposure MCF or the MTF reduction factor associated with atmospheric 
turbulence. This factor does depend on the pupil diameter D, in contrast to the long-exposure MTF 
reduction factor given by Eq. (36), which is independent of D. As expected, it is smaller than the long-
exposure reduction factor. Figure 17 shows how the tilt-corrected structure function and the corre-
sponding MCF vary with v. The corresponding long-exposure functions are included for comparison. 

The time-averaged Strehl ratio of the tilt-corrected image is given by

 〈 〉 =
−

〈 〉∫S D r v D r vdv( ; )
( )

( ; ; )�
�

�/ /0 3 2 0 3
0

1
8

1
τ  (96)

Replacing the long-exposure atmospheric MTF reduction factor in Eq. (47a) by the short-exposure 
MTF reduction factor, the short-exposure central irradiance ηSE may be written

 η3
2

0

2

31( ; ) ( ) ( ; )� � �D r
D
r

S D r/ /0 0= −
⎛
⎝⎜

⎞
⎠⎟

〈 〉  (97)

The Strehl ratio 〈 〉S 3 and the central irradiance η3 are shown in Figs. 18 and 19, respectively. Some 
typical values of the tilt-corrected Strehl ratios are given in Table 1 for various values of D r/ 0 and �. 
For small values of D r/ 30 , η  increases approximately as for a diffraction-limited system, since the aber-
ration is small; reaches a maximum (e.g., 3.74 for D r/ 0 3 5= .  for a circular pupil), and then decreases 
slowly but monotonically to unity. Since the image displacement due to wavefront tilt decreases as 
D−1 3/ , the effect of tilt correction becomes negligible for large values of D r/ 0 due to the large residual 
phase errors. As in the case of a circular pupil, if the covariance of the tilt coefficients with others is 
ignored, for example 〈 〉a a2 8( ) ( )� �  in Eq. (92) is neglected, an unrealistic overcorrection will result.11,26,27
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For a circular pupil, Fig. 20 shows how the tilt-corrected time-averaged Strehl ratio varies with 
D r/ 0. The uncorrected Strehl ratio is also shown to illustrate the improvement made by the tilt correction. 
An approximate value of the Strehl ratio given by exp( ),−Δ3  where 

 Δ3 0
5 30 134= . ( )D r/ /  (98)

is the tilt-corrected time-averaged phase aberration variance, and shown by the dashed curve under-
estimates the true value 〈S〉3.
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An example of an instantaneous short-exposure PSF illustrating the structure of the image of a 
star as seen by a ground-based telescope with a circular pupil and D r/ 0 10=  is shown in Fig. 21, where 
it is compared with the corresponding aberration-free image. On the average, the standard deviation 

Δ3  of the instantaneous aberration is 2.5 radians or 0.4l. We note that the image is broken up into 
small spots called speckles, which is a characteristic of large spatially random aberrations. The size 
of a speckle is determined by D, its angular radius being approximately equal to l/D. The image 
size lies between its diffraction-limited value l/D and its long-exposure value λ/r0 (varying as λ −0 2. ). 
The image becomes progressively worse as r0 decreases, showing the effects of what astronomers call 
seeing. However, the size of a speckle decreases as D increases without affecting the long-exposure 
image size λ/r0. Thus, an increase in D does not significantly improve the resolution of the system (as 
determined by the overall size of the image). The angular spot radius in units of l/D representing the 
point at which the irradiance drops to half of its central value is given in Table 7 for both the short- 
and long-exposure images for various values of D r/ 0 and �, and compared with the corresponding 
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diffraction-limited value. We note that, whereas the LE radius is roughly D r/ 0 times the DL radius, 
the SE radius for small values of D r/ 0 , for example D r/ 0 5= , is roughly equal to the DL radius, but for 
large values of D r/ 0 , for example D r/ 0 10= , it is about half the LE radius. Of course, as � increases and 
more and more light goes into the diffraction rings, these factors change somewhat. For small values 
of D r/ 0 , the diffraction ring structure of the DL image, smoothed out in the LE image, returns in the 
SE image. This is more and more evident for larger and larger values of �. 

If the image wander is corrected in real time and the image is averaged over time, the speckles 
disappear and the image becomes smooth. Such PSFs and the corresponding encircled power can 
be obtained from Eqs. (43) and (44), respectively, by substituting the short-exposure OTF given by Eq. 
(94). The MTF, PSF, and encircled power thus obtained are shown by the dotted curves in Figs. 5 and 8 
for several values of �. The short-exposure image when randomly displaced over time yields a smooth 
long-exposure image, as illustrated by the dashed curves in Fig. 8. Modal correction of a Gaussian 
beam (including one with a central obscuration) propagating through turbulence has also been dis-
cussed by Wang using the Zernike circle polynomials28 though such polynomials are not orthogonal 
over the Gaussian weighted (or an annular) pupil.5,29

4.12 ADAPTIVE OPTICS

The correction of wavefront errors in (near) real time is accomplished by using adaptive optics.1–3 
In practice, a steering mirror with only three actuators is used to correct the large x and y wavefront 
tilts (also called tip and tilt). The residual aberration is corrected by a deformable mirror, which is 
deformed by an array of actuators attached to it. The signals for the actuators are determined either 
by sensing the wavefront errors with a wavefront sensor in a closed loop to minimize the variance of 
the residual errors, or the actuators are actuated to produce Zernike modes (e.g., focus, two modes 
of astigmatism, two modes of coma) iteratively until sharpness of the image is maximized.30–32 The 
signals are independent of the optical wavelength, provided atmospheric dispersion is negligible. 
The two approaches are referred to as zonal and modal approaches, respectively. The zonal approach 
has the advantage that the rate of correction is limited only by the rate at which the wavefront errors 
can be sensed and the actuators can be actuated. However, the amount of light that is used by the 
wavefront sensor is lost from the image. In practice, the image beam is split into two parts. The 
centroid of the image of one part is measured with a quad cell, and the tilt indicated by it is cor-
rected with a steering mirror. The resulting tilt-corrected image of the other part with the residual 
aberration is corrected with a deformable mirror in a closed-loop manner.33 In the modal approach, 
there is no loss of light, but the rate or the bandwidth of correction34–36 can be slow due to its itera-
tive nature, especially when turbulence is severe and a large number of modes must be corrected. 
Moreover, for imaging an extended object, wavefront sensing requires a point source in its vicinity, 
but the modal approach is applicable to the extended object itself.

Of course, adaptive optics can improve the image quality only if the object lies within an isoplanatic 
angle of turbulence. In the case of a ground-to-space laser illuminating a satellite, the angular travel 

TABLE 7 Angular Spot Radius of Short-Exposure (SE), Long-Exposure (LE), and Diffraction-Limited (DL) Images in Units of 
l /D for Various Values of � and D r/ 0

 D r/ 0 1=  D r/ 0 2=  D r/ 0 5=  D r/ 0 10=

�  DL LE SE LE SE LE SE LE SE

0 0.515 0.708 0.516 1.122 0.518 2.552 0.560 4.983 2.650
0.25 0.497 0.698 0.498 1.151 0.501 2.595 0.539 5.021 2.686
0.5 0.456 0.688 0.457 1.280 0.459 2.711 0.498 5.106 2.840
0.75 0.406 0.700 0.407 1.480 0.411 3.130 0.465 5.432 3.469
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(point-ahead angle) of the satellite during the round-trip time of the beam to the satellite must be less 
than the isoplanatic angle of turbulence. An estimate of the isoplanatic angle can be obtained from37

 � �0
6 5 8 5 2 5 3

0

0 058=
⎧
⎨
⎪

⎩⎪

⎫
⎬∫. (cos ) ( )λ / / /C z z dzn

L ⎪⎪

⎭⎪

−3 5/

 (99)

Substituting Eq. (31) into Eq. (99), we obtain �0 7= μrad for λ = 0 5. .μm  Thus, the H V− 5 7/  model 
for Cn

2 yields r0 5= cm and �0 7= μrad for visible light; hence the 5/7 subscript. 

4.13 SUMMARY

We have considered imaging through atmospheric turbulence by a system with an annular pupil, such as 
the Keck telescope. The results for a system with a circular pupil are obtained as a special case of those for 
the annular pupil. An atmospheric coherence length r0 is defined such that the coherence of two points 
separated by this distance is 0.03. It is calculated using the well-known H V− 5 7/  model for the refractive 
index structure parameter Cn

2 , assuming Kolmogorov turbulence, for looking up and down at a point 
source through the atmosphere as well as for plane wave propagation (see Fig. 2). It is shown that 
turbulence limits the resolution of a system to one with pupil diameter r0 regardless of the actual pupil 
diameter. The two-point angular resolution on ground when observed from any point in space varies 
approximately as λ/r0 , compared to the diffraction-limited resolution of l/D. There is reciprocity in 
wave propagation through the turbulent atmosphere; otherwise adaptive optics couldn’t have worked in 
ground-based astronomy. Accordingly, the PSF observed on an aircraft looking at a ground point object is 
the same as the irradiance distribution of a beam focused on ground from an aircraft. Similarly, the irra-
diance distribution of a beam focused in space from ground is the same as the PSF observed on ground 
looking at a space object. The effect of turbulence is shown in terms of the MTF, Strehl ratio, PSF, and 
encircled power for both long- and short-exposure images. How the image improves as more and more 
Zernike aberration modes are corrected is also discussed. The aberration function may also be expanded in 
terms of the Karhunen-Loève functions whose coefficients are statistically independent of each other.27,38 It 
is found though that the effect of correlation of Zernike coefficients is negligible for D r/ 0 4≤ .26

The dependence of the various image-related quantities on the obscuration ratio � may be sum-
marized as follows:

1. Atmospheric turbulence dominates the degradation of MTF; the MTF gain at high frequencies 
due to the pupil obscuration is lost even for weak turbulence (compare Figs. 4 and 5). The Strehl 
ratio is similarly dominated by turbulence (see Fig. 6).

2. The piston-removed aberration variance in units of ( )D r/ /
0

5 3 increases monotonically from a 
value of 1.0324 for a circular pupil (� = 0) to a value of 1.843 for an infinitesimally thin ring 
pupil ( )� → 1  (see Fig. 13).

3. The fluctuations in the angle of arrival depend weakly on the pupil obscuration (see Figs. 12 and 13). 

4. The time-averaged variance of some aberration coefficients increases with � and decreases for others 
(Fig. 9). For example the variance of tilt and astigmatism increases, but that of defocus and spherical 
aberration decreases and approaches zero as � → 1. The covariance follows a similar trend (Fig. 10).

5. When a certain number of Zernike aberration modes is corrected, for example with a deformable 
mirror, the image quality improves. The residual aberration variance when the first J modes are 
corrected is given in Table 6. If only tip and tilt modes are corrected, say with a steering mirror, the 
aberration variance is reduced by 87 percent for a circular pupil and slightly larger (up to 90 percent) 
for an annular pupil. Figure 19 illustrates the improvement in the Strehl ratio. The aberration-free 
Airy pattern representing the image of a star breaks up into speckles, as illustrated in Fig. 21. The 
time-averaged short-exposure OTFs are compared in Fig. 5 with the corresponding long-exposure 
results. The PSFs and encircled-power curves are similarly compared in Fig. 8.
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5.1 GLOSSARY

Cn
2  refractive index structure parameter

d0  section size for laser beacon adaptive optics

�n  refractive index structure function

�φ  phase structure function

E f
2  mean square phase error due to fi tting error

EFA
2   mean square phase error due to focus anisoplanatism

En
2  mean square phase error due to sensor read noise

Es
2  mean square phase error due to servo lag

fG  Greenwood frequency

f
GT   Tyler G-tilt tracking frequency

F fφ( )  phase power spectrum

F fGφ ( )  G-tilt power spectrum

H f fc( , )  servo response function

Npde  number of photo-detected electrons per wavefront subaperture

r0  Fried’s coherence length

SRHO  Strehl ratio resulting from higher-order phase errors

SR tilt  Strelil ratio due to full-aperture tilt

Z j( , )ρ θ   Zernike polynomials

σθ  rms full-aperture tracking error

σθG  rms full-aperture G-tilt induced by the atmosphere

 θ0  isoplanatic angle
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5.2 INTRODUCTION

An Enabling Technology

Adaptive optics (AO) is the enabling technology for many applications requiring the real-time control of 
light propagating through an aberrating medium. Today, significant advances in AO system performance 
for scientific, commercial, and military applications are being made because of improvements in compo-
nent technology, control algorithms, and signal processing. For example, the highest-resolution images 
of living human retinas ever made have been obtained using AO.1–3 Increased resolution of retinal fea-
tures could provide ophthalmologists with a powerful tool for the early detection and treatment of eye 
diseases. Adaptive optics has brought new capabilities to the laser materials processing industry, including 
precision machining of microscopic holes and parts.4,5 Beaming power to space to raise satellites from 
low earth orbit to geosynchronous orbit, to maneuver satellites that are already in orbit, and to provide 
electricity by illuminating solar panels remains a topic of commercial interest.6,7 Recent work has shown 
that high-energy pulsed lasers, corrected for atmospheric distortions with AO, could be used to alter the 
orbits of space debris objects,8 causing them to reenter the atmosphere much sooner than natural atmo-
spheric drag—creating an opportunity for the environmental restoration of space. High-speed optical 
communication between the ground, aircraft, and spacecraft (including very deep space probes) is a topic 
of continuing interest that would benefit from the use of AO.9 Adaptive optics offers significant benefit to 
a large variety of military applications, including the U.S. Air Force Airborne Laser program, in which a 
high-powered chemical oxygen-iodine laser will be mounted in an aircraft to engage boosting missiles at 
long ranges.10 Adaptive optics will be used to predistort the laser beam as it leaves the aircraft to compen-
sate for the atmospheric distortions that the beam encounters as it propagates to the missile target.

Perhaps the most widely known and discussed application for AO is imaging through the atmosphere. 
Military sites are now using AO on medium-sized ground-based telescopes [of the order of 4 meters (m)] to 
inspect low-earth-orbiting satellites. However, the most dramatic use of AO is in astronomy. Astronomers 
have been plagued by the atmosphere for centuries—since the invention of the telescope. Indeed, distor-
tion caused by turbulence is the principal motivation for launching large telescopes into space. However, 
if ground-based telescopes were able to achieve diffraction-limited resolution and high Strehl ratios, a 
significant obstacle to new discoveries and more productive research would be overcome. Adaptive optics, 
originally proposed by the astronomer Horace Babcock in 1953,11 may enable that to happen, creating a 
revolution in ground-based optical astronomy. Adaptive optics is especially important in light of the large 
new telescope mirrors. Incredible advances in mirror technology have made 8-m-diameter monolithic 
mirrors almost commonplace (four have seen first light and five more are under construction). These 
are in addition to the two 10-m Keck telescopes and the 11-m Hobby-Eberly telescope, all of which use 
segmented primaries. The atmosphere limits the resolution of ground-based telescopes to an equivalent 
diameter that is equal to Fried’s coherence length, r0  (a few tens of centimeters at visible wavelengths at the 
best sites).12 Adaptive optics offers the potential for telescopes to achieve diffraction-limited imaging and 
high throughput to spectroscopic instruments. Furthermore, interferometric arrays of large telescopes will 
enable unprecedented imaging resolution of faint objects, given that the unit telescopes can each produce 
nearly distortion-free wave fronts. Because imaging through the atmosphere is a topic of great interest, and 
because it embodies all aspects of AO technology, this discussion is oriented toward that application.

The chapter is organized as follows: Sec. 5.3 describes the basic concept of AO as applied to 
ground-based telescopes. Section 5.4 is a short summary of the classical description of atmospheric 
turbulence and parameters that are important for designing and evaluation of AO systems. Section 5.5 
is a description of the hardware and the software that are needed for practical implementation of AO. 
This includes tracking, wavefront sensing, processors, and wavefront correctors. Section 5.6 is a dis-
cussion of design issues for top-level system performance trades using scaling laws and formulas.

5.3 THE ADAPTIVE OPTICS CONCEPT 

This section provides a brief, qualitative overview of how AO imaging systems work. Figure 1 is a 
highly simplified diagram that illustrates the principles. In this figure, a conventional telescope is 
shown on the left and one that is equipped with AO is shown on the right. The science object 
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FIGURE 1 Conventional telescope with no AO (left) and 
additional components needed for AO (right). (a) Object of 
interest, (b) natural guide star, (c) atmospheric turbulence, 
(d) aberrated wavefront (including tilt and higher-order 
distortions) after passing through the turbulent atmosphere, 
(d´) aberrated wavefront from the laser beacon with full-aper-
ture tilt removed, (e) telescope, (f ) aberrated image, (g) relay 
optics, (h) demagnified aberrated wavefront including full-
aperture tilt, (i) fast-steering mirror, (j) tilt-removed wavefront 
with only higher-order aberrations remaining, (k) deformable 
mirror, (l) corrected wavefront, (m) aperture-sharing element, 
(n) tilt sensor pickoff beam splitter, (o) relay optics, (p) higher-
order wavefront sensor, (q) electronic processor to compute 
deformable mirror commands, (r) full-aperture tilt sensor, (s) tilt 
mirror processor and controller, (t) science camera, (u) laser for 
generating laser beacons, (v) launch telescope for the beacon laser, 
(w) Rayleigh laser beacon, (x) mesospheric sodium laser beacon, 
and (y) faint natural guide star for full-aperture tilt sensing.
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(a) and a natural guide star (b) are at the top of the figure. The turbulent atmosphere (c) creates 
higher-order phase distortion and an overall tilt on wavefronts reaching the telescope (d). The telescope 
(e) forms an aberrated image (f) at the location of the camera or spectrograph. The natural guide 
star is used, either manually or automatically, to correct pointing errors in the telescope mount and 
the overall wavefront tilt that are induced by atmospheric turbulence.
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The objectives of the AO system are to continuously remove the higher-order distortion and to stabi-
lize the position of the image by removing the overall tilt. The components are shown on the right side of 
Fig. 1. One can think of the AO system as a dynamic optical system that simultaneously relays the 
original image to a new focal plane [the camera (t)] while removing both the higher-order aberra-
tions (those distortions having spatial frequencies higher than tilt) with the deformable mirror (k) 
and the tilt aberrations with the fast-steering mirror (i), leaving only a minor amount of residual 
error in the wave front (l). The appropriate optical relay telescopes (g and o) are used as required by 
the particular implementation.

Figure 2 illustrates how a deformable mirror removes phase aberrations that are induced by atmo-
spheric turbulence. The conjugate of the measured wavefront distortion is imposed on the surface of 
the deformable mirror so that on reflection, the distortions are removed. The AO system is never able 
to perfectly match the distortions in the wavefront because of a number of error sources that will be 
discussed in later sections.

To set the figure on the deformable mirror, the AO system must get information about the turbu-
lent atmosphere by measuring its effect on the wavefronts from a beacon—a source of light such as a 
bright star (see Fig. 1, item b) located at or near the science object. The object itself may serve as the 
beacon if it is bright enough (either by self-emission, as in the case of a star or astronomical object, 
or by reflection of natural or man-made light, as in the case of artificial satellites). When a natural 
star does not exist or when the object itself is not bright enough, it may be possible to use an artificial 
beacon generated by a low-power laser (see Fig. 1, item u). A laser beacon can be created either by 
Rayleigh scattering up to a range of about 20 km, or by resonant scattering of atomic species such as 
sodium in the mesosphere, at an altitude of 90 km above Earth’s surface. In the implementation that 
is shown in Fig. 1, a laser beam that is capable of exciting the D2  line in atomic sodium in the meso-
sphere is projected from behind the secondary mirror of the telescope.

Control signals for the wavefront corrector mirrors are generated by a full-aperture tracking sen-
sor (see Fig. 1, item r) and a wavefront sensor (p) by observing the residual error in the beacon wave-
front (l). An aperture-sharing element (m) directs light from the beacon into the wavefront sensor, 
which is located at an image of the entrance pupil of the telescope. The wavefront sensor samples the 
slope of the wavefront over subaperture regions of the order of r0 in size—for which the wavefront 
is essentially an undistorted, but tilted, plane wave—measuring the tilt and reporting that tilt as a 
wavefront phase gradient. The computer (q) combines the subaperture gradient measurements and 
“reconstructs” a best estimate of the residual phase error at specific points in the aperture, generally 
the locations of the actuators of the deformable mirror. Error signals derived from the reconstructed 
wavefront are sent to the deformable mirror to further reduce the residual error.

Deformable mirror

Incident
wavefront

Reflected
wavefront

FIGURE 2 Deformable mirror concept in which phase 
aberrations on an incident wavefront are removed by setting 
the deformable mirror to the conjugate of the aberration.
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The tracking sensor measures the overall tilt of the beacon wavefront by computing the centroid 
of a focused image of the beacon that is formed by the full aperture of the telescope (or by other, 
more sophisticated means). The tracker processor (s) generates an error signal that controls the fast-
steering mirror to keep the image of the beacon centered on the tracking sensor. It is also possible 
to derive full-aperture tilt information from the higher-order wavefront sensor, but optimum track-
ing performance usually requires a specialized sensor and processor. When a laser beacon is used to 
obtain higher-order wavefront information, it is still necessary to use a natural guide star to derive 
full-aperture tilt information: The laser beacon’s position in the sky is not known with respect to an 
inertial reference (like a star), because its path on the upward propagation is random. To first order 
the beacon does not appear to move at all in the tracker due to near perfect reciprocity on the upward 
and downward paths, generating a return wavefront having no full aperture tilt as shown at (d´) in 
Fig. 1. The requirement to use a natural guide star for tracking is not as serious as it first sounds, how-
ever, because it is much more likely that a natural guide star can be found near the science object that 
satisfies tracking requirements but is still too faint for higher-order wavefront measurements. This is 
possible because the full aperture of the telescope and a small number of specialized detectors can be 
used for tracking so that stars fainter by a factor of ~( )D r/

0
2 that are available to the wavefront sensor 

become available to the tracking sensor.
Figure 1 is highly simplified. The details of the optics have been left out to emphasize the main prin-

ciples. For instance, it is customary to form an image of the entrance pupil of the telescope onto the 
fast-steering mirror, the deformable mirror, and again on the wavefront sensor. At least two powered 
optical elements are required to generate each of these images. Even more sophisticated approaches 
have been proposed in which multiple deformable mirrors are reimaged to layers in the turbulence. 
The nature of the aperture-sharing element will vary significantly depending on the adopted philoso-
phy for the system. For example, if obtaining enough light for the wavefront sensor is a problem 
(as is usually the case in astronomy), it is prudent to send the entire spectrum over which the detec-
tors are responsive to the wavefront sensor and divert only the absolute minimum needed part of the 
spectrum to the imaging sensor. This approach also means that the optics must be designed to work 
over a wide spectral range (e.g., from 450 to 1000 nm for a visible wavefront sensor) and also requires 
careful design of atmospheric dispersion correction. Furthermore, there are innovative approaches for 
implementing the wavefront corrector mirrors. The Steward Observatory group is developing a tilting, 
deformable secondary mirror for the new 6.5-m primary replacement at the Multiple Mirror Telescope 
(MMT) and 8.4-m Large Binocular Telescope (LBT) observatories.13 This arrangement requires only 
two reflecting surfaces between the sky and the camera.

5.4 THE NATURE OF TURBULENCE AND ADAPTIVE 
OPTICS REQUIREMENTS

Turbulence Generation and the Kolmogorov Model

This section summarizes the classical description of atmospheric turbulence and its effect on the 
propagation of light. The literature on this topic is enormous. Our purpose here is to introduce the 
principles and define a few important parameters that are relevant to the operation of adaptive opti-
cal systems. The references cited throughout provide more detail.

Atmospheric turbulence is generated by solar heating of the Earth’s surface. Air at the surface of 
the Earth is warmed in the day and cooled at night. Temperature gradients develop, creating a convec-
tive flow of large masses of air. Turbulence develops as large-scale masses of air break up into smaller 
spatial scales and dissipate their energy to the surrounding air. The effects of turbulence on electro-
magnetic wave propagation is governed by the nature of the spatial and temporal fluctuations of the 
index of refraction of air. The refractive index of air at optical wavelengths obeys the formula14

 n
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where l is the wavelength of light in micrometers, P is the atmospheric pressure in millibars, and 
T is the atmospheric temperature in kelvins (K). The effect of atmospheric pressure changes on n
are small and can, for problems of interest in this chapter, be neglected. The dominant influence on 
variations of n is the air temperature. At visible wavelengths, dn dT/ ~10−6 at standard pressure and 
temperature. This means that two 1-m-long columns of air having a temperature difference of 1 K 
create roughly one wave of optical path difference for visible light, a very significant effect. We can 
model the index of refraction as the sum of two parts,

  n t n n t( , , ) ( , ) ( , )r r rλ λ= +0 1  (2)

where n0 represents the deterministic, slowly changing contribution (such as variation with height 
above the ground), and n1 represents the random fluctuations arising from turbulence. The wave-
length dependence of n1 is ignored. Furthermore, typical values of n1 are several orders of magni-
tude smaller than unity.

During the 1940s, Andrey Nikolayevich Kolmogorov (1903–1987) developed theories15 describ-
ing how energy is dissipated in the atmosphere and modeled the spatial power spectrum of turbu-
lent velocity fluctuations. V. I. Tatarskii postulated the applicability of the Kolmogorov spatial power 
spectrum to refractive index fluctuations and then solved the wave equation for the power spectrum 
of Kolmogorov’s model and determined the effect on propagation through weak turbulence.16 David 
L. Fried subsequently extended Tatarskii’s results to describe phase distortions of turbulence in terms 
of Zernike polynomials17 and derived his famous atmospheric coherence diameter parameter r0 , as a 
measure of optical resolution.12 Nearly all subsequent work in statistical atmospheric optics is based on 
the contributions of Kolmogorov, Tatarskii, and Fried. The effects of turbulence on wave propagation 
are critical because the spatial and temporal frequency distribution and optical depth of the phase aber-
rations drive the design requirements for beacon brightness, wavefront sensing, tracking, electronic 
processing, and wavefront corrector mirror subsystems in a real-time phase compensation system.

For refractive index fluctuations, the Kolmogorov spatial power spectral density, Φn( ),κ  is given by 

  Φn nC( ) .κ κ= −0 033 2 11 3/  (3)

where k is the spatial wavenumber and Cn
2 is the refractive index structure constant, a measure of 

the optical strength of turbulence. The wavenumber k is inversely related to the size of the turbu-
lent eddies in the atmosphere. Equation (3) is valid between two limits of k called the inertial sub-
range. The scale size of eddies for the smallest values of k in the inertial subrange is called the outer 
scale, denoted L0 02= π κ/ , and is of the order of meters to kilometers. The inner scale, l m0 2= π κ/ , 
or smallest eddies in the inertial subrange, is of the order of millimeters. For values of k outside the 
inertial subrange, the von Kármán spectrum is often used in place of Eq. (3) to avoid mathematical 
complications as k approaches zero. The von Kármán spectrum has the form

  Φn
n

m
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where κ 0 and κm are the spatial wavenumbers for the outer and inner scales.

The Variation of n and the Cn
2 Parameter

Tatarskii introduced structure functions to describe the effect of turbulence on wave propagation. 
Structure functions describe how a physical parameter is different between two points in space or 
time. The structure function of the index of refraction, �n( )r  is defined as

  �n n n( ) {[ ( ) ( )] }r r r r= ′ − ′ −1 1
2  (5)
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where n1( )r  represents the fluctuating part of the index of refraction and {. . .} represents an ensem-
ble average over the turbulent conditions. The autocorrelation function and power spectral density 
form a three-dimensional Fourier transform pair (a useful relation used many times in statistical 
optics), and using that relationship, it can be shown that18

 �n nr C r( )= 2 2 3/   (6)

where we have also assumed that the fluctuations are isotropic and dropped the vector dependence 
on r. Equation (6) is the defining equation for the refractive index structure constant, Cn

2 ,  in that 
the numerical coefficient on the right side of Eq. (6) is unity. Defined in this way, Cn

2  is a measure 
of the optical strength of turbulence.

A few meters above the ground, Cn
2 has an average value of the order of 10–14 m–2/3, rapidly decreas-

ing by three or four orders of magnitude at heights above 10 km. Several means have been developed 
to measure the Cn

2 profile, including in situ instruments on balloons as well as remote sensing optical 
and radar techniques.19, 20 Several mathematical models of Cn

2 profiles have been developed based on 
experimental data. One of the most widely used was suggested by Hufnagel21 and modified to include 
boundary layer effects by Valley.22 The expression for the Hufnagel-Valley model for Cn

2 is

 C h h e
W

n
h2 23 10
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2 7 10( ) . .= ⋅
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⎞
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+ ⋅− − − ee Aeh h− −+2 3 10/   (7)

where h is the height above the site in kilometers, W is an adjustable wind correlating parameter, and 
A is a scaling constant, almost always taken to be A = ⋅ −1 7 10 14. . Winker23 suggested W = 21 produc-
ing the HV5 7/  model named from the fact that the resulting profile yields a value of Fried’s coherence 
diameter of r0 5= cm and an isoplanatic angle of θ0 7= μrad for zenith propagation at 0.5 μm. (The 
parameters r0 and θ0 are defined and their relationships to Cn

2 are given in Sec. 5.4.) The HV5 7/  model 
has been widely used in the evaluation of AO system performance. Figure 3 shows how Cn

2 , com-
puted with this model, varies with altitude.

The Hufnagel-Valley model is useful for continental sites or sites with well-developed boundary 
layers. The Cn

2 profile, which is associated with mountaintop sites that are surrounded by water 

FIGURE 3 Cn
2 profiles for the HV /5 7 model (solid curve) and for average 

seeing conditions at Mauna Kea (dotted curve).
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(e.g., Mauna Kea or La Palma) or mountaintop sites that are close to a coastline [so as to be above the 
marine boundary layer (e.g., Paranal, Chile)], often exhibits distinct layers of turbulence, but little or 
no boundary layer in the first few kilometers above the ground. A Cn

2 profile that is representative of 
average seeing for Mauna Kea is also shown in Fig. 3 and yields an r0 of 18 cm and θ0 of 15 μrad. Figure 4 
shows a Cn

2 profile for Mauna Kea representative of the 90th-percentile best seeing (note the distinct 
layering), giving an r0 of 45 cm, and an analytical model that is used for average seeing at Paranal,24 

giving an r0 of 18 cm.

Wave Propagation in Turbulence

An electromagnetic wave propagating in the atmosphere must satisfy Maxwell’s equations—in 
particular, the electric and magnetic fields must satisfy the time-independent Helmholtz equation:

  ∇ + =2 2 2 0U n k U( ) ( )r r  (8)

where k = 2π λ/  and n is the refractive index of air. U(r) is the complex phasor representation of a 
spatial wave:

 U A ei( ) ( ) ( )r r r= φ   (9)

where the amplitude A(r) and phase f (r) are random variables governed by the statistics of the fluc-
tuations of the refractive index, n. There is no closed-form solution for A(r) and f(r).

The surfaces in space that are defined by φ0( )r = constant are wavefronts. For starlight arriving 
at the top of the atmosphere, the wavefronts are planes of infinite extent. When a plane wave passes 
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FIGURE 4 Average seeing Cn
2 profile analytical model for Paranal, Chile [site 

of European Southern Observatory’s (ESO’s) Very Large Telescope (VLT) (solid 
curve)], and a Cn

2 profile that is representative of best seeing conditions (occurring 
less than 10 percent of the time) at Mauna Kea (dotted curve) and represents 0.25 
arcsec seeing. Note how the turbulence appears as layers and the lack of a bound-
ary layer in the Mauna Kea profile. Similar conditions have also been observed at 
Paranal and La Palma.
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through the atmosphere, whose refractive index varies randomly along each propagation path, the 
plane wave becomes distorted. The total phase change from that in a vacuum along a path z is

 Δφ φ= − ∫0 10
k n z dz

z
( )   (10)

where k = 2π λ/ , and n z1( ) is the fluctuating part of the index of refraction. If this equation could be 
evaluated along every direction, one could construct the three-dimensional shape of the wavefront 
at any position along its propagation path due to phase changes induced by atmospheric turbulence. 
This is, of course, an intractable problem in terms of a closed-form solution since the fluctuations of 
the index of refraction are a random process.

A phase deformation that propagates far enough becomes an amplitude fluctuation as different 
parts of the propagating wavefront combine to create regions of constructive and destructive inter-
ference. This effect is called scintillation—the twinkling of starlight is a famous example. Amplitude 
fluctuations are generally not severe for astronomical observing, and 70 to 80 percent or more of the 
distortions can be removed by phase-only compensation (by using a steering mirror and deformable 
mirror). However, both the amplitude and phase of the wave are random variables, and the most 
general representation of the wave is as given in Eq. (9).

The historically accepted approach to dealing with wave propagation in turbulence was intro-
duced by Tatarskii by use of the Rytov transformation. The Rytov transformation defines a complex 
quantity ψ  as the natural logarithm of U: ψ = ln .U  This substitution allows a solution to the wave 
equation in the form of a multiplicative perturbed version of the free space field:

 U A e ei A A i( ) ( ) ( ) ln[ ( ) ( )] [ ( ) (r r r r r r= − −
0

0 0 0φ φ φ/ rr)]   (11)

Since the field at any point is the superposition of many independent contributions of propagating 
waves in the turbulent medium, we expect the fluctuating parts of the field to obey Gaussian statis-
tics (invoking the central limit theorem). This means if ln( )A A/ 0  obeys Gaussian statistics, we expect 
the amplitude fluctuations to be log-normally distributed. Most experimental evidence supports this 
for weak fluctuations. Tatarskii’s results make it possible to compute important characteristic func-
tions and to use the properties of Gaussian random processes to develop practical descriptions of 
the effects of turbulence.

Fried’s Coherence Diameter, r0, and the Spatial 
Scale of Turbulence

Hufnagel and Stanley25 extended Tatarskii’s work and developed an expression for the modulation 
transfer function in terms of the mutual coherence function. Fried26 developed an expression for phase 
structure function, �φ , of a propagating electromagnetic plane wave showing that it is proportional 
to the 5/3 power of spatial separation, r, and is given by∗

 �φ φ φ π
λ

( ) {[ ( ) ( )] } . (r r r r= ′ − ′ − =
⎛
⎝⎜

⎞
⎠⎟

2

2

22 91
2

Cn zz dz r)∫
⎡

⎣
⎢

⎤

⎦
⎥ 5 3/   (12)

where λ is the wavelength of propagation, C zn
2( ) is the position-dependent refractive index structure 

constant and integration is over the optical path to the source.

∗In the more general case where amplitude effects are significant, the wave structure function, � � �( ) ( ) ( ),r r r
x

= +
φ

 
should be used, but since it has exactly the same value as given by Eq. (12), and since conventional AO does not correct intensity 
fluctuations, the amplitude term will be dropped for the material that is presented here.
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Fried26 developed a very useful relationship between the phase structure function and a particu-
lar measure of optical resolution—the volume under the two-dimensional optical transfer function. 
Defined in this way, the seeing-limited resolving power asymptomatically approaches a limiting value 
as the aperture size increases. The limiting value is set by the strength of the turbulence. Fried defined 
a quantity called the coherence diameter, r0 , such that the limiting resolution that is obtained in the 
presence of atmospheric turbulence is the same as that that is obtained by a diffraction-limited lens 
of diameter r0 in a vacuum. Its value can be computed from the definition17

 r C h dhn0
6 5 3 5 2

0

3 5

0 185= ⎡
⎣⎢

⎤
⎦⎥

∞ −

∫. (cos ) ( )λ / /
/

ψ  (13)

where λ  is the wavelength, C hn
2( ) is the vertical profile of the index of refraction structure constant, 

h is the height above the ground, ψ  is the angle between the propagation direction and the zenith, 
and the integral is evaluated from the ground to an altitude at which C hn

2( ) no longer contributes 
significantly (typically 20 km). This equation explicitly shows r0 scales with wavelength as λ6 5/  and 
with zenith angle as (cos ) .ψ 3 5/  By convention, the numerical values of r0 are usually expressed at 
0 5. μm for zenith viewing. At the best astronomical sites, the median value of r0 is from 15 to 25 cm, 
corresponding to seeing conditions of λ/r0 0 7= .  to 0.4 arcsec. The best intracontinental mountain-
top sites exhibit median values of r0 between 10 and 20 cm, and average intracontinental sites have r0 
values between 5 and 10 cm.20

Given the definition of r0 in Eq. (13), the phase structure function becomes

  �φ( ) .r
r
r

=
⎛
⎝⎜

⎞
⎠⎟

6 88
0

5 3/

  (14)

Fried defined r0 so that the knee in the curve showing resolving power as a function of diameter 
occurs at D r/ 0 1= , where D is the aperture diameter of the imaging telescope. Most scaling laws of 
interest to AO are expressed in terms of the ratio D r/ 0 . 

Turbulence Noll27 developed a description of the average spatial content of turbulence-induced 
wavefront distortion in terms of Zernike polynomials. The Zernike polynomials are often used to 
describe the classical aberrations of an optical system—tilt, defocus, astigmatism, coma, and spheri-
cal aberration. Noll expresses the phase of the distorted wavefront over a circular aperture of radius, 
R, as 

 φ ρ θ ρ θ( , ) ( , )= ∑a Zj j
j

  (15)

where Z j is a modified set of the orthogonal Zernike polynomials defined over points in the aper-
ture at reduced radius ρ = r R/  and azimuthal angle θ. The Z j is given by

  
Z n R m

Z n R m

j n
m

j n
m

even

odd

= +

= +

1 2

1 2

( ) cos

( ) sin

ρ θ

ρ θ

⎫⎫
⎬
⎪

⎭⎪
≠m 0  (16) 

Z n Rj n= + 1 0( )ρ  m = 0   (17)

where 
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n s
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( ) ( )!

![( ) ]![( ) ]
ρ = − −

+ − − −
1

2 2/ / !!

( )

ρn s

s
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−

=

−

∑ 2
2

0

/

  (18)
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The indices n and m are always postive integers and satisfy m n n m≤ − =and even. The index, j, is a 
mode-ordering number and depends on n and m.

The aj are coefficients having mean square values that accurately weight the particular Zernike 
mode to represent the Kolmogorov distribution of turbulence. Using this approach, Noll computed 
the values of aj and showed that the piston-removed wavefront distortion for Kolmogorov turbulence 
averaged over an aperture of diameter, D, expressed as a mean square value in units of square radians 
(rad2) of optical phase is

 〈 〉 =
⎛
⎝⎜

⎞
⎠⎟

φ2

0

5 3

1 0299.
D

r

/

  (19)

Table 1 lists the strengths of the first 21 Zernike modes, and the residual mean square distortion as 
each component is removed. Data in this table show that the two components of tilt (X and Y axes) 
make up 87 percent of the total wavefront distortion.

Noll’s results are useful for estimating the performance of an AO system if one can estimate how 
many Zernike modes the system will correct (a rule of thumb is approximately one mode is corrected 
per deformable mirror actuator for systems having large numbers of actuators). Figure 5 shows the 
mean square residual phase error for a range of values of D r/ 0 . Generally, the mean square residual 
error should be much less than 1 rad2. Even if all 21 modes listed in Table 1 are corrected, the mean 
square residual error for conditions in which D r/ 0 is 20, for example, 0 0208 20 3 065 3 2. ( ) . ,/ rad=  is a 
very significant, generally unacceptable error.

When more than 21 modes are corrected, the residual mean square wavefront error is given by27

 σ M M D r2 3 2
0

5 30 2944= −. ( )( )/ //   (20)

where M is the number of modes corrected. Figure 6 shows the required number of Zernike modes 
to be removed as a function of D r/ 0 for three image quality conditions. As an example, if r0 is 12 cm at 

TABLE 1 Mean Square Wavefront Distortion Contributions (in rad2) from the First 21 Zernike Modes of 
Atmospheric Aberrations and Residual Error As Each Term Is Corrected 

 Aberration Contribution Distortion

All terms 1.0299( )D r/ /
0

5 3   1.0299( )D r/ /
0

5 3  
Z2 X-tilt 0.4479( )D r/ /

0
5 3   0.582 ( )D r/ /

0
5 3  

Z3 Y-tilt 0.4479( )D r/ /
0

5 3   0.134 ( )D r/ /
0

5 3  
Z4 Defocus 0.0232( )D r/ /

0
5 3   0.111 ( )D r/ /

0
5 3  

Z5 Astigmatism at 45° 0.0232( )D r/ /
0

5 3   0.0880 ( )D r/ /
0

5 3  
Z6 Astigmatism at 0° 0.0232( )D r/ /

0
5 3   0.0649 ( )D r/ /

0
5 3  

Z7 X-coma 0.0061( )D r/ /
0

5 3   0.0587 ( )D r/ /
0

5 3  
Z8 Y-coma 0.0061( )D r/ /

0
5 3   0.0525 ( )D r/ /

0
5 3  

Z9   0.0062( )D r/ /
0

5 3   0.0463(D/r0)
5/3

Z10   0.0062( )D r/ /
0

5 3   0.0401 ( )D r/ /
0

5 3  
Z11 Spherical aberration 0.0024( )D r/ /

0
5 3   0.0377 ( )D r/ /

0
5 3  

Z12  0.0025( )D r/ /
0

5 3   0.0352 ( )D r/ /
0

5 3  
Z13  0.0024( )D r/ /

0
5 3   0.0328 ( )D r/ /

0
5 3  

Z14  0.0024( )D r/ /
0

5 3   0.0304 ( )D r/ /
0

5 3  
Z15  0.0025( )D r/ /

0
5 3   0.0279 ( )D r/ /

0
5 3  

Z16  0.0012( )D r/ /
0

5 3   0.0267 ( )D r/ /
0

5 3  
Z17  0.0012( )D r/ /

0
5 3   0.0255 ( )D r/ /

0
5 3  

Z18  0.0012( )D r/ /
0

5 3   0.0243 ( )D r/ /
0

5 3  
Z19  0.0011( )D r/ /

0
5 3   0.0232 ( )D r/ /

0
5 3  

Z20  0.0012( )D r/ /
0

5 3   0.0220 ( )D r/ /
0

5 3  
Z21  0.0012( )D r/ /

0
5 3  0.0208 ( )D r/ /

0
5 3
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FIGURE 6 Required number of modes to be corrected (roughly the number of actu-
ators or degrees of freedom in the deformable mirror) as a function of D r/ 0. Solid curve: 
λ/15 image quality; dashed curve: λ/10  image quality; dotted curve: λ/5 image quality. In 
these curves, r0 is evaluated at the imaging wavelength.

FIGURE 5 Residual mean square phase distortion when n Zernike modes of atmo-
spheric turbulence are corrected for various values of D r/ 0 . 
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0.8 μm and the telescope aperture is 3.5 m, D r/ 29,0 =  and more than 1000 modes must be removed 
to achieve λ/15 image quality, but only 100 modes need be removed if λ/5 image quality is sufficient. 
If r0 is 60 cm at 1.6 μm and D =10 m, we must remove nearly 400 modes to achieve λ/15 image qual-
ity. For imaging applications, several techniques for postprocessing are well established28 and allow 
significant enhancements of images that are obtained in real time with AO. Postprocessing may be 
justification to allow the relaxation of wavefront quality requirements in an AO system. However, 
for spectroscopy (or other applications requiring high Strehl ratios in real time), there may be lit-
tle choice but to design the AO system with the required number of degrees of freedom needed to 
achieve desired Strehl ratios.

The results in Table 1 can be used to estimate the maximum stroke requirement for the actuators 
in the deformable mirror. Assuming that tilt will be corrected with a dedicated two-axis beam-steering 
mirror, the root-mean-square (rms) higher-order distortion is (from Table 1) 0 366 0

5 6. ( )D r/ /  rad of 
phase. A practical rule of thumb is that the deformable mirror surface should be able to correct five 
times the rms wavefront distortion to get 99 percent of the peak values. Since a reflected wavefront 
has twice the distortion of the mirror’s surface (reducing the stroke requirement by a factor of 2), the 
maximum actuator stroke requirement for operation becomes

 σm

D
r

( ) .μm
/

=
⎛
⎝⎜

⎞
⎠⎟

0 073
0

5 6

 (21)

where σm is the maximum actuator stroke in μm, and r0 is the value of Fried’s coherence diameter at 
a wavelength of 0 5. μm along the line of sight corresponding to the maximum zenith angle of inter-
est. Figure 7 shows the maximum stroke that is required for several aperture diameters as a function 
of seeing conditions. This figure assumes the outerscale is much larger than the aperture diameter 
and Kolmogorov turbulence. If the outerscale is of the order of the aperture size or even smaller, the 
stroke requirements will be reduced.
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FIGURE 7 Maximum stroke requirement of actuators in the deformable 
mirror. The curves are for aperture diameters (from top to bottom) of 10, 8, 3.5, 
and 1.5 m. The value of r0 is for an observing wavelength of 0.5 mμ  along the line 
of sight corresponding to the maximum zenith angle of interest, and the stroke 
is in micrometers. These curves are independent of wavelength since they do not 
include any dispersion effects.



5.14  ATMOSPHERIC OPTICS

Atmospheric Tilt and Its Effect on the Strehl Ratio

Tilt comprises 87 percent of the power in atmospheric turbulence-induced wavefront distortion (see 
the preceding section). The Strehl ratio of an image that is due to jitter alone is approximated to bet-
ter than 10 percent by the equation29, 30

SR

/

tilt =

+
⎛
⎝⎜

⎞
⎠⎟

1

1
2

2
2

π σ
λ

θ
D

 (22)

where σθ is the one-axis rms angular jitter. Figure 8 shows how the one-axis rms jitter affects system 
Strehl ratio. Greenwood and Fried31 derived bandwidth requirements for AO systems and developed 
expressions for the variance of full-aperture tilt that is induced by turbulence. The one-axis angular 
jitter variance (units of angular rad2) is given by

σ λ
θG D

D
r

2

2

0

5 3

0 170=
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

.

/

  (23)

where σθG is the rms G-tilt. G-tilt is the average gradient over the wavefront and is well approxi-
mated by most centroid trackers. For Z-tilt (the direction of the normal of the best-fit plane to the 
wavefront distortion), the coefficient in Eq. (23) is 0.184. Consequently, a tracking sensor that mea-
sures the centroid of the focused image improperly estimates the Z-tilt; this has been called centroid 
anisoplanatism.30

Figure 9 shows the dependence of σθG on aperture diameter for two seeing conditions, one repre-
sentative of a continental site and one of a mountaintop island like Mauna Kea, Hawaii.

The effect of atmospheric tilt on the Strehl ratio can be seen by substituting Eq. (23) into Eq. (22). 
Figure 10 shows that the loss in the Strehl ratio due to jitter alone is significant. For D r/ 0 1= , the 
atmospherically induced jitter limits the Strehl ratio to 0.54. It is most important to effectively control 
image motion that is created by full-aperture atmospheric tilt.
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FIGURE 10 The effect of turbulence-induced jitter on system Strehl ratio.

Tracking: Bandwidth and Steering Mirror 
Stroke Requirements

Tyler32 has considered the problem of required tracking bandwidth by computing the tilt power 
spectrum and determining the error rejection achieved by a steering mirror under control of an 
RC-type servo. He considers both G-tilt and Z-tilt. Temporal fluctuations are derived by translat-
ing “frozen-turbulence” realizations past the telescope’s aperture. The hypothesis is that the inter-
nal structure of the turbulence changes more slowly than its mass transport by the wind (but this 
assumption may not suffice for today’s giant-aperture telescopes). The results for power spectra are 
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in integral form, requiring numerical evaluation. Sasiela33 uses Mellin transforms to derive a solu-
tion in terms of a power series of ratios of gamma functions. The asymptotic limits for high and low 
frequencies are, however, tractable in a form that is easily evaluated. We consider here the results for 
only G-tilt since that is the most likely implementation in a real system (approximated by a centroid 
tracker). The low-frequency limit for G-tilt is

 lim ( ) . sec ( )[ ( )
f G nF f D f C h v h
→

− −=
0

1 3 2 3 20 804φ
/ /ψ // /D dh]−∞

∫ 1 3

0
  (24)

and the high-frequency limit is

 lim ( ) . sec ( )[ (
f G nF f D f C h v
→∞

− −=φ 0 0110 1 3 11 3 2/ /ψ hh D dh) ]/ /8 3

0

∞

∫   (25)

where F fGφ ( ) is the one-axis G-tilt power spectrum in rad2/Hz, D is the aperture diameter, ψ is the 
zenith angle, and v(h) is the transverse wind component along a vertical profile. Note that the tilt 
spectrum goes as f −2/3 at low frequencies and as f −11/3 at high frequencies.

The disturbances described in Eqs. (24) and (25) can be partially corrected with a fast-steering 
mirror having an RC filter response, H f fc( , ), of the form 

  
H f f

i
f
f
c

c( ), =
+

1

1  
 (26)

where fc represents a characteristic frequency [usually the 3 decibel (dB) response]. The uncorrected 
power in the residual errors can be computed from control theory using the relation

  σθ φG c GH f f F f df2 2

0
1= −

∞

∫ | ( )| ( ),   (27)

where F fGφ ( ) is the power spectrum (rad2/Hz) of G-tilt induced by optical turbulence. 
For a steering mirror response function given by Eq. (26), the G-tilt variance is given by

  σθ φG G

f f

f f
F f df2 3

2

3
20 1

=
+

∞

∫
( )

( )
( )

/

/
dB

dB

  (28)

In the limit of a small (zero) servo bandwidth, this equation represents the tilt that is induced by 
atmospheric turbulence. Expressing the variance of the jitter in terms of the diffraction angle ( )λ/D  
results in the same expression as Eq. (23).

What does the servo bandwidth need to be? Tyler defines a G-tilt tracking frequency characteristic 
of the atmospheric turbulence profile and wind velocity as

 f D C h v h dhT nG
= ⎡

⎣⎢
− − ∞

∫0 331 1 6 1 1 2 2 2

0
. sec ( ) ( )/ /λ ψ ⎤⎤

⎦⎥
1 2/

  (29)

such that the variance of the tilt can be expressed as 

 σ λ
θ
2

3

2 2

=
⎛

⎝
⎜

⎞

⎠
⎟

⎛
⎝⎜

⎞
⎠⎟

f

f D

TG

dB

  (30)

Three wind velocity profiles are shown in Fig. 11. The analytical model of Bufton34 is given by

 v h eB
h( ) ( )= + − −5 37 12 252 /   (31)
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where h is the height above ground in km and vB  the wind speed in m/s. The other two curves 
in Fig. 11 are based on measurements made with National Weather Service sounding balloons 
launched in Albuquerque, New Mexico. They show a marked contrast between winter and summer 
months and the effect of the jet stream.

When the 3-dB closed-loop tracking servo frequency equals the G-tilt tracking frequency (the 
Tyler frequency), the one-axis rms jitter is equal to λ/ .D  The track bandwidth needs to be four 
times the Tyler frequency in order for σθG to be 1 4/ /( ),λ D  a condition that provides a Strehl ratio 
due to tilt of greater than 80 percent. Figure 12 shows the required 3-dB tracking bandwidths to 
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two models show clearly the absence of a jet stream in the summer months.

0.1

10

15

f 3
dB

 b
an

dw
id

th
 (

H
z)

20

30

50

0.2 0.5 1

Aperture diameter (m)

2 5 10

FIGURE 12 Required 3-dB tracking bandwidth to achieve Strehl ratio of 0.82. 
The dashed curve is for the SOR winter wind and HV5/7

 profiles; the dotted curve is for 
the Mauna Kea average Cn

2 profile and Bufton wind profile; the solid curve is for the 
SOR summer wind and HV5/7 Cn

2 profiles. All three curves are for 0 5. μm wavelength.
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meet this criterion for three combinations of wind and Cn
2 profiles as a function of aperture diam-

eter. Other combinations can be computed easily by using Eq. (29) and the wind profiles that are 
shown in Fig. 11.

The one-axis rms tilt that is induced by the atmosphere is given by Eq. (23). When specifying the 
maximum excursion of a tilt mirror, the mirror should be able to move five times σθG  in order to 
accommodate over 99 percent of the tilt spectrum. We also need to account for the optical magnifica-
tion between the tilt mirror and the primary mirror of the telescope. If, for instance, the tilt mirror has a 
diameter of 10 cm, the telescope aperture is 10 m, and r0 is 18 cm (dashed curve in Fig. 9), the required 
maximum stroke of the tilt mirror is 0.6 radμ  (from Fig. 9) times 50 5( σθG × optical magnification of 10) 
or 30 μrad.  

Higher-Order Phase Fluctuations and 
Bandwidth Requirements

Time delays that are caused by detector readout and data processing create errors in the phase cor-
rection that is applied to the deformable mirror—the correction being applied is relevant to an 
error that is measured at an earlier time. The control system concepts discussed in the preceding two 
sections are also relevant to higher-order errors. The residual errors can be computed knowing the 
closed-loop servo response, H f fc( ),,  where fc represents a characteristic frequency (usually the 
3-dB response) and the disturbance. The uncorrected power is similar to Eq. (27) and is given by

 σ φr cH f f F f df2 2

0
1= −

∞

∫ | ( )| ( ),   (32)

where F fφ ( ) is the power spectrum (rad2/Hz) of the phase distortions that are induced by opti-
cal turbulence. At high frequencies, Greenwood35 showed that F fφ ( ) is proportional to f −8 3/  and is 
given by

 lim ( ) . ( ) ( )
f nF f k f C z v z dz
→∞

− ∞
= ∫φ 0 0326 2 8 3 2 5 3

0

/ /   (33)

where k f2 / ,= π λ  is the frequency in Hertz, and v(z) is the transverse component of the wind pro-
file. The closed-loop response of the AO servo can be modeled as a conventional resistorcapacitor 
(RC) filter making

 
H f f

i
f
f
c

c( ), =
+

1

1  
 (34)

the characteristic frequency becomes

 f
k

C z v z dzc
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3 5/

 (35)

Figure 11 shows three wind profiles, one analytical and two based on measured data. For the 
HV5/7Cn

2 profile and the SOR summer and winter wind models and σ πr = 0 2. ,  then fc = 23 and 
95 Hz, respectively.
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The value of fc for which σ r =1 is known as the Greenwood frequency and is given explicitly as

 f C z v z dzG n

L
= ⎡

⎣⎢
⎤
⎦⎥∫

2 31
6 5

2 5 3

0

3 5.
( ) ( )

λ /
/

/

  (36)

Tyler36 shows that the mean square residual phase in an AO control system having a –3-dB closed-
loop bandwidth of f3dBHz is

 σφservo
/ dB

/2
3

5 3= ( )f fG   (37)

In a real system, this means that the closed-loop servo bandwidth should be several times the 
Greenwood frequency in order to “stay up with the turbulence” and keep the residual wavefront 
error to acceptable levels. Note that the Greenwood frequency scales as λ −6 5/  (the inverse of r0 and θ0 
scaling) and that zenith angle scaling depends on the specific azimuthal wind direction.

Anisoplanatism

Consider two point sources in the sky (a binary star) and an instrument to measure the wavefront 
distortion from each. As the angular separation between the sources increases, the wavefront distor-
tions from each source become decorrelated. The isoplanatic angle is that angle for which the differ-
ence in mean square wavefront distortion is 1 rad2. Fried37 defined the isoplanatic angle, q0, as

 θ λ0
6 5 8 5 2 5 3

0
0 058= ⎡

⎣⎢
⎤
⎦⎥

− ∞

∫. (sec ) ( )/ / /ψ C h h dhn

−−3 5/

  (38)

where the integral is along a vertical path through the atmospheric turbulence. Note that θ0 scales as 
λ6 5/  (the same as r0), but as (cos )ψ 8 5/  with zenith angle. Fried has shown that if a very large diameter 
( )D r/ 0 1>>  imaging system viewing along one path is corrected by an AO system, the optical transfer 
function of the system viewing along a different path separated by an angle θ is reduced by a factor 
exp[ ( ) ].− θ θ/ /

0
5 3  (For smaller diameters, there is not so much reduction.) The numerical value of the 

isoplanatic angle for zenith viewing at a wavelength of 0.5 mμ  is of the order of a few arc seconds 
for most sites. The isoplanatic angle is strongly influenced by high-altitude turbulence (note the h5 3/  
weighting in the preceding definition). The small value of the isoplanatic angle can have very sig-
nificant consequences for AO by limiting the number of natural stars suitable for use as reference 
beacons and by limiting the corrected field of view to only a few arc seconds.

Turbulence on Imaging and Spectroscopy

The optical transfer function (OTF) is one of the most useful performance measures for the design 
and analysis of AO imaging systems. The OTF is the Fourier transform of the optical system’s point 
spread function. For an aberration-free circular aperture, the OTF for a spatial frequency f is well 
known38 to be
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 (39)

where D is the aperture diameter, F is the focal length of the system, and λ  is the average imaging 
wavelength. Notice that the cutoff frequency (where the OTF of an aberration-free system reaches 0) 
is equal to D F/λ . 



5.20  ATMOSPHERIC OPTICS

Fried26 showed that for a long-exposure image, the OTF is equal to H f0( ) times the long-exposure 
OTF due to turbulence, given by

 H f f
f

LE
0

( ) exp ( ) exp .= −⎧
⎨
⎩

⎫
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= −
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 (40)

where D is the wave structure function and where we have substituted the phase structure function 
that is given by Eq. (14). Figure 13 shows the OTF along a radial direction for a circular aperture 
degraded by atmospheric turbulence for values of D r/ 0 ranging from 0.1 to 10. Notice the precipi-
tous drop in the OTF for values of D r/ 0 2> . The objective of an AO system is, of course, to restore 
the high spatial frequencies that are lost due to turbulence.

Spectroscopy is a very important aspect of observational astronomy and is a major contributor 
to scientific results. The goals of AO for spectroscopy are somewhat different than for imaging. For 
imaging, it is important to stabilize the corrected point spread function in time and space so that 
postprocessing can be performed. For spectroscopy, high Strehl ratios are desired in real time. The 
goal is flux concentration and getting the largest percentage of the power collected by the telescope 
through the slit of the spectrometer. A 4-m telescope is typically limited to a resolving power of R ∼ 
50,000. Various schemes have been tried to improve resolution, but the instruments become large and 
complex.

However, by using AO, the corrected image size decreases linearly with aperture size, and very high 
resolution spectrographs are, in principle, possible without unreasonable-sized gratings. A resolution 
of 700,000 was demonstrated on a 1.5-m telescope corrected with AO.39 Tyler and Ellerbroek40 have 
estimated the sky coverage at the galactic pole for the Gemini North 8-m telescope at Mauna Kea as 
a function of the slit power coupling percentage for a 0.1-arcsec slit width at J, H, and K bands in 
the near IR. Their results are shown in Fig. 14 for laser guide star (top curves) and natural guide star 
(lower curves) operation.
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The higher-order AO system that was analyzed40 for the results in Fig. 14 employs a 12-by-12 
subaperture Shack-Hartmann sensor for both natural guide star (NGS) and laser guide star (LGS) 
sensing. The spectral region for NGS is from 0.4 to 0.8 μm and the 0.589-μm LGS is produced by a 15-
watt laser to excite mesospheric sodium at an altitude of 90 km. The wavefront sensor charge-coupled 
device (CCD) array has 3 electrons of read noise per pixel per sample and the deformable mirror is 
optically conjugate to a 6.5-km range from the telescope. The tracking is done with a 2-by-2-pixel 
sensor operating at J + H bands with 8 electrons of read noise. Ge et al.41 have reported similar results 
with between 40 and 60 percent coupling for LGSs and nearly 70 percent coupling for NGSs brighter 
than 13th magnitude.

5.5 AO HARDWARE AND SOFTWARE 
IMPLEMENTATION

Tracking

The wavefront tilt averaged over the full aperture of the telescope accounts for 87 percent of 
the power in turbulence-induced wavefront aberrations. Full-aperture tilt has the effect of 
blurring images and reducing the Strehl ratio of point sources. The Strehl ratio due to tilt 
alone is given by29, 30
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where σθ is the one-axis rms full-aperture tilt error, λ  is the imaging wavelength, and D is the aper-
ture diameter. Figure 8 is a plot showing how the Strehl ratio drops as jitter increases. This figure 
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shows that in order to maintain a Strehl ratio of 0.8 due to tilt alone, the image must be stabilized to 
better than 0.25l/D. For an 8-m telescope imaging at 1.2 μm, 0.25l/D is 7.75 milliarcsec.

Fortunately, there are several factors that make tilt sensing more feasible than higher-order sensing 
for faint guide stars that are available in any field. First, we can use the entire aperture, a light gain over 
higher-order sensing of roughly ( ) .D r/ 0

2  Second, the image of the guide star will be compensated 
well enough that its central core will have a width of approximately l/D rather than λ/r0  (assuming 
that tracking and imaging are near the same wavelength). Third, we can track with only four dis-
crete detectors, making it possible to use photon-counting avalanche photodiodes (or other photon-
counting sensors), which have essentially no noise at the short integration times required (~10 ms). 
Fourth, Tyler42 has shown that the fundamental frequency that determines the tracking bandwidth is 
considerably less (by as much as a factor of 9) than the Greenwood frequency, which is appropriate 
for setting the servo bandwidth of the deformable mirror control system. One must, however, include 
the vibrational disturbances that are induced into the line of sight by high-frequency jitter in the tele-
scope mount, and it is dangerous to construct a simple rule of thumb comparing tracking bandwidth 
with higher-order bandwidth requirements.

The rms track error is given approximately by the expression 

 σθ = 0 58.
angular image size

SNRV

  (42)

where SNRV is the voltage signal-to-noise ratio in the sensor. An error of σ λθ = /4D will provide a 
Strehl ratio of approximately 0.76. If the angular image size is l/D, the SNRV needs to be only 2. Since 
we can count on essentially shot-noise-limited performance, in theory we need only four detected 
photoelectrons per measurement under ideal conditions (in the real world, we should plan on need-
ing twice this number). Further averaging will occur in the control system servo.

With these assumptions, it is straightforward to compute the required guide star brightness for 
tracking. Results are shown in Fig. 15 for 1.5-, 3.5-, 8-, and 10-m telescope apertures, assuming a 
500-Hz sample rate and twice-diffraction-limited AO compensation of higher-order errors of the 
guide star at the track wavelength. These results are not inconsistent with high-performance tracking 
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systems already in the field, such as the HRCam system that has been so successful on the Canada-
France-Hawaii Telescope at Mauna Kea.43

As mentioned previously, the track sensor can consist of just a few detectors implemented in a quad-
rant-cell algorithm or with a two-dimensional CCD or IR focal plane array. A popular approach for the 
quad-cell sensor is to use an optical pyramid that splits light in four directions to be detected by individ-
ual detectors. Avalanche photodiode modules equipped with photon counter electronics have been used 
very successfully for this application. These devices operate with such low dark current that they are 
essentially noise-free and performance is limited by shot noise in the signal and quantum efficiency.

For track sensors using focal plane arrays, different algorithms can be used depending on the 
tracked object. For unresolved objects, centroid algorithms are generally used. For resolved objects 
(e.g., planets, moons, asteroids, etc.), correlation algorithms may be more effective. In one instance at 
the Starfire Optical Range, the highest-quality images of Saturn were made by using an LGS to correct 
higher-order aberrations and a correlation tracker operating on the rings of the planet provided tilt 
correction to a small fraction of l/D.44

Higher-Order Wavefront Sensing and Reconstruction: 
Shack-Hartmann Technique

Higher-order wavefront sensors determine the gradient, or slope, of the wavefront measured over 
subapertures of the entrance pupil, and a dedicated controller maps the slope measurements into 
deformable mirror actuator voltages. The traditional approach to AO has been to perform these 
functions in physically different pieces of hardware—the wavefront sensor, the wavefront recon-
structor and deformable mirror controller, and the deformable mirror. Over the years, several opti-
cal techniques (Shack-Hartmann, various forms of interferometry, curvature sensing, phase diver-
sity, and many others) have been invented for wavefront sensing. A large number of wavefront 
reconstruction techniques, geometries, and predetermined or even adaptive algorithms have also 
been developed. A description of all these techniques is beyond the scope of this document, but the 
interested reader should review work by Wallner,45 Fried,46 Wild,47 and Ellerbroek and Rhoadarmer.48

A wavefront sensor configuration in wide use is the Shack-Hartmann sensor.49 We will use it here 
to discuss wavefront sensing and reconstruction principles. Figure 16 illustrates the concept. An 
array of lenslets is positioned at a relayed image of the exit pupil of the telescope. Each lenslet rep-
resents a subaperture—in the ideal case, sized to be less than or equal to r0 at the sensing wavelength. 

b a

Spot centroid is
computed from the signal
level in each quadrant:

c d

CCD array

Typical lenslet array:
200 μm square, f/32

lenses

Incoming
wavefront

(a + b) – (b + c)

(a + b) – (c + d)
Δx =

(a + b) – (c + d)

(a + b + c + d)
Δy =

FIGURE 16 Geometry of a Shack-Hartmann sensor.
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For subapertures that are roughly r0 in size, the wavefront that is sampled by the subaperture is essen-
tially flat but tilted, and the objective of the sensor is to measure the value of the subaperture tilt. 
Light collected by each lenslet is focused to a spot on a two-dimensional detector array. By tracking 
the position of the focused spot, we can determine the X- and Y-tilt of the wavefront averaged over 
the subaperture defined by the lenslet. By arranging the centers of the lenslets on a two-dimensional 
grid, we generate gradient values at points in the centers of the lenslets. Many other geometries are 
possible resulting in a large variety of patterns of gradient measurements.

Figure 17 is a small-scale example from which we can illustrate the basic equations. In this example, 
we want to estimate the phase at 16 points on the corners of the subapertures (the Fried geometry of 
the Shack-Hartmann sensor), and to designate these phases as φ φ φ φ1 2 3 16, , , . . . , , using wavefront gra-
dient measurements that are averaged in the centers of the subapertures, S S S S S Sx y x y x y1 1 2 2 9 9, , , , . . . , , . 
It can be seen by inspection that
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These equations express gradients in terms of phases,

  S = HΦ   (44)
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where ΦΦ is a vector of the desired phases, H is the measurement matrix, and S is a vector of the 
measured slopes.

However, in order to control the actuators in the deformable mirror, we need a control matrix, M, 
that maps subaperture slope measurements into deformable mirror actuator control commands. In 
essence, we need to invert Eq. (44) to make it of the form

ΦΦ = MS  (45)

where M is the desired control matrix. The most straightforward method to derive the control 
matrix, M, is to minimize the difference in the measured wavefront slopes and the actual slopes on 
the deformable mirror. We can do this by a maximum a posteriori method accounting for actuator 
influence functions in the deformable mirror, errors in the wavefront slope measurements due to 
noise, and statistics of the atmospheric phase distortions. If we do not account for any effects except 
the geometry of the actuators and the wavefront subapertures, the solution is a least-squares esti-
mate (the most widely implemented to date). It has the form

ΦΦ = −[ ]H H HT T1 S   (46)

and is the pseudoinverse of H. (For our simple geometry shown in Fig. 17, the pseudoinverse solution 
is shown in Fig. 18.) Even this simple form is often problematical since the matrix [HTH] is often 
singular or acts as a singular matrix from computational roundoff error and cannot be inverted.

However, in these instances, singular-value-decomposition (SVD) algorithms can be used to 
directly compute a solution for the inverse of H. Singular value decomposition decomposes an m n×
matrix into the product of an m n×  matrix (U), an n n×  diagonal matrix (D), and an n n×  square 
matrix (V). So that

H UDV T=   (47)

and H −1  is then

H VD U T− −=1 1   (48)
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If H is singular, some of the diagonal elements of D will be zero and D–1 cannot be defined. However, 
this method allows us to obtain the closest possible solution in a least-squares sense by zeroing the 
elements in the diagonal of D–1 that come from zero elements in the matrix D. We can arrive at a 
solution that discards only those equations that generated the problem in the first place. In addition 
to straightforward SVD, more general techniques have been proposed involving iterative solutions 
for the phases.46, 50, 51 

In addition, several other “tricks” have been developed to alleviate the singularity problem. For 
instance, piston error is normally ignored, and this contributes to the singularity since there are then 
an infinite number of solutions that could give the same slope measurements. Adding a row of 1s to 
the measurement matrix H and setting a corresponding value of 0 in the slope vector for piston allows 
inversion.52
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FIGURE 18 Least-squares reconstructor matrix for the geometry shown in Fig. 17.
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In the implementation of Shack-Hartmann sensors, a reference wavefront must be provided to 
calibrate imperfections in the lenslet array and distortions that are introduced by any relay optics to 
match the pitch of the lenslet array to the pitch of the pixels in the detector array. It is general practice 
to inject a “perfect” plane wave into the optical train just in front of the lenslet array and to record the 
positions of all of the Shack-Hartmann spots. During normal operation, the wavefront sensor gradi-
ent processor then computes the difference between the spot position of the residual error wavefront 
and the reference wavefront.

Laser Beacons (Laser Guide Stars)

Adaptive optical systems require a beacon or a source of light to sense turbulence-induced wave dis-
tortions. From an anisoplanatic point of view, the ideal beacon is the object being imaged. However, 
most objects of interest to astronomers are not bright enough to serve as beacons.

It is possible to create artificial beacons (also referred to as synthetic beacons) that are suitable 
for wavefront sensing with lasers as first demonstrated by Fugate et al.53 and Primmerman et al.54 

Laser beacons can be created by Rayleigh scattering of focused beams at ranges between 15 and 
20 km or by resonant scattering from a layer of sodium atoms in the mesosphere at an altitude of 
between 90 and 100 km. Examples of Rayleigh beacon AO systems are described by Fugate et al.55 for 
the SOR 1.5-m telescope and by Thompson et al.56 for the Mt. Wilson 100-in telescope; examples 
of sodium beacon AO systems are described by Olivier et al.57 for the Lick 3-m Shane telescope and 
by Butler et al.58 for the 3.5-m Calar Alto telescope. Researchers at the W. M. Keck Observatory at 
Mauna Kea are in the process of installing a sodium dye laser to augment their NGS AO system on 
Keck II.

The laser beacon concept was first conceived and demonstrated within the U.S. Department of 
Defense during the early 1980s (see Fugate59 for a short summary of the history). The information 
developed under this program was not declassified until May 1991, but much of the early work was 
published subsequently.60 The laser beacon concept was first published openly by Foy and Labeyrie61 

in 1985 and has been of interest in the astronomy community since.
Even though laser beacons solve a significant problem, they also introduce new problems and have 

two significant limitations compared with bright NGSs. The new problems include potential light 
contamination in science cameras and tracking sensors, cost of ownership and operation, and observ-
ing complexities that are associated with propagating lasers through the navigable airspace and near-
earth orbital space, the home of thousands of space payloads. The technical limitations are that laser 
beacons provide no information on full-aperture tilt, and that a “cone effect” results from the finite 
altitude of the beacon, which contributes an additional error called focus (or focal) anisoplanatism. 
Focus anisoplanatism can be partially alleviated by using a higher-altitude beacon, such as a sodium 
guide star, as discussed in the following.

Focus Anisoplanatism The mean square wavefront error due to the finite altitude of the laser bea-
con is given by

 σFA
//2

0
5 3= ( )D d   (49)

where d0  is an effective aperture size corrected by the laser beacon that depends on the height of 
the laser beacon, the Cn

2  profile, the zenith angle, and the imaging wavelength. This parameter was 
defined by Fried and Belsher.62 Tyler63 developed a method to rapidly evaluate d0  for arbitrary Cn

2  
profiles given by the expression
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where H is the vertical height of the laser beacon and the function F(z/H) is given by
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for z < H and

F z H( ) . ( . ./ = −16 71371210 1 032421640 0 8977579487uu)   (52)

for z > H. In these equations, z is the vertical height above the ground, H is the height of the laser 
beacon, u is a parameter that is equal to zero when only piston is removed and that is equal to unity 
when piston and tilt are removed, and 2F1[a, b; c; z] is the hypergeometric function.

Equations (50) and (51) are easily evaluated on a programmable calculator or a personal com-
puter. They are very useful for quickly establishing the expected performance of laser beacons for a 
particular Cn

2 profile, imaging wavelength, and zenith angle view. Figures 19 and 20 are plots of d0 
representing the best and average seeing at Mauna Kea and a site described by the HV57 turbulence 
profile. Since d0 scales as λ6 5/ , values at 2.2 μm are 5.9 times larger, as shown in the plots.
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FIGURE 19 Values of d0 versus laser beacon altitude for zenith 
imaging at 0.5 μm and (top to bottom) best Mauna Kea seeing, average 
Mauna Kea seeing, and the HV /5 7

 turbulence profile.
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It is straightforward to compute the Strehl ratio due only to focus anisoplanatism using the 
approximation SR FA= −e σ 2

, where σFA
//2

0
5 3= ( ) .D d  There are many possible combinations of aperture 

sizes, imaging wavelength, and zenith angle, but to illustrate the effect for 3.5- and 10-m apertures, 
Figs. 21 and 22 show the focus anisoplanatism Strehl ratio as a function of wavelength for 15- and 90-
km beacon altitudes and for three seeing conditions. As these plots show, the effectiveness of laser bea-
cons is very sensitive to the aperture diameter, seeing conditions, and beacon altitude. A single Rayleigh 
beacon at an altitude of 15 km is essentially useless on a 10-m aperture in HV /5 7 seeing, but it is prob-
ably useful at a Mauna Kea—like site. One needs to keep in mind that the curves in Figs. 21 and 22 are 
the upper limits of performance since other effects will further reduce the Strehl ratio.
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FIGURE 20 Values of d0 versus laser beacon altitude for 
zenith imaging at 2.2 μm and (top to bottom) best Mauna Kea see-
ing, average Mauna Kea seeing, and the HV /5 7 turbulence profile.
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FIGURE 21 The telescope Strehl ratio due to focus anisoplanatism only. 
Conditions are for a 3.5-m telescope viewing at 30° zenith angle. Curves are (top 
to bottom): best seeing at Mauna Kea, 90-km beacon; average seeing at Mauna 
Kea, 90-km beacon; HV /5 7 , 90-km beacon; best seeing at Mauna Kea, 15-km 
beacon; and HV /5 7 , 15-km beacon.
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Generation of Rayleigh Laser Beacons For Rayleigh scattering, the number of photo-detected 
electrons (pdes) per subaperture in the wavefront sensor, Npde , can be computed by using a lidar 
equation of the form

 N T T T
A l

R

E

hct r

p

pde QE atm
sub BS= η

β λ
2

2

Δ
  (53)

where hQE = quantum efficiency of the wavefront sensor 
 Tt = laser transmitter optical transmission
 Tr = optical transmission of the wavefront sensor
 Tatm = one-way transmission of the atmosphere
 Asub = area of a wavefront sensor subaperture 
 bBS = fraction of incident laser photons backscattered per meter of 
                scattering volume [steradian (sr)−1m−1]
 R = range to the midpoint of the scattering volume
 Δl = length of the scattering volume—the range gate
 Ep = energy per pulse

l = laser wavelength
 h = Planck’s constant
 c = speed of light

The laser beam is focused at range R, and the wavefront sensor is gated on and off to exclude back-
scattered photons from the beam outside a range gate of length Δl centered on range R. The volume-
scattering coefficient is proportional to the atmospheric pressure and is inversely proportional to 
the temperature and the fourth power of the wavelength. Penndorf 64 developed the details of this 
relationship, which can be reduced to

βBS sr m= × − − −4 26 10 7 1.
( )
( )

P h
T h

  (54)
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FIGURE 22 The telescope Strehl ratio due to focus anisoplanatism only. 
Conditions are for a 10.0-m telescope viewing at 30° zenith angle. Curves are 
(top to bottom): best seeing at Mauna Kea, 90-km beacon; average seeing at 
Mauna Kea, 90-km beacon; HV /5 7 ,  90-km beacon; best seeing at Mauna Kea, 
15-km beacon; and HV /5 7 , 15-km beacon.
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where values of number density, pressure, and temperature at sea level (needed in Penndorf ’s 
equations) have been obtained from the U.S. Standard Atmosphere.65 At an altitude of 10 km, 
βBS = × −5 1 10 7.  sr m− −1 1 and a 1-km-long volume of the laser beam scatters only 0.05 percent of the 
incident photons per steradian. Increasing the length of the range gate would increase the total sig-
nal that is received by the wavefront sensor; however, we should limit the range gate so that subap-
ertures at the edge of the telescope are not able to resolve the projected length of the scattered light. 
Range gates that are longer than this criterion increase the size of the beacon’s image in a subaper-
ture and increase the rms value of the measurement error in each subaperture. A simple geometric 
analysis leads to an expression for the maximum range gate length:

 ΔL
R

Dr
b= 2
2λ

0

  (55)

where Rb is the range to the center of the beacon and D is the aperture diameter of the telescope. 
Figure 23 shows the computed signal in detected electrons per subaperture as a function of altitude 
for a 100-watt (W) average power laser operating at 1000 pulses per second at either 351 nm (upper 
curve) or 532 nm (lower curve). Other parameters used to compute these curves are listed in the 
figure caption. When all first-order effects are accounted for, notice that (for high-altitude beacons) 
there is little benefit to using an ultraviolet wavelength laser over a green laser—even though the 
scattering goes as λ −4 . With modern low-noise detector arrays, signal levels as low as 50 pdes are 
very usable; above 200 pdes, the sensor generally no longer dominates the performance.

Equations (53) and (55) accurately predict what has been realized in practice. A pulsed copper-
vapor laser, having an effective pulse energy of 180 millijoules (mJ) per wavefront sample, produced 
190 pdes per subaperture on the Starfire Optical Range 1.5-m telescope at a backscatter range of 10 km, 
range gate of 2.4 km, and subapertures of 9.2 cm. The total round-trip optical and quantum efficiency 
was only 0.4 percent.55

There are many practical matters on how to design the optical system to project the laser beam. If 
the beam shares any part of the optical train of the telescope, then it is important to inject the beam 
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as close to the output of the telescope as feasible. The best arrangement is to temporally share the 
aperture with a component that is designed to be out of the beam train when sensors are using the 
telescope (e.g., a rotating reflecting wheel as described by Thompson et al.56). If the laser is injected 
optically close to wavefront sensors or trackers, there is the additional potential of phosphorescence 
in mirror substrates and coatings that can emit photons over a continuum of wavelengths longer than 
the laser fundamental. The decay time of these processes can be longer than the interpulse interval 
of the laser, presenting a pseudo-continuous background signal that can interfere with faint objects 
of interest. This problem was fundamental in limiting the magnitude of natural guide star tracking 
with photon counting avalanche photo diodes at the SOR 1.5-m telescope during operations with the 
copper-vapor laser.66

Generation of Mesospheric Sodium Laser Beacons As the curves in Figs. 21 and 22 show, perfor-
mance is enhanced considerably when the beacon is at high altitude (90 versus 15 km). The signal 
from Rayleigh scattering is 50,000 times weaker for a beacon at 90 km compared with one at 15 km. 
Happer et al.67 suggested laser excitation of mesospheric sodium in 1982; however, the generation 
of a beacon that is suitable for use with AO has turned out to be a very challenging problem. The 
physics of laser excitation is complex and the development of an optimum laser stresses modern 
materials science and engineering. This section only addresses how the temporal and spectral for-
mat of the laser affects the signal return. The engineering issues of building a laser are beyond the 
present scope.

The sodium layer in the mesosphere is believed to arise from meteor ablation. The average height 
of the layer is approximately 95 km above sea level and it is 10 km thick. The column density is only 
2–5 ⋅ 109 atoms/cm2, or roughly 103 atoms/cm3. The temperature of the layer is approximately 200 K, 
resulting in a Doppler broadened absorption profile having a full width half maximum (FWHM) of 
about 3 gigahertz (GHz), which is split into two broad resonance peaks that are separated by 1772 
MHz, caused by splitting of the 3S1/2 ground state. The natural lifetime of an excited state is only 16 ns. 
At high laser intensities (roughly 6 mW/cm2 for lasers with a natural line width of 10 MHz or 5 W/cm2 

for lasers having spectral content that covers the entire Doppler broadened spectrum), saturation 
occurs and the return signal does not increase linearly with increasing laser power.

The three types of lasers that have been used to date for generating beacons are the continuous-
wave (CW) dye laser, the pulsed-dye laser, and a solid-state sum-frequency laser. Continuous-wave dye 
lasers are available commercially and generally provide from 2 to 4 W of power. A specialized pulsed-
dye lasers installed at Lick Observatory’s 3-m Shane Telescope, built at Lawrence Livermore National 
Laboratory by Friedman et al.,68 produces an average power of 20 W consisting of 100- to 150-ns-long 
pulses at an 11-kHz pulse rate. The sum-frequency laser concept relies on the sum-frequency mixing 
of the 1.064- and 1.319-μm lines of the Nd:YAG laser in a nonlinear crystal to produce the required 
0.589-μm wavelength for the spectroscopic D2 line. The first experimental devices were built by Jeys 
at MIT Lincoln Laboratory.69, 70 The pulse format is one of an envelope of macropulses, lasting of the 
order of 100 μs, containing mode-locked pulses at roughly a 100-MHz repetition rate, and a duration 
of from 400 to 700 ps. The sum-frequency lasers built to date have had average powers of from 8 to 
20 W and have been used in field experiments at SOR and Apache Point Observatory.71, 72

A comprehensive study of the physics governing the signal that is generated by laser excitation of 
mesospheric sodium has been presented by Milonni et al.73, 74 for short, intermediate, and long pulses, 
and CW, corresponding to the lasers described previously. Results are obtained by numerical com-
putations and involve a full-density matrix treatment of the sodium D2 line. In some specific cases, it 
has been possible to approximate the results with analytical models that can be used to make rough 
estimates of signal strengths.

Figure 24 shows results of computations by Milonni et al. for short- and long-pulse formats and 
an analytical extension of numerical results for a high-power CW laser. Results are presented as the 
number of photons per square centimeter per millisecond received at the primary mirror of the tele-
scope versus average power of the laser. The curves correspond to (top to bottom) the sum-frequency 
laser; a CW laser whose total power is spread over six narrow lines that are distributed across the 
Doppler profile; a CW laser having only one narrow line, and the pulsed-dye laser. The specifics are 
given in the caption for Fig. 24. Figure 25 extends these results to 200-W average power and shows 
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FIGURE 24 Sodium laser beacon signal versus average power of the pump 
laser. The lasers are (top to bottom) sum-frequency laser with a micropulse-
macropulse format (150-μs macropulses filled with 700-ps micropulses at 100 MHz), 
a CW laser having six 10-MHz-linewidth lines, a CW laser having a single 10-MHz 
linewidth, and a pulsed-dye laser having 150-ns pulses at a 30-kHz repetition rate. 
The sodium layer is assumed to be 90 km from the telescope, the atmospheric 
transmission is 0.7, and the spot size in the mesosphere is 1.2 arcsec.
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FIGURE 25 Sodium laser beacon signal versus average power of the pump 
laser. The lasers are (top to bottom) sum-frequency laser with a micropulse-macropulse 
format (150-μs macropulses filled with 700-ps micropulses at 100 MHz), a CW laser 
having six 10-MHz-linewidth lines, a CW laser having a single 10-MHz linewidth, 
and a pulsed-dye laser having 150-ns pulses at a 30-kHz repetition rate. The sodium 
layer is assumed to be 90 km from the telescope, the atmospheric transmission is 
0.7, and the spot size in the mesosphere is 1.2 arcsec. Saturation of the return signal 
is very evident for the temporal format of the pulsed-dye laser and for the single-line 
CW laser. Note, however, that the saturation is mostly eliminated (the line is nearly 
straight) in the single-line laser by spreading the power over six lines. There appears 
to be very little saturation in the micropulse-macropulse format.
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significant saturation for the pulsed-dye laser format and the single-frequency CW laser as well as 
some nonlinear behavior for the sum-frequency laser. If the solid-state laser technology community 
can support high-power, narrow-line CW lasers, this chart says that saturation effects at high power 
can be ameliorated by spreading the power over different velocity classes of the Doppler profile. These 
curves can be used to do first-order estimates of signals that are available from laser beacons that are 
generated in mesospheric sodium with lasers having these temporal formats.

Real-Time Processors

The mathematical process described by Eq. (45) is usually implemented in a dedicated processor 
that is optimized to perform the matrix multiplication operation. Other wavefront reconstruction 
approaches that are not implemented by matrix multiplication routines are also possible, but they 
are not discussed here.

Matrix multiplication lends itself to parallel operations and the ultimate design to maximize speed 
is to dedicate a processor to each actuator in the deformable mirror. That is, each central processing 
unit (CPU) is responsible for multiplying and accumulating the sum of each element of a row in the 
M matrix with each element of the slope vector S. The values of the slope vector should be broadcast 
to all processors simultaneously to reap the greatest benefit. Data flow and throughput is generally 
a more difficult problem than raw computing power. It is possible to buy very powerful commercial 
off-the-shelf processing engines, but getting the data into and out of the engines usually reduces their 
ultimate performance. A custom design is required to take full advantage of component technology 
that is available today.

An example of a custom-designed system is the SOR 3.5-m telescope AO system75 containing 
1024 digital signal processors running at 20 MHz, making a 20-billion-operations-per-second sys-
tem. This system can perform a ( ) ( )2048 1024 2048× ×  matrix multiply to 16-bit precision (40-bit 
accumulation), low-pass-filter the data, and provide diagnostic data collection in less than 24 μs. The 
system throughput exceeds 400 megabytes per second (MB/s). Most astronomy applications have 
less demanding latency and throughput requirements that can be met with commercial off-the-shelf 
hardware and software. The importance of latency is illustrated in Fig. 26. This figure shows results 
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of analytical predictions showing the relationship between control loop bandwidth of the AO system 
and the wavefront sensor frame rate for different data latencies.76 These curves show that having a 
high-frame-rate wavefront sensor camera is not a sufficient condition to achieve high control loop 
bandwidth. The age of the data is of utmost importance. As Fig. 26 shows, the optimum benefit in 
control bandwidth occurs when the latency is significantly less than a frame time (~ 1/2).

Ensemble-averaged atmospheric turbulence conditions are very dynamic and change on the scale 
of minutes. Optimum performance of an AO system cannot be achieved if the system is operating 
on phase estimation algorithms that are based on inaccurate atmospheric information. Optimum 
performance requires changing the modes of operation in near-real time. One of the first imple-
mentations of adaptive control was the system ADONIS, which was implemented on the ESO 3.6-m 
telescope at La Silla, Chile.77 ADONIS employs an artificial intelligence control system that controls 
which spatial modes are applied to the deformable mirror, depending on the brightness of the AO 
beacon and the seeing conditions.

A more complex technique has been proposed48 that would allow continuous updating of the 
wavefront estimation algorithm. The concept is to use a recursive least-squares adaptive algo-
rithm to track the temporal and spatial correlations of the distorted wavefronts. The algorithm 
uses current and recent past information that is available to the servo system to predict the wave-
front for a short time in the future and to make the appropriate adjustments to the deformable 
mirror. A sample scenario has been examined in a detailed simulation, and the system Strehl ratio 
achieved with the recursive least-squares adaptive algorithm is essentially the same as an optimal 
reconstructor with a priori knowledge of the wind and turbulence profiles. Sample results of 
this simulation are shown in Fig. 27. The requirements for implementation of this algorithm in 
a real-time hardware processor have not been worked out in detail. However, it is clear that they 
are considerable, perhaps greater by an order of magnitude than the requirements for an ordinary 
AO system.
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a recursive least-squares adaptive estimator (lower curve) compared with an 
optimal estimator having a priori knowledge of turbulence condtions (upper 
curve). The ×’s represent the instantaneous Strehl ratio computed by the 
simulation, and the lines represent the average values.
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Other Higher-Order Wavefront Sensing Techniques 

Various forms of shearing interferometers have been successfully used to implement wavefront sen-
sors for atmospheric turbulence compensation.78, 79 The basic principle is to split the wavefront into 
two copies, translate one laterally with respect to the other, and then interfere with them. The bright 
and dark regions of the resulting fringe pattern are proportional to the slope of the wavefront. 
Furthermore, a lateral shearing interferometer is self-referencing—it does not need a plane wave ref-
erence like the Shack-Hartmann sensor. Shearing interferometers are not in widespread use today, 
but they have been implemented in real systems in the past.78

Roddier80, 81 introduced a new concept for wavefront sensing based on measuring local wavefront cur-
vature (the second derivative of the phase). The concept can be implemented by differencing the irradi-
ance distributions from two locations on either side of the focal plane of a telescope. If the two locations 
are displaced a distance, l, from the focus of the telescope and the spatial irradiance distribution is given by 
I1(r) and I2(r) at the two locations, then the relationship between the irradiance and the phase is given by 
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where F is the focal length of the telescope, and the Dirac delta dc represents the outward-pointing 
normal derivative on the edge of the phase pattern. Equation (56) is valid in the geometrical optics 
approximation. The distance, l, must be chosen such that the validity of the geometrical optics 
approximation is ensured, requiring that the blur at the position of the defocused pupil image is 
small compared with the size of the wavefront aberrations desired to be measured. These consider-
ations lead to a condition on l that

l
F
db≥ θ

2

  (57)

where θb is the blur angle of the object that is produced at the positions of the defocused pupil, and 
d is the size of the subaperture determined by the size of the detector. For point sources and when 
d r rb> =0 0,θ λ/  and l F r d≥ λ 2

0/ . For extended sources of angular size θ λ> /r l0 ,  must be chosen such 
that l F d≥ θ 2/ . Since increasing l decreases the sensitivity of the curvature sensor, in normal opera-
tions l is set to satisfy the condition l F r d≥ λ 2

0/ , but once the loop is closed and low-order aberra-
tions are reduced, the sensitivity of the sensor can be increased by making l smaller. To perform 
wavefront reconstruction, an iterative procedure can be used to solve Poisson’s equation. The appeal 
of this approach is that certain deformable mirrors such as piezoelectric bimorphs deform locally 
as nearly spherical shapes, and can be driven directly with no intermediate mathematical wavefront 
reconstruction step. This has not been completely realized in practice, but excellent results have been 
obtained with two systems deployed at Mauna Kea.82 All implementations of these wavefront sen-
sors to date have employed single-element avalanche photodiodes operating in the photon-counting 
mode for each subaperture. Since these devices remain quite expensive, it may be cost prohibitive to 
scale the curvature-sensing technique to very high density actuator systems. An additional consid-
eration is that the noise gain goes up linearly with the number of actuators, not logarithmically as 
with the Shack-Hartmann or shearing interferometer.

The problem of deriving phase from intensity measurements has been studied extensively.83–86 A 
particular implementation of multiple-intensity measurements to derive phase data has become known 
as phase diversity.87 In this approach, one camera is placed at the focus of the telescope and another 
in a defocused plane with a known amount of defocus. Intensity gathered simultaneously from both 
cameras can be processed to recover the phase in the pupil of the telescope. The algorithms needed to 
perform this operation are complex and require iteration.88 Such a technique does not presently lend 
itself to real-time estimation of phase errors in an adaptive optical system, but it could in the future.

Artificial neural networks have been used to estimate phase from intensity as well. The concept is 
similar to other methods using multiple-intensity measurements. Two focal planes are set up, one at 
the focus of the telescope and one near focus. The pixels from each focal plane are fed into the nodes 
of an artificial neural network. The output of the network can be set up to provide almost any desired 



ADAPTIVE OPTICS  5.37

information from Zernike decomposition elements to direct-drive signals to actuators of a zonal, 
deformable mirror. The network must be trained using known distortions. This can be accomplished 
by using a deterministic wavefront sensor to measure the aberrations and using that information to 
adjust the weights and coefficients in the neural network processor. This concept has been demon-
strated on real telescopes in atmospheric turbulence.89 The concept works for low-order distortions, 
but it appears to have limited usefulness for large, high-density actuator adaptive optical systems.

Wavefront Correctors

There are three major classes of wavefront correctors in use today: segmented mirrors, bimorph 
mirrors, and stacked-actuator continuous-facesheet mirrors. Figure 28 shows the concept for each 
of these mirrors. 

The segmented mirror can have piston-only or piston-and-tilt actuators. Since the individual seg-
ments are completely independent, it is possible for significant phase errors to develop between the 
segments. It is therefore important that these errors be controlled by real-time interferometry or by 
strain gauges or other position-measuring devices on the individual actuators. Some large segmented 
mirrors have been built90 for DOD applications and several are in use today for astronomy.91, 92

Individual segments have tip-tilt and piston control

Three degree of freedom piezoelectric actuators

Segmented deformable mirror

Bimorph deformable mirror

Thin glass facesheet
(1-mm-thick ultra-low

expansion glass)

Actuators on 7-mm square centers epoxied to
facesheet and strong back.

Thick ultra-low expansion glass strong back

Stacked actuator continuous facesheet deformable mirror

Actuator extended 2 μm by +35 V signal

Actuator contracted 2 μm by –35 V signal

Optical reflecting surfacePiezoelectric wafers

Electrode pattern

FIGURE 28 Cross sections of three deformable mirror designs.
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The stacked actuator deformable mirror is probably the most widely used wavefront corrector. 
The modern versions are made with lead-magnesium-niobate—a ceramic-like electrostrictive mate-
rial producing 4 μm of stroke for 70 V of drive.93 The facesheet of these mirrors is typically 1 mm 
thick. Mirrors with as many as 2200 actuators have been built. These devices are very stiff structures 
with first resonant frequencies as high as 25 kHz. They are typically built with actuators spaced as 
closely as 7 mm. One disadvantage with this design is that it becomes essentially impossible to repair 
individual actuators once the mirror structure is epoxied together. Actuator failures are becoming 
less likely with today’s refined technology, but a very large mirror may have 1000 actuators, which 
increases its chances for failures over the small mirrors of times past. Figure 29 is a photograph of the 
941-actuator deformable mirror in use at the 3.5-m telescope at the SOR.

New Wavefront Corrector Technologies

Our progress toward good performance at visible wavelengths will depend critically on the technol-
ogy that is available for high-density actuator wavefront correctors. There is promise in the areas 
of liquid crystals, MEM devices, and nonlinear-optics processes. However, at least for the next few 
years, it seems that we will have to rely on conventional mirrors with piezoelectric-type actuators 
or bimorph mirrors made from sandwiched piezoelectric layers. Nevertheless, there is a significant 
development in the conventional mirror area that has the potential for making mirrors with very 
large numbers of actuators that are smaller, more reliable, and much less expensive.

5.6 HOW TO DESIGN AN ADAPTIVE 
OPTICAL SYSTEM

Adaptive optical systems are complex and their performance is governed by many parameters, some 
controlled by the user and some controlled by nature. The system designer is faced with selecting 
parameter values to meet performance requirements. Where does he or she begin? One approach is 
presented here and consists of the following six steps:

FIGURE 29 The 941-actuator deformable mirror built 
by Xinetics, Inc., for the SOR 3.5-m telescope.
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1. Determine the average seeing conditions (the mean value of r0 and fG) for the site.

2. Determine the most important range of wavelengths of operation.

3. Decide on the minimum Strehl ratio that is acceptable to the users for these seeing conditions 
and operating wavelengths.

4. Determine the brightness of available beacons.

5. Given the above requirements, determine the optimum values of the subaperture size and the 
servo bandwidth to minimize the residual wavefront error at the most important wavelength and 
minimum beacon brightness. (The most difficult parameters to change after the system is built 
are the wavefront sensor subaperture and deformable mirror actuator geometries. These param-
eters need to be chosen carefully to address the highest-priority requirements in terms of seeing 
conditions, beacon brightness, operating wavelength, and required Strehl ratio.) Determine if the 
associated Strehl ratio is acceptable.

6. Evaluate the Strehl ratio for other values of the imaging wavelength, beacon brightness, and see-
ing conditions. If these are unsatisfactory, vary the wavefront sensor and track parameters until 
an acceptable compromise is reached.

Our objective in this section is to develop some practical formulas that can be implemented and 
evaluated quickly on desktop or laptop computers using programs like Mathematica™ or MatLab™ 
that will allow one to iterate the six aforementioned steps to investigate the top-level trade space and 
optimize system performance for the task at hand.

The most important parameters that the designer has some control over are the subaperture 
size, the wavefront sensor and track sensor integration times, the latency of data in the higher-order 
and tracker control loops, and the wavelength of operation. One can find optimum values for these 
parameters since changing them can either increase or decrease the system Strehl ratio. The parameters 
that the designer has little or no control over are those that are associated with atmospheric turbulence. 
On the other hand, there are a few parameters that always make performance better the larger 
(or smaller) we make the parameter: the quantum efficiency of the wavefront and track sensors, the 
brightness of the beacon(s), the optical system throughput, and read noise of sensors. We can never 
make a mistake by making the quantum efficiency as large as physics will allow and the read noise as 
low as physics will allow. We can never have a beacon too bright, nor can we have too much optical 
transmission (optical attenuators are easy to install). Unfortunately, it is not practical with current 
technology to optimize the AO system’s performance for changing turbulence conditions, for differ-
ent spectral regions of operation, for different elevation angle, and for variable target brightness by 
changing the mechanical and optical design from minute to minute. We must be prepared for some 
compromises based on our initial design choices.

We will use two system examples to illustrate the process that is outlined in the six afore-
mentioned steps: (1) a 3.5-m telescope at an intracontinental site that is used for visible imaging 
of low-earth-orbiting artificial satellites, and (2) a 10-m telescope that operates at a site of excel-
lent seeing for near-infrared astronomy.

Establish the Requirements

Table 2 lists a set of requirements that we shall try to meet by trading system design parameters. The 
values in Table 2 were chosen to highlight how requirements can result in significantly different sys-
tem designs.

In the 3.5-m telescope example, the seeing is bad, the control bandwidths will be high, the imag-
ing wavelength is short, and the required Strehl ratio is significant. Fortunately, the objects (artificial 
earth satellites) are bright. The 10-m telescope application is much more forgiving with respect to 
the seeing and imaging wavelengths, but the beacon brightness is four magnitudes fainter and a high 
Strehl ratio is still required at the imaging wavelength. We now investigate how these requirements 
determine an optimum choice for the subaperture size.
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Selecting a Subaperture Size

As was mentioned previously, choosing the subaperture size should be done with care, because once 
a system is built it is not easily changed. The approach is to develop a mathematical expression for 
the Strehl ratio as a function of system design parameters and seeing conditions and then to maxi-
mize the Strehl ratio by varying the subaperture size for the required operating conditions that are 
listed in Table 2.

The total-system Strehl ratio is the product of the higher-order and full-aperture tilt Strehl 
ratios:

SR SR SRSys HO tilt= ⋅   (58)

The higher-order Strehl ratio can be estimated as

SRHO
FA= − + + +e E E E En f s[ ]2 2 2 2

  (59)

where E E En f s
2 2 2, , , and EFA

2  are the mean square phase errors due to wavefront measurement and 
reconstruction noise, fitting error, servo lag error, and focus anisoplanatism (if a laser beacon is 
used), respectively. Equation (59) does not properly account for interactions between these effects 
and could be too conservative in estimating performance. Ultimately, a system design should be 
evaluated with a detailed computer simulation, which should include wave-optics atmospheric 
propagations, diffraction in wavefront sensor optics, details of hardware, processing algorithms and 
time delays, and many other aspects of the system’s engineering design. A high-fidelity simulation 
will properly account for the interaction of all processes and provide a realistic estimate of system 
performance. For our purposes here, however, we will treat the errors as independent in order to 
illustrate the processes that are involved in system design and to show when a particular parameter 
is no longer the dominant contributor to the total error. We will consider tracking effects later [see 
below Eq. (66)], but for now we need expressions for components of the higher-order errors so that 
we may determine an optimum subaperture size.

Wavefront Measurement Error, En
2 We will consider a Shack-Hartmann sensor for the discus-

sion that follows. The wavefront measurement error contribution, En
2 , can be computed from the 

equation73
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TABLE 2 Requirements for Two System Examples

 Parameter  3.5-m Requirement 10-m Requirement

Cn
2 profile Modified HV57  Average Mauna Kea

Wind profile Slew dominated Bufton
Average r0 (0.5 μm) 10 cm 18 cm
Average fG (0.5 μm) 150 Hz 48 Hz
Imaging wavelength 0.85 μm 1.2–2.2 μm
Elevation angle 45° 45°
Minimum Strehl ratio 0.5 0.5
Beacon brightness mv = 6  mv =10 
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where a accounts for control loop averaging and is described below, nsa is the number of subap-
ertures in the wavefront sensor, σθsa

2  is the angular measurement error over a subaperture, ds is the 
length of a side of a square subaperture, and λimg is the imaging wavelength. The angular measure-
ment error in a subaperture is proportional to the angular size of the beacon [normally limited by 
the seeing for unresolved objects but, in some cases, by the beacon itself (e.g., laser beacons or large 
astronomical targets)] and is inversely proportional to the signal-to-noise ratio in the wavefront sen-
sor. The value of σθsa

 is given by94
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where λb is the center wavelength of the beacon signal, θb  is the angular size of the beacon, r0 is the 
Fried seeing parameter at 0.5 μm at zenith, y is the zenith angle of the observing direction, ns is the 
number of photodetected electrons per subaperture per sample, and ne is the read noise in electrons 
per pixel. We have used the wavelength and zenith scaling laws for r0 to account for the angular size 
of the beacon at the observing conditions.

The number of photodetected electrons per subaperture per millisecond, per square meter, per 
nanometer of spectral width is given by

 n d T ts m s s
v

= ( )

( . )

sec101500

2 51
2

ψ

ro QEη λΔ   (62)

where mv is the equivalent visual magnitude of the beacon at zenith, ds is the subaperture size in 
meters, Tro is the transmissivity of the telescope and wavefront sensor optics, nQE is the quantum effi-
ciency of the wavefront sensor, ts is the integration time per frame of the wavefront sensor, and Δλ  
is the wavefront sensor spectral bandwidth in nanometers.

The parameter a is a factor that comes from the filtering process in the control loop and can be 
considered the mean square gain of the loop. Ellerbroek73, 95 has derived an expression (discussed by 
Milonni et al.73 and by Ellerbroek95) for a using the Z-transform method and a simplified control 
system model. His result is α = −g g/(2 ), where g f ts= 2 3π dB  is the gain, f3dB is the control bandwidth, 
and ts is the sensor integration time. For a typical control system, we sample at a rate that is 10 times 
the control bandwidth, making t f gs = =1 10 0 6283/ dB( ), . ,  and α = 0 458. . 

Fitting Error, E f
2 The wavefront sensor has finite-sized subapertures, and the deformable mirror 

has a finite number of actuators. There is a limit, therefore, to the spatial resolution to which the 
system can “fit” a distorted wavefront. The mean square phase error due to fitting is proportional to 
the −5/6th power of the number of actuators and ( )D r/ /

0
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where C f  is the fitting error coefficient that is determined by the influence function of the deform-
able mirror and has a value of approximately 0.28 for thin, continuous-facesheet mirrors.

Servo Lag, Es
2 The mean square wavefront error due to a finite control bandwidth has been 

described earlier by Eq. (37), which is recast here as
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where fG is the Greenwood frequency scaled for the imaging wavelength and a worst-case wind 
direction for the zenith angle, and f3dB is the control bandwidth –3-dB error rejection frequency. 
Barchers76 has developed an expression from which one can determine f3dB for a conventional pro-
portional integral controller, given the sensor sample time ( ),ts  the additional latency from readout 
and data-processing time ( ),δ0  and the design gain margin [GM (a number between 1 and ∞ that 
represents the minimum gain that will drive the loop unstable)].96 The phase crossover frequency of 
a proportional integral controller with a fixed latency is ω π δcp / rad/s,= ( )2  where δ δ= +ts 0 is the 
total latency, which is made up of the sample period and the sensor readout and processing time, δ0 .
The loop gain that achieves the design gain margin is K GM= ωcp /  where GM is the design gain margin. 
Barchers shows that f3dB can be found by determining the frequency for which the modulus of the 
error rejection function is equal to 0.707 or when
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where f3 3 2dB dB /= ω π . This equation can be solved graphically or with dedicated iterative routines 
that find roots, such as Mathematica. Figure 30 shows the error rejection curves for four combi-
nations of ts , δ0 , and GM, which are detailed in the caption. Note in particular that decreasing the 
latency δ0 from 2 ms to 0.5 ms increased f3dB from 14 to 30 Hz (compare two curves on the left), 
illustrating the sensitivity to readout and processing time.

Focus Anisoplanatism, EFA
2 If laser beacons are being used, the effects of focus anisoplanatism, 

which are discussed in Sec. 5.5, must be considered since this error often dominates the wavefront 
sensor error budget. Focus anisoplanatism error is given by
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FIGURE 30 Control loop error rejection curves for a propor-
tional integral controller. The curves (left to right) represent the fol-
lowing parameters: dotted ( );t Gs M= = =1 2 4ms, ms,0δ  dash-dot 
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dashed ( , . ).t G fs M= = =400 360 1 50 3μ μs s, dBδ  is determined by the 
intersection of the horizontal dotted line with each of the three curves 
and has values of 14, 30, 55, and 130 Hz, respectively.
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where d0 is the section size given by Eqs. (50) and (51), scaled for the imaging wavelength and the 
zenith angle of observation.

Tracking The tracking system is also very important to the performance of an AO system and 
should not be overlooked as an insignificant problem. In most instances, a system will contain tilt 
disturbances that are not easily modeled or analyzed arising most commonly from the telescope 
mount and its movement and base motions coupled into the telescope from the building and its 
machinery or other seismic disturbances. As described earlier in Eq. (22), the Strehl ratio due to 
full-aperture tilt variance, σθ

2 , is

SR

/
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  (67)

As mentioned previously, the total system Strehl ratio is then the product of these and is given by

SR SR SRSys HO tilt= ⋅   (68)

Results for 3.5-m Telescope AO System

When the preceding equations are evaluated, we can determine the dependence of the system Strehl 
ratio on ds for targets of different brightness. Figure 31 shows the Strehl ratio versus subaperture 
size for four values of target brightness corresponding to (top to bottom) mv = 5, 6, 7, and 8 and for 
other system parameters as shown in the figure caption.

Figure 31 shows that we can achieve the required Strehl ratio of 0.5 (see Table 2) for a mV = 6 
target by using a subaperture size of about 11 to 12 cm. We could get slightly more performance 
(SR = 0.52) by reducing the subaperture size to 8 cm, but at significant cost since we would have 
nearly twice as many subapertures and deformable mirror actuators. Notice also that for fainter 
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FIGURE 31 System Strehl ratio as a function of subaperture size for 
the 3.5-m telescope example. Values of mV are (top to bottom) 5, 6, 7, and 8. 
Other parameters are: r0 10= cm, fG = 150 Hz, t ss = 400 μ , δ0 360= μs,
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objects, a larger subaperture (18 cm) would be optimum for an mV = 8 target, but the SR would be 
down to 0.4 for the mV = 6 target and would not meet the requirement.

Figure 32 shows the performance of the system for sixth- and eighth-magnitude targets as a func-
tion of wavelength. The top two curves in this figure are for 12-cm subapertures (solid curve) and 18-
cm subapertures (dashed curve) for the mV = 6 target. Notice that the 12-cm subapertures have better 
performance at all wavelengths with the biggest difference in the visible. The bottom two curves are 
for 18-cm subapertures (dash-dot curve) and 12-cm subapertures (dotted curve) for the mV = 8 target. 
These curves show quantitatively the trade-off between two subaperture sizes and target brightness.

Figure 33 shows how the system will perform for different seeing conditions (values of r0) and as 
a function of target brightness. These curves are for a subaperture choice of 12 cm. The curves in 
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FIGURE 32 System Strehl ratio as a function of imaging wavelength 
for the 3.5-m telescope example. Curves are for (top to bottom) mV = 6, 
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for the 3.5-m telescope example. Curves are for values of r0  of (top to bot-
tom) 25, 15, 10, and 5 cm. Other parameters are: ds = 12cm, fG = 150 Hz, 
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Figs. 31 through 33 give designers a good feel of what to expect and how to do top-level system trades 
for those conditions and parameters for which only they and the users can set the priorities. These 
curves are easily and quickly generated with modern mathematics packages.

Results for the 10-m AO Telescope System

Similar design considerations for the 10-m telescope example lead to Figs. 34 through 36. Figure 34 
shows the Strehl ratio for an imaging wavelength of 1.2 μm versus the subaperture size for four 
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values of beacon brightness corresponding to (top to bottom) mV = 8, 9, 10, and 11. Other system 
parameters are listed in the figure caption. These curves show that we can achieve the required 
Strehl ratio of 0.5 for the mv = 10 beacon with subapertures in the range of 20 to 45 cm. Optimum 
performance at 1.2 μm produces a Strehl ratio of 0.56, with a subaperture size of 30 cm. Nearly 400 
actuators are needed in the deformable mirror for 45-cm subapertures, and nearly 900 actuators are 
needed for 30-cm subapertures. Furthermore, Fig. 34 shows that 45 cm is a better choice than 30 cm 
in the sense that it provides near-optimal performance for the mV = 11 beacon, whereas the Strehl 
ratio is down to 0.2 for the 30-cm subapertures.

Figure 35 shows system performance as a function of imaging wavelength. The top two curves 
are for the mV = 10 beacon, with ds = 45 and 65 cm, respectively. Note that the 45-cm subaperture 
gives excellent performance with a Strehl ratio of 0.8 at 2.2 μm (the upper end of the required spec-
tral range) and a very useful Strehl ratio of 0.3 at 0.8 μm. A choice of ds = 65 cm provides poorer 
performance for mV = 10 (in fact, it does not satisfy the requirement) than does ds = 45 cm due to 
fitting error, whereas a choice of ds = 65 cm provides better performance for mV = 12 due to improved 
wavefront sensor signal-to-noise ratio.

Figure 36 shows system performance in different seeing conditions as a function of beacon bright-
ness for an intermediate imaging wavelength of 1.6 μm. These curves are for a subaperture size of 45 
cm. This chart predicts that in exceptional seeing, a Strehl ratio of 0.5 μm can be achieved using an 
mV =12 5.  beacon.

As in the 3.5-m telescope case, these curves and others like them with different parameters can 
be useful in performing top-level design trades and in selecting a short list of design candidates for 
further detailed analysis and simulation.
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6.1 GLOSSARY

 dqo, dqa divergence: optical, acoustic

 ΔBm impermeability tensor

 Δf, ΔF bandwidth, normalized bandwidth

 Δn birefringence

 Δq defl ection angle

 lo, l optical wavelength (in vacuum/medium)

 Λ acoustic wavelength

 r density

 t acoustic transit time

 y phase mismatch function

 A optical to acoustic divergence ratio

 a optical to acoustic wavelength ratio

 D optical aperture

 Ei, Ed electric fi eld, incident, diffracted light

 f, F acoustic frequency, normalized acoustic frequency

 H acoustic beam height

 ki, kd, ka wavevector: incident, diffracted light, acoustic wave

 L, l interaction length, normalized interaction length

 Lo characteristic length

 M fi gure of merit

 no, ne refractive index: ordinary, extraordinary

 Pa, Pd acoustic power, acoustic power density

 p, pmn, pijkl elasto-optic coeffi cient
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 S, SI strain, strain tensor components

 tr, T rise time scan time

 V acoustic velocity

 W bandpass function

6.2 INTRODUCTION

When an acoustic wave propagates in an optically transparent medium, it produces a periodic modu-
lation of the index of refraction via the elasto-optical effect. This provides a moving phase grating 
which may diffract portions of an incident light into one or more directions. This phenomenon, 
known as the acousto-optic (AO) diffraction, has led to a variety of optical devices that can be broadly 
grouped into AO deflectors, modulators, and tunable filters to perform spatial, temporal, and spectral 
modulations of light. These devices have been used in optical systems for light-beam control, optical 
signal processing, and optical spectrometry applications.

Historically, the diffraction of light by acoustic waves was first predicted by Brillouin1 in 1921. 
Nearly a decade later, Debye and Sears2 and Lucas and Biquard3 experimentally observed the effect. 
In contrast to Brillouin’s prediction of a single diffraction order, a large number of diffraction orders 
were observed. This discrepancy was later explained by the theoretical work of Raman and Nath.4 
They derived a set of coupled wave equations that fully described the AO diffraction in unbounded 
isotropic media. The theory predicts two diffraction regimes; the Raman-Nath regime, characterized 
by the multiple of diffraction orders, and the Bragg regime, characterized by a single diffraction order. 
Discussion of the early work on AO diffraction can be found in Ref. 5. 

The earlier theoretically work tend to treat AO diffraction from a mathematical point of view, 
and for decades, solving the multiple-order Raman-Nath diffraction has been the primary interest on 
acousto-optics research. As such, the early development did not lead to any AO devices for practical 
applications prior to the invention of the laser. It was the need of optical devices for laser beam modu-
lation and deflection that stimulated extensive research on the theory and practice of AO devices. 
Significant progress has been made in the decade from 1966 to 1976, due to the development of supe-
rior AO materials and efficient broadband ultrasonic transducers. During this period several impor-
tant research results of AO devices and techniques were reported. These include the works of Gordon6 
on the theory of AO diffraction in finite interaction geometry, by Korpel et al. on the use of acoustic 
beam steering,7 the study of AO interaction in anisotropic media by Dixon;8 and the invention of AO 
tunable filter by Harris and Wallace9 and Chang.10 As a result of these basic theoretical works, various 
AO devices were developed and demonstrated its use for laser beam control and optical spectrometer 
applications. Several review papers during this period are listed in Refs. 11 to 14.

Intensive research programs in the 1980s and early 1990s further advanced the AO technology in 
order to explore the unique potential as real-time spatial light modulators (SLMs) for optical signal 
processing and remote sensing applications. By 1995, the technology had matured, and a wide range 
of high performance AO devices operating from UV to IR spectral regions had become commercially 
available. These AO devices have been integrated with other photonic components and deployed into 
optical systems with electronic technology in diverse applications.

It is the purpose of this chapter to review the theory and practice of bulk-wave AO devices and 
their applications. In addition to bulk AO, there have also been studies based on the interaction of 
optical guided waves and surface acoustic waves (SAW). Since the basic AO interaction structure and 
fabrication process is significantly different from that of the bulk acousto-optics, this subject is treated 
separately in Chap. 7. 

This chapter is organized as follows: Section 6.3 discusses the theory of acousto-optic interac-
tion. It provides the necessary background for the design of acousto-optic devices. The subject of 
acousto-optic materials is discussed in Sec. 6.4. The next three sections deal with the three basic types 
of acousto-optic devices. Detailed discussion of AO deflectors, modulators, and tunable filters are 
presented in Section 6.5, 6.6, and 6.7, respectively.
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6.3 THEORY OF ACOUSTO-OPTIC INTERACTION

Elasto-Optic Effect

The elasto-optic effect is the basic mechanism responsible for the AO interaction. It describes the change 
of refractive index of an optical medium due to the presence of an acoustic wave. To describe the effect 
in crystals, we need to introduce the elasto-optic tensor based on Pockels’ phenomenological theory.15 

An elastic wave propagating in a crystalline medium is generally described by the strain tensor S, 
which is defined as the symmetric part of the deformation gradient

 S
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where ui is the displacement. Since the strain tensor is symmetric, there are only six independent 
components. It is customary to express the strain tensor in the contracted notation

 S S S S S S S S S S S S1 11 2 22 3 33 4 23 5 13 6 12= = = = = =  (2)

The conventional elasto-optic effect introduced by Pockels states that the change of the imperme-
ability tensor ΔBij is linearly proportional to the symmetric strain tensor.

  ΔB p Sij ijkl kl=  (3) 

where pijkl is the elasto-optic tensor. In the contracted notation

  ΔB p S m nm mn n= =, 1 6to   (4)

Most generally, there are 36 components. For the more common crystals of higher symmetry, only a 
few of the elasto-optic tensor components are nonzero.

In the above classical Pockels’ theory, the elasto-optic effect is defined in terms of the change of 
the impermeability tensor ΔBij. In the more recent theoretical work on AO interactions, analysis of 
the elasto-optic effect has been more convenient in terms of the nonlinear polarization resulting from 
the change of dielectric tensor Δeij. We need to derive the proper relationship that connects the two 
formulations.

Given the inverse relationship of eij and Bij in a principal axis system Δeij is

  Δ Δ Δε ε εij ii ij jj i j ijB n n B= − = − 2 2   (5)

where ni is the refractive index. Substituting Eq. (3) into Eq. (5), we can write

  Δε χij ijkl klS=   (6)

where we have introduced the elasto-optic susceptibility tensor

  χijkl i j ijkln n p= − 2 2   (7)

For completeness, two additional modifications of the basic elasto-optic effect are discussed as follows.
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Roto-Optic Effect Nelson and Lax16 discovered that the classical formulation of elasto-optic effect 
was inadequate for birefringent crystals. They pointed out that there exists an additional roto-optic 
susceptibility due to the antisymmetric rotation part of the deformation gradient.

 Δ ′ = ′B p Rij ijkl kl  (8)

where Rij = (Sij – Sji)/2.
It turns out that the roto-optic tensor components can be predicted analytically. The coefficient 

of pijkl is antisymmetric in kl and vanishes except for shear waves in birefringent crystals. In a uniaxial 
crystal the only nonvanishing components are p p n no e2323 2313

2 2 2= = −− −( )/ , where no and ne are the 
principal refractive indices for the ordinary and extraordinary wave, respectively. Thus, the roto-optic 
effect can be ignored except when the birefringence is large.

Indirect Elasto-Optic Effect In the piezoelectric crystal, an indirect elasto-optic effect occurs as the 
result of the piezoelectric effect and electro-optic effect in succession. The effective elasto-optic tensor 
for the indirect elasto-optic effect is given by17 

 p p
r S e S

S Sij ij

im m jn n

mn m n

∗ = −
ε

 (9)

where pij is the direct elasto-optic tensor, rim is the electro-optic tensor, ejn is the piezoelectric tensor, 
emn is the dielectric tensor, and Sm is the unit acoustic wavevector. The effective elasto-optic tensor 
thus depends on the direction of the acoustic mode. In most crystals the indirect effect is negligible. 
A notable exception is LiNbO3. For instance, along the z axis, r33 = 31 × 10−12 m/v, e33 = 1.3 c/m2, 
Es

33 29= , thus p∗ = 0.088, which differs notably from the contribution p33 = 0.248.

Plane Wave Analysis of Acousto-Optic Interaction

We now consider the diffraction of light by acoustic waves in an optically transparent medium. As 
pointed out before, in the early development, the AO diffraction in isotropic media was described by 
a set of coupled wave equations known as the Raman-Nath equations.4 In this model, the incident 
light is assumed to be a plane wave of infinite extent. It is diffracted by a rectangular sound column 
into a number of plane waves propagating along different directions. Solution of the Raman-Nath 
equations gives the amplitudes of these various orders of diffracted optical waves.

In general, the Raman-Nath equations can be solved only numerically and judicious approxi-
mations are required to obtain analytic solutions. Using a numerical procedure computation Klein 
and Cook18 calculated the diffracted light intensities for various diffraction orders in this regime. 
Depending on the interaction length L relative to a characteristic length Lo = nΛ2/lo, where n is the 
refractive index and Λ and lo are wavelengths of the acoustic and optical waves, respectively, solutions 
of the Raman-Nath equations can be classified into three different regimes.

In the Raman-Nath regime, where L << Lo, the AO diffraction appears as a large number of differ-
ent orders. The diffraction is similar to that of a thin phase grating. The direction of the various dif-
fraction orders are given by the familiar grating equation, sin qm = mlo/nΛ, where m is the diffraction 
order. Solution of the Raman-Nath equations shows that the amplitude of the mth-order diffracted 
light is proportional to the mth-order Bessel functions. The maximum intensity of the first-order dif-
fracted light (relative to the incident light) is about 34 percent. Due to this relatively low efficiency, AO 
diffraction in the Raman-Nath regime is of little interest to practical device applications. 

In the opposite limit, L >> Lo, the AO diffraction appears as a predominant first order and is said 
to be in the Bragg regime. The effect is called Bragg diffraction since it is similar to that of the x-ray 
diffraction in crystals. In the Bragg regime the acoustic column is essentially a plane wave of infinite 
extent. An important feature of the Bragg diffraction is that the maximum first-order diffraction 
efficiency obtainable is 100 percent. Therefore, practically all of today’s AO devices are designed to 
operate in the Bragg regime.
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In the immediate case, L ≤ Lo, the AO diffraction appears as a few dominant orders. This region is 
referred as the near Bragg region since the solutions can be explained based on the near field effect of 
the finite length and height of the acoustic transducer. 

Many modern AO devices are based on the light diffraction in anisotropic media. The Raman-
Nath equations are no longer adequate and a new formulation is required. We have previously pre-
sented a plane wave analysis of AO interaction in anisotropic media.13 The analysis was patterned 
after that of Klienman19 used in the theory of nonlinear optics. Unlike the Raman-Nath equations 
wherein the optical plane waves are diffracted by an acoustic column, the analysis assumes that the 
acoustic wave is also a plane wave of infinite extent. Results of the plane wave AO interaction in aniso-
tropic media are summarized as follows.

The AO interaction can be viewed as a parametric process where the incident optical plane wave 
mixes with the acoustic wave to generate a number of polarization waves, which in turn generate new 
optical plane waves at various diffraction orders. Let the angular frequency and optical wavevector 
of the incident optical wave be denoted by wm and 

�
ko , respectively, and those of the acoustic waves 

by wa and 
�
ka . The polarization waves and the diffracted optical waves consist of waves with angular 

frequencies wm = wo + mwa and wavevectors 
� � �
K k mkm o a= +  (m ±1, ±2, …). The diffracted optical waves 

are new normal modes of the interaction medium with the angular frequencies wm = wo + mwa and 
wavevectors 

�
km making angles qm with the z axis.

The total electric field of the incident and diffracted light be expanded in plane waves as
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where êm is a unit vector of the electric field of the mth wave, Em is the slowly varying amplitude of 
the electric field and c.c. stands for the complex conjugate. The electric field of the optical wave sat-
isfies the wave equation, 
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where 
�
ε  is the relative dielectric tensor and 

�
P is the acoustically induced polarization. Based on 

Pockels’ theory of the elasto-optic effect,

 
� � � �
P r t S r t E r to( , ) ( , ) ( , )= ε χ  (12)

where
�
χ is the elasto-optical susceptibility tensor defined in Eq. (7). 

�
S r t( , ) is the strain of the 

acoustic wave

 
� � �
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where ŝ  is a unit strain tensor of the acoustic wave and S is the acoustic wave amplitude. Substituting 
Eqs. (10), (12), and (13) into Eq. (11) and neglecting the second-order derivatives of electric-field 
amplitudes, we obtain the coupled wave equations for AO Bragg diffraction. 
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where χm m m mn n p= −
2
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1  γ m is the angle between 
�
km and the z axis, and 

Δ
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k K k k mk km m m o a m= − = + −  is the momentum mismatch between the optical polarization waves 

and mth-order normal modes of the medium. Equation (14) is the coupled wave equation describ-
ing the AO interaction in an anisotropic medium. Solution of the equation gives the field of the 
optical waves in various diffraction orders. 
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Two-Wave AO Interaction In the Bragg limit, the coupled wave equation reduces to the two-wave 
interaction between the incident and the first-order diffracted light (m = 0, 1):
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 (16)

where ni and nd are the refractive indices for the incident and diffracted light,
 
p e p s ee d i= ˆ ˆ ˆ ˆ⋅ ⋅ ⋅  is the 

effective elasto-optic constant for the particular mode of AO interaction, go is the angle between 
the z axis and the median of incident and diffracted light and, Δ Δ

�
k z kz⋅ ˆ =  is the component of the 

momentum mismatch Δ
�
k along the z axis, and Δ

�
k  is the momentum mismatch between the polar-

ization wave 
�
Kd and the free wave 

�
kd of the diffracted light. 

  Δ
� � � � � �
k K k k k kd d i a d= − = + −    (17)

Equations (15) and (16) admit simple analytic solutions. At z = L, the intensity of the first-order dif-
fracted light (normalized to the incident light) is
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where sinc (x) = (sinp x)/p x, and
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  (19)

In the above equation, we have used the relation Pa = rV3 S2 LH/2, where Pa is the acoustic power, H is 
the acoustic beam height, r is the mass density, V is the acoustic wave velocity, and M2 = n6p2/rV3 is 
a material figure of merit. 

Far Bragg Regime Equation (18) shows that in the far-field limit (L → ∞) the diffracted light will 
build up finite amplitude only when the exact phase matching is met. When Δk = 0, the diffracted 
light intensity becomes 

 I1
2= sin η  (20)

where h << 1, I1 ≈ h and the diffraction efficiency is linearly proportional to acoustic power. This 
is referred to as the weak interaction approximation (or low efficiency regime). As acoustic power 
increases, the diffraction efficiency approaches 100 percent. However, the acoustic power required is 
about 2.5 times that predicted by the low efficiency regime. 

Near Bragg Regime In the near field the growth of the diffraction is determined by the accumulated 
phase mismatch over the interaction length. The fractional diffracted light I1 can be approximated by 

 I1 = h sin c2 y (21)
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where y = Δkz L/2p is the phase mismatch (normalized to 2p). In the following, we shall discuss first 
AO diffraction in the far Bragg limit, that is, when exact phase matching is satisfied. 

Phase Matching

Particle Picture of AO Diffraction In the far Bragg limit (L → ∞), the diffracted light will build up 
finite amplitude only when the exact phase matching is met.

 
� � �
k k kd i a= ±  (22)

In this limit case, the AO diffraction can be viewed as the interaction of optical and acoustic plane 
waves of infinite extent. To analyze AO interaction, it is more conveniently to use the particle picture 
of plane waves. The optical and acoustic plane waves can be thought of as made of photons and 
phonons of well-defined momentum and energy. Equation (22) simply states the principle of con-
servation of total momentum in the collision process. The principle of conservation of energy may 
be written as 

 ω ω ωd i a= ±  (23)

The optical frequency of the diffracted light is shifted by the frequency of the acoustic wave. In ana-
log to the Doppler effect, the optical frequency is up or down shifted if the direction of the acoustic 
wave is the same as or opposite to that of light wave.

In the following, we shall apply the conservation principles to derive the basic characteristics of 
light diffraction by acoustic wave in the plane wave formulation. For the general case of AO interac-
tion in an anisotropic medium, the magnitudes of the incident optical wavevector can be written as

 k
n

ni
i

o

=
2π

λ
    k

n

nd
d

o

=
2π

λ
    ka = 2π

Λ
 (24)

where l = lo/no is the wavelength of the o-wave in the medium, ni and nd are refractive indices for 
the incident and diffracted light, Λ = V/f is the acoustic wavelength and V and f are the acoustic 
velocity and frequency, respectively. Since the acoustic frequency is typically below 10-4 of the opti-
cal frequency, the small optical frequency difference (due to acoustic frequency shift) of the incident 
and diffracted light beams are neglected in Eq. (24).

Isotropic Diffraction Consider first the case of isotropic diffraction. Figure 1a shows the wavevec-
tor interaction geometry in the interaction plane. The loci of the incident and diffracted optical 
wavevectors fall on a circle of radius no. The principle of momentum conservation requires that the 
acoustic and optical wavevectors form a closed triangle. For isotropic AO diffraction the triangle is 
isosceles, and the incident and diffracted optical wavevectors make the same angle with the acoustic 
wavefront at the Bragg angle qb

 sinθ λ λ
b

o

o

f

n V
= =

2 2Λ
 (25)

Consider, for example, the diffraction of a laser beam at 633 nm by a longitudinal mode acoustic 
wave in TeO2, n = 2.216, V = 4.2 mm/μsec, Eq. (25) yields qb = 1.9° at an acoustic frequency f = 500 MHz. 
For all practical purpose the Bragg angle qb is small and the incident optical beam is always nearly 
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perpendicular to the acoustic wavefront. Thus, for an isotropic AO diffraction the primary effect of the 
acoustically driving polarization is to provide a transverse spatial light modulation (SLM). Similar to a 
grating, the transverse SLM acts as an acoustically driven optical beam deflector that scans the output 
light beam as the acoustic frequency is changed. The deflection angle qD, defined as the angle of separa-
tion between the incident and diffraction light, is given by (in the small-angle approximation) 

 θ λ λ
D

f
V

= =
Λ

  (26)

Anisotropic Diffraction Next, consider the AO diffraction in an optically anisotropic medium 
such as a birefringent crystal. In this case there are two distinct loci of the optical wavevectors (normal 
surfaces), an ordinary optical wave (polarized perpendicular to the c axis) and an extraordinary 
optical wave (polarized parallel to the c axis). The refraction indices are in general dependent on the 
propagation direction and polarization of the optical wave. The acoustic wave could couple the inci-
dent and diffracted optical wave of the same polarization (o ↔ o, e ↔ e) or orthogonal polarization 
(o ↔ e). In the latter case, the AO diffraction occurs between two loci of unequal refractive indices; 
this process is referred as the birefringent diffraction. 

Phase Matching Equations Consider the AO interaction in a positive uniaxial crystal. Figure 1b 
shows the wavevector diagram for o ↔ e type birefringent diffraction in the interaction plane. 
Applying the law of cosine to the triangle yields the following pair of equations for the incident and 
diffraction angle.
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where ni and nd are the refractive indices for the incident and diffracted light, respectively. 
Equations (27) and (28) were first derived by Dixon8 for AO diffraction in a uniaxial crystal wherein 
the interaction plane is perpendicular to the c axis. The wavevector loci for the ordinary polarized 
light (o-wave) and the extraordinary polarized light (e-wave) are concentric circles; thus the two 

FIGURE 1 Vector diagram of acousto-optic interaction: 
(a) isotropic diffraction and (b) birefringent diffraction.
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equations can be separately solved. In general the refractive index for an extraordinary polarized 
light (e-wave) is a function of the polar angle of the incident and diffracted light. Thus, Dixon’s 
equations are not applicable in practice since Eqs. (27) and (28) are coupled. 

In order to decouple the input and diffracted angles from this pair of equations, we have chosen 
to express the wavevectors in the exact momentum matching condition using an elliptical parametric 
representation. Since the polarization is switched in the birefringent diffraction, the output char-
acteristics of the diffracted light are same as the input characteristics of the incident light with the 
orthogonal polarization. Therefore, we need to consider only the input frequency-angle characteris-
tics of the birefringent diffraction. The phase matching equations may be written in a form similar to 
the Dixon equations 
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where 

  ˆ (cos , sin )sa a a= θ θ   ˆ (cos , sin )se e e= θ θ   μ θ θe e ee= + − −(cos sin ) /2 2 2 1 2   

  �σ θ θa a ae= −(cos , sin )1   �
σ θ θo o oe= −(cos , sin )1   (31)

where e = nc/no is the ratio of the principal refractive indices, qa, qo, and qe are the polar angles of the 
acoustic wave, ordinary, and extraordinary optical wave, respectively. The phase matching Eqs. (29) 
and (30) are the basic equations for AO diffraction in the Bragg regime. 

To proceed with the analysis we introduce a dimensionless parameter a, defined as the ratio of 
optical wavelength (inside the medium) to the acoustic wavelength, a = l/Λ. In terms of the wave-
length ratio Eqs. (29) and (30) can be written in the form of quadratic equations.

 q a a a s seo e e a e( ) (ˆ ˆ )= − + − =2 22 1 0μ μ⋅  (32)

 q a a aoe a a o o( ) ( )= − + − =
� � � �
σ σ σ σ2 2 22 1 0⋅  (33)

Equations (32) and (33) may be considered the dispersion relations for the acousto-optic “grating” 
for an extraordinary and ordinary light input, respectively. Consider, for example, the diffraction of 
an extraordinary wave into an ordinary wave in a uniaxial crystal. Solving the quadratic equation 
[Eq. (32)] yields the wavelength ratio a for the e → o type diffraction 

 a e i i e= ± − −{ }−μ θ θ μsin sin ( )2 21  (34)

where qi = qe – qa – p /2 is the incidence angle. Equation (34) admits two real roots if |sin | .θ μi e≥ − −1 2  
Depending on the separation of the two roots, the AO diffraction can be classified into two regimes; 
referred as transverse and longitudinal spatial modulation.20

Transverse Spatial Modulation By selecting the incidence angle near its critical value, the two roots 
are close to each other. This happens when direction of the acoustic wave is nearly perpendicular to 
that of the optical waves. The acoustically driven polarization provides a transverse spatial modula-
tion (TSM) to the incident light beam. Similar to isotropic AO diffraction, the TSM acts as an optical 
beam deflector. 
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The characteristics birefringent diffraction can be utilized to provide significant performance 
advantages for of the AO deflector are. For instance, when the light beam is chosen to incident at 
the critical angle, Eq. (32) yields two equal roots and the acoustic roots. The AO diffraction is said to 
operate at the tangential phase matching (TPM) since acoustic wavevector is tangential to the locus 
of the diffracted wavevector. At TPM the AO deflector acquires a wideband frequency characteristics 
since a range of acoustic frequencies nearly satisfy the exact phase matching condition. The optic and 
acoustic wavelengths at TPM are related by 

  λ μ θo t e t o en n= − ≈Λ Λ Δ2 1 2 sin   (35)

where Δn = no(e – 1) is the birefringence. At qe = 90°, the acoustic frequency reaches a maximum value. 

  λo t on n≈ Λ Δ2   (36)

Longitudinal Spatial Modulation By selecting the optical incidence much larger than the critical 
angle, the two terms in Eq. (34) are about equal. Only the solution that corresponds to the difference 
of the two terms yields a low acoustic frequency near its minimum value. In this case the acoustic 
wavevector has a larger component along the direction of the optical wave, the AO diffraction thus 
provides a longitudinal spatial modulation (LSM) to the incident light. Unlike the previous case the 
LSM acts as an acoustically tuned optical bandpass filter. When the acoustic frequency is changed, 
the passband wavelength is tuned accordingly while the diffracted optical beam remains at a fixed 
deflection. This LSM-based AO device forms the basis of the acousto-optic tunable filter (AOTF).

Since the wavelength ratio is small, in this case the second order in Eq. (32) or (33) can be neglected. 
For an incident light with either polarization, an approximate solution of the center wavelength the 
AOTF passband is 

  λ
θ

θ θo
o

a o

n
≈

−
ΛΔ sin

cos( )

2

  (37)

where Δn = ne – no is the birefringence. At qa = 90°, the incident and diffracted optical waves are 
collinear with the acoustic wave, Eq. (37) reduced to 

  λo n= ΛΔ   (38)

Equation (38) is the momentum-matching condition for the collinear AOTF.

Frequency Characteristics of AO Interaction

In the near-Bragg regime, the AO diffraction is determined by the z-component of phase mismatch 
function y = Δkz L/2p = Δsz L. In our analysis, this z-component mismatch is caused by the devia-
tion of the light incidence from exact momentum matching. Based on this model it can be shown 
that the momentum mismatch (normalized to 2p) is Δsz = (no/2)q, where q is defined in Eqs. (32) 
and (33) for e → o and o → e type diffraction, respectively. Substituting y = Lnoq/2 from Eq. (32) 
or (33) into Eq. (21), the bandpass function of AO diffraction can be expressed as a function of the 
variation of the acoustic angle qa and acoustic frequency f. It is convenient to normalize the acoustic 
frequency to a center frequency fo (wavelength Λo). In terms of the normalized acoustic frequency 
(F = f/fo), the phase mismatch y can be written as

  ψ = − +l
F FF Fm t2

2 2( )    (39)
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where 

  l L Lo= /   L no o o= Λ2/λ   F nm o o o e i= 2( ) sinΛ /λ μ θ   F f ft t o= /  (40)

Isotropic Diffraction Bandshape By choosing Fm = 1 + (ΔF/2)2, the bandshape function W(y) has 
equal loss at the two ends of the passband F1 = 1 + (ΔF/2), where ΔF is the fractional bandwidth of 
the AO interaction. The diffraction efficiency reduces to 0.5, where y = 0.45. This corresponds to a 
fractional bandwidth

 ΔF = 1.8/l (41)

To realize octave bandwidth, (ΔF = 2/3) for instance, the normalized interaction length l is equal 
to 2.7. Figure 2a shows the bandshape of isotropic AO diffraction.

Birefringent Diffraction Bandshape For e → o diffraction, it is possible to obtain a wide 
bandpass response by operating near tangential phase matching (TPM). At TPM the two 

FIGURE 2 Acousto-optic bandshapes: (a) isotropic diffraction and (b) birefringent diffraction.
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phase-matching frequencies coincide and the AO bandpass exhibits a flat-top shape with a 
bandwidth 

 Δ Δ
F
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= ƒ
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3 6
1 2

.
/

 (42)

For octave bandwidth (ΔF = 2/3) the normalized interaction length l is equal to 8.1. This represents 
an efficiency advantage factor of 3 compared to isotropic AO diffraction. Figure 2b shows the band-
shape of the birefringent AO diffraction.

Acousto-Optic Interaction of Finite Geometry

The plane wave analysis of AO interaction in the Bragg regime appears to be inadequate for real 
devices since the interaction geometry usually involves optical and acoustic beams of finite sizes with 
nonuniform amplitude distributions, for example, a Gaussian optical beam and a divergent acous-
tic beam. Gordon6 considered the AO diffraction in finite interaction geometry using the Green’s 
function solution for the wave equation. To make the approach analytically tractable, the first-order 
Born’s approximation is used, which is same as the weak interaction assumption. 

Instead of the Green’s function solution, an equivalent approach is to decompose the optical and acoustic 
waves into angular spectrum of plane waves (ASW) and add all the spatial frequency components of the 
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diffracted light that satisfy the exact phase-matching condition.21,22 Since the AO interaction is mod-
eled as a filtering process in the spatial frequency domain, this approach is referred to as the frequency 
domain analysis. 

As an example we use the frequency domain approach to determine the frequency and angular 
characteristics of an AO deflector. To simplify the analysis we will make a two-dimensional model 
for AO interaction in the interaction (x-z) plane. The reduction of diffraction efficiency in the height 
(y-z) plane will be calculated in the real domain as an overlapping integral of the acoustic and optical 
beams in the transverse plane along the height direction.

In the case of weak interaction, there is negligible depletion of the incident light. Assume that the 
incident light amplitude is a constant, Eq. (15) can be integrated to yield

 E j S E k j Sd a i i i a a( ) ( ) ( ) ( ) (
� � � � � � �
σ κ σ σ δ σ σ κ σ= − − = )) ( )Ei aσ σ−

�
 (43)

where 
�
σ , 
�
σ i, and 

�
σa are the wavevector components in the interaction plane for the diffracted light, 

incident light and the acoustic waves, respectively.
We assume that the acoustic beam consists of acoustic plane waves propagating along the x axis in 

the interaction (x-z) plane. It is generated by an acoustic transducer with a top electrode of effective 
length L along the z axis and height H along the y axis. We also assume that the incident light beam 
consists of optical plane waves propagating in the x-z plane at an angle of incidence gi with the z axis. 
The incident light beam has a Gaussian with a beam waist 2w1 and 2w2 at e–2 of the intensity profile 
in the interaction and height plane, respectively. By expanding the optical and acoustic field in terms 
of their spatial frequency components in the interaction plane and applying Eq. (43), the total power 
spectrum of the diffracted light intensity can be written as 

 Id (F, x) = hW(F) U(x) • J (44)

where h is the small signal diffraction efficiency given by Eq. (19). The next three multiplying factors 
are briefly discussed as fellows.

Overlapping Integral The overlapping integral J of optical and acoustic profile in the height plane 
is given by 
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where V(x, y) is the acoustic field distribution and can be determined by the Fresnel integral
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where B is the curvature of the acoustic slowness surface in the transverse plane. The overlapping 
integral represents a reduction of diffraction efficiency of the AO diffraction due to acoustic dif-
fraction in the transverse plane along the height direction. For a transducer of height H, the acous-
tic radiation in a region near the transducer is approximately collimated. This collimated region, 
known as the near field, extends a distance D from transducer and is given by

 H B D V B fo = =Λ τ /   (47)

Numerical calculation of the overlapping integral J in Eq. (43) shows its value is on the order of 
unity if the transducer height H is chosen to be equal to Ho given by Eq. (47).

Bandpass Response The bandpass function W (F) as a function of the normalized frequency F is 
equal to the magnitude square of the Fourier transform, that is, the power spectrum of the acoustic 
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field along the z axis. For a standard rectangular window of the transducer field, the bandpass func-
tion is same as that given by 

 W c( ) sin ( )ψ ψ= 2  (48)

where y   = Δs z L = (no/2)q is the phase mismatch along optical direction (z axis) and is given by 
Eq. (39) as a function of the normalized frequency F.

Spatial Frequency Spectrum The spatial frequency spectrum U(x) expressed as a function of spa-
tial frequency component x signal direction (x axis) is determined by the power spectrum of the 
incident optical beam profile along the x axis, the direction perpendicular to the optical direction. 
For input Gaussian light with a beam waist 2w1 along the z axis in the interaction plane, the spatial 
frequency spectrum U(x ) is given by

 
U x( ) exp –( )ξ σ π ω= Δ 2 2

1
2/  (49)

where Δsx = x – si sin qi – sa, x is the spatial frequency of the diffracted light along x axis.

6.4 ACOUSTO-OPTIC MATERIALS

The significant progress of AO devices has been due largely to the development of superior materi-
als such as TeO2 and GaP. In this section we shall review the material issues related to AO device 
applications. A comprehensive list of tables summarizing the properties of AO materials is presented 
at the end of this section. The AO material issues and the selection guidelines have been discussed in 
a previous publication.12 

The selection of AO materials depends on the specific device application.23 An AO material suited 
for one type of device may not even be applicable for another. For example, GaP is perhaps the best 
choice for making wideband AO deflectors or modulators. However, since GaP is optically isotropic, 
it cannot be used for tunable filter purposes.

Some of the requirements for materials’ properties apply to the more general cases of optical 
device applications, for example, high optical transparency over wavelength range of interest, avail-
ability in large single crystals, and the like. We shall restrict the discussion to material properties that 
are particularly required for AO device applications

Acousto-Optic Figures of Merit

A large AO figure of merit is desired for device applications. There are several AO figures of merit that 
have been used for judging the usefulness of an AO material. The relevant one to be used depends on 
the specific applications. Several AO figures of merit are defined in the literature. These include
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where n is the index of refraction, p is the relevant elasto-optic coefficient, r is the density, and V is 
the acoustic wave velocity. These figures of merit are generally listed as the normalized quantities M 
(normalized to values for fused silica).

The figure of merit M2 relates the diffraction efficiency h, to the acoustic power Pa for a given device 
aspect ratio L/H in accordance with Eq. (18). M2 is the AO figure of merit most often referred to in the 
literature and is widely used for the comparison of AO materials. This is a misconception, since from the 
viewpoint of device applications, M2 is usually not appropriate. Comparison of AO materials (or modes) 
based on M2 can lead to erroneous conclusions. M2 is used only when efficiency is the only parameter of 
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concern. In most practical cases, other parameters such as bandwidth and resolution must also be consid-
ered. To optimize the efficiency bandwidth product, the relevant figure of merit is M1 = nV2M2.

In the design of AO deflectors, or Bragg cells, besides efficiency and bandwidth, a third parameter 
of interest is the aperture time t. A minimum acoustic beam height H must be chosen to ensure that 
the aperture is within the near field of the acoustic radiation. With is choice, the relevant figure of 
merit for optimized efficiency for a specified bandwidth and aperture time is M3 = nVM2.

For wideband AO modulators, the acoustic power density Pd is often the limiting factor. The 
appropriate AO figure of merit is then M4, that is, M4 = nV2M1.

In the design of AO tunable filters, the parameters to be optimized are the product of efficiency h, 
the resolving power lo/Δl, and the solid angular aperture ΔΩ. In this case the appropriate AO figure 
of merit is M5 = n2M2.

Acoustic Propagation and Attenuation

The performance of AO devices also depends on the acoustic properties of the interaction medium. 
As seen from the figures of merit listed above, a low acoustic velocity is one of the most important 
desired material parameters for AO devices. It not only provides the advantage of lower drive power, 
but it also allows the realization of large resolution for AO deflectors and tunable filters for a specified 
maximum crystal length.

The anisotropic acoustic propagation characteristic also plays an important role in the perfor-
mance of AO devices. For instance, the small curvature of slowness surface of the transverse plane in 
GaP allows a smaller transducer height and greatly lowers the drive power. The use of large acoustic 
beam walk-off in TeO2 allows the realization of a preferred interaction geometry to extend interaction 
length or optical aperture.

A low acoustic attenuation is also desired for increased resolution of deflectors or aperture of tunable 
filters. Generally, at room temperature wtth << 1, where w is the angular frequency of the acoustic wave 
and tth is the thermal phonon relaxation, the dominant contribution to acoustic attenuation is due to 
Akhieser loss caused by relaxation of the thermal phonon distribution toward equilibrium. A widely used 
result of this theory is the relation derived by Woodruff and Erhenrich. It states that acoustic attenuation 
measured in nepers per unit time is given by12 a = g 2f 2 k T/rV 4, where g is the Grüneisen constant, T 
is the temperature, and k is the thermal conductivity. From this relation, it is seen that the AO figure of 
merit and the acoustic attenuation approximately follow an inverse relation. Notice also that the acoustic 
attenuation has a quadratic frequency-dependence for most crystals. In practice, in some crystals (such 
as GaP), it has been found that the frequency dependence of attenuation a ~ f n, where n varies from 1 
to 2 as the frequency increases ranges. The deviation from a quadratic dependence may be attributed to 
the additional extrinsic attenuation caused by scattering from lattice imperfections.

Optical Birefringence

Optical birefringence is a requirement for materials used in AO tunable filters. The requirement is 
met by optically birefringent crystals so that the AO filter interaction can operate as a longitudinal 
spatial modulator (LSM). For AO deflectors and modulators, optical birefringence is not necessary. 
AO devices with high efficiency, wide bandwidth, and large resolution are realizable with superior 
isotropic materials such as GaP. However, in an optically birefringent crystal it is possible to operate 
at tangential phase matching (TPM), which provides an enhancement of interaction length l for a 
given fractional bandwidth. The optical birefringence in LiNbO3 and TeO2 has been largely respon-
sible for the superior device performance.

Tabulation of Acousto-Optic Material Properties

To aid in the selection of AO materials, the relevant properties of some promising materials are 
listed below. Table 1 lists the values of elasto-optical tensor components. Table 2, taken from Ref. 24 
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(a) Isotropic

Material l (μm) p11 p12

Fused silica (SiO2) 0.63 +0.121 +0.270

As2S3 glass 1.15 +0.308 +0.299

Water 0.63 0.31 0.31

Ge33Se55As12 (glass) 1.06 0.21 0.21

Lucite 0.63 0.30 0.28

Polystyrene 0.63 0.30 0.31

SF-59 0.63 0.27 0.24

SF-8 0.63 0.198 0.262

Tellurite glass 0.63 0.257 0.241

 (b) Cubic classes 43m, 432, and m3m

Material l (μm) p11 p12 p44

CdTe 10.60 −0.152 −0.017 −0.057
GaAs 1.15 −0.165 −0.140 −0.072
GaP 0.633 −0.151 −0.082 −0.074
Ge 2.0–2.2 −0.063 −0.0535 −0.074
 10.60 0.151 0.124 0.02
InP 1.5 0.18 0.06 0.06
NaCl 0.55–0.65 0.115 0.159 −0.011
NaF 0.633 0.08 0.20 −0.03

0.589 −0.021 −0.10
Si 1.15 −0.101 0.0094

3.39 −0.094 0.017 −0.051
Y3Fe5O12 (YIG) 1.15 0.025 0.073 0.041
Y3Al5O12 (YAG) 0.633 −0.029 +0.0091 −0.0615
KRS5 0.633 0.18 0.27 ±0.15
KRS6 0.633 0.28 0.25 ±0.14
b -ZnS 0.633 0.091 −0.01 0.075
Y3Ga5O12 0.63 0.091 0.019 0.079
Diamond 0.59 −0.31 −0.03

0.59 −0.43 +0.19 −0.16
LiF 0.59 +0.02 +0.128 −0.064
MgO 0.59 −0.32 −0.08
KBr 0.59 +0.22 +0.71 −0.026
KCl 0.59 +0.17 +0.124
Kl 0.59 +0.210 0.169

TABLE 1 Elasto-Optic Coefficients of Materials
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Material

(c) Cubic classes 23 and m3

l (μm) p11    p12   p13 p44

Ba(NO3)2 0.63 0.15 0.35 0.29 0.02
NaBrO3 0.59 0.185 0.218 0.213 −0.0139
NaClO3 0.59 0.162 0.24 0.2 −0.198
BA(NO3)2 0.63 0.15 0.35 0.29 0.02
Bi12GeO20 0.63 0.12   0.04
Bi12SiO20 0.63 0.13   0.04

 
Material

(d) Hexagonal system: classes 6m2, 6mm, 622, and 6/mm 

l (μm)  p11  p12  p13  p31 p33 p44

CdS 0.63 −0.142 −0.066 −0.057 −0.041 −0.20 ±0.054
 10.60 0.104  0.011    
SnO 0.63 0.222 0.099 −0.111 0.088 −0.235 −0.0585
a -ZnS 0.63 −0.115 0.017 0.025 0.0271 −0.13 −0.0627
ZnO 0.63 0.222 0.199 −0.111 0.088 −0.235 −0.061

Substance

(e) Hexagonal system: classes 6, 6, and 6/m 
l (μm)   p11 p12 p13  p31 p33 p4 p45  p16

LilO3   0.63 0.32   0.31    0.03

 (f) Trigonal system: classes 3m, 32, and 3m

Substance  l (μm)    p11  p12  p13  p14  p31  p33  p41  p44

Al2O3 0.644 −0.23 −0.03 0.02 0.00 −0.04 −0.20 0.01 −0.10
LiNbO3 0.633 −0.026 0.090 0.133 −0.075 0.179 0.071 −0.151 0.146
LiTaO3 0.633 −0.081 0.081 0.093 −0.026 0.089 −0.044 −0.085 0.028
SiO2 (quartz) 0.589 0.16 0.27 0.27 −0.030 0.29 0.10 −0.047 −0.079
Ag3AsS3 0.633 ±0.10 ±0.19 ±0.22  ±0.24 ±0.20   
(proustite) 1.15 ±0.056 ±0.082 ±0.068  ±0.103 ±0.100 ±0.01  
Te 10.6 0.164 0.138 0.146  0.086 0.038   
CaCO3  ±0.095 ±0.189 ±0.215 −0.006 0.309 +0.178 +0.01 −0.090
HgS 0.63   0.445   0.115   
Tl3AsSe3 3.39 0.4 0.22 0.24 0.04 0.2 0.22 0.018 0.15
Tl3AsS3 3.39 0.36 0.13 0.2  0.15 0.36 0.02  

(Continued)



Substance

(g) Tetragonal system: classes 4mm, 42m, 422, and 4/mm

l (μm) p11 p12 p13 p31 p33 p44 p66

(NH4)H2PO4(ADP) 0.589 0.319 0.277 0.169 0.197 0.167 −0.058 −0.091
 0.63 0.296 0.243 0.208 0.188 0.228
KH2PO4(KDP) 0.589 0.287 0.282 0.174 0.241 0.122 −0.019 −0.064
 0.63 0.254 0.230 0.233 0.221 0.212 −0.0552
Sr0.75Ba0.25Nb2O6 0.63 0.16 0.10 0.08 0.11 0.47
Sr0.5Ba0.5Nb2O6 0.63 0.06 0.08 0.17 0.09 0.23
TeO2 0.63 0.0074 0.187 0.340 0.0905 0.240 0.04 −0.0463
TiO2 (rutile) 0.514 −0.001 0.113 −0.167 −0.106 −0.064 0.0095 −0.066
 0.63 −0.011 0.172 −0.168 −0.0965 −0.058  ±0.072
ZrSiO4 0.63 0.06 0.13 0.07 0.09 0.10
CdGeP2 0.63 0.21 −0.09 0.09 0.4 0.1 0.12
Hg2Cl2 0.63 0.551 0.44 0.256 0.137 0.01 0.047
Hg2Br2 0.63 0.262 0.175 0.148 0.177 0.116  

Material

(h) Tetragonal system: classes 4, 4, 422, and 4/m

l (μm) p11 p12 p13 p16 p31 p33 p44 p45 p61 p66

PbMoO4 0.63 0.24 0.24 0.255 0.017 0.175 0.3 0.067 −0.01 0.013 0.05
CdMoO4 0.63 0.12 0.10 0.13 0.11 0.18      
NaBiMoO4 0.63 0.243 0.265 0.25  0.21 0.29     
LiBiMoO4 0.63 0.265 0.201 0.244  0.227 0.309     
CaMoO4 0.63 0.17 −0.15 −0.08 0.03 0.10 0.08 0.06 0.06 0.1 0.026

Material

(i) Orthorhombic all classes

l (μm) p11 p12 p13 p21 p22 p23 p31 p32 p33 p44 p55 p66

a -HIO3
0.63 0.406 0.277 0.304 0.279 0.343 0.305 0.503 0.310 0.334   0.092

PbCO3 0.63 0.15 0.12 0.16 0.05 0.06 0.21 0.14 0.16 0.12    
BaSO4 0.59 0.21 0.25 0.16 0.34 0.24 0.19 0.27 0.22 0.31 0.22 −0.012 0.037
Gd2(MoO4)3 0.63 0.19 0.31 0.175 0.215 0.235 0.175 0.185 0.23 0.115 −0.033 −0.028 0.035

TABLE 1 Elasto-Optic Coefficients of Materials (Continued)
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TABLE 2 Selected AO Materials

Material

Optical 
Transmission 

(μm)
Density 
(g/cm3)

Acoustic 
Mode

Acoustic 
Velocity 
(mm/μs)

Acoustic 
Attenuation 

(dB/μs-GHz2)
Optical 

Polarization∗
Refraction

Index

Figure of Merit

M1 M2 M3

Fused silica 0.2–4.5 2.2 L 5.96  7.2 1.46 1.0 1.0 1.0

LiNbO3 0.4–4.5 4.64 L[100] 6.57 1.0 35° Y Rot. 2.2 8.5 4.6 7.7

 0.4–4.5 0.4–4.5 S(100)35° ~3.6 ~1.0 [100] 2.2 2.3 4.2 3.8

TiO2 0.45–6.0 4.23 L[110] 7.93 ~1.0 2.58 18.6 6.0 14

PbMoO4 0.42–5.5 6.95 L[001] 3.63 5.5 — 2.39 14.6 23.9 24

BGO 0.45–7.5 9.22 L[110] 3.42 1.6 Arb. 2.55 3.8 6.7 6.7

TeO2 0.35–5.0 6.0 L[001] 4.2 6.3 — 2.26 17.6 22.9 25

 0.4–4.5 6.0 S[110] 0.62 17.9 Cir. 2.26 13.1 795 127

GaP 0.6–10.0 4.13 L[110] 6.32 8.0 — 3.31 75.3 29.5 71

 0.6–10.0 4.13 S[110] 4.13 2.0 — 3.31 16.6 26

Tl3AsS4 0.6–12.0 6.2 L[001] 2.15 5.0 — 2.83 152 523 416

Tl3AsSe3 1.26–13.0 7.83 L[100] 2.05 14.0 — 3.34 607 2259 1772

Hg2Cl2 0.38–28.0 7.18 L[100] 1.62 — — 2.62 34 337 125

 S[110] 0.347 8.0 2.27 4.3 703 73

Ge33Asi2Se33 1.0–14.0 4.4 L 2.52 1.7 — 2.7 54.4 164 129

GaAs 1.0–11.0 5.34 L[110] 5.15 15.5 — 3.37 118 69 137

As2Se3 0.9–11.0 4.64 L 2.25 27.5 — 2.89 204 722 539

Ge 2.0–20.0 5.33 L[111] 5.5 16.5 — 4.0 278 120 302

L: longitudinal; S: shear; arb.: arbitrary; cir.: circular birefringencence.
∗Optical polarization is normal or in the interaction plane. 
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lists the relevant properties of selected AO materials. The listed figures of merit M1, M2, and M3 are 
normalized relative to that of fused silica, which has the following absolute values:

 M1 = 7.83 × 10−7 [cm2sg−1]

 M2 = 1.51 × 10−18 [s3g−1]

 M3 = 1.3 × 10−12 [cm2s2g−1]

6.5 ACOUSTO-OPTIC DEFLECTOR

Acousto-optic interaction provides a simple means to deflect an optical beam in a sequential or 
random-access manner. As the driving frequency of the acoustic wave is changed, the direction of 
the diffracted beam can also be varied. The angle between the first-order diffracted beam and the 
incident beam for a frequency range Δf is approximately given by 

 Δ Δθ λ
d

f
V

=  (51)

In a deflector, the most important performance parameters are resolution and speed. The resolution, 
or the maximum number of resolvable spots, is defined as the ratio of the range of deflection angle 
divided by the angular spread of the diffracted beam, that is,

 N d

o

=
Δθ
δθ

 (52)

The angular divergence of the incident optical beam is given by

  δθ ξ λ
o D

=   (53) 

where D is the width of the incident beam and x is the a factor (near unity) that depends on the 
incident beam’s amplitude distribution. For a nontruncated Gaussian beam x = 4/p. From Eqs. (51), 
(52), and (53) it follows

 N ≈ t Δf (54)

where t = D/V cos qo is the acoustic-transit time across the optical aperture. Notice that the 
acoustic-transit time also represents the (random) access time and is a measure of the speed 
of the deflector. Equation (54) shows that the resolution is equal to time (aperture) bandwidth 
product. This is the basic tradeoff relation between resolution and speed (or bandwidth) of AO 
deflectors. 

It is instructive to specify the interaction geometry for AO deflectors using a dimensionless 
parameter A, the ratio of divergence angle between the optical and acoustic beams. For an acoustic 
wave generated from a flat transducer of width L, the acoustic beam divergence is given by

 δθa L
= Λ

 (55)
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From the above equations, the divergence ratio A and resolution N are related by

 A
l F
N

o

a

= =
δθ
δθ

Δ
 (56)

where l = L/Lo is the normalized interaction length and ΔF = Δf/fo is the fractional bandwidth. For 
isotropic AO diffraction F, lΔF = 1.8. Thus, an AO deflector is characterized by the requirement 
A << 1. As an example, to realize a high resolution AO deflector with 1000 resolvable spots, the 
divergence ratio must be less than 0.002. The use of expanded incident beam with diffracted limited 
optics becomes the most critical requirement in the design high-resolution AO deflectors.

In summary, the AO deflector can be viewed as a transverse spatial light modulator (SLM) with a 
large number of resolvable angular channels. Based on the primary performance goals and the inter-
action geometry the AO deflector can be further divided into type I-laser beam scanners and type 
II-signal processing Bragg cells. Table 3 lists the range of the divergence ratio and the key performance 
requirements for the two types of AO deflectors.

Deflector Interaction Geometry

Principle of Operation

Isotropic AO diffraction In the following we consider the design of AO deflectors.25 Figure 3a 
and b shows the device geometry of an AO deflector in the interaction plane and transverse plane, 
respectively. A piezoelectric transducer is bonded to the appropriate face of a selected AO medium, 
oriented for efficient interaction. A top electrode deposited on the transducer defines the active 
area with equivalent acoustic beam length L and height H. An optical beam generally truncated to 
an aperture width, D is incident in the interaction plane at a proper Bragg angle with respect to the 
acoustic wavefront. The incident beam has a Gaussian profile with a beam waist 2w1 at 1/e2 of the 
intensity in the interaction plane and a beam waist 2w2 at 1/e2 intensity in the transverse plane. 

In accordance to Eqs. (19) and (44) the peak diffraction efficiency of an AO diffraction under the 
weak interaction approximation is given by

 η π
λ

=
⎛
⎝⎜

⎞
⎠⎟

⋅
2

2 22 o
aM P

L
H

J  (57)

where L and H are the equivalent acoustic beam length and height and J is the overlapping integral 
given by Eq. (45). As an example, assume an optical Gaussian beam with a truncation ratio of 1.5 
and a rectangular shaped electrode, numerical calculation shows when the electrode height is chosen 
to be equal to Ho so that the interaction region coincide with the acoustic near field. With this choice 
by Eq. (47), so that the AO interaction regionextends from the transducer to the acoustic near field, 
the peak diffraction efficiency becomes

  η
π

λ τo
a

o

P

f

M

B
l=

⎛
⎝⎜

⎞
⎠⎟

⋅
2

3 3 2 1 2
3

2 / /
  (58)

TABLE 3 Interaction Geometry and Performance of AO Deflectors

Type I-Laser beam scanner
 Regime of AO diffraction: Transverse SLM
 Divergence ratio: A << 1, N >> 1
 Primary performance: High resolution, high peak efficiency

Type II-Signal processing Bragg cell
 Regime of AO diffraction: Transverse SLM
 Divergence ratio/Resolution: A << 1, N >> 1
 Primary performance: Wide bandwidth, large dynamic range
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Equation (58) is the basic equation for the design of the deflector. The multiplying factor J/h in Eq. (58) 
depends on the the optical beam geometry and the transducer electrode pattern in the transverse 
plane. For example, for an optical Gaussian beam with a truncation ratio D/2w1 = 1.5, and rectangular 
electrode, the value of J/h exhibits a broad maximum about unity when h ≈ 0.7. The choice of 
normalized interaction length l = L/Lo is determined by the specified bandwidth. For isotropic 
diffraction it is related to the fractional bandwidth by, from Eq. (41):

  l
F

= 1 8.
Δ

  (59)

With the selection of l, all the key performance parameters can be determined. The frequency 
response and spatial frequency distribution are obtained from Eqs. (48) and (49).

Anisotropic acoustic beam collimation Equation (58) shows that increased diffraction efficiency 
can be obtained by selecting AO materials and modes with small slowness curvature B. This is referred 
to as anisotropic acoustic beam collimation. An example is the shear mode in GaP propagating 

FIGURE 3 Acousto-optic deflector configuration: (a) interaction plane and (b) transverse plane.
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along [110] direction.26 In this case B = 0.026. Compared to an acoustically isotropic direction, the 
transducer height can be reduced by a factor of 6.2.

Resolution The resolution of the AO deflector obtainable is limited by the maximum available 
crystal size, requirement of large optics, and acoustic attenuation across the aperture. For most crys-
talline solids, the acoustic attenuation is proportional to f 2. If we allow a change of average attenua-
tion of £ (dB) across the band, the maximum deflector resolution is given by

 N
fo o

max = £
α

 (60)

where ao (dB/μsec-GHz2) is the acoustic attenuation coefficient.
It is instructive to estimate the maximum resolution achievable of AO deflectors. Consider, for 

example, a slow shear wave TeO2 AO deflector with the following parameters: the octave bandwidth 
fo = 1.5 Δf, acoustic velocity V = 0.62 mm/μsec, acoustic attenuation coefficient a o = 17.9 (dB/μsec-GHz2), 
maximum acoustic loss £ = 4 dB, aperture size D = 5 cm. From Eq. (60), the maximum resolution 
Nmax is estimated to be about 3000 resolvable spots. This is close to the limit of a practical single stage 
AO deflector.

Birefringent tangential phase matching The maximum interaction length is limited by the 
bandwidth requirement. One approach of increasing while maintaining the fractional bandwidth 
ΔF is the use of birefringent diffraction. It was shown in Sec. 6.3 that by choosing the birefringent 
AO interaction near the tangential phase matching (TPM), a large band of acoustic frequencies will 
simultaneously satisfy the momentum matching condition. Equivalently a larger l can be used with-
out narrowing the bandwidth. Under the birefringent TPM condition l is related to the fractional 
bandwidth by, from Eq. (42):

 
l

F
= 3 6

2

.

Δ
 (61)

Compared to isotropic diffraction, the birefringent phase matching achieves an efficiency advan-
tage factor of 2/ΔF, which becomes particularly significant for smaller fractional bandwidths. For 
instance, at 50 percent fractional bandwidth, the birefringent phase matching has an advantage 
factor of 4.

Since the first report on the use of birefringent TPM,27 this performance enhancement technique 
has been used in the design of high resolution AO deflectors. All of these TPM deflectors are based 
on the birefringent diffraction in TeO2 by a slow shear wave propagating on or near the [110] axis. 
Because of the exceptional low velocity and large figure of merit, these TeO2 deflectors can achieve a 
large number of resolvable spots with a relatively low drive power. 

The birefringent TPM deflectors can be classified as on-axis, optically rotated (OR) and acousti-
cally rotated (AR) types. The design of these high resolution (HR) AO deflectors shown are briefly 
discussed as follows.

ON-axis TPM The first TPM type of AO deflector uses a slow shear wave propagating along the 
[110] axis of the TeO2 crystal. This is referred as 90° or on-axis design, since the acoustic angle qa is 
chosen to be equal to 90°. For lowering TPM frequency, the AO diffraction birefringent diffraction 
uses circular birefringence in the TeO2 crystal along the c axis.28 Due to the slow velocity V = 0.62 mm/
μsec, large resolution is obtainable with a relatively small size crystal. For instance, a 70-μsec cell realize 
more than 2000 resolvable spots with an optical aperture size of only 4.3 cm.

The on-axis design has several drawbacks. First, operation of this mode requires the use of circular 
polarizers. Second, the tangential frequency ft is fixed and thus other performance parameters such as 
figure of merit cannot be independently chosen. Third, at the tangential phase-matching frequency, 
the second-order diffraction is also matched. The first-order diffracted light is rediffracted into the 
second order and results in a dip at the middle of the deflector passband.
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To resolve this, two types of birefringent phase matching (TPM) are proposed. These include opti-
cally rotated (OR)25 and acoustically rotated (AR)29 TPM. For both types of phase-matching schemes 
the tangential matching frequency, ft = Ft fo, is given by, from Eq. (35):

 f
V

n nt
a

o
o e≈

( )
sin

θ
λ

θ2 Δ  (62)

Figure 4 shows the wavevector diagram for the two types of tangential phase matching. 

FIGURE 4 Wavevector diagram for tangential phase matching: 
(a) optically rotated geometry and (b) acoustically rotated geometry.
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Optically rotated TPM The wavevector diagram shown in Fig. 4a describes the OR tangential 
phase matching. In this case the acoustic wavevector is chosen to be perpendicular to the optic axis. 
The incident light wavevector is allowed to rotate in different polar angles to achieve TPM at the 
selected frequency. Operation of this cell is more convenient than the on-axis device since the opti-
cal beam is linearly polarized. The OR type can realize long time aperture and higher efficiency since 
the acoustic wave is propagating along the isotropic direction. However, rediffraction into second 
order occurs since optical locus is symmetrical to the acoustic wave direction, the peak maximum 
efficiency remains limited by the dip in the center of the frequency response.

Acoustically rotated TPM Figure 4b shows the wavevector diagram for AR type of tangential 
phase matching. The constant azimuth plane is chosen as the interaction plane and the acoustic 
wavevector is rotated in the plane to be tangential to the locus of the diffracted light wavevector. 
Because of the rotation of the acoustic wavevector, the asymmetry of optical wavevector locus 
removes the degeneracy of the second-order diffraction. The dip in the bandpass is eliminated and 
thus can operate at the high-efficiency regime. This is the major advantage of the AR type cell. Since 
the acoustic wave is propagating along an anisotropic path, the large walk-off will reduce the optical 
aperture and thus limits the maximum resolution. A higher TPM frequency is chosen in order to 
achieve 2000 resolvable spots.

Phase array beam steering The birefringent type of tangential phase-matching technique is lim-
ited to AO diffraction in birefringent crystals. For isotropic materials such as wideband GaP Bragg cells 
an alternate technique for realizing TPM is to use acoustic beam steering.7 In this approach, a phase 
array of transducers is used so that the composite acoustic wavefront will effectively track the Bragg 
angle. The simplest phase array employs a fixed inter-relevant phase difference that corresponds to an 
acoustic delay of PΛ/2, where P is an integer. This is referred to as first-order beam steering and can 
be realized in either a stepped array7,30 or a planar configuration.31 The two types of phased array 
configuration are shown in Fig. 5. The stepped array configuration is more efficient, but fabrication 
difficulty makes it less practical. The following analysis addresses only the planar configuration of 
first-order beam steering.

Consider the simplest geometry of a planar first-order beam-steered transducer array where 
each element is driven with an inter-element phase difference of 180°. The acousto-optic bandpass 
response of this transmitter configuration is equal to the single-element bandshape multiplied by the 
interference (array) function,25
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where le = Le/Lo, d = D/Lo, Le is the length of one element, N is the number of elements, and D is the 
center-to-center distance between adjacent elements. Since radiation pattern for a single element is 
broad, the bandpass function is primarily determined by the array functions. The bandpass char-
acteristics of the phased array are similar to birefringent diffraction with an equivalent interaction 
length � = Nd and tangential matching frequency F dt = 1/ .

Referring to Eq. (59), notice that at the peak of the grating lobe for the phase-array radiation, the 
value of the single element radiation sinc2 x is approximately equal to 0.5. There is thus an additional 
3 dB loss due to the planar phase array. This is the major disadvantage of the phase array approach.

Since the power density is proportional to �2 for both types of TPM techniques, the increase of � 

will significantly reduce the power density. This is of practical importance, since high power density 
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FIGURE 5 Acoustic beam steering using phased array: (a) stepped 
phased array and (b) planar phased array.
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has been the dominant factor for performance degradation and even catastrophic device failure due 
to thermal gradient, nonlinear acoustics and overheating of transducers.

Birefringent phased array An interesting design combining the two performance enhancement 
techniques was reported in birefringent AO device using phased-array transducers.32 Theoretical 
analysis of the new interaction geometry was described and experimentally demonstrated in a wide-
band Bragg cell. The new approach provides design flexibility in the choice of acoustic and optic 
modes for increased efficiency, bandwidth, suppression of nonlinear effects, and optimizing other 
performance characteristics. The approach was further explored in the design of AO deflectors for 
specific performance improvement. By applying the birefringent phased array design to on-axis,33

OR and AR configuration,34 some of the deficiencies in each configuration can be removed. The 
design flexibility of this approach was also utilized to improve other key performance features, 
including, for example, the development of wide angle AO Bragg cells.35

AO Laser Beam Scanner The early development of AO deflectors was aimed at laser beam scan-
ning applications. The primary goal is to provide a simple solid-state laser scanner that eliminates 
the inherent drawbacks of mechanical scanners due to moving parts, such as facet errors and 
the requirement of realignment because of bearing wear. For certain applications, such as beam-
addressed optical memory, the rapid random access capability of AO deflectors offers a distinct 
advantage. 

High Resolution AO Deflector The AO device for laser beam scanning is referred as the high reso-
lution (HR) or type I AO deflector. As shown in Table 3, the primary design objective is to realize 
high resolution with the choice of a long-time aperture. Another key performance specification is 
high throughput or peak diffraction efficiency. Table 4 lists the performance of a few representative 
HR AO deflectors operated in the visible range. To satisfy the high peak efficiency specification, the 
degradation due to in-band dip must be minimized if OR type TPM rediffraction at high efficiency.

Resolution and Scan Rate In the design of the AO deflector for linear scanning, the most impor-
tant system specification is the resolution, or maximum number of resolvable spots, N. Another key 
system parameter to specify is the scan time required to scan a single line and the flyback time. The 
acoustic transit time across the optical aperture sets the minimum flyback time for the scanner. The 
finite scan rate also degrades the resolution of the AO deflector. When the acoustic transit time t
(which is equal to flyback time) becomes an appreciable portion of the scan time T, there is a reduc-
tion of the effective aperture by the factor 1 – t /T. This results in a resolvable number of spots for 
the scanning mode

N = t Δ f [1 – t /(T + t)] (66)

To minimize the loss of resolution, the transit time t should be much less than the scan time T.

TABLE 4 Performance of High Resolution AO Deflectors

Material 
(Mode)

Center Frequency 
(MHz)

Bandwidth 
(MHz)

Aperture 
(μs) TB Product

Efficiency
(%/W)

TeO2(S) 50 30  70 2100 200

TeO2(S) 90 50  40 2000 110

TeO2(S) 160 100  20 2000 95

GaP(S) 300 200  2.5 500 50
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Resolution Enhancement One early design for increased resolution involves the use of cascaded 
deflectors.36 Another technique is to use higher-order AO diffraction. One interesting design was 
to utilize the second-order diffraction in an OR-type birefringent cell.37 Since both the first- and 
second-order diffractions are degenerately phase-matched, efficient rediffraction of the first order 
into the second order was obtained. However, the use of the second-order diffraction allows the 
deflector resolution to be doubled for a given bandwidth and time aperture.

AO Signal Processing Bragg Cell The deflection of an incident optical wave according to a single 
RF frequency input is just one of the characteristics of the acoustically driven transverse spatial 
modulator (TSM). More generally, the TSM encodes the light beam with the complete spectrum 
information contained in the RF signal. An AO deflector simultaneously driven by multifrequencies 
provides a simple but powerful technique for processing wideband electronic signals. This multifre-
quency AO device used for signal processing is referred to as the AO Bragg cell.

Dynamic Range The design of Bragg cells is similar to that of the AO deflector. However, instead 
of optimization of the peak diffraction efficiency, the primary objective of the Bragg cell design is 
to achieve a large dynamic range rather than the peak diffraction. The dynamic range is defined as 
the ratio of the intensity of the diffracted light to the intensity of the spurious light in the Bragg cell. 
The spurious optical beams are caused by the nonlinear mixing of various diffraction orders when 
multiple frequencies are simultaneously present. Hecht38 analyzed isotropic AO diffraction with 
multiple acoustic waves with different carrier frequencies based on the coupled wave theory. His 
analysis shows that the dominant in-band nonlinear signals for two simultaneous signals at f1 and f2 
are the third-order intermodulation (IM) products occurring at 2f1 – f2 and 2f2 – f1. The magnitude 
of this spurious signal due to multiple AO diffraction is 

  I
I I

AO( , )2 1
36
1
2

2− =  (67)

where I1 and I2 are the diffracted light efficiency at f1 and f2, respectively. To obtain a spurious-free 
dynamic range of 40 dB, for instance, the Bragg cell must be operated with diffraction efficiency less 
than 5 percent.

In our experimental work on wideband Bragg cells, we have found another type of IM product in 
the nonlinear response of Bragg cells.39 This second source of TM products is caused by the nonlinear 
acoustic (NA) interaction that occurs at high acoustic power densities. A key parameter for the NA 
type IM products process is the critical interaction length Lc = (p g2 f t), where g2 is the ratio of sec-
ond-order nonlinear elastic coefficient to the first-order elastic coefficient. The dominant NA modes 
are second harmonics and two-tone third-order IM product, which grow according to (Lc /L)2 P1

2 4/
and (Lc/L)4 P1

2 P2/9, respectively. Based on the new theory, the AO type of IM products dominates 
when the ratio Lc/L is small, as the acoustic power increases. The dynamic range of the Bragg cell is 
reduced by the NA type of IM product, initially by the successive AO diffraction from fundamental 
and second harmonics and finally by the single AO diffraction from the acoustic IM product. 

Wideband Bragg Cell Two candidate materials for wideband Bragg cells are GaP and LiNbO3. Both 
have very low acoustic attenuation and large M3

∗, making them ideal for this purpose. A number of 
high performance wideband cells using these two materials have been developed with bandwidth in 
excess of 1000 MHz. These include the AR-type birefringent LiNbO3 cell40 and the phased-array GaP 
cell.41 The best-known design is a LiNbO3 device, which uses a y-z propagating off-axis x-polarized 
shear wave. The device demonstrated an overall bandwidth of 2 GHz, a peak diffraction efficiency of 
6 percent per watt and about 600 resolvable spots. A summary of the representative wideband AO 
Bragg cells is shown in Table 5.

Multichannel Cell As an extension to the usual single-channel configuration there has been con-
siderable activity in the development of multichannel Bragg cells (MCBC). The MCBC uses a pattern 
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of multiple individually addressed transducer electrodes in the transverse plane. In addition to the 
design rules used for single-channel cells, other performance parameters such as crosstalk, ampli-
tude, and phase tracking must be considered. 

Early work on MCBC uses the y-z cut shear-wave wideband LiNbO3 cell design.42 Good amplitude and 
phase tracking were obtained over the operating bandwidth of 1 GHz. The channel-to-channel isolation, 
typically about 25 dB, was limited by RF cross talk. In a later development of GaP MCBC,43 reduction of 
electrical crosstalk (to –40 dB) was obtained by using stripline interconnection structures. The use of the 
anisotropic collimating modes in GaP also brings the advantage of lowering acoustic crosstalk.

6.6 ACOUSTO-OPTIC MODULATOR

Acousto-optic interaction has also been used to modulate light. The AO modulator uses the transverse 
spatial modulation (TSM) of AO interaction to convert an amplitude modulated RF signal into an 
intensity modulation light beam. Unlike AO deflectors, however, at the output end the diffracted light 
spectral components are focused into one channel to reproduce the video information via a collinear 
mixing process. Functionally the most important requirement for the AO modulators is its temporal 
response. Thus a basic design consideration for AO modulator is the limitation of temporal response 
caused by the finite acoustic transit time across the light beam. To reduce the transit time effect on the 
fidelity of the input video information, the AO modulator is operated in a focused beam geometry. 

Following similar design procedure as the deflectors, we shall describe the characteristics of AO 
modulator by the basic parameters. As a modulator the key performance parameters are rise time or 
video modulation bandwidth, contrast ratio or rejection against the undeflected light beam, and the 
optical throughput, the diffracted light intensity integrated over the acceptance angular aperture. A 
thorough discussion on the tradeoff of key performance parameters of AO modulators is reviewed 
by Johnson.44

Based on the optics configuration AO modulators can be divided into type-I focused beam modu-
lator and type II-wide beam modulator. Table 6 lists the interaction geometry and key performance 
requirement for the two types of AO modulators.

TABLE 5 Performance of Acousto-Optic Bragg Cells (lo = 830 nm)

Material 
(Mode)

Center Frequency 
(MHz)

Bandwidth 
(MHz)

Aperture 
(μs)

TB 
Product

Efficiency 
(%/W)

GaP(S) 1000 500 2.0 1000  30

LiNbO3(S) 2500 1000 1.0 1000  10

GaP(L) 2500 1000 0.25 250  44

GaP(S) 3000 2000 0.25 500  8

LiNbO3(S) 3000 2000 0.30 600  6

TABLE 6 Interaction geometry and key performance parameters of AO modulators

Type I: Focused beam modulator
 Regime of AO diffraction: Transverse SLM
 Divergence ratio/Resolution: A = 1, N = 2
 Primary performance: Wide modulation bandwidth, large optical throughput

Type II: Wide beam modulator
 Regime of AO diffraction: Transverse SLM
 Divergence ratio: A << 1, N >> 1
 Prime performance: High peak efficiency, high rejection ratio 
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Principle of Operation Figure 6 shows the diffraction geometry of a focused-beam AO modulator. 
Unlike the AO deflector the optical beam is focused in both directions into the interaction region 
near the transducer. For an incident Gaussian beam with a beam waist d, ideally the rise time (10 to 
90 percent) of the AO modulator response to a step function input pulse is given by

 tr = 0.64t (68)

where t = d/V is the acoustic transit time across the optical beam. To reduce rise time, the opti-
cal beam is focused to a spot size as small as possible. However, focusing of the optical beam will 
increase the optical beam divergence dqo, which may exceed the acoustic beam divergence dqa, 
A > 1. This will result in a decrease of the diffracted light since the Bragg condition will no longer be 
satisfied. To make a compromise between the frequency response (spatial frequency bandwidth) and 
temporal response (rise time or modulation bandwidth) the optical and acoustic divergence should 
be approximately equal, A = dqo /dqa ≈ 1. The actual value of the divergence ratio depends on the 
tradeoff between key performance parameters as dictated by the specific application. 

Analog Modulation In the following, we shall consider the design of a focused beam AO modula-
tor for analog modulation, the diffraction of an incident Gaussian beam by an amplitude-modulated 
(AM) acoustic wave. The carrier, upper, and lower sidebands of the AM acoustic wave will generate 
three correspondingly diffracted light waves traveling in separate directions. The modulated light 
intensity is determined by the overlapping collinear heterodyning of the diffracted optical carrier 
beam and the two sidebands. Using the frequency domain analysis, the diffracted light amplitudes of 
an AO modulator were calculated. The numerical results are summarized in the plot of modulation 
bandwidth and peak diffracted light intensity as a function of the optical to acoustic divergence ratio 
A.13 Design of the AO modulator based on the choice of the divergence ratio is discussed below.

Unity Divergence Ratio (A £ 1) The characteristics of the AO modulator can be best described by 
the modulation transfer function (MTF), defined as the frequency domain response to a sinusoidal 
video signal. In the limit of A ≤ 1, the MTF takes a simple form:

MTF( f ) = exp   – (p f t)2/8 (69)

Lens

Transducer
L

Incident
beam

Lens

Diffracted
beam

qo

dqo

Z

X

FIGURE 6 Diffraction geometry of acousto-optic modulator.
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The modulation bandwidth fm, the frequency at –3 dB is given by

fm = 0 75.
τ

  (70)

From Eqs. (62) and (64), the modulator rise time and the modulation bandwidth are related by

 f mtr = 0.48 (71)

Minimum Profile Distortion (0.5 < A < 0.67) Equation (70) shows that the modulation bandwidth 
can be increased by further reducing the acoustic transit time t. When the optical divergence d qo
exceeds the acoustic divergence d qa, that is, A > 1, the Bragg condition is no longer satisfied for all 
the optical plane waves. The light at the edges of the incident light beam will not be diffracted. This 
will result in an elliptically shaped diffracted beam. In many laser modulation systems this distor-
tion of the optical beam is not acceptable. The effect of the parameter A on the eccentricity of the 
diffracted beam was analyzed based on numerical calculation.45 The result shows that to limit the 
eccentricity to less than 10 percent, the divergence ratio value for A is about 0.67.

This distortion of the diffracted beam profile is caused by the finite acceptance angle of the isotropic AO 
diffraction. The limited angular aperture also results in the lowering the optical throughput. Based 
on curve fitting the numerical results the peak optical throughput can be expressed as a function of 
the divergence ratio44

 I1 (A) = 1 – 0.211A2 + 0.026A4 (72)

As an example, at A = 0.67, the peak throughput I1 is about 94.9 percent. However, with the choice of 
unity divergence ratio, A = 1, it reduces to 81.5 percent.

Digital Modulation (1.5 < A <2) Another important case is the digital, or pulse modulation. 
Maydan46 calculated the rise time and efficiency of pulsed AO modulators. His results show that an 
optimized choice of A is equal to 1.5, and that the corresponding rise time (10 to 90 percent) is

 tr = 0.85t (73) 

Contrast Ratio Another key performance parameter for AO modulator is the extinction ratio 
or the rejection against the undeflected light. To obtain an adequate extinction ratio, 30 dB, for 
instance, the angle of separation qD is chosen to be equal to twice that of the optical beam diver-
gence. It follows that the acoustic frequency must be greater than

fo = 8
πτ

  (74)

Comparing to Eq. (70), the center frequency of the AO modulator is about 4 times that of the mod-
ulation frequency. 

Birefringent Modulation In the above analysis of focused beam modulator it is assumed that the 
AO modulator is operated in the isotropic diffraction mode. Similar to the deflector case a large 
frequency bandwidth can be obtained by using birefringent diffraction. However, the input angular 
aperture according to Eq. (55) is proportional to 1/L, an increase of L will in effect reduce the mod-
ulation bandwidth as well as the optical throughput. Based on this argument, it was well recognized 
that the birefringent diffraction offers no advantage for AO modulators. A careful reexamination 
of this basic limitation shows that a wide angle AO modulation is obtainable if the birefringent dif-
fraction satisfies the noncritical phase matching (NPM) condition.48 The concept of NPM will be 
discussed in Sec. 6.7, “Acousto-Optic Tunable Filter.”
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Focused Beam AO Modulator

Intensity modulator Simple intensity AO modulators using the focused beam interaction geom-
etry have been standard approach for external modulation of lasers. Since the development of laser 
diode with wideband internal modulation capability, the use of AO modulators has been limited 
to gas and solid-state lasers for moderate modulation bandwidth fm. Because of the high power 
requirement, in practice fm of AO modulators is limited to about 50 MHz. Table 7 lists a few selected 
AO modulators and typical performances.

Intracavity modulator Since AO diffraction occurs in all crystal or amorphous solids, high opti-
cal quality, low optical absorption AO materials are readily available for intracavity applications. 
These intracavity modulator applications include Q-switching, mode locker, and cavity dumping. 
All of these intracavity AO modulator have been discussed in the early review paper.13 In the follow-
ing we shall only briefly discuss the AO Q-switches.

Q-switching of YAG and other similar solid state lasers has been an importance requirement for 
indutral applications such as cutting, scribing, marking, and other material processing process. In a 
Q-switching operation, the optical loss introduced by the intracavity AO modulator keeps the laser 
below threhold. When the loss is suddenly removed by switching off the acoustic pulse, the laser bursts 
into a short pulse with extremely high intensity. During Q-switching, the AO modulator should add 
minimum loss to the laser cavity.

Besides low loss, other key performance requirement of the AO Q-switch include (a) high damage 
threshold, (b) fast pulse rise time, (c) good thermal and mechanical property, and (d) polarization-
insensitive. The last requirement is due to a special characteristics of YAG lasers that it reaches maxi-
mum gain when operated in a unploarized mode. To meet these requirement the standard design 
for high power laser is a shear wave AO modulator using UV grade fused silica as the interaction 
medium. Longitudinal mode Q-switch will have the advantage of lower drive power and faster rise 
time; however, since the diffracted efficiency for perpendicular polarization is five times that of the 
parallel polarization. the TAG laser will tend to operate in the mode with the lower diffraction effi-
ciency. Thus the use of longitidinal mode Q-switch is limited to lower power polarized laser. More 
efficient materials such as PbMoO4 or TeO2 have been used but because of lower damage threshold 
these crystal Q-switch is also limited to low power lasers.

Widebeam AO Modulator

Image (Scophony) AO Modulator The focused-beam-type AO modulator has certain disadvan-
tages. The diffraction spread associated with the narrow optical beam tends to lower the diffraction 
efficiency. More importantly, the focusing of the incident beam results in high peak intensity that 
can cause optical damage for even relatively low laser power levels. For these reasons, it is desirable 
to open up the optical aperture. Due to the basic issue of acoustic transit time, the temporal band-
width of the wide-beam AO modulator will be severely degraded.

TABLE 7 Performance of Acousto-Optic Modulators

Material 
Wavelength

(μm)
Center Frequency

(MHz)
Modulation 

Bandwidth (MHz)
Rise Time

(nsec)
Efficiency

(%)

TeO2 0.44–0.64 200 40 10 80

GaP 0.63–0.83 200 40 10 80

GaP 1.06 160 32 15 70

GaAs 1.3–1.55 120 24 20 70

Ge 10.6 100 20 25 70
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In certain applications, such as the laser display system, it is possible to use a much broader optical 
beam in the modulator than that which would be allowed by the transit time limitation. The opera-
tion of the wide-beam modulator is based on the ingenious technique of Scophony light modulation. 
A brief description of the Scophony light modulator is given below; refer to Johnson47 for a thorough 
treatment. 

The Scophony technique is applicable to any system that scans a line at a uniform scan velocity. 
The basic idea is to illuminate a number of picture elements, or pixels, in the modulator (window) 
onto the output line, such that the moving video signal in the modulator produces a corresponding 
image of the pixels that travels across the beam at sound velocity. The image can be made stationary 
by directing the image through a deflector that scans with equal and opposite velocity. Now, if the 
window contains N spots, then N picture elements can be simultaneously exposed in the image at any 
instant, and each picture element will be built up over the access time of the window that is equal to 
N times the spot time. Since the spots are immobilized, there is no loss of resolution in the image, 
provided that the modulator bandwidth is sufficient to produce the required resolution. The design 
of the wide-beam AO modulator is thus the same as that of the Bragg cell.

Acousto-Optic Frequency Shifters Because of the frequency shift associated with the acousto-optic 
diffraction, the AO frequency shifter (AOFS) provides a capability of shifting the optical frequency 
of an incident light beam, a unique ability shared by no other technique. Usually the frequency shift 
specified is either fixed or tunable over a small frequency range. Since the AOFS is often intended 
for use in interferometry, an important requirement is to minimize the distortion of diffracted light 
beam profile. For isotropic AO diffraction the use of an input optics design with low divergence 
ratio A << 1 is the preferred choice. 

Another important requirement is the rejection of incident light, other diffraction order with 
opposite frequency shift, as well as various spurious signals caused by multiple acoustic reflections 
within the AO medium. To achieve high suppression of the residual AM components and obtain the 
ideal spectral purity, the acoustic wave reflection and diffraction in the medium must be considered 
in the device design and fabrications of the AOFS. Similar to focused beam AO modulator the wide 
angle design using birefringent phase array can provide large degree of freedom in the optimization 
of performance parameters such as the optical throughput. The use of crossed polarizers also pro-
vides the advantage of increased rejection ratio.

In the design of AOFS, the desired frequency shift fs is generally chosen to be near the center fre-
quency fo. This constraint is obviously impractical for small frequency shift fs << fo. The AOFS in this 
case is typically constructed by putting two copropagating AO cells in cascade so that the two frequen-
cies subtract to give the small frequency shift. The cascaded AO cells configuration can also be used to 
obtain variable frequency shifts without change of direction. For example, two counterpropagating AO 
cells can be configured so that the two frequencies are added while the directions cancel each other.

6.7 ACOUSTO-OPTIC TUNABLE FILTER

The acousto-optic tunable filter (AOTF) is an all-solid-state optical filter that operates on the prin-
ciple of acousto-optic diffraction in an anisotropic medium. The center wavelength of the filter 
passband can be rapidly tuned across a wide spectral range by changing the frequency of the applied 
radio frequency (RF) signal. In addition to the electronic tunability, other outstanding features of 
the AOTF include large angular aperture while maintaining high spectral resolution, inherent inten-
sity, and wavelength modulation capability. 

The first AOTF, proposed by Harris and Wallace9 used a configuration in which the interacting 
optical and acoustic waves were collinear. Later, Chang10 extended the AOTF concept to a noncol-
linear configuration. The theory and practice of the AOTF have been discussed in a review paper.49 

Based on the viewpoint of device physics, the AOTF is a new AO device of a fundamentally differ-
ent nature compared to AO deflectors and modulators. It operates on longitudinal spatial light modu-
lation (SLM) that occurs only in an anisotropic medium. In accordance with the interaction geometry 
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and primary performance requirement the AOTF can be divided into two types. Type I noncritical 
phase matching (NPM) AOTF exhibits large angular aperture and high optical throughput, is best 
suited for spectral imaging applications. Type II critical phase matching (CPF) AOTF emphasizes 
high spectral resolution and low drive power, has shown to be best suited for use as a dynamic-
wavelength division multiplexing (WDM) component. Table 8 shows the range of divergence ratio 
and key performance requirements for the two types of AOTFs.

Principle of Operation

Collinear acousto-optic tunable filter Consider the collinear AO interaction in a birefringent 
crystal, a linearly polarized light beam will be diffracted into the orthogonal polarization if the 
momentum matching condition is satisfied. For a given acoustic frequency the diffracted light beam 
contains only for a small band of optical frequencies centered at the passband wavelength, 

  λo

V n
f

= Δ
  (75)

where Δn is the birefringence. Equation (75) shows that the passband wavelength of the filter can 
be tuned simply by changing the frequency of the RF signal. To separate the filtered light from the 
broadband incident light, a pair of orthogonal polarizers is used at the input and output of the filter. 
The spectral resolution of the collinear AOTF is given by 

 R
nL

o

= Δ
λ

 (76)

A significant feature of this type of electronically tunable filter is that the spectral resolution is main-
tained over a relatively large angular distribution of incident light. The total angular aperture (out-
side the medium) is 

  Δ
Δ

ψ
λ

= 2n
nL

o   (77)

where n is the refractive index for the incident light wave. 
This unique capability of collinear AOTF for obtaining high spectral resolution within a large angular 

aperture was experimentally demonstrated using a transmissive-type configuration shown in Fig. 7.50 
A longitudinal wave is mode converted at the prism interface into a shear wave that propagates down 
along the x axis of the CaMoO4 crystal. An incident light with a wavelength satisfying Eq. (75) 
is diffracted into the orthogonal polarization and is coupled out by the output polarizer. The center 
wavelength of the filter passband was changed from 400 to 700 nm when the RF frequency was tuned 
from 114 to 38 MHz. The full width at half-maximum (FWHM) of the filter passband was measured 
to be 8 Å with an input light cone angle of ±4.8° (F/6). This angular aperture is more than one order of 
magnitude larger than that of a grating for the same spectral resolution. 

Considering the potential of making electronically driven rapid-scan spectrometers, a dedicated effort 
was initiated to develop collinear AOTFs for the UV using quartz as the filter medium.51 Because of the col-
linear structure quartz AOTF demonstrated very high spectral resolution. With a 5-cm-long crystal, a filter 

TABLE 8 Interaction Geometry and Key Performance Goals of AO Tunable Filters

Regime of AO diffraction: Longitudinal SLM
Divergence ratio: a >> 1, R >> 1
Primary performance: Large angular aperture, high optical throughput
Type II Critical phase matching (CPM) AOTF
Regime of AO diffraction: Longitudinal SPM
Primary performance requirement: High resolution, low drive power
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FIGURE 7 Collinear acousto-optic tunable filter with transmissive configuration.

bandwidth of 0.39 nm was obtained at 250 nm. One limitation of this mode conversion type configuration 
is the complicated fabrication procedures in the filter construction. To resolve this issue, a simpler configu-
ration using acoustic beam walk-off was proposed and demonstrated.52 The walk-off AOTF allows the use 
of multiple transducers and thus could realize a wide tuning range. Experimentally, the passband wave-
length was tunable from about 250 to 650 nm by changing the acoustic frequency from 174 to 54 MHz. 
The simple structure of the walk-off filter is particularly attractive for manufacturing.

Noncollinear AOTF The collinearity requirement limits the AOTF materials to rather restricted 
classes of crystals. Some of the most efficient AO materials (e.g., TeO2) are excluded since the per-
tinent elasto-optic coefficient for collinear AO interaction is zero. Early work has demonstrated 
a noncollinear TeO2 AOTF operation using a S[110] on-axis design. However, since the phase-
matching condition of the noncollinear AO interaction is critically dependent on the direction of 
the incident angle of the light beam, this type of filter has a very small angular aperture (on the 
order of milliradians), and its use must be restricted to well-collimated light sources. To overcome 
this deficiency, a new method was proposed to obtain a large-angle filter operation in a noncollinear 
configuration. 

The basic concept of the noncollinear AOTF is shown in the wavevector diagram in Fig. 8. The 
acoustic wavevector is chosen so that the tangents to the incident and diffracted light wavevector loci 
are parallel. When the parallel tangents condition is met, the phase mismatch due to the change of 
angle incidence is compensated for by the angular change of birefringence. The AO diffraction thus 
becomes relatively insensitive to the angle of light incidence, a process referred to as the noncritical 
phase-matching (NPM) condition. The figure also shows the wavevector diagram for the collinear 
AOTF as a special case of noncritical phase-matching.

Figure 9 shows the schematic of a noncollinear acousto-optic tunable filter. The first experi-
mental demonstration of the noncollinear AOTF was reported for the visible spectral region using 
TeO2 as the filter medium. The filter had a FWHM of 4 nm at an F/6 aperture. The center wave-
length is tunable from 700 to 450 nm as the RF frequency is changed from 100 to 180 MHz. Nearly 
100 percent of the incident light is diffracted with a drive power of 120 mW. The filtered beam is 
separated from the incident beam with an angle of about 6°. The experimental result is in agreement 
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FIGURE 8 Wavevector diagram for noncollinear AOTF showing 
noncritical phase matching.
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FIGURE 9 Schematic of noncollinear AOTF.
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with a theoretical analysis.53 The early work on the theory and practice of the AOTF is given in a 
review paper.54

After the first noncollinear TeO2 AOTF, it was recognized that because of its larger aperture and 
simpler optical geometry, this new type of AOTF would be better suited to spectral imaging applica-
tions. A multispectral spectral experiment using a TeO2 AOTF was performed in the visible region.55 
The white light beam was spatially separated from the filtered light and blocked by an aperture stop 
in the immediate frequency plane. A resolution target was imaged through the AOTF and relayed 
onto the camera. At a few wavelengths in the visible region selected by the driving RF frequencies, the 
spectral imaging of the resolution was measured. The finest bar target had a horizontal resolution of 
144 lines/mm and a vertical resolution of 72 lines/mm. Figure 10 shows the measured spectral images 
of the lamp filament through the AOTF at a few selected wavelengths in the visible.

Other application concepts of the new AOTF have also been demonstrated. These include the 
detection of weak laser lines in the strong incoherent background radiation using the extreme dif-
ference in the temporal coherence56 and the operation of multiwavelength AOTF driven by multifre-
quencies simultaneously.57

It is instructive to summarize the advantages of the noncollinear AOTF: (a) it uses efficient AO 
materials; (b) it affords the design freedom of choosing the direction of optical and acoustic wave for 
optimizing efficiency, resolution, angular aperture, and so on; (c) it can be operated without the use 
of polarizers; and (d) it allows simple filter construction ease for manufacturing. As a result, practi-
cally all AOTFs are noncollinear types satisfying the NPM condition.

Noncritical Phase-Matching AOTF 

AOTF characteristics The key performance characteristics of the AOTF operated in the noncrit-
ical phase-matching (NPM) mode will be reviewed. These characteristics include tuning relation, 
angle of deflection and imaging resolution, passband response, spectral resolution, angular aperture, 
transmission and drive power, out-of-band rejection, and sidelobe suppression. 

Tuning relation For an AOTF operated at NPM, the tangents to the incident and diffracted 
optical wavevector surfaces must be parallel. The parallel tangent condition implies that the dif-
fracted extraordinary ray is collinear with the incident ordinary ray,19

 tan qe = e2 tan qo (78)

FIGURE 10 Color images of lamp filament through the first noncollinear AOTF.
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For a given incident light angle q t, the diffracted light angle qd is readily determined from the above 
equation. Thus, without loss of generality we can assume the incident optical beam to be either ordi-
nary or extraordinary polarized. To minimize wavelength dispersion an ordinary polarized light 
(o-wave) is chosen as the incident light in the following analysis.

Substituting Eq. (78) into the phase matching Eq. (22), the acoustic wave direction and center 
wavelength of the passband can be expressed as a function of the incident light angle. 

  tan qa = (cos qo + ro)/sin qo (79)

 λ θ ρ θ δρ θo o a a o on V f= − + −[ ( ) ][( ) cos ( ) sin/ 1 12 2
0

2 2
oo] /1 2  (80) 

where ro = (1 + d sin2qo)
1/2 and d = (e2 – 1)/2. The above expressions are exact. For small birefrin-

gence Δn = no |d | << no, Eqs. (81) and (82) yield the approximate solution for the acoustic wave 
direction and acoustic frequency:

 tan qa = 2/tan qo – (1 + d ) tan qo (81)

 λ θ θo a o oV n f= +( )(sin sin ) /Δ / 4 2 1 22  (82)

Angle of deflection In a noncollinear AOTF the diffracted light is spatially separated from the 
incident light. The deflection angle qD is defined as the deviation of the diffracted light from that of 
the incident light. For small birefringence, qD is approximately given by

 qD ≈ Δn sin 2qo (83)

Equation (83) shows that qD depends only on the input optical angle. It reaches maximum value Δn 
when qo = 45°. For instance, in a TeO2 AOTF operated at 633 nm, Δn ≈ 0.15, the maximum deflec-
tion angle for TeO2 AOTF is about 8.6°. As a result of the finite angle of deflection angle the noncol-
linear AOTF can operate without the use of polarizers.

Bandpass response For an acoustic column of uniform amplitude, the bandpass response is 
given by T(lo) = To sinc2 Δs  L, where To is the peak transmission at exact momentum matching, L is 
the interaction length, and Δs  is the momentum mismatch. It can be shown19 that

 Δσ θ θ= − Δ + Δ Δ +b n F Fi o osin ( ) ( )[ ( ) (sin2 2
1

2
22λ λ λ/ / θθ φ θi FΔ +) ( ) ]2

3
3Δ  (84)

where 

 F1 = 2 – 3sin2qo  F2 = 2 – sin2qo  F3 = – sin 2qo (85)

Δl, Δq, and Δf are deviations in wavelength, polar, and azimuth angles of the incident light beam, b 
is the dispersion constant defined by b n no o= −Δ Δλ δ δλ( )/ .

Resolution Equation (84) shows that half peak transmission occurs when Δs L ≈ 0.44. The full 
width at half-maximum (FWHM) of the AOTF is given by 

  Δλ λ θ= 0 9 2 2. / sino ibL   (86) 

The spectral resolution (i.e., longitudinal resolution) of the AOTF is given by 

 Rl = lo/Δl = ΔnL sin2qi/lo (87)
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Angular aperture The acceptance (half) angles in the polar plane (qo ≠ 54.7) and azimuth 
planes are given by

 Δ Δθ λ= ±n nLFo( ) // 1
1 2  (88)

 Δ Δφ λ= ±n nLFo( ) // 2
1 2  (89)

At qo ≈ 54.7, F1 = 0, and the angular aperture in the polar plane reaches a maximum.

  Δ Δθ λ= ±n nLo( ) // 1 3   (90)

As a general rule, the noncollinear AOTF is operated without the use of polarizers. Thus the deflec-
tion angle qD sets the upper limit for the angular aperture for the AOTF. Assuming the incident is a 
rectangular beam of width D. This yields a transverse or imaging resolution

 R
D n

t
D

o o
o= =

θ
δθ λ

θΔ
sin2  (91)

Optical throughput The filter transmission for normalized input light distribution I (qi, øi) is 
obtained by integrating the plane-wave transmission over the solid angle aperture 

 I T I d dd i i i i i i
i i

( ) ( , , ) ( , )sin ,
,

Δ Δλ λ θ ϕ θ ϕ θ θ ϕ
α β

= ∫ ii  (92)

Transmission and drive power The peak transmission of an AOTF is given by

  T M P L
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where Pd is the acoustic power density. Maximum transmission occurs when the drive power reaches 
the value

 p
A

M La
o=

λ 2

2
22

 (94)

where A is the optical aperture. Because of the λo
2 dependence, the drive power of an AOTF increases 

rapidly as the wavelength increases. For instance, at lo = 4 μm, the required acoustic power for a 1 cm 
infrared TeO2 AOTF exceeds about 10 W. The required high drive power is perhaps the most severe 
limitation of the infrared AOTF. 

Sidelobe suppression As an optical filter, one of the most undesired characteristics of the AOTF 
is the nonuniform in-band frequency response and the high sidelobes/fall-off shape near the edge of 
the passband. The AOTF bandpass response is proportional to the amplitude square of the Fourier 
transform of the acoustic field. For uniform acoustic excitation, the AOTF exhibits a sinc2-type 
bandpass characteristic with many sidelobes. The nearest sidelobe is only about 13 dB below the main 
lobe. A more serious problem is that the envelope of the sidelobe decays slowly at a fall-off rate of 
–6 dB per octave. In principle, suppression of the high sidelobes can be obtained by the technique 
of amplitude apodization, a process that slowly reduces the acoustic amplitude profile at the trans-
ducer according to a prescribed weighting function. The real problem is the practicality of imple-
menting the apodization. A number of transducer apodization techniques have been experimentally 
investigated.58 These include (1) the use of segmented transducers weighted with designed resistive 
coupling or varying electrode area; and (2) tapered windows with an air gap or dielectric layer. 
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The effectiveness of each method varies depending on the size and thickness of the acoustic fre-
quency, among other factors. Typically, the highest sidelobes of apodized devices are about 20 to 
25 db below main peak. However, the result is very sensitive to the fabrication tolerance and design 
parameters. The price to pay is the reliability and high cost of the fabrication.

Spectral Tuning Range Prior to 1980, both the collinear and noncollinear types of AOTFs have 
been successfully demonstrated covering the spectral range from ultraviolet (UV) to long-wave 
infrared (LWIR). However, due to the various performance limitations such as polarization depen-
dence, limited optical aperture and resolution and in particular high drive power, the TeO2 AOTF is 
the only type that has been deployed in practical optical systems. Considerable effort were devoted 
to overcome the basic limitations of AOTF technology and extend the usable spectral range.58 The 
progress of AOTFs for the various spectral regions are summarized as follows.

Ultraviolet (UV) AOTF Until recently, collinear quartz AOTF has been the only type for the UV 
region. The performance limitations of the quartz filter include (1) limited UV operating range: due 
to the optical absorption of calcite polarizers, the short wavelength cutoff of the UV AOTF is about 
240 nm, (2) high drive power: because of the small figure of merit, the drive power is typically above 
10 W; and (3) low optical throughput: the fixed on-axis of the collinear interaction geometry lacks 
the design flexibility with typically small solid angle x aperture characteristics. To overcome these 
drawbacks, two noncollinear UV AOTFs were developed.59 

These include (1) A KDP UV AOTF operated without polarizers was demonstrated at 253.7 nm 
using a Hg lamp. The device was tunable from 190 to 340 nm. The measured result include a full-
width at half-maximum (FWHM) of 0.79 nm and a peak diffraction efficiency of 50 percent at 1.3 W 
input power. The deflection angle of the filtered light separated from the broadband incident light 
is 1.9°. (2) A Far UV AOTF made of MgF2 was tested at 196.03 nm from a hollow cathode lamp. A 
Brewster-type polarizer made of a pile of thin MgF2 plates was used in the test. The FWHM of the 
AOTF was about 3 nm. The diffracted light intensity was about 45 percent at a drive power of 6 W. 
Because of the UV transmission, the AOTF is extendable to 150 nm.

Mid-infrared AOTF The most severe technological issues that limit the extension of spectral 
range to thermal infrared region are (1) high drive power requirement due to the l2 dependence and 
(2) catastrophic device failure when operated at low temperatures. To resolve these critical issues a 
number of the TeO2 AOTFs feasibility models for the mid-wave infrared (MWIR) have been built 
and tested.60 Performance characteristics of the 1 cm2 size acoustically resonant AOTFs measured at 
3.39 μm include tuning range: 2.5 to 5 μm, bandwidth 15 nm, and drive power (at 80 percent effi-
ciency) less than 0.5 W, with a resonance gain about 20. Repeated operation of the low-power MWIR 
AOTF was obtainable for temperature above 150 K. However, because of the power thermal conduc-
tivity of TeO2 below the critical temperature the crystal or the transducer may crack. The reliability 
of the resonant AOTF operated at cryogenic temperature remains a major engineering issue.

Long wave infrared AOTF Operation of the AOTF were demonstrated in the LWIR region of 
8 to 12 μm were demonstrated prior to 1980. Stimulated by the important potential application for 
hyperspectral imaging, there has been considerable effort to develop practical LWIR AOTF for opti-
cal remote sensing systems.

For AOTF operated in the long-wave infrared (LWIR) the high drive power is even a much serious 
problem. Because of its high figure of merit Tl3AsSe3 (TAS) is considered to be the best LWIR AOTF 
material. Even with its exceedingly large AO figure of merit (>2000), the TAS AOTF has to operate 
on pulsed basis with low duty cycle. However, because of extremely low thermal conductivity and the 
brittle nature of the TAS crystals, the potential of practical TAS AOTF operated at low temperature 
does not appear promising.

Performance of NPM AOTF The AOTF possesses many salient features that make it attractive 
for a variety of optical system applications. To realize the benefits of these merits the limitations 
of the AOTF must be considered when compared with the competing technologies. Based on the 
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previous discussion of the usable spectral range, it appears that with the exception of possible new 
development in the UV, only the TeO2 AOTFs operated in the visible to SWIR can be considered as 
a matured technology ready for system deployment. Considering the primary niche, it is pertinent 
to improve the basic performance of the AOTFs for meeting the system requirement. Table 9 shows 
two selected high performance NPM AOTFs. These include (1) broadband imaging AOTF with two 
octave tuning range in a single unit and (2) high resolution high efficiency AOTF suited as rapid 
random access laser tuner.

The AOTF has the unique capability of being able to simultaneously and independently add or 
drop multiwavelength signals. As such, it can serve as a WDM cross-connect for routing multiwave-
length optical signals along a prescribed connection path determined by the signal’s wavelength. 
Because of this unique attractive feature, the AOTF appears to be suited for use as dynamical recon-
figurable components for the WDM network. However, due to the relatively high drive power and low 
resolution requirement, the AOTF has not been able to meet the requirement for dense wavelength 
division multiplexing (DWDM) applications. This basic drawback of the AOTF is the result of finite 
interaction length limited by the large acoustic beam walk-off in the TeO2 crystal. To overcome this 
intrinsic limitation, a new type of noncollinear AOTF showing significant improvement of resolu-
tion and diffraction efficiency was proposed and demonstrated.60,61 The filter is referred to as the 
collinear beam (CB) AOTF, since the group velocity of the acoustic wave and light beams are chosen 
to be collinear. An extended interaction length was realized in a TeO2 AOTF with narrow bandwidth 
and significantly lower drive power. Figure 11 shows the schematic of an in-line TeO2 CBAOTF using 
internal mode conversion.

An initial test of the CBAOTF was performed at 1532 nm using a HeNe laser as the light source.61 
Figure 12 shows the bandpass response of the CBAOTF obtained by monitoring the diffracted light 
intensity as the acoustic frequency was swept through the laser line. As shown in the figure, the slowly 
decaying bandpass response appears to be a Lorentzian shape with observable sidelobes. However, the 
falloff rate of the bandpass at –6 dB per octave wavelength change is the same as the envelope of the 
sinc2 response of the conventional AOTF. 

TABLE 9 Broadband and High Resolution Type NPM AOTF 

Type Broadband (8 × 8 mm) High-Resolution AOTF

Aperture 10 × 10 mm 5 × 5 mm

Wavelength 400–1100 700–2500 400–650 650–1100

Bandwidth (cm1) 25 20 5 7

Δl (nm) 1 5 0.12 0.5

At lo (μm) 633 1550 442 830

Efficiency (%) 80 70 95 95

RF power (W) 1 2 1  2

FIGURE 11 Collinear beam AOTF using internal mode conversion.
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The half-power bandwidth was measured to be 25 kHz, which corresponds to an optical FWHM 
of 1 nm or 4.3 cm–1. The diffracted light reaches a peak value of 95 percent when the drive power is 
increased to about 55 mW. Compared to the state-of-the-art high resolution NPM, the measured 
result showed that the drive power was about 50 times smaller. The low drive power advantage of the 
CBAOTF is most important for WDM application, which requires simultaneously a large number of 
channels. 

Although the CBAOTF has resolved the most basic limitation of high drive power requirement, 
to be used as a dynamic DWDM component, there still remains several critical technical bottleneck. 
For a 100-GHz (0.8 nm at 1550 nm) wavelength spacing system, the AOTF has to satisfy a set of 
performance goals. These include: polarization independent operation, full width at half-maximum 
(FWHM) of 0.4 nm, drive power of 150 mW per signal, and the sidelobe must be suppressed to be 
lower than at least 30 dB at 100 GHz away from the center wavelength. Significant progress has been 
made in the effort to overcome these critical issues. These are discussed below. 

Polarization independence The operation of AOTF is critically dependent on the polarization 
state of the incoming light beam. To make it polarization-independent, polarization diversity con-
figurations (PDL) are used.62 The scheme achieves polarization independence by dividing into two 
beams of orthogonal polarization, o- and e-rays with a polarization beam splitter (PBS) passing 
through two single polarization AOTFs in two paths, then combing the two diffracted o- and e-rays 
of selected wavelengths with a second PBS. Half-wave plates are used to convert the polarization of 
the light beam so that o-rays are incident onto the AOTF. 

Sidelobe suppression Due to low crosstalk requirement, the sidelobe at the channel must be 
sufficiently low (~35 dB). This is the most basic limitation and as such it will be discussed in some 
detail. There are three kinds of crosstalk. These include the interchannel crosstalk caused by the 

FIGURE 12 Bandpass of CBAOTF (RF swept through a 1.550-μm laser line).

20 eV 500 eV
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sidelobe level of the AOTF bandpass; and the extinction ratio, an intrachannel crosstalk due to the 
finite extinction ratio. The most severe crosstalk is the coherent type that originates from the mixing 
of sidelobe of light beam l1 shifted by frequencies ƒ1 and ƒ2. The optical interference of the two light 
beams will result in an amplitude-modulated type crosstalk at the difference frequency of ƒ1 − ƒ2. 
This type of interchannel crosstalk is much more severe since the modulation is proportional to the 
amplitude or square root of the sidelobe power level.

Several apodization techniques have been developed in order to suppress the high sidelobe. A 
simple approach of tilted configuration to simulate a various weighting function appears to be most 
practical.58 A major advantage of this approach is the design flexibility to obtain a desired tradeoff 
between sidelobe suppression and bandwidth.

Another technique for reducing the sidelobe is to use two or more AOTFs in an incoherent opti-
cal cascade. The bandpass response of the incoherently cascaded AOTFs is equal to the product of 
the single stage and thus can realize a significantly reduced sidelobe. This doubling of sidelevel by 
cascaded cells has been experimentally demonstrated.58

A number of prototype devices of polarization independent (PI) CBAOTF using the tilt configuration 
have been built. Typical measured results at 1550 nm include 1.0 nm FWHM, peak efficiency 95 percent 
at 80 mW drive power insertion loss; –3 dB polarization-independent loss; 0.1 dB polarization mode 
dispersion (PDL); 1 psec, and sidelobe below –27 dB at 3 nm from the center wavelength.58

To further reduce the half power bandwidth, a higher angle cut design was chosen in the follow-on 
experimental work. A 65°, apodized CBAOTF was designed and fabricated. The primary design goal 
was to meet the specified narrow bandwidth and accept the sidelobe level based on the tradeoff rela-
tion. Test results of the 65° devices measured at 1550 are summarized in Table 10. Except the sidelobe 
suppression goal, the 65° device essentially satisfies all other specifications. The specified sidelobe 
level of –35 dB for the 100-GHz channel spacing can be met by using two CBAOTFs in cascade.

In conclusion, it is instructive to emphasize the unique advantage of the AOTF. Because of its ran-
dom access wavelength tunability over large spectral range, the CBAOTF provides a low-cost imple-
mentation of a dynamic multiwavelength component for DWDM and other noncommunication 
type of application with nonuniform distribution of wavelengths.
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7.1 GLOSSARY

A, [A] general symmetric matrix

[a] orthogonal transformation matrix

 b electrode separation of the electro-optic modulator

 D displacement vector

 d width of the electro-optic crystal

 E electric fi eld

 H magnetic fi eld

IL insertion loss

 k wavevector, direction of phase propagation

 L length of the electro-optic crystal

 L/b aspect ratio

 N number of resolvable spots

 nm refractive index of modulation fi eld

 nx, ny, nz principal indices of refraction

 rijk third-rank linear electro-optic coeffi cient tensor

 S Poynting (ray) vector, direction of energy fl ow 

 Sijkl fourth-rank quadratic electro-optic coeffi cient tensor 

 T transmission or transmissivity 

 V applied voltage 

 Vp half-wave voltage 

 np phase velocity 

 nm modulation phase velocity 
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 ns ray velocity 

 w beamwidth 

 wo resonant frequency of an electro-optic modulator circuit 

 X position vector in cartesian coordinates 

 ′X  electrically perturbed position vector in cartesian coordinates 

 (x, y, z) unperturbed principal dielectric coordinate system 

 ( , , )′ ′ ′x y z  new electro-optically perturbed principal dielectric coordinate system

 ( , , )′′ ′′ ′′x y z  wavevector coordinate system 

 ( , , )′′′ ′′′ ′′′x y z  eigenpolarization coordinate system 

 β
1
 polarization angle between ′′′x  and ′′x  

 β
2
 polarization angle between ′′′y  and ′′x  

 Γ phase retardation 

 Γm amplitude modulation index 

 Δη electro-optically induced change in the index of refraction or birefringence 

 Δ( / )1 2η  electro-optically induced change in an impermeability tensor element 

 Δφ angular displacement of beam 

 Δv bandwidth of a lumped electro-optic modulator 

 δ  phase modulation index 

 [d] permittivity tensor 

 e0  permittivity of free space 

 [ ]d −1  inverse permittivity tensor 

 ε ε εx y z, ,  principal permittivities 

 [ ]�  dielectric constant tensor 

 [ ]� −1 inverse dielectric constant tensor 

 � � �x y z, ,  principal dielectric constants 

 ηm extinction ratio 

 θ  half-angle divergence 

 θ φk k,  orientation angles of the wavevector in the (x, y, z) coordinate system 

 ϑ  optic axis angle in biaxial crystals 

 λ wavelength of the light 

 [ ]λ  diagonal matrix 

 ν tw bandwidth of a traveling wave modulator 

 ξ  modulation effi ciency 

 ρ modulation index reduction factor 

 τ  transit time of modulation signal 

 φ  phase of the optical fi eld

 Ω plane rotation angle 

 ϖ  beam parameter for bulk scanners 

 ωd frequency deviation 

 ωe stored electric energy density 

 ωm modulation radian frequency 

 [ / ]1 2n ′ electro-optically perturbed impermeability tensor

 [ / ]1 2n  inverse dielectric constant (impermeability) tensor

 Γwg overlap correction factor

 b waveguide effective propagation constant
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7.2 INTRODUCTION

Electro-optic modulators are used to control the amplitude, phase, polarization state, or position of 
an optical beam, or light wave carrier, by application of an electric field. The electro-optic effect is 
one of several means to impose information on, or modulate, the light wave. Other means include 
acousto optic, magneto optic, thermo optic, electroabsorption, mechanical shutters, and moving 
mirror modulation and are not addressed in this chapter, although the fundamentals presented in 
this chapter may be applied to other crystal optics driven modulation techniques. 

There are basically two types of modulators: bulk and integrated optic. Bulk modulators are made 
of single pieces of optical crystals, whereas the integrated optic modulators are constructed using 
waveguides fabricated within or adjacent to the electro-optic material. Electro-optic devices have been 
developed for application in communications,l–4 analog and digital signal processing,5 information 
processing,6 optical computing,6,7 and sensing.5,7 Example devices include phase and amplitude mod-
ulators, multiplexers, switch arrays, couplers, polarization controllers, and deflectors.1,2 Given are rota-
tion devices,8 correlators,9 A/D converters,10 multichannel processors,11 matrix-matrix and matrix-
vector multipliers,11 sensors for detecting temperature, humidity, radio-frequency electrical signals,5,7 
and electro-optic sampling in ultrashort laser applications.12,13 The electro-optic effect allows for much 
higher modulation frequencies than other methods, such as mechanical shutters, moving mirrors, or 
acousto-optic devices, due to a faster electronic response time of the material. 

The basic idea behind electro-optic devices is to alter the optical properties of a material with an 
applied voltage in a controlled way. The direction dependent, electrically induced physical changes in 
the optical properties are mathematically described by changes in the second rank permittivity ten-
sor. The tensor can be geometrically interpreted using the index ellipsoid, which is specifically used to 
determine the refractive indices and polarization states for a given direction of phase propagation. The 
changes in the tensor properties translate into a modification of some parameter of a light wave carrier, 
such as phase, amplitude, frequency, polarization, or position of the light as it propagates through the 
device. Therefore, understanding how light propagates in these materials is necessary for the design and 
analysis of electro-optic devices. The following section gives an overview of light propagation in aniso-
tropic materials that are homogeneous, nonmagnetic, lossless, optically inactive, and nonconducting. 
Section 7.4 gives a geometrical and mathematical description of the linear and quadratic electro-optic 
effects. This section illustrates how the optical properties described by the index ellipsoid change with 
applied voltage. A mathematical approach is offered to determine the electrically perturbed principal 
dielectric axes and indices of refraction of any electro-optic material for any direction of the applied 
electric field as well as the phase velocity indices and eigenpolarization orientations for a given wave-
vector direction. Sections 7.5 and 7.6 describe basic bulk electro-optic modulators and integrated 
optic modulators, respectively. Finally, example applications, common materials, design considerations, 
and performance criteria are discussed. 

The discussion presented in this chapter applies to any electro-optic material, any direction of the 
applied voltage, and any direction of the wavevector. Therefore, no specific materials are described 
explicitly, although materials such as lithium niobate (LiNbO3), potassium dihydrogen phosphate 
(KDP), and gallium arsenide (GaAs) are just a few materials commonly used. Emphasis is placed on the 
general fundamentals of the electro-optic effect, bulk modulator devices, and practical applications. 

7.3 CRYSTAL OPTICS AND THE INDEX ELLIPSOID

With an applied electric field, a material’s anisotropic optical properties will be modified, or an 
isotropic material may become optically anisotropic. Therefore, it is necessary to understand light 
propagation in these materials. For any anisotropic (optically inactive) crystal class there are two 
allowed orthogonal linearly polarized waves propagating with differing phase velocities for a given 
wavevector k. Biaxial crystals represent the general case of anisotropy. Generally, the allowed waves 
exhibit extraordinary-like behavior; the wavevector and ray (Poynting) vector directions differ. 



7.4  MODULATORS

In addition, the phase velocity, polarization orientation, and ray vector of each wave change distinctly 
with wavevector direction. For each allowed wave, the electric field E is not parallel to the displacement 
vector D (which defines polarization orientation) and, therefore, the ray vector S is not parallel to 
the wavevector k as shown in Fig. 1. The angle a1 between D and E is the same as the angle between 
k and S, but for a given k, α α1 2≠ . Furthermore, for each wave D ⊥ k ⊥ H and E ⊥ S ⊥ H, forming 
orthogonal sets of vectors. The vectors D, E, k, and S are coplanar for each wave.14 

The propagation characteristics of the two allowed orthogonal waves are directly related to the 
fact that the optical properties of an anisotropic material depend on direction. These properties are 
represented by the constitutive relation D = [ ]ε  E, where [ ]ε  is the permittivity tensor of the medium 
and E is the corresponding optical electric field vector. For a homogeneous, nonmagnetic, lossless, 
optically inactive, and nonconducting medium, the permittivity tensor has only real components. 
Moreover, the permittivity tensor and its inverse, [ ] / [ / ]ε ε− =1

0
21 1 n , where n is the refractive index, 

are symmetric for all crystal classes and for any orientation of the dielectric axes.15–17 Therefore the 
matrix representation of the permittivity tensor can be diagonalized, and in principal coordinates the 
constitutive equation has the form 
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where reduced subscript notation is used. The principal permittivities lie on the diagonal of [ ]ε .
The index ellipsoid is a construct with geometric characteristics representing the phase velocities 

and the vibration directions of D of the two allowed plane waves corresponding to a given optical 
wave-normal direction k in a crystal. The index ellipsoid is a quadric surface of the stored electric 
energy density ωe of a dielectric,15,18

 ω εe i j
ji

TE E= × = =∑∑1
2

1
2

1
2 0E D E Eεij ][�    i, j = x, y, z (2a)

where T indicates the transpose.

E2

D2, H1

S2

S2

S1

S1

E1

D1, H2

k

k

a1

a1

a2

ka2

FIGURE 1 The geometric relationships of the electric quanti-
ties D and E and the magnetic quantities B and H to the wavevector 
k and the ray vector S are shown for the two allowed extraordinary-
like waves propagating in an anisotropic medium.14
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In principal coordinates, that is, when the dielectric principal axes are parallel to the reference 
coordinate system, the ellipsoid is simply

 ω ε ε εe x x y y z zE E E= + +1
2 0

2 2 2( )�  (2b)

where the convention for the dielectric constant subscript is ε εxx = x, and so on. The stored energy 
density is positive for any value of electric field; therefore, the quadric surface is always given by an 
ellipsoid.15,18–20 

Substituting the constitutive equation, Eq. (2b) assumes the form ( / ) ( / ) ( / )D D Dx x y y z z
2 2 2ε ε+ + =�

e2ω ε. By substituting x Dx e= /( ) /2 0
1 2ω ε  and nx x

2 = ε  and similarly for y and z, the ellipsoid is expressed 
in cartesian principal coordinates as 
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2
1+ + =  (3a)

In a general orthogonal coordinate system, that is, when the reference coordinate system is not 
aligned with the principal dielectric coordinate system, the index ellipsoid of Eq. (3a) can be written 
in summation or matrix notation as
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where X = [x, y, z]T, and all nine elements of the inverse dielectric constant tensor, or impermeability 
tensor, may be present. For sections that follow, the index ellipsoid in matrix notation will be par-
ticularly useful.

Equation (3b) is the general index ellipsoid for an optically biaxial crystal. If nxx = nyy, the surface 
becomes an ellipsoid of revolution, representing a uniaxial crystal. In this crystal, one of the two 
allowed eigenpolarizations will always be an ordinary wave with its Poynting vector parallel to the 
wavevector and E parallel to D for any direction of propagation. An isotropic crystal (nxx = nyy = nzz)
is represented by a sphere with the principal axes having equal length. Any wave propagating in this 
crystal will exhibit ordinary characteristics. The index ellipsoid for each of these three optical sym-
metries is shown in Fig. 2. 

For a general direction of phase propagation k, a cross section of the ellipsoid through the origin 
perpendicular to k is an ellipse, as shown in Fig. 2. The major and minor axes of the ellipse represent the 

z´ z

y

y´
y´

y

x´

x

Optic axisx´

x

Isotropic

z´
z

Uniaxial

ý

y

x

Optic axis

Optic axis

x´

ź
z

Biaxial

FIGURE 2 The index ellipsoids for the three crystal symmetries are shown in nonprincipal coordi-
nates (x′, y′, z′) relative to the principal coordinates (x, y, z). For isotropic crystals, the surface is a sphere. 
For uniaxial crystals, it is an ellipsoid of revolution. For biaxial crystals, it is a general ellipsoid.21
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orthogonal vibration directions of D for that particular direction of propagation. The lengths of these 
axes correspond to the phase velocity refractive indices. They are, therefore, referred to as the “fast” and 
“slow” axes. Figure 3b illustrates the field relationships with respect to the index ellipsoid. The line in the 
(k, Di) plane (i = l or 2) that is tangent to the ellipsoid at Di is parallel to the ray vector Si; the electric field 
Ei also lies in the (k, Di) plane and is normal to Si. The line length denoted by nSi

gives the ray velocity as 
v c ns si i

= /  for Si. The same relationships hold for either vibration, Dl or D2. 
In the general ellipsoid for a biaxial crystal there are two cross sections passing through the center 

that are circular. The normals to these cross sections are called the optic axes (denoted in Fig. 2 in a 
nonprincipal coordinate system), and they are coplanar and symmetric about the z principal axis in 
the x-z plane. The angle ϑ  of an optic axis with respect to the z axis in the x-z plane is 

 tanϑ =
−
−

n

n

n n

n n
z

x

y x

z y

2 2

2 2
 (4)

The phase velocities for Dl and D2 are equal for these two directions: v1 = v2 = c/ny. In an ellipsoid 
of revolution for a uniaxial crystal, there is one circular cross section perpendicular to the z principal 
axis. Therefore, the z axis is the optic axis, and ϑ = 0° in this case. 

7.4 THE ELECTRO-OPTIC EFFECT

At an atomic level, an electric field applied to certain crystals causes a redistribution of bond charges 
and possibly a slight deformation of the crystal lattice.16 In general, these alterations are not iso-
tropic; that is, the changes vary with direction in the crystal. Therefore, the dielectric tensor and its 
inverse, the impermeability tensor, change accordingly. The linear electro-optic effect, or Pockels, is 
a change in the impermeability tensor elements that is proportional to the magnitude of the externally 
applied electric field. Only crystals lacking a center of symmetry or macroscopically ordered dipolar 
molecules exhibit the Pockels effect. On the other hand, all materials, including amorphous materi-
als and liquids, exhibit a quadratic (Kerr) electro-optic effect. The changes in the impermeability 
tensor elements are proportional to the square of the applied field. When the linear effect is present, 
it generally dominates over the quadratic effect. 

z
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n1 or n2

ns1
or ns2

E1 or E2

(b)(a)

S1 or S2

zk
k
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xk or yk
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a1 or a2
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nx

x

D2
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n2

n1
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xk

zk

FIGURE 3 (a) The index ellipsoid cross section (crosshatched) that is normal to the wavevector k has 
the shape of an ellipse. The major and minor axes of this ellipse represent the directions of the allowed polar-
izations Dl and D2 and (b) for each eigenpolarization (l or 2) the vectors D, E, S, and k are coplanar.21
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Application of the electric field induces changes in the index ellipsoid and the impermeability 
tensor of Eq. (3b) according to

 X XT
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Since n is dimensionless, and the applied electric field components are in units of V/m, the units 
of the linear rijk coefficients are in m/V and the quadratic coefficients sijkl are in m2/V2.

The linear electro-optic effect is represented by a third rank tensor rijk with 33 = 27 independent 
elements, that if written out in full form, will form the shape of a cube. The permutation symmetry of 
this tensor is rijk = rikj, i, j, k = 1, 2, 3 and this symmetry reduces the number of independent ele-
ments to 18.22 Therefore, the tensor can be represented in contracted notation by a 6 × 3 matrix; that 
is, rijk ⇒ rij, i = 1, . . . , 6 and j = 1, 2, 3. The first suffix is the same in both the tensor and the contracted 
matrix notation, but the second two tensor suffixes are replaced by a single suffix according to the 
following relation.

Tensor notation  11 22 33 23,32 31,13 12,21
Matrix notation 1 2 3 4 5 6

Generally, the rij coefficients have very little dispersion in the optical transparent region of a crystal.23 
The electro-optic coefficient matrices for all crystal classes are given in Table 1. References 16, 23, 24, 
and 25, among others, contain extensive tables of numerical values for indices and electro-optic coef-
ficients for different materials. 

The quadratic electro-optic effect is represented by a fourth rank tensor sijkl. The permutation 
symmetry of this tensor is sijkl = sjikl = sijlk , i, j, k, l = 1, 2, 3. The tensor can be represented by a 6 × 

6 matrix; that is, sijkl ⇒ skl , k, l = 1, . . . , 6. The quadratic electro-optic coefficient matrices for all crystal 
classes are given in Table 2. Reference 16 contains a table of quadratic electro-optic coefficients for 
several materials. 

The Linear Electro-Optic Effect 

An electric field applied in a general direction to a noncentrosymmetric crystal produces a linear 
change in the constants ( / )1 2n

i due to the linear electro-optic effect according to 
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where rij is the ijth element of the linear electro-optic tensor in contracted notation. In matrix form 
Eq. (7) is 
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TABLE 1 The Linear Electro-Optic Coefficient Matrices in Contracted Form for All Crystal Symmetry Classes16

Centrosymmetric (1, 2/m, mmm, 4/m, 4/mmm, 3, 3 m6/m, 6/mmm, m3, m3m):
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7.8

∗The symbol over each matrix is the conventional symmetry-group designation.
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TABLE 2 The Quadratic Electro-Optic Coefficient Matrices in Contracted Form for All Crystal Symmetry 
Classes16
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Ex, Ey, and Ez are the components of the applied electric field in principal coordinates. The magni-
tude of Δ( / )1 2n  is typically on the order of less than 10–5. Therefore, these changes are mathematically 
referred to as perturbations. The new impermeability tensor [ / ]1 2n ′ in the presence of an applied elec-
tric field is no longer diagonal in the reference principal dielectric axes system. It is given by 

 [ / ]
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 (9)

and is determined by the unperturbed principal refractive indices, the electro-optic coefficients, 
and the direction of the applied field relative to the principal coordinate system. However, the field-
induced perturbations are symmetric, so the symmetry of the tensor is not disturbed. The new index 
ellipsoid is now represented by 

 ( / ) ( / ) ( / ) ( / )1 1 1 2 12
1

2 2
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2 2
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6( / ) ( / )  (10)

or equivalently, X XT n[ / ]1 12 ′ = , where X = [x y z]T. 19,26 The presence of cross terms indicates that 
the ellipsoid is rotated and the lengths of the principal dielectric axes are changed. Determining the 
new orientation and shape of the ellipsoid requires that [ / ]1 2n ′ be diagonalized, thus determining 
its eigenvalues and eigenvectors. After diagonalization, in a suitably rotated new coordinate system 

′ = ′ ′ ′X [ ]x y z  the perturbed ellipsoid will then be represented by a square sum: 

 
′ + ′ + ′ =

′ ′ ′

x

n

y

n

z

nx y z
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2

2

2

2

2
1  (11)

The eigenvalues of [ / ]1 2n ′ are 1 1 12 2 2/ , / , /n n nx y z′ ′ ′. The corresponding eigenvectors are x� = [ ]x y zx x x
T

′ ′ ′ , 
and y� = [ ]x y zz z z

T
′ ′ ′ , respectively.
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The Quadratic or Kerr Electro-Optic Effect 

An electric field applied in a general direction to any crystal, centrosymmetric or noncentrosym-
metric, produces a quadratic change in the constants ( / )1 2n i due to the quadratic electro-optic effect 
according to 
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 (12)

Ex, Ey, and Ez are the components of the applied electric field in principal coordinates. The per-
turbed impermeability tensor and the new index ellipsoid have the same form as Eqs. (9) and (10). 

Normally, there are two distinctions made when considering the Kerr effect: the ac Kerr effect and 
the dc Kerr effect. The induced changes in the optical properties of the material can occur as the result 
of a slowly varying applied electric field, or it can result from the electric field of the light itself. The 
former is the dc Kerr effect and the latter is the ac or optical Kerr effect. The dc Kerr effect is given by

 Δn = λKE2
 (13)

where K is the Kerr constant in units of m/V2 and l is the freespace wavelength. Some polar liquids 
such as nitrobenzene (C6H5NO2), which is poisonous, exhibit very large Kerr constants which are 
much greater than those of transparent crystals.27 In contrast to the linear Pockels electro-optic effect, 
larger voltages are required for any significant Kerr modulation.

The ac or optical Kerr effect occurs when a very intense beam of light modulates the optical mate-
rial. The optical Kerr effect is given by

 n n n Io= + 2  (14)

which describes the intensity dependent refractive index n, where no is the unmodulated refractive 
index, n2 is the second order nonlinear refractive index (m2/W), and I is the intensity of the wave (W). 
Equation 14 is derived from the expression for the electric field induced polarization in a material 
as a function of the linear and nonlinear susceptibilities. This intensity dependent refractive index is 
used as the basis for Kerr-lens mode-locking of ultrashort lasers. It is also responsible for nonlinear 
effects of self-focusing and self-phase modulation.28

A Mathematical Approach: The Jacobi Method

The analytical design and study of electro-optic modulators require robust mathematical techniques 
due to the small, anisotropic perturbations to the refractive index profile of a material. Especially 
with the newer organic crystals, polymers, and tailored nanostructured materials, the properties are 
often biaxial before and after applied voltages. The optimum modulator configuration may not be 
along principal axes. In addition, sensitivities in modulation characteristics of biaxial materials (nat-
ural and/or induced) can negatively impact something as simple as focusing a beam onto the mate-
rial. Studying the electro-optic effect is basically an eigenvalue problem.

Although the eigenvalue problem is a familiar one, obtaining accurate solutions has been the sub-
ject of extensive study.29–32 A number of formalisms are suggested in the literature to address the 
specific problem of finding the new set of principal dielectric axes relative to the zero-field principal 
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dielectric axes. Most approaches, however, do not provide a consistent means of labeling the new axes. 
Also, some methods are highly susceptible to numerical instabilities when dealing with very small off-
diagonal elements as in the case of the electro-optic effect. In contrast to other methods,15,22,26,30,33,34 
a similarity transformation is an attractive approach for diagonalizing a symmetric matrix for the 
purpose of determining its eigenvalues and eigenvectors.21,29,30,32,35 

The Jacobi method utilizes the concepts of rigid-body rotation and the properties of ellipsoids to 
determine the principal axes and indices of a crystal by constructing a series of similarity transfor-
mations that consist of elementary plane rotations. The method produces accurate eigenvalues and 
orthogonal eigenvectors for matrices with very small off-diagonal elements, and it is a systematic 
procedure for ordering the solutions to provide consistent labeling of the principal axes.21,31 The 
sequence of transformations are applied to the perturbed index ellipsoid and convert from one set of 
orthogonal axes X = [x, y, z] to another set [ , , ]′ ′ ′x y z , until a set of axes coincides with the new prin-
cipal dielectric directions and the impermeability matrix is diagonalized. Since similarity is a transi-
tive property, several transformation matrices can be multiplied to generate the desired cumulative 
matrix.21,29 Thus, the problem of determining the new principal axes and indices of refraction of the 
index ellipsoid in the presence of an external electric field is analogous to the problem of finding the 
cumulative transformation matrix [ ] [ ] [ ][ ]a a a am= 	 2 1  that will diagonalize the perturbed imperme-
ability tensor. The transformation required matrix, [a], is simply the product of the elementary plane 
rotation matrices multiplied in the order in which they are applied.

When plane rotations are applied to the matrix representation of tensors, the magnitude of a phys-
ical property can be evaluated in any arbitrary direction. When the matrix is transformed to diagonal 
form, the eigenvalues lie on the diagonal and the eigenvectors are found in the rows or columns of 
the corresponding transformation matrices. Specifically, a symmetric matrix [A] can be reduced to 
diagonal form by the transformation [a][A][a]T = [l], where [l] is a 3 × 3 diagonal matrix and[a]
is the orthogonal transformation matrix. Since the eigenvalues of [A] are preserved under similarity 
transformation, they lie on the diagonal of [l], as in Eq. (1).

In terms of the index ellipsoid, first recall that the perturbed index ellipsoid in the original (zero 
field) coordinate system is X XT n[ / ]1 12 ′ = , where [ / ]1 2n ′ is given by Eq. (9). A suitable matrix, [a], will 
relate the “new” principal axes ′X  of the perturbed ellipsoid to the “old” coordinate system; that is, 

′ =X X[ ]a , or X X= ′[ ]a T . Substituting these relationships into the index ellipsoid results in
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where [ ][ / ] [ ] [ / ]a n a nT1 12 2′ = ′′ is the diagonalized impermeability matrix in the new coordinate sys-
tem and [a] is the cumulative transformation matrix. 

Using the Jacobi method, each simple elementary plane rotation that is applied at each step will 
zero an off-diagonal element of the impermeability tensor. The goal is to produce a diagonal matrix 
by minimizing the norm of the off-diagonal elements to within a desired level of accuracy. If m trans-
formations are required, each step is represented by

 [ / ] [ ][ / ] [ ]1 12 2
1n a n am m m m

T= −  (16)

To determine the form of each elementary plane rotation, the Jacobi method begins by first select-
ing the largest off-diagonal element (1/n2)ij and executing a rotation in the (i, j) plane, i < j, so as to 
zero that element. The required rotation angle Ω is given by 
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For example, if the largest off-diagonal element is ( / ) ( / )1 112
2

21
2n n= , then the plane rotation is rep-

resented by 
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which is a counter clockwise rotation about the three-axis. If ( / ) ( / )1 12 2n nii jj= , which can occur 
in isotropic and uniaxial crystals, then | |Ω  is taken to be 45°, and its sign is taken to be the same as 
the sign of ( / )1 2n ij. The impermeability matrix elements are updated with the following equations, 
which are calculated from the transformation of Eq. (15): 
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 (19)

Once the new elements are determined, the next iteration step is performed, selecting the new 
largest off-diagonal element and repeating the procedure with another suitable rotation matrix. 
The process is terminated when all of the off-diagonal elements are reduced below the desired level 
(typically 10–10). The next step is to determine the cumulative transformation matrix [a]. One way is 
to multiply the plane rotation matrices in order, either as [ ] [ ] [ ][ ]a a a am= � 2 1  or equivalently for the 
transpose of [a] as 

 [ ] [ ] [ ] [ ]a a a aT T T
m

T= 1 2 �   (20)

The set of Euler angles, which also defines the orientation of a rigid body, can be obtained from the 
cumulative transformation matrix [a].36,37 These angles are given in the Appendix. Several examples 
for using the Jacobi method are given in Ref. 21. 

Determining the Eigenpolarizations and 
Phase Velocity Indices of Refraction 

After the perturbed impermeability matrix is diagonalized, the polarization directions of the two 
allowed linear orthogonal waves D1 and D2 that propagate independently for a given wavevector 
direction k can be determined along with their respective phase velocity refractive indices nx″ and 
ny″. These waves are the only two that can propagate with unchanging orientation for the given 
wavevector direction. Figure 4a depicts these axes for a crystal in the absence of an applied field. 
Figure 4b depicts the ′′′x  and ′′′y  axes, which define the fast and slow axes, when an electric field is 
applied in a direction so as to reorient the index ellipsoid. The applied field, in general, rotates the 
allowed polarization directions in the plane perpendicular to the direction of phase propagation as 
shown in Fig. 4b. Determining these “eigenpolarizations,” that is, D1, D2, n1, and n2, is also an eigen-
value problem.
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The perturbed index ellipsoid resulting from an external field was given by Eq. (10) in the original 
principal-axis coordinate system. For simplicity, the coefficients may be relabeled as 

 Ax By Cz Fyz Gxz Hxy2 2 2 2 2 2 1+ + + + + =
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where x, y, and z represent the original dielectric axes with no applied field and XT = [x y z]. However, 
before the eigenpolarizations can be determined, the direction of light propagation, k, through the 
material whose index ellipsoid has been perturbed, must be defined. The problem is then to deter-
mine the allowed eigenpolarizations and phase velocity refractive indices associated with this direc-
tion of propagation. The optical wavevector direction k is conveniently specified by the spherical 
coordinates angles qk and fk in the (x, y, z) coordinate system as shown in Fig. 5. Given k, the cross 
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FIGURE 4  (a) The cross-section ellipse for a wave propagating along the 
y principal axis is shown with no field applied to the crystal; (b) with an applied 
electric field the index ellipsoid is reoriented, and the eigenpolarizations in the 
plane transverse to k are rotated, indicated by ′′′x  and ′′′y .
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FIGURE 5 The coordinate system ( , , )′′ ′′ ′′x y z  of the 
wavevector k is defined with its angular relationship ( , )φ θk k

 
with respect to the unperturbed principal dielectric axes 
coordinate system (x, y, z).21
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section ellipse through the center of the perturbed ellipsoid of Eq. (21) may be drawn. The directions 
of the semiaxes of this ellipse represent the fast and slow polarization directions of the two waves D1 
and D2 that propagate independently. The lengths of the semiaxes are the phase velocity indices of 
refraction. The problem is to determine the new polarization directions ′′′x  of D1 and ′′′y  of D2 rela-
tive to the ( , , )x y z  axes and the corresponding new indices of refraction nx ′′′ and ny′′′.

The first step is to do a transformation from the (x, y, z) (lab or principal axis) coordinate system 
to a coordinate system ( , , )′′ ′′ ′′x y z  aligned with the direction of phase propagation. In this example, 
( , , )′′ ′′ ′′x y z  is chosen such that ′′z || k, and ′′x  is lying in the ( , )z z′′  plane. The ( , , )′′ ′′ ′′x y z  system is, of 
course, different from the ( , , )′ ′ ′x y z  perturbed principal axes system. Using the spherical coordinate 
angles of k, the ( , , )′′ ′′ ′′x y z  system may be produced first by a counterclockwise rotation φk about the 
z axis followed by a counterclockwise rotation θk about ′′y  as shown in Fig. 5. This transformation is 
described by ′′ =X X[ ]a , or [ ]a T ′′ =X X and is explicitly,
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 (22)

The equation for the cross section ellipse normal to k is determined by substituting Eq. (22) into 
Eq. (21) and setting ′′ =z 0 or by matrix substitution as follows:
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which results in
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The coefficients of the cross section ellipse equation described by Eq. (24), with ′′z  set to zero, are 
used to determine the eigenpolarization directions and the associated phase velocity refractive indices 
for the chosen direction of propagation. The cross section ellipse normal to the wavevector direction 
k || ′′z  is represented by the 2 2×  submatrix of [ / ]1 2n ′′:
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The polarization angle β1 of ′′′x  (Dl) with respect to ′′x , as shown in Fig. 6, is given by 
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The polarization angle β2 of ′′′y  (D2) with respect to ′′x  is β π1 2+ / . The axes are related by a plane 
rotation ′′′ = ′′X X[ ]aβ1  or
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The refractive indices, nx ′′′ and ny′′′ may be found by performing one more rotation in the plane of 
the ellipse normal to k, using the angle b1 or b2 and the rotation of Eq. (27). The result is a new matrix 
that is diagonalized,

 [ / ]
/

/
[ ] [ /1

1 0

0 1
12 1n

n

n
a nx

y

T′′′ =
⎛

⎝⎜
⎞
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=′′′

′′′
β 22 1′′] [ ]aβ  (28)

The larger index corresponds to the slow axis and the smaller index to the fast axis. 

7.5 MODULATOR DEVICES

An electro-optic modulator is a device with operation based on an electrically induced change in index 
of refraction or change in natural birefringence. Depending on the device configuration, the follow-
ing properties of the light wave can be varied in a controlled way: phase, polarization, amplitude, fre-
quency, or direction of propagation. The device is typically designed for optimum performance at a 
single wavelength, with some degradation in performance with wideband or multimode lasers.16,38,39

Electro-optic devices can be used in analog or digital modulation formats. The choice is dictated 
by the system requirements and the characteristics of available components (optical fibers, sources/
detectors, etc.). Analog modulation requires large signal-to-noise ratios (SNR), thereby limiting its 
use to narrow-bandwidth, short-distance applications. Digital modulation, on the other hand, is 
more applicable to large-bandwidth, medium to long distance systems.38,39

Device Geometries

A bulk electro-optic modulator can be classified as one of two types, longitudinal or transverse, 
depending on how the voltage is applied relative to the direction of light propagation in the device. 
Basically a bulk modulator consists of an electro-optic crystal sandwiched between a pair of elec-
trodes and, therefore, can be modeled as a capacitor. In general, the input and output faces are parallel 
for the beam to undergo a uniform phase shift over the beam cross section.16 Waveguide modulators 
are discussed later in the section “Waveguide or Integrated-Optic Modulators” and have a variety of 
electrode configurations that are analogous to longitudinal and transverse orientations, although the 
distinction is not as well defined.
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y˝́

X˝́

y˝

D1

D2

b1

b2

FIGURE 6 The polarization axes ( , )′′′ ′′′x y are the fast
and slow axes and are shown relative to the ( , )′′ ′′x y  axes of 
the wavevector coordinate system. The wavevector k and the 
axes z′′ and z′′′ are normal to the plane of the figure.21
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In the bulk longitudinal configuration, the voltage is applied parallel to the wavevector direction 
as shown in Fig. 7a.16,25,40–43 The electrodes must be transparent to the light either by the choice of 
material used for them (metal-oxide coatings of SnO, InO, or CdO) or by leaving a small aperture 
at their center at each end of the electro-optic crystal.25,41–43 The ratio of the crystal length L to the 
electrode separation b is defined as the aspect ratio. For this configuration b = L, and, therefore, the 
aspect ratio is always unity. The magnitude of the applied electric field inside the crystal is E = V/L. 
The induced phase shift is proportional to V and the wavelength l of the light but not the physical 
dimensions of the device. Therefore, for longitudinal modulators, the required magnitude of the 
applied electric field for a desired degree of modulation cannot be reduced by changing the aspect 
ratio, and it increases with wavelength. However, these modulators can have a large acceptance area 
and are useful if the light beam has a large cross-sectional area. 

In the transverse configuration, the voltage is applied perpendicular to the direction of light 
propagation as shown in Fig. 7b.16,40–43 The electrodes do not obstruct the light as it passes through 
the crystal. For this case, the aspect ratio can be very large. The magnitude of the applied electric field 
is E = V/d, (b = d), and d can be reduced to increase E for a given applied voltage, thereby increasing 
the aspect ratio L/b. The induced phase shift is inversely proportional to the aspect ratio; therefore, 
the voltage necessary to achieve a desired degree of modulation can be greatly reduced. Furthermore, 
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FIGURE 7 (a) A longitudinal electro-optic modulator has the voltage applied parallel to the 
direction of light propagation and (b) a transverse modulator has the voltage applied perpendicular 
to the direction of light propagation.16
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the interaction length can be long for a given field strength. However, the transverse dimension d
is limited by the increase in capacitance, which affects the modulation bandwidth or speed of the 
device, and by diffraction for a given length L, since a beam with finite cross section diverges as it 
propagates.16,41,44

Bulk Modulators

The modulation of phase, polarization, amplitude, frequency, and position of light can be imple-
mented using an electro-optic bulk modulator with polarizers and passive birefringent elements. 
Three assumptions are made in this section. First, the modulating field is uniform throughout the 
length of the crystal; the change in index or birefringence is uniform unless otherwise stated. Second, 
the modulation voltage is dc or very low radian frequency wm ( / )ω π τm << 2 ; the light experiences 
the same induced Δn during its transit time t through the crystal of length L, and the capacitance is 
negligible. Finally, light propagation is taken to be along a principal axis, before and after the voltage 
is applied; therefore, the equations for the eigenpolarizations are presented in terms of the optical 
electric field E, rather than the displacement vector D, which is a common practice in various optical 
references. For other general configurations, the equations should be expressed in terms of the eigen-
polarizations Dl and D2. However, the electric field will determine the direction of energy flow, which 
is generally not in the same direction as the wavevector. References 16 and 41, among others, pro-
vide examples of modulator devices using potassium dihydrogen phosphate (KDP), lithium niobate 
(LiNbO3), lithium tantalate (LiTaO3), gallium arsenide (GaAs), and barium titanate (BaTiO3).

Phase Modulator A light wave can be phase modulated, without change in polarization or inten-
sity, using an electro-optic crystal and an input polarizer in the proper configuration. This is the 
simplest electro-optic modulator. As an example, consider a longitudinal device that is made of a 
LiNbO3 crystal as shown in Fig. 8, with the voltage applied in the z direction. In general, an applied 
voltage V will rotate the principal axes in the crystal cross section. However, for phase modulation, 
the input polarizer must be aligned parallel to one of the principal axes that will have a preserved 
orientation when the voltage is on or off. The LiNbO3 crystal is uniaxial with symmetry 3m, and it is 
a common material for electro-optic modulators. Substituting into Eq. (7) results in
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Figure 8 indicates the polarizer along ′x  provides an input optical electric field E t E txin( ) cos .= ω  
The voltage is applied in the z direction and thus, has only one component, Ez. In this case, the per-
turbed index ellipsoid will be

 x n r E y n r E z n ro z o z e
2 2

13
2 2

13
2 2

31 1 1( / ) ( / ) ( /+ + + + + 33 1Ez ) =  (30)

where nx = ny = no is the ordinary refractive index and nz = ne is the extraordinary refractive index of 
this uniaxial crystal. The orientation of the principal axes remains unchanged, but the lengths of the 
axes, and hence the phase velocity refractive indices, have been modified by the applied electric field.  
The optical wave at the output of the crystal at z = L is 

 E t E txout( ) cos( )= −ω φ  (31)
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where 

 φ π
λ

φ φ= + = +′ ′ ′ ′
2 ( )n n LX x o xΔ Δ  (32)

is the total phase shift consisting of a natural phase term φ π λo xLn= ′( / )2 , with nx ′ being the unper-
turbed index in the x′ (= x, in this example) direction, and an electrically induced phase term 
Δ Δφ π λ′ ′=x xL n( / )2  for a polarization along x′, The new ′x  axis has length 2nx ′, where

 ( / ) ( / )1 12 2
13n n r Ex o z′ = +  (33)

Using the derivative Δ Δ( / )1 22 3n n n′ = − −  results in 

 Δ ′ ≈ −n n r Ex o z( / )1 2 3
13  (34)

an approximation often seen in literature.
For a longitudinal modulator the applied electric field is Ez = V/L, and the induced phase shift 

is Δφ π λ′ ′=x xn rV/ 3 , which is independent of L and is linearly related to V. For a transverse modula-
tor E = V/d and the induced phase shift is Δφ π λ′ ′=x xn rV L d/ ( / )3 , which is a function of the aspect 
ratio L/d and V. The voltage that would produce an induced phase shift of Δφ π′ =x  is the half-wave
voltage. The half-wave voltage is V n rxπ λ= ′/ 3  for a longitudinal modulator and V n r d Lxπ λ= ′( / )( / )3  for 
a transverse modulator.

Whenever possible, it is desired to take advantage of the largest electro-optic coefficient. In LiNbO3, 
r13 = 10 and r33 = 32. To use r33, the optical input signal should be polarized in the z direction. 

If a dc applied voltage is used, one of two possibilities is required for a crystal and its orientation. 
The first possibility is a crystal having principal axes which will not rotate with applied voltage V; an 
example is LiNbO3 with V applied in the z direction and an input polarization along the ′ =x x axis 
propagating along ′ =z z. The second possibility is a crystal having a characteristic plane, that is, a 
plane exhibiting a constant refractive index perpendicular to the direction of propagation. If a field 
is applied such that the axes rotate in this plane, the input wave must be polarized along one of the 
new principal axes. Therefore, it will always be polarized along a principal axis, whether the voltage 
is on or off. An example is KDP with V along the z axis and an input wave polarized along the new 
principal axis ′x  and propagating along ′ =z z. Phase modulation is then achieved by turning the 
voltage on and off. 

If the applied modulation voltage is sinusoidal in time ( sin )V V tm m= ω , the corresponding electric 
field can be represented by E E tm m= sinω .

The magnitude of the field varies only with time, not space; it is a stationary wave applied in the 
same direction for all the time. In other words, this time-varying voltage signal is to be distinguished 
from a traveling wave voltage which will be discussed in the next section. In this case,
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The parameter δ π λ π π= =′( / ) /n rE L V Vx m m
3 , where Vπ  is the half-wave voltage for a given configura-

tion, is the phase modulation index or depth-of-phase modulation. By neglecting the constant phase term 
φo, applying the identity cos( sin ) sin( sin )δ ω δ ωm mt j t+ = exp [ sin ] ( ) [ ]j t J jl tm l lδ ω δ ω= ∑ =−∞

∞ exp , and 
equating the real and imaginary parts, the output light wave becomes 
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The output consists of components at frequencies w and ( ), , , .ω ω+ = ± ±n nm 1 2 …  For no modu-
lation, δ = 0 and J Jo n( ) , ( )0 1 0 0= =  for n ≠ 0 and E t E t E to i ix

( ) cos ( )= =
′

ω .16 For δ δ≈ =2 4048 00. , ( )J  
all the power is transferred to harmonic frequencies.41 For the case of small modulation index, d << 1, 
most of the power resides in the carrier frequency at ω and a small amount resides in the first two 
sidebands at frequencies ω ω± m. This condition makes phase modulators useful in laser mode-locking. 
Increasing d results in the presence of more sidebands.

Polarization Modulator (Dynamic Retardation) Polarization modulation involves the coherent 
addition of two orthogonal waves, resulting in a change of the input polarization state at the output. 
As with a phase modulator, the basic components for an electro-optic polarization modulator (or 
dynamic retardation plate or polarization state converter) is an electro-optic crystal and an input 
polarizer. The crystal and applied voltage V (dc assumed) are configured to produce dynamically the 
fast and slow axes in the crystal cross section. In this case, however, the polarizer is positioned such 
that the input light wave is decomposed equally into the two orthogonal linear eigenpolarizations 
along these axes as shown in Fig. 9. If the light is polarized along the x axis and propagates along the 
z principal axis, for example, the propagating fields are 
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where the fast and slow axes are x′ and y′. The corresponding refractive indices are 
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where n nx yand  are the indices in the absence of an applied field and r rx y,  are the appropriate electro-
optic coefficients for the material being used and the orientation of the applied voltage. As the two 
polarizations propagate at different speeds through the crystal, a phase difference (relative phase) or 
retardation Γ evolves between them as a function of length:
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FIGURE 9 A longitudinal polarization modulator is shown with the input polarizer oriented along the x principal 
axis at 45° with respect to the perturbed x′ and y′ axes.



ELECTRO-OPTIC MODULATORS  7.21

where Γo is the natural phase retardation in the absence of an applied voltage and Γ i is the induced 
retardation linearly related to V. 

For a longitudinal modulator the applied electric field is E V L= / , and the induced retardation is 
Γ i x y x xr n r n V= =( / )( ) ,π λ 3 3  which is independent of L and linearly related to V. 

For a transverse modulator E V d= / , and the induced retardation is Γ i y y x xr n r n V L d= −( / )( ) ( / ),π λ 3 3  
which is dependent on the aspect ratio L d/  and V .

The optical fields at the output can be expressed in terms of Γ:
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Therefore, the desired output polarization is obtained by applying the appropriate voltage magni-
tude. Figure 10 illustrates the evolution of the polarization state as a function of propagation distance 
z. In terms of an active device, Fig. 10 also can be interpreted as a change in polarization state as a 
function of applied voltage for fixed length. The eigenpolarizations Ex ′ and Ey′  are in phase at z = 0. 
They have the same frequency but different wavelengths. Light from one polarization gradually couples 
into the other. In the absence of natural birefringence, nx – ny = 0, the voltage that would produce 
a retardation of Γ Γ= =i π , such that a vertical polarization input becomes a horizontal polarization 
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FIGURE 10 The polarization state of an input vertical linear polarization is shown as a function of 
crystal length L or applied voltage V. The retardation Γ = π  for a given length Lp in a passive l/2 wave plate 
or applied voltage Vp in an electro-optic polarization modulator.16
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output, is the half-wave voltage Vπ. For a longitudinal modulator V r n r nx x y yπ λ= −/( )3 3 , which is inde-
pendent of L. For a transverse modulator V r n r n d Lx x y yπ λ= −/( )( / )3 3 , which is dependent on the aspect 
ratio L/d. The total retardation in terms of Vp (calculated assuming no birefringence) is 

 Γ Γ= +
⎛
⎝⎜

⎞
⎠⎟o

v
v

π
π

 (41)

To cancel the effect of natural birefringence, the phase retardation Γo can be made a multiple of 
2p by slightly polishing the crystal to adjust the length or by applying a bias voltage. If birefringence is 
present, an effective Vp can be calculated that would give a total retardation of Γ = p. 

To achieve polarization modulation, a birefringence must exist in the crystal cross section. If the 
cross section is a characteristic plane, then the input polarization propagates through the crystal 
unchanged when V = 0. If an applied voltage causes the axes to rotate 45° in this cross section with 
respect to the input polarization, as in Fig. 9, then the input will decompose into two equal compo-
nents and change polarization state at the output. If the cross section has natural birefringence, then 
the input polarization state will change with V = 0 as well as with an applied voltage. 

Amplitude Modulator The intensity (optical energy) of a light wave can be modulated in several 
ways. Some possibilities include using (1) a dynamic retarder configuration with a crossed polar-
izer at the output, (2) a dynamic retarder configuration with a parallel polarizer at the output, (3) 
a phase modulator configuration in a branch of a Mach-Zehnder interferometer, or (4) a dynamic 
retarder with push-pull electrodes. The intensity modulator parameter of interest is the transmission 
T I Io i= / , the ratio of output to input intensity. 

An intensity modulator constructed using a dynamic retarder with crossed polarizers is shown in 
Fig. 11. The transmission for this modulator is 
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For linear modulation, where the output is a replica of the modulating voltage signal, a fixed 
bias of Γo = π /2 must be introduced either by placing an additional phase retarder, a l/4 wave plate 
(Fig. 11), at the output of the electro-optic crystal or by applying an additional dc voltage of Vp /2. 
This bias produces a transmission of T = 0.5 in the absence of a modulating voltage. If the crystal 
cross section has natural birefringence, then a variable compensator (Babinet-Soleil) or a voltage 
less than Vp /2 must be used to tune the birefringence to give a fixed retardation of p/2. 

For a sinusoidal modulation voltage V V tm m= sinω , the retardation at the output of the crystal, 
including the bias, is 

 Γ Γ Γ Γ= + = +o i m mt
π ω
2

sin  (43)

where Γm mV V= π π/  is the amplitude modulation index or depth-of-amplitude modulation and Vp is 
the half-wave voltage. The transmission becomes 
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If the modulation voltage is small ( )Vm� 1 , then the modulation depth is small ( )Γm <<1  and 

 T V tm m( ) [ sin ]= +1
2

1 Γ ω  (45)
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Therefore, the transmission or output intensity is linearly related to the modulating voltage. If the 
signal is large, then the output intensity becomes distorted and higher-order odd harmonics appear.16 

The dynamic retarder with parallel polarizers has a transmission of16
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FIGURE 11 A longitudinal intensity modulator is shown using crossed polarizers with the input 
polarization along the x principal axis. A l/4 wave plate is used as a bias to produce linear modulation.16
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For small modulation, T V tm m( ) / [ sin ]= −1 2 Γ ω  and again, the output is a replica of the modulat-
ing voltage. 

Similarly, the output of a Mach-Zehnder interferometer is given by 

 I I I I I Io i o i i
o= + + + = ⎛

⎝⎜
⎞
⎠⎟1 2

1
2 2

[ cos ] cosΓ Γ  (47)

where Γo is the relative phase shift between the two branches. An intensity modulator is produced by 
placing a phase modulator in one branch as shown in Fig. 12. The total retardation is Γ Γ Γ= +o i, as 
before. The transmission is 
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The push-pull modulator is based on the Mach-Zehnder interferometer. In this case, a phase mod-
ulator is placed in each branch with opposite polarity voltages applied to the arms; the phase modu-
lators are driven 180° out of phase. This configuration requires lower drive voltages and provides a 
shorter transit time for the light for a defined degree of modulation.45 

Frequency Modulator In frequency modulation a shift or deviation in the frequency by ωd from 
the optical carrier instantaneous frequency ω  is desired. One approach to achieve a shift in fre-
quency is to use an intensity modulator configuration of an electro-optic crystal between left- and 
right-hand circular polarizers. The electrodes on the modulator must be designed to produce an 
applied circular electric field.46

A crystal and its orientation are selected such that there is no birefringence in the crystal cross section 
at zero voltage. When a circular electric field with frequency ωm, is applied; however, a birefringence is 
induced in the crystal cross section, and the induced principal axes rotate with angular velocity ωm /2 in 
the opposite sense with respect to the modulating field. The relative rotation between the axes and the 
modulating field creates a frequency shift in the optical electric field as it propagates through the crystal. 

An example of such a device46 is shown in Fig. 13. There are two sets of electrodes in the transverse 
configuration. The applied voltages are 90° out of phase to produce a left circular modulating field: 

 
E E t

E E t

x m m

y m m

=

=

cos

sin

ω

ω  (49)

The principal axes in the crystal cross section rotate through an angle 

 β ω1
1
2

( ) ( )t tm= − + Φ  (50)

where Φ is a fixed angle that depends on the electro-optic coefficients rij of the crystal and not on the 
electric field magnitude. 
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FIGURE 12 An intensity modulator is shown imple-
menting a Mach-Zehnder interferometer configuration 
with a phase modulator in one branch.42
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The input optical wave (after the left circular polarizer) has field components 
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The induced retardation Γ Γ Δi nL= = ( / )2π λ  is independent of time, since Δn is constant although 
the principal axes are rotating at constant angular velocity. The optical field components along the 
induced principal axes at the output of the crystal are 
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In terms of the original stationary x, y axes, the optical field components at the output are 
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The first terms in Eox
 and Eoy

 represent left circular polarization at the original optical frequency 
ω  with constant amplitude Ei cos( / )Γ 2  and phase independent of the rotating principal axes (that is, 
of β1). The second terms represent right circular polarization at frequency ( )ω ω+ m

 with constant 
amplitude Ei sin( / )Γ 2  and phase proportional to 2 1β ω= mt. Therefore, the frequency shift ωd is the 
modulation frequency ωm. If the retardation Γ = π , the frequency of the light has complete deviation 
to ( )ω ω+ m . If Γ is very small, the component optical fields at frequency ( )ω ω+ m  are linearly related 
to Γ and therefore, to the applied voltage. 

A shift in frequency to ( )ω ω− m  is obtained if the optical and the applied modulating electric 
fields rotate in the opposite sense. 
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FIGURE 13 A frequency modulator using a phase modulator with two pairs of transverse electrodes 
set 90° out of phase to produce a circular applied electric field. The phase modulator is placed between left 
and right circular polarizers to create a frequency deviation in the output optical field.
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Scanners The position of an optical beam can be changed dynamically by using an electro-optic 
deflecting device or scanner. Analog scanners are based on refraction phenomena: (1) refraction at 
a dielectric interface (prism) and (2) refraction by an index gradient that exists perpendicular to the 
direction of light propagation. Digital scanners or switches are based on birefringence. 

One of the most important parameters characterizing the performance of a scanner is its reso-
lution, the number of independent resolvable spots it can scan, which is limited by the diffraction 
occurring at the aperture of the device. The Rayleigh criterion states that two spots are just resolved 
when the angular displacement of the beam Δϕ  is equal to the half-angle divergence θ  due to diffrac-
tion.15 Therefore, the total number of resolvable spots is given by the ratio of the total deflection angle 
ϕ  to the half-angle divergence θ  

 N = ϕ
θ

 (54)

The half-angle divergence is θ ϖ= /w , where w is the beamwidth, v = 1 for a rectangular beam 
of uniform intensity, ϖ = 1 22.  for a circular beam of uniform intensity, and ϖ = 1 27.  for a beam of 
Gaussian intensity distribution.47 

An analog scanner can be constructed by a prism of electro-optic material with electrodes on the 
crystal faces as shown in Fig. 14. The resolution is maximum in this isosceles-shaped prism when the 
beam is transmitted through at the minimum deviation angle and is47,48 
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where l is the base length of the prism and w/W is the ratio of the beamwidth to input aperture of 
the prism. This type of device typically requires a voltage much higher than the half-wave voltage Vπ 
to resolve N spots.42

An analog scanner based on a gradient index of refraction49 is shown in Fig. 15. The voltage is 
applied to a crystal such that the change in index is linear with distance perpendicular to the direction 
of light propagation; that is, n x n n W xo( ) ( / )= + 2Δ , where W is the width of the crystal. For linear 
gradient and small refraction angles, the wavefront remains planar. The (small) deflection angle of the 
ray after propagating a distance L in the crystal is approximated to be47

 ϕ = L
dn
dx

 (56)

and the resolution is
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FIGURE 14 An analog scanner can be constructed using an isosceles-shaped 
prism with the beam transmitted at the minimum deviation angle.48
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A large crystal length L is needed to obtain appreciable deflection, since Δn is very small (~10–4). 
Laser beams, however, are very narrow to make such a device practical.

Digital light deflection can be implemented with a number of binary units,42,50 each of which 
consists of a polarization modulator followed by a birefringent crystal (or discriminator) as shown 
in Fig. 16. The polarizer is oriented to give a horizontal polarization input to the birefringent crystal, 
such as calcite, and passes through undeflected. With an applied voltage, the principal axes rotate 
45° and the input is then decomposed into orthogonal components of equal amplitude. The voltage 
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magnitude is set to produce a retardation of π , thereby rotating the polarization by 90°. The vertical 
polarization then enters the birefringent crystal which deflects it.47,51

The number of binary units n would produce a deflector of 2n possible deflected positions at the 
output. An example of a three-stage deflector is shown in Fig. 17.50–52 The on-off states of the three 
voltages determine at what position the output beam would be deflected. For example, if all three 
voltages are off, the input polarization remains horizontal through the system and is undeflected at 
the output. However, if all three voltages are on, the horizontal input is rotated 90°, becoming vertical 
after the first polarization modulator, and is deflected. The polarization is rotated 90° after the second 
modulator, becoming horizontal, and therefore, propagates straight through the birefringent crystal. 
Finally, the polarization is rotated 90° after the third modulator, becoming vertical, and is deflected. 
The corresponding output represents a binary five, that is, 101.

Traveling Wave Modulators The bandwidth of bulk modulators is limited by the transit time of the 
light through the crystal compared to the modulation frequency. The transit time of the light is the time 
for it to pass through the crystal

 τ = nL
c

 (58)

where n is the index seen by the light. This parameter has no relevance for modulation frequencies 
ω π τm << 2 / ; the modulation field appears uniform in the crystal at very low frequencies. A rule of 
thumb for defining the limiting frequency such that τ  can be neglected is that the length of the 
crystal be less than one-tenth the wavelength of the modulating field53 or L c m<< 2π ω ε/ .41 The 
electro-optic crystal is modeled as a lumped capacitor at low frequencies. 

As the modulating frequency becomes larger, the transit time must be taken into account in evalu-
ating modulator performance. The modulation electric field has the form E E tm m= sinω , and the 
optical phase can no longer follow the time-varying index of refraction adiabatically. The result is a 
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reduction in the modulation index parameters, δ  for phase modulation and Γm for amplitude modu-
lation, by a factor16,41,44
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Therefore, the phase modulation index at high frequencies becomes 

 
δ δ ρ δ

ω τ

ω τ
RF = ⋅ = ⋅

( )⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

sin 1
2

1
2

m

m
 (60)

and the amplitude modulation index at high frequencies becomes 

 
Γ Γ Γm m m

m

m
RF

= ⋅ = ⋅
( )⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

ρ
ω τ

ω τ

sin 1
2

1
2

 (61)

If τ π ω= 2 / m such that the transit time of the light is equal to the time period of the modulation 
signal, then there is no retardation; the retardation produced in the first half of the crystal is exactly 
canceled by the retardation produced in the second half.41 The maximum modulation frequency for a 
given crystal length L is determined by the allowable r parameter set by the designer. 

The limitation of the transit time on the bandwidth of the modulator can be overcome by apply-
ing the voltage as a traveling wave, propagating collinearly with the optical wave. Figure 18 illustrates 
a transverse traveling wave configuration. The electrode is designed to be an extension of the driving 
transmission line to eliminate electrode charging time effects on the bandwidth. Therefore, the transit 
time problem is addressed by adjusting the phase velocity of the modulation signal to be equal to the 
phase velocity of the optical signal.16,41,44
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FIGURE 18 A transverse traveling wave modulator has a modulating voltage polarized in the 
same orientation as the input light and propagating collinearly.16
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The applied modulation electric field has the form 

 E t z E t k zm m mRF( , ) sin( )= −ω  (62)

for propagation along the z axis of a crystal. The direction of field vibration is the direction of the 
applied field, not the direction it is traveling, and is along x in Fig. 18. The parameter km is the wave-
vector magnitude of the modulation field and is 
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 (63)

where vm and nm = ε  are the phase velocity and index of refraction of the modulating signal. A 
mismatch in the phase velocities of the modulating signal and optical wave will produce a reduction 
in the modulation index δ  or Γm, by a factor 
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In the case of amplitude modulation, Eq. (64) holds only if there is no natural birefringence in 
the cross section of the crystal. The eigenpolarization magnitudes are functions of time and space. 
Therefore, they satisfy the coupled wave equations, which are more complicated when birefrin-
gence is present.16 

With no phase velocity mismatch, the phase modulation index is δ δRF =  and is linearly proportional 
to the crystal length L. Likewise, Γ ΓRF = m for amplitude modulation. With a mismatch, the maximum 
possible phase modulation index is δ δRFmax

= /( )ΔL  likewise for the amplitude modulation index ΓRFmax
. 

The modulation index becomes a sinusoidal function of L. This maximum index can be achieved for 
crystal lengths L = π π/ , /2 3 2Δ Δ, and so on. The ratio n nm/  is approximately 1/2 for LiNbO3, producing 
a walk-off between the optical and modulation waves.44 Therefore, for a given length L the modulation 
frequency is greatly affected by the velocity mismatch.

Waveguide or Integrated-Optic Modulators Electro-optic modulators are often fabricated as inte-
grated optical devices. Because of the small dimensions of the waveguides, these modulators require 
lower drive voltages and operate at higher frequencies than bulk modulators. However, the disadvan-
tages of integrated-optic modulators are that they have lower optical power handling capabilities; 
they present coupling difficulties when interfaced with free-space beams; and they are designed to 
operate at a specific wavelength or narrow spectral window rather than working with broad opti-
cal spectra. On the other hand, because of their size, they are compatible with single mode optical 
fibers, and as a result, they have globally transformed communications with optical data rates up to 
40 Gbps. Integrated-optic modulators can also find usage as sensors; such as gyroscopes, voltage sen-
sors, or other phase-sensitive applications.

Most integrated optic waveguide modulators are formed on crystalline wafer surfaces, such as 
LiNbO3, using standard photolithography techniques. The waveguides are formed by changing the 
refractive index in the guiding region using methods such as annealed proton exchange (APE) or tita-
nium in-diffusion, and then depositing electrodes on the wafer surface. Integrated optic modulators 
have also been made by applying organic electro-optic material over glass waveguides, such that the 
application of the RF signal voltage modulates the waveguide cladding, thereby changing the effective 
propagation constant of the guided mode.54
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The basic operation principles of waveguide modulators are the same as for bulk modulators; 
except that the spatial electrical and optical fields may not overlap completely. Figure 19 illus-
trates schematic cross sections of two typical configurations of embedded optical waveguides, 
and Fig. 20 shows that the field lines can not be assumed uniform as in the case of bulk modu-
lators. Thus, the equation describing the electro-optically induced change in refractive index 
for a given configuration must include an overlap correction factor, Γwg.

55 For example, with a 
waveguide modulator, Eq. (34) would become

 Δ Δ Γ′ = = −n k n r Ex o zβ / /3
13 2wg  (65)
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FIGURE 20 Electric field lines from electrodes across the embedded electro-optic waveguide. 
The electric field distribution can not be assumed to be uniform, as in bulk modulators.
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where b is the propagation constant of the guided optical wave for a particular waveguide geometry. 
The overlap correction factor must be derived numerically. The total phase shift resulting from Δn 
over the propagation length L is again the sum of the natural phase shift and an electrically induced 
phase shift, but now includes a correction factor according to 

 φ β β π
λ

π
λ

= + = ′ + ′ = ′ −L L n n L n n r Ex x x o zΔ Δ Γ2 2 3
13( ) ( wg //2)L  (66)

Waveguide modulators can be either lumped circuit element modulators or traveling wave modu-
lators, based on their electrode configurations, which are illustrated by the phase modulators shown 
in Fig. 21. Similar to low frequency bulk modulators, lumped circuit element modulators have a 
modulation bandwidth that is limited by the parallel load resistance and electrode capacitance, which 
is proportional to the electrode length and gap. Decreasing the electrode length or increasing the elec-
trode gap will decrease capacitance, and hence the RC time constant, but at the expense of requiring a 
higher drive voltage for a given voltage-L product. Traveling wave modulators, on the other hand, are 
bandwidth limited by the velocity mismatch between the propagating optical wave and the traveling 
RF or microwave signal.

Figure 21 illustrates phase modulators; however, amplitude (intensity) modulators are prevalent 
in communications applications, where they have found widespread use in fiber optical telecommu-
nications and optical transmission of cable TV over fiber. Figure 22 shows a variety of electrode and 
waveguide configurations that implement intensity modulators. The Mach-Zehnder interferometer in 
Fig. 22a consists of traveling wave electrodes that modulate one or both arms and incur a phase differ-
ence between them. The phase-modulated optical signal recombines at the output Y-junction either 
constructively or destructively, so that intensity modulation results. There is an inherent 3 dB loss at the 
recombining Y-junction, due to an antisymmetric radiation mode that can not remain guided, which 
is a characteristic that does not exist for the bulk interferometric modulator. The directional coupler in 
Fig. 22b is designed to bring the two arms close to each other such that coupling occurs between the 
respective guided modes. Application of modulation controls the amount of cross coupling between the 
two guides and intensity modulation again results. In Fig. 22c, a device is shown that consists of a silicon 
substrate, a silica undercladding, and a doped-silica waveguide covered with an electro-optic polymer 
that has a refractive index slightly less than that of the core. When a voltage is applied to the electrodes, 
an electric field is produced through the electro-optic polymer and the passive optical waveguide, thus 
affecting the phase of the propagating light. 
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FIGURE 21 Electrode configurations on waveguides create either (a) lumped 
circuit element modulators or (b) traveling wave modulators.



ELECTRO-OPTIC MODULATORS  7.33

Materials and Design Considerations 

Two fundamental considerations to design an electro-optic modulator are signal voltage (and Vp) 
and frequency response. The goal is to achieve a desired depth of modulation with the smallest 
amount of drive power and at the same time obtain the largest possible bandwidth. In general, when 
designing bulk modulators, the field of the modulation signal and optical wave are assumed to have 
100 percent overlap, whereas for waveguide modulators the overlap is not complete or uniform and 
a correction factor is needed. Bulk modulators are also capable of handling higher optical powers 
than waveguides, but at the expense of higher drive voltages and generally less modulation band-
width. These are the trades that must be considered in choosing an electro-optic modulator.

This section discusses the various materials used to make electro-optic modulators and how the 
properties of electro-optic materials can affect the device performance. The various criteria and 
parameters that describe device performance are summarized.

Choice of Material An electro-optic material must be selected that would perform ideally at a 
given wavelength or a broad spectral range, and in a given environment. The material should have 
a large electro-optic coefficient, good homogeneity, low absorption, low dispersion, high resistivity; 
and thermal, mechanical, and photochemical stability. The fabricated modulator should have good 
ohmic contacts, and the fabrication techniques should be economically and technically feasible. 

From a practical point of view, there are several limits on the performance of electro-optic modu-
lators that must be considered. For example, some materials with natural birefringence, such as KDP 
and ferroelectric LiTaO3 and LiNbO3, are sensitive to temperature variations and would induce a 
temperature-dependent phase shift in the light, called thermal drift. Some of these materials also 
have acoustic resonances due to the piezo-electric effect that cause undesirable peaks in the frequency 
response.24,45,52,56 The optical power handling capability, which is wavelength dependent, should be 
known so as not to induce photorefractive damage to the material. 

Electro-optic materials include inorganic crystals, organic crystals, semiconductors, macroscopically 
oriented amorphous organics (dye-doped polymers), and liquids. Each of these materials are suited to 
particular applications based on their material properties and are briefly summarized as follows:

1. Inorganic crystals have high optical power handling ability and superior optical quality. Lithium 
niobate, LiNbO3, continues to be the “workhorse” of electro-optic modulators, both as a bulk 
modulator and especially as a waveguide. For laser applications, such as Pockels cells, crystals 
with high optical power handling capabilities are used. KDP and BBO are typical Pockels cell 
crystals for visible to near infrared applications, while CdTe is used for longer wavelengths.

2. Organic crystals have been explored for their large electro-optic coefficients that exceed those of inor-
ganic crystals and their fast response time. The organic crystal 4-dimethylamino-4-stilbazolium tosylate 
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FIGURE 22 (a) Mach-Zehnder interferometer, (b) directional coupler, and (c) electro-optic cladding modulator.
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(DAST) presently has the highest known electro-optic coefficient and is commercially grown. While 
the electro-optic coefficients are large, organic crystals cannot be grown into large single crystals like 
inorganics, and they generally have lower power handling capabilities. 

3. Semiconductors have been investigated as electro-optic materials because of the potential for 
these materials to be integrated with electronic integrated circuits and because of their trans-
parency in the infrared; however, the effect is typically weak. Materials that have been studied 
include GaAs, ZnSe, ZnTe, CdS, CdTe:InP, CuCl, InSb, InGaAsP, and CdHgTe.57

4. Ordered dye-doped polymers are a class of amorphous organic materials whose individual mol-
ecules display extremely large electro-optic properties. The electronic properties are based on 
field-induced delocalized p-electrons and additional donor and acceptor groups on opposite 
sides of the molecules. A mixture of these molecules does not exhibit a macroscopic electro-optic 
effect until the molecules have generally been oriented in the same direction. This is accom-
plished by several means: an electric field is applied to the assembly of molecules while above the 
glass transition temperature, then the material and orientation is solidified; or the orientation 
may be obtained by self-assembly techniques such as Langmuir-Blodgett. While the electro-
optic effect can be large in these materials, over time the ordering of assembly of molecules can 
degrade, causing the effect to weaken. Nevertheless, research in this area remains active.

5. Liquids can exhibit the Pockels effect under applied electric field if the molecules are dipolar with 
donor acceptor groups, similar to dye-doped polymers. Some liquids also have very large Kerr 
coefficients and are the basis of Kerr cells. 

Performance Criteria

The following parameters are indicators of modulator performance. Basically, the tradeoffs occur 
between the aspect ratio L/b, the drive voltage, and the electrode configuration (lumped or traveling 
wave) to achieve a desired depth of modulation with the smallest amount of power and at the same 
time obtain the largest possible bandwidth. 

Modulation Bandwidth The bandwidth is the difference between the two closest frequencies at 
which the modulation index, δ  or Γ, falls to 50 percent of the maximum value.55,58 Therefore, the 3 dB 
optical bandwidth is determined by setting the modulation reduction factor ρ or ρtw to 0.5.44,55,58 
Modulation speed depends on the electrode type, lumped or traveling wave, and the modulator 
capacitance per length, which depends on the RF dielectric constant ε and the geometry of the elec-
trodes. For a lumped modulator the bandwidth is limited by the optical ( / )c Ln  or electrical ( )c L/ ε  
transit time, whichever is smaller, or the time constant of the lumped-circuit parameters (1/RC),
where R is the resistance in the circuit and C is the capacitance of the modulator. For a traveling wave 
modulator the bandwidth v tw is limited by the velocity mismatch between the optical and modulation 
waves, v c Lntw = −/ ( / )1 3 η .16

Power per Unit Bandwidth (Specific Energy) and Resonant Circuits To apply the modulating signal 
efficiently to a lumped electro-optic modulator, a resonant RLC circuit can be created by adding an 
inductance and resistance in parallel to the modulator, which is modeled by a capacitor C.16,41 The 
terminating resistance R ensures that more of the voltage drop occurs over the modulator rather 
than the internal resistance of the source Rs.

The impedance of the resonant circuit is high over a bandwidth (determined by the RC time 
constant) of Δ Δv RCm= ω π π/ /2 1 2�  centered at the resonant frequency of ωo LC= 1/ , where 
the impedance of the parallel RLC circuit is exactly equal to R. A peak voltage Vm must be applied to 
achieve a desired peak retardation Γm mV V= π π/ . Therefore, V Vm m= Γ ( / )π π . The power required to 
achieve Γm is P V Rm= 2 2/ , where 1 2/ R C v= π Δ , giving 

 P v V Cm/Δ Γ= 1 2 2

π π  (67)
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The power per unit bandwidth (mW/MHz) depends on the modulator capacitance C and the 
peak modulation voltage Vm to give the desired depth of modulation Γm. The required drive power 
increases with modulation frequency.41,55 Since the capacitance is a function of the modulator active 
area dimensions, the required power is also a function of the modulator dimensions.55 Furthermore, 
since Vπ is directly proportional to the wavelength λ, a higher input power (voltage) is required at 
longer wavelengths for a given peak retardation. 

Extinction Ratio The extinction ratio is the maximum depth of intensity modulation for a time-
varying voltage at the output when the optical bias is adjusted properly.56,58 If for no voltage the out-
put intensity is Io and for maximum applied voltage the output intensity is Im, then the extinction 
ratio is defined as58
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Material effects, such as crystal imperfections, temperature sensitivities, and birefringence, can degrade 
the extinction ratio,16,38,45 thereby affecting the signal-to-noise ratio at the detector.58 Another definition 
is in terms of the transmission T T Tm, /max minη = .42,59 In general, Tmax < 1 due to absorption, reflection, 
and scattering losses, and Tmin > 0 due to beam-divergence angle, residual crystal birefringence, crystal 
inhomogeneity, electric field uniformity, background scattered light, and polarizer-analyzer alignment.40 
Extinction ratio also can be applied to phase modulation, since phase changes can be related to equivalent 
changes in intensity.58 

Maximum Frequency Deviation A similar figure of merit as exists for intensity modulators likewise 
exists for frequency modulators. The maximum deviation of a frequency modulator is defined as55 

 D d
max =

−ω ω
ω

 (69)

where ωd is the frequency shift when the maximum voltage is applied. 

Percent Modulation Percent modulation is an intensity modulation parameter. Basically, it is the 
transmission T I Io i= /  times 100 percent at a specific wavelength. For a device with total retarda-
tion of Γ = π /2 radians at no voltage, the transmission T = 0.5. Then 70 percent modulation is 
achieved with an analog signal if a voltage is applied such that Γ = 2 radians; that is, sin2 (1) = 
0.70.58 Hundred percent intensity modulation is the output intensity varying between the input 
intensity and zero intensity.41 A peak voltage of V V= π /2 is required to achieve this level of perfor-
mance for a linear modulator. 

Another definition of percent modulation is the ratio of the peak output intensity at the modulation 
frequency to the maximum output intensity at dc voltage.56 Reference 45 defines percent modulation as 
the peak modulation voltage output per dc voltage output, assuming no temperature variations. 

Degree of Modulation For a sinusoidal reference of an optical electric field, E t E ti( ) sin= ω , an 
amplitude-modulated signal is typically expressed as 

 E t E m t ti m( ) ( sin )sin= +1 ω ω  (70)

where m is the degree of modulation at a specific wavelength.17 For m << 1 the intensity is 

 I E m ti m= +1
2

1 22( sin )ω  (71)
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The amplitude modulation index is then Γm m= 2 , a function of the degree of modulation. The degree 
of modulation is often referred to as percent modulation for intensity modulation (70 to 100 percent 
nominal) and as modulation index for phase modulation (1 radian nominal).38

Modulation Efficiency Modulation efficiency is defined as the percentage of total power which 
conveys information.60,61 The total power of an amplitude-modulated optical carrier is a function 
of the modulation frequency and is proportional to 1 1 1 22 2 2+ 〈 〉 = +m t mmsin ( )ω / . Therefore, the 
modulation efficiency is60 
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1 1
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The maximum efficiency is achieved when m is maximum; that is, m V Vm= =( )1 2 2/ /Γ π π . In 
terms of the input power P  the modulation efficiency is61

 ξ = Γ2

P
 (73)

where Γ = π πV V/  for maximum efficiency. 

Optical Insertion Loss For an external modulator, in particular, the optical insertion loss must be 
minimized when coupling light into and out of the device. For an input light intensity I in the inser-
tion loss IL is58
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where Io and Im are the output intensities at no voltage and maximum voltage, respectively. If a 
beam has a large cross-sectional area, the modulator must have a large acceptance area to couple all 
or most of the light into the device. A longitudinal modulator typically has a large acceptance area. 
Minimizing insertion loss in a transverse modulator is more of a challenge due to its narrow width, 
particularly for wide beams. However, a transverse modulator requires less voltage for a desired 
degree of modulation. 

7.6 APPLICATIONS

Section 7.5 have discussed various device geometries and how the geometries translate into phase, 
amplitude, frequency, or displacement modulators. In this section, several applications of these 
modulators are discussed and examples are given. Waveguide modulators are discussed in another 
chapter of this Handbook and will not be further discussed here. Instead, high-speed electro-optic 
sampling, sensors applications, and laser mode-locking are discussed as classical application of both 
Pockels and Kerr electro-optic modulation.

Electro-Optic Sampling

Electro-optic sampling is a technique that can be used to sample ultrashort temporal phenomena 
that cannot be otherwise measured by conventional means. The sensing of terahertz radiation to 
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perform spectroscopy or to measure other short electrical phenomena in electrical circuits are two 
examples. The technique has been enabled by the advent of pulsed laser systems, creating picosec-
ond to femtosecond optical pulses of duration shorter than the electrical pulse to be measured. It 
consists of a “probe” pulsed optical light beam that is modulated by the temporary short electric 
field, both of which are coincident within an electro-optic crystal or material. Because the probe 
duration is less than the modulating electrical pulse (which may be a terahertz pulse or other elec-
trical transient), the probe polarization is modified through the electro-optic effect, the degree to 
which is based on the strength of the electric field at that instant of time. A polarizer is placed after 
the electro-optic crystal, so that the change in intensity of one particular polarization can be mea-
sured. The temporal position of the probe relative to the electrical signal is slowly varied. However, 
at a particular instant of time, many optical pulses are perturbed, thus permitting the use of slower 
speed detectors to measure the variation of the optical power. 

Figure 23a illustrates a typical terahertz time-domain spectroscopy (TDS) system that utilizes a 
pump-probe method of electro-sampling to measure terahertz pulses. A ZnTe crystal or an organic 
DAST crystal is used as the electric field sampling sensor. However, since these both are noncentro-
symmetric crystals, they can also be used to generate the terahertz pulse by the second-order process 
of optical rectification. Figure 23b shows the reconstructed terahertz pulse.
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FIGURE 23 (a) A terahertz TDS system uses a Ti:Sapphire laser to emit ultrashort optical pulses, which are split into 
a pump beam to generate terahertz pulses, and a probe beam used to sample the terahertz pulses. An electro-optic crystal is 
used as a sensor. (b) The terahertz pulse reconstructed by sampling the electric field strength at different points in time.
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Sensors

A practical commercial sensor based on the electro-optic effect is a high-voltage sensor. This sensor 
uses the Pockels effect to sense high voltages without contact with a conductor or a voltage source. It 
finds application in improving reliability of electric utility systems. In contrast to other modulators 
discussed in this chapter, wherein a low-drive voltage was desired, high-voltage sensors accurately 
measure voltages as high as 765 kV. The electro-optic material for the sensor is being used as a bulk 
modulator, and the excitation voltage is of low frequency. 

In contrast to the low-frequency high-voltage sensor just discussed, an integrated optic Mach 
Zehnder interferometer (MZI) can be used as a high-power microwave sensor or RF sensor. This 
device has been shown to operate over a wide frequency range of 200 MHz to 12 GHz.63

Laser Mode-Locking

Mode-locking is a resonant phenomenon that results in ultrashort laser pulses. Mode-locking 
occurs by a relatively weak modulation of the radiation passing through the resonator, which 
results in initiating a pulse that becomes shorter with each pass through the resonator. The pulse 
compression technique uses the Kerr nonlinearity of an optical medium. The pulses propagating 
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through the medium experience nonlinear phase shifts that lead to spectral broadening, result-
ing in a spread of frequencies, or chirp. The different frequency components are superimposed by 
propagation in a dispersive medium, or by reflection from a dispersive element. The effects of a fast 
saturable absorber to produce mode-locking can be simulated by Kerr focusing. The Kerr effect 
within the resonator causes the high-intensity part of the optical beam to be focused, whereas the 
low-intensity components remain unfocused. If an aperture is placed in the beam path, the low-
intensity parts are attenuated, and the pulse is shortened. This effect is now calld Kerr-lens mode-
locking (KLM).28 The KLM technique is commonly used for mode-locking of Ti:Sapphire lasers.

7.7 APPENDIX: EULER ANGLES 

Euler angles represent a set of three independent parameters which specify the orientation of a rigid 
body, in this case the index ellipsoid. Orthogonal transformations are used to convert from one set 
of axes (x, y, z) to another set (x′, y′, z′). The two sets of axes are related to each other by nine direc-
tion cosines. An orthogonal transformation matrix consisting of direction cosines and having a 
determinant of + 1 corresponds to defining the orientation of a rigid body. 

The transformation matrix is developed by a specific sequence of three plane rotations (not in 
principal planes) in a defined order. There are 12 possible conventions for defining a set of Euler 
angles in a right-handed coordinate system.36 One convention that has been proposed as a standard 
is the y convention.64 The transformation evolves by an initial counterclockwise rotation ζ  about 
the z axis, followed by a counterclockwise rotation η about the intermediate ′y  axis, and finally a 
counterclockwise rotation ω  about ′′z . The resulting transformation matrix is 
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To find the Euler angles ( , , )ζ η ω , Eq. (A.l) is rearranged as37 
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where a  is the cumulative transformation matrix of the normalized eigenvectors. Multiplying the 
matrices, the Euler angles are related to the elements of a:

 a a11 21cos sin cos cosω ω η ζ− =  (A.3a)

 a a12 22cos sin cos sinω ω η ζ− =  (A.3b)

 a a13 23cos sin sinω ω η− = −  (A.3c)

 a a11 21sin cos sinω ω ζ+ = −  (A.3d)

 a a12 22sin cos cosω ω ζ+ =  (A.3e)

 a a13 23 0sin cosω ω+ =  (A.3f )

 a31 = sin cosη ζ  (A.3g)

 a32 = sin sinη ζ  (A.3h)

 a33 = cosη  (A.3i)

From Eq. (A.3f), the angle ω is ω = −tan 1 (−a23/a13). From Eq. (A.3c), the angle η is η = −sin 1 
( sin cos )a a23 13ω ω− . From Eq. (A.3d), the angle ζ  is ζ ω ω= − −−sin ( sin cos )1

11 21a a .37
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LIQUID CRYSTALS
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Orlando, Florida

ABSTRACT

This chapter introduces the basic properties of liquid crystal materials, electro-optic properties of 
liquid crystal cells, and operation principles of liquid crystal display (LCD) devices, including the 
large screen thin-film-transistor LCD TVs and transflective LCDs for mobile displays. 

8.1 GLOSSARY

 Cii reduced elastic constants

 d liquid crystal thickness

 dR refl ective region cell gap

 dT transmissive region cell gap

 E activation energy 

 F Onsager reaction fi eld

 fi oscillator strength

 fc crossover frequency

 G isotropic intermolecular attraction energy

 Hfi heat fusion enthalpy

 h cavity fi eld factor

 I moment of inertia

 J mean-fi eld coupling constant

 Kii elastic constants

 k Boltzmann constant

 L length of the molecule

 l aspect ratio

8.1

8



8.2  MODULATORS

 n liquid crystal director

 ne,o refractive indices

 N molecular packing density

 P4 order parameter of the fourth rank

 Ps spontaneous polarization 

 R gas constant

 p molecular length-to-width ratio

 S order parameter of the second rank (= P2)

 Tc clearing temperature

 Vn mole volume

 Vb bias voltage

 Vth threshold voltage

 Z number of electrons

 al,t molecular polarizability

 ai Leslie viscosity coeffi cients

 b angle between dipole and molecular axis

 g1 rotational viscosity

 d phase retardation

 e dielectric constant

 e0 vacuum permittivity

 Δe dielectric anisotropy

 Δn birefringence

 m dipole moment

 hi Miesowicz viscosity coeffi cient

 q twist angle

 Λ friction coeffi cient

 Φ volume fraction of the molecules

 l wavelength

 f tilt angle

 fs pretilt angle

 t response time

 w frequency

8.2 INTRODUCTION TO LIQUID CRYSTALS

Liquid crystal (LC) was discovered in 1888 when an Austrian botanist named Friedrich Reinitzer 
observed that a material known as cholesteryl benzoate exhibiting two distinct melting points.1 In 
his experiments, Reinitzer increased the temperature of a solid sample and observed that the crys-
tal changes into a hazy liquid. As he continued to increase the temperature further, the hazy liquid 
turned into a clear state. Because of this early work, Reinitzer is often credited as the discoverer 
of a new phase of matter—the LC phase which is also known as liquid crystalline or mesophase. 
Most people are familiar with the fact that matter can exist in three different states: solid, liquid, 
and gas (vapor). However, this is a simplification, and under extreme conditions other forms of 
matter can exist, for example, plasma at very high temperatures or superfluid helium at very low 
temperatures. The difference between these states of matter is the degree of order in the material, 
which is directly related to the surrounding temperature and pressure. If the temperature is raised, 
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more energy is transferred into the system, leading to increasingly stronger vibrations. Finally, at 
the transition temperatures between the solid and liquid states, the long range positional order is 
broken and the constituents may move in a random fashion (Fig. 1), constantly bumping into one 
another and abruptly changing the direction of motion. However, the thermal energy is not high 
enough to completely overcome the attractive forces between the constituents, so there is still some 
positional order at short range. Because of the remaining cohesion, the density of the liquid is con-
stant even though the liquid takes the shape of its container, as opposed to a solid. The liquid and 
solid phases are called condensed phases. If we keep on raising the temperature until the next phase 
change, as shown in Fig. 1, the substance enters its gas (or vapor) state and its constituents are no 
longer bounded to each other. 

The molecular order of an LC lies between those of the isotropic liquid and the crystal. The clas-
sification of LC materials is based on the degree of orientational and positional order. When the LC 
molecules are sandwiched between two glass substrates with their inner surfaces coated by an align-
ment agent, such as rubbed polyimide, the LC molecules tend to form a statistically preferred direc-
tion called the director, denoted by the vector n. To specify the amount of orientational order in an 
LC phase, an order parameter is defined as

S P= 〈 〉 = 〈 − 〉2
22

3
1(cos ) cosθ θ  (1)

where < > denotes a thermal averaging and q is the angle between each molecule and the director n.
If the molecules are perfectly oriented (crystal state), that is, if q = 0 with the director, then S = 1. On 
the contrary, if the molecules are randomly oriented about n, that is, an isotropic state, then S = 0 
because there is no orientational order. So the higher the order parameter, the more ordered the liq-
uid crystal phase is. In a typical LC system, order parameter decreases as the temperature increases. 
Temperature dependence of the order parameter S is shown in Fig. 2. Most common values 
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FIGURE 1 Schematic arrangement of the molecules in different phases.
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FIGURE 3 Molecular geometry of different types of LC.

of S are between 0.3 and 0.8. The order parameter is typically determined by the measured macro-
scopic properties like optical birefringence or diamagnetism. At certain temperatures, the LC mate-
rial may gain a certain amount of positional order. When it happens, the center of mass of the LC 
molecules, although still forming a fluid, prefers to lie, on average, in layers as Fig. 1 depicts. This 
positional ordering may be described in terms of the density of the center of the mass of the 
molecules as

ρ ρ π( ) cosz z
d

= +
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥0 1

2Ψ  (2)

where z is the coordinate parallel to the layer normal, the average density of the fluid is r0, d is the 
distance between layers, and ψ is the order parameter. The modulus of ψ, |ψ|, represents the ampli-
tude of the oscillation of the density. When |ψ| = 0, there is no layering, but if |ψ| > 0 then some 
amount of sinusoidal layering exists. Different LC phases are formed as a consequence, which has 
been described later in this chapter.

From a basic physics point of view, LC materials are of great interest and have contributed to the 
modern understanding of phase transitions and order phenomena in one, two, and three dimensions. 
To most of the people today, LC is almost synonymous to flat panel displays (LCDs) for computers, 
mobile phones, and other electronic equipments. However, there is a rapid development of the other 
types of applications. For example, there have been developments in telecommunications, pattern 
recognition, real time holography, light shutters, nonmechanical beam steering, and so on.2 Liquid 
crystals constitute a unique form of soft matter and are becoming increasingly more important in 
pure material science in the development of polymer materials and biomaterials. 

8.3 TYPES OF LIQUID CRYSTALS

Considering the geometrical structure of the mesogenic molecules, the liquid crystals can be clas-
sified into several types. The widespread LCDs are using rod-shaped nematic molecules, as shown 
in Fig. 3, where one molecular axis is much longer than the other two. These molecules are called 
calamitic liquid crystals. Molecules have to be rigid in one part (rigid core) and flexible in another 
(terminal flexible hydrocarbon chain). Different physical properties may be affected by exchanging 
one of the terminal chains with a group having different polarities. Liquid crystals formed by disc-
shaped molecules with one molecular axis much shorter than the other two are called discotic liquid 
crystals, as shown in Fig. 3. In this case, the rigid part of the molecule is disc-shaped, typically 
having multiple aromatic rings. There are some possible intermediates between rod-shaped and 
disc-shaped molecules known as lath-like LC molecules. Transition to the mesophase (liquid crystal-
line phase) may be caused by either temperature or influence of solvents. The LCs obtained from the 
former method are called thermotropic. If the influence of solvents induces the transition, the LCs 
are called lyotropic. The LC materials capable of forming thermotropic as well as lyotropic meso-
phases are called amphotropic liquid crystals, as Fig. 4 shows. The lyotropic liquid crystal phases are 
formed by dissolving amphiphilic molecules in a suitable solvent. Amphiphilic molecules consist of 
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hydrophobic group at one end and hydrophilic group at another. Such molecules form self-organized
structures in solvents with different polarities. A very good example is soap. When dissolved in 
water (polar solvent), hydrophobic tails face each other and hydrophilic parts face solvent, form-
ing a micelle. Another type, which is biologically important, is phospholipids which form bilayers. 
Such aggregations are the building units of biological membranes. Another important structure is 
liquid crystal polymers. As thermotropic mesogenes, these structures consist of mesogenic subunits 
(rod-like or disc-like) which are linked together with flexible linkage units, as shown in Fig. 5. If 
rigid mesogenic units are linked directly by flexible links, the main-chain polymer LC is formed. 
Mesogenic subunits can also be attached to the polymer chain as a side group which are known 
as side-chain polymer liquid crystals. Merged structure, called combined polymer liquid crystal has 
build-in main-chain as well as side-chain mesogenic units. Since the discovery of the first LC sub-
stances, there have been many research activities to determine what kind of structure forms desired 
liquid crystalline phase. Theory suggests that mesophases can be achieved when the molecules have 
elongated shape and some flexibility. Typically mesogenic molecules consist of several building 
blocks. If we concentrate on the most common calamitic LC block systems, it will contain elements 
shown in Fig. 6. As shown in Fig. 6, calamitic structures consist of a rigid rod formed by two (or 
more) ring systems (R1 and R2). These are connected together by a single bond or a linking group 
known as central bridge group. Molecular constituents at the ends of the rigid core (para position to 
the central group) are called terminal groups or chains. Usually at least one of the terminal groups 
must be a flexible carbon chain. Tables 1 to 3 show the most popular choices for the central bridge, 
ring systems, and terminal substituents. 

The introduction of a linking group into a mesogenic molecule often determines linearity, increases 
overall molecular length, and changes polarizability anisotropy, thus influences mesomorphic and 
physical properties in general. The presence of a central linking bridge often widens the temperature 
range of the mesophase by reducing the melting point. However, sometimes, this may also affect the 
thermal and photochemical stability by increasing p-electron conjugation of the molecules. In some 
cases, linking groups may induce coloration.

Hydrocarbon tail

O

ONa

Polar head

Micelle (cross section)

Revers micelle
(cross section)

Structure of lamellar
lyotropic phase

FIGURE 4 Examples of the lyotropic LCs.
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FIGURE 6 Building blocks of calamitic 
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TABLE 1 Typical Central Bridge Groups

Central Bridge Group Central Bridge Group

CH2 n

alkane              

CH2

O

ether

C C

alkene (olefin)          

N N

azo

C C

alkyne (tolane, acetylene)            

N N

O

azoxy

O

O

ester

C C CC

diacetylene
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TABLE 2 Typical Ring Systems

 Ring System Ring System

n

n = 1 benzene
n = 2 biphenyl
n = 3 terphenyl bicyclooctane

naphthalene

N

pyridine

phenanthrene

N

N

pyrimidine

cyclohexane

O

O

dioxane

TABLE 3 Terminal Units

Terminal Unit A Terminal Unit B

 CnH2n+1 -F, -Cl, -Br, -I
 Alkyl Single elements

 OCnH2n+1 -CN, -NO2, -NCS
 Alkoxy Highly polar moieties

X
O

O

H O

O
X

H

FIGURE 7 Dimeric structure 
formed by 4-alkyl-benzoic acid.

Most calamitic liquid crystals possess aromatic and alicyclic rings in the molecular structures. 
These include single benzene ring (commonly 1,4-phenyl), alicyclic ring (commonly cyclohexane), 
heterocyclic ring (e.g., 1,3-pyrimidine), and a wide variety of the combinations. Individual benzene 
rings do not yield good mesogens. At least two rings are needed to create a rod-like LC. The exception 
is the 4-alkyl-benzoic acid, which forms a dimer by hydrogen bond, as depicted in Fig. 7. Beside the 
heterocyclic rings, ring systems of the rigid core could be laterally substituted by elements other than 
hydrogen (most popular are F and Cl) or groups of elements such as CH3, NH2, CN, and so on. This 
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will reduce the melting point of a mesogen, however, increase its viscosity. Additionally, optical and 
dielectric anisotropies will be affected. In general, the core of the mesogen determines the mesogenic 
properties by establishing the primary shape of the molecule and its rigidity. Many terminal units 
(A, B) have been employed in the creation of mesogenic molecules. The most successful route is to use 
either small polar substituents or a fairly long, straight, hydrocarbon chain. The role of these groups 
is to act as either a flexible extension to the rigid core or as a dipolar moiety to introduce anisotropy 
in physical properties. Molecules can obtain chirality from the flexible chain if it is branched and 
chiral. Further, the terminal moieties are believed to be responsible for stabilizing the molecular order 
essential for the mesophase generation. All physical properties strongly depend on the terminal units 
employed in the molecular system of mesogenic molecules. Some of the typical calamitic LC single 
compounds are listed in Table 4.3

8.4 LIQUID CRYSTALS PHASES

In this section, we focus on the calamitic liquid crystals which have been widely used in display 
industries. Other LC materials, such as discotic LCs, polymeric LCs, and lyotropic LCs which have 
great scientific values will not be discussed further. By doing so, we do not intend to minimize the 
importance of these materials. For example, Kevlar reveals the importance of lyotropic LC polymer 
material, while others are important in the biological sciences. The readers can find more precise 
information about these groups of LCs in Ref. 4.

Calamitic Liquid Crystals

When classifying LC phases after G. Friedel,5 we first distinguish between two main types: one with 
nematic order and the other with smectic order (Fig. 8). In the nematic phase (of which tilted nem-
atic is known as the cholesteric phase and is a special case) the molecules are free to move in all 
directions (e.g., there is no positional order of the center of mass). But on average, they keep their 
long axes locally parallel. In a smectic state, a number of structural variations exist and there is a 
positional order along one dimension (some smectic phases have positional order in more than one 
dimensions). A smectic LC is a layered structure with the molecules oriented parallel or tilted rela-
tive to the layer normal. Two smectic phases, called smectic A and smectic C, have acquired a special 
importance and are now relatively well understood. They are characterized by an absence of posi-
tional order within the layers. The molecules have some freedom to move within the layers, as in all 
smectic phases, but are much less free to move between the layers. These smectics can therefore be 
described as stacks of two-dimensional fluids, but behave as crystalline across the layers. The absence 
of in-layer order contributes to their high potential for future electro-optic applications. There are 
several smectic phases different from one another in areas such as the tilt angle of the director with 
regard to the layer normal, and the arrangement of molecules within each layer. The simplest is the 
smectic A phase (Fig. 8) characterized by a director parallel to the layer normal and a random posi-
tional order within the plane. Substances featuring the A phase often exhibit the smectic C phase at 
a lower temperature (Fig. 8). In this phase, the molecules have the same random order within the 
layer but tilt relative to the layer normal. The tilt angle normally increases with decreasing tempera-
ture. The other smectic phases are even more crystalline as they also feature some positional order 
within the layers. They may, for instance, exhibit hexagonal packing of the molecules. 

Chiral Liquid Crystals

Molecules which are not identical to their mirror image are said to be chiral. A depiction of the sim-
ple concept of a chiral molecule is shown in Fig. 9. Another example is the human hand. Chiral mol-
ecules are able to form liquid crystals with structures related to those of nonchiral materials but with 
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TABLE 4 Physical Properties of Popular LC Compounds3

  Phase Transition 
 Compound Temperature(°C)

Rigid core

C5H11 CN cr 31 N 55 is

O

O

C5H11 CN
 cr 56 (N 52) is

C5H11 CN
 cr 31 N 55 is

N

N

C5H11 CN

 cr 71 (N 52) is

C5H11 CN cr 62 N 100 is

C5H11 CN
 cr 130 N 239 is

Central bridge link

C5H11 N CNC
H

 cr 46 N 75 is

C5H11 N CNN  cr 89 (N 87) is

CN

C5H11

O

O

 cr 65 (N 56) is

CN

C5H11

O
 cr 49 (N-20) is

CN

C5H11  cr 62 (N -24) is

(Continued)
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TABLE 4 Physical Properties of Popular LC Compounds3 (Continued)

  Phase Transition 
 Compound Temperature (°C)

CNC5H11 C C  cr 80 (N71) is

CNCHC5H11 CH  cr 55 N 101 is

Terminal moiety

C5H11

O

O

         cr 30 is

C5H11

O

O

CH3

 cr 48 (N 45) is

C5H11

O

O

OMe

 cr 41 N 71 is

C5H11

O

O

Br

 cr 78 (N 48) is

C5H11

O

O

CN

 cr 47 N 79 is

C5H11

O

O

NO2

 cr 53 (N 38) is

C5H11

O

O

NCS
 cr 87 (N 86) is
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different properties. The cholesteric (or chiral nematic) liquid crystal phase is typically composed of 
nematic mesogenic molecules containing a chiral center which produces intermolecular forces that 
favor alignment between molecules at a slight angle to one another. When the molecules that make 
up a nematic liquid crystal are chiral, the chiral nematic phase will exist instead of the normal nem-
atic. In this phase, the molecules prefer to lie next to each other in a slightly skewed orientation. This 
leads to the formation of a structure which can be visualized as a stack of very thin 2-D nematic-like 
layers with the director in each layer twisted with respect to those above and below, as Fig. 9 depicts. 
In this structure, the directors actually form a continuous helical pattern around the layer normal. 
The molecules shown here are merely representations of the many chiral nematic mesogens lying in 
the slabs of infinitesimal thickness with a distribution of orientation around the director. This is not 
to be confused with the planar arrangement found in smectic mesophases. 

An important characteristic of the cholesteric mesophase is the pitch. The pitch, p, is defined as the 
distance it takes for the director to rotate one full turn in the helix as illustrated in Fig. 9. A by-product 
of the helical structure of the chiral nematic phase is its ability to selectively reflect light with central 
wavelength located λ0 = ⋅ 〈 〉p n  and bandwidth Δ Δλ = ⋅p n, where 〈n〉 represents the average refrac-
tive index and Δn, the birefringence of the LC. The cholesteric display reflects color without using 
color filters. Thus, its brightness is about 3× higher than those using color filters. This Bragg reflec-
tion is established by the helical pitch of the cholesteric layers. The angle the LC director changes can 
be made larger by increasing the temperature of the sample, and thus tighten the pitch. Hence, more 
thermal energy will result from the increased temperature. Similarly, decreasing the temperature of 
the chiral sample increases the pitch length of the chiral nematic liquid crystal. Similar pitch changes 
are possible by applying electromagnetic field to aligned cholesteric samples. An interesting phenom-
enon of chiral nematic phase is that chirality can be introduced to the nonchiral nematic material by 
adding a small amount of chiral nematic mesogens. Not necessarily all the molecules have to be chiral. 
Sometimes, slightly below phase transition to the isotropic state (clearing point), some anomalous 
phases appear. They are known as blue phases (BPs).6,7 In many chiral compounds, with sufficiently 
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FIGURE 9 Chirality of the calamitic molecule and chiral 
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high twist, up to three distinct blue phases appear. The two low-temperature phases, blue phase I (BP-I) 
and blue phase II (BP-II), have cubic symmetry. The highest temperature phase (closest to the clear-
ing point), blue phase III (BP-III) appears to be amorphous. 

Similar to chiral nematics, there are chiral forms of smectic phases. The only untilted chiral 
smectic phase is SA∗. The most important feature of the chiral smectic phases with a tilted structure 
is ferroelectricity.8,9 Due to their low symmetry, chiral smectic phases are able to exhibit spontane-
ous polarization (PS) that is oriented perpendicular to the director n and parallel to the smectic 
layer plane. Ferroelectric smectic C∗ phase (SC∗) is the most known tilted chiral smectic phase. The 
structure of the SC∗ has layers of molecules which are tilted in each layer at a temperature-dependent 
angle (q) to the layer normal. Additionally, there is a slight and continuous change in the direction of 
the molecular tilt between adjacent layers as described in Fig. 10. In a macroscopic sample, without 
surfaces or external electric field, tilt will follow the helix and result in zero total spontaneous polar-
ization. However, if a strong electric field is applied, the helix is unwound and nonzero spontaneous 
polarization can be observed. Recently, more phases closely related to the ferroelectric SC∗ have been 
discovered. In these phases, the layer spacing and the polarization direction are related in a differ-
ent manner than in SC∗ phase. In an antiferroelectric smectic C∗ phase (SC∗anti),10 the spontaneous 
polarization and the molecular tilt in adjacent layers are pointing in alternating directions, as Fig. 11 
shows. Thus, for the macroscopic sample, both average spontaneous polarization and ideally, aver-
age molecular tilts are zero. Sufficiently strong electric fields will switch the antiferroelectric order 
to ferroelectric order. An important difference between ferroelectric and antiferroelectric smectic C∗

phase is that antiferrelectric repeats its helical structure every 180° of rotation about the layer normal, 
compared to 360° for the ferroelectric phase. Many existing ferroelectric phases are different in the 
proportion of number of the layers with opposite directions. Similar to blue phases in the chiral 
nematic, the twist grain boundary (TGB) phases appear in chiral smectics.6,11 Just like in the blue 
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phases, high chirality subtly changes the energy of the system leading to a different type of structure. 
In this case, the free energy is minimized by introducing grain boundaries at periodic intervals. We 
may observe different TGB phases depending on the base of the phase from which they were devel-
oped. For example, Smectic C∗ will generate a TGBC phase.6,12

8.5 PHYSICAL PROPERTIES

The molecular order existing in the liquid crystalline phases induces anisotropy in the system. 
What it means is that all directions in the system are not equivalent to each other due to the shape 
of the molecules and the molecular distribution along the director n. The anisotropy of the physi-
cal property is the most useful feature of liquid crystals and enables electro-optical application of 
LC materials. The physical properties can be divided into scalar and nonscalar quantities. Typical 
scalar properties are the thermodynamic transition parameters such as transition temperatures, 
transition enthalpy, and entropy changes. The dielectric, diamagnetic, optical, elastic, and viscous 
properties are the most important nonscalar properties. We will concentrate on the physical prop-
erties of the nematic phase because we commonly employ this phase and its properties in electro-
optical applications.

Phase Transitions

The difference in the transition temperatures between melting and clearing points give the range 
of stability of the mesophases. For polymorphous (more than one phase) substances, the higher 
ordered phase exhibits the lower transition temperatures. When a material melts, a change of state 
occurs from solid to liquid (mesophase) and this process requires energy (endothermic) from the 
surroundings. If several mesophases exist, then several transitions will occur. The melting transi-
tion has typically ~10× larger enthalpy change (30 to 40 kJ/mol) than a transition between differ-
ent mesophases (3 to 5kJ/mol). The large enthalpy change is due to the drastic structural changes 
during the melting process; however, there is only a small difference between the different meso-
phases. One of the richest polymorphism of the single LC compound is shown by Terephthalylidene-
bis-p-n-pentylaniline (TBPA) with six different mesophases, as shown in Fig. 12. A number of 
techniques (optical microscopy with hot stage, polarizing optical microscopy, differential thermal 
analysis, differential scanning calorimetry, etc.) may be used for determining the phase transition 
temperatures. Polarizing microscopy with hot stage and differential scanning calorimetry is par-
ticularly useful for the measurement of the phase transition temperatures. By using both methods, 
one can determine the number and type of mesophases and also the exact phase transitions, tem-
perature, and enthalpy change associated with each transition. These are the crucial parameters to 
determine the components of eutectic mixture formulation for devices. A majority of the single 
liquid crystal components do not possess adequate range of required mesophase. Therefore, the 

Smectic phases

Cr 73 H 63 G 139 F 149 C 178 A 212 N 233 is
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C5H11 C5H11NN

FIGURE 12 Molecular structure and mesomorphic properties 
of the TBPA.
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eutectic compositions are required to lower the melting point of the material. It is known that 
the melting point of a binary (or higher number components) mixture is less than either of its 
constituent compounds. Figure 13 shows the phase diagram of a binary mixture. The mesogenic 
range for components 1 and 2 are shown in the two boundary vertical axes. The horizontal axis 
represents the molar concentration (X2) of component 2. At a certain molar concentration, the 
melting point of the mixture will reach its minimum. Meanwhile, the clearing point of the mixture 
is linearly proportional to the molar concentration. The eutectic mixture calculation is based on 
the Schroder-Van Laar equation:13,14

T
H

H

T
R X

i

i

=
−

Δ
Δ

fi

fi

fi

ln( )
 (3)

where Ti is the temperature at which the pure component melts in the mixture, ΔHfi is the heat 
fusion enthalpy of the pure component i, Tfi is the melting point of the pure component i, R is the 
gas constant (1.98 cal/mol-K), and Xi is the mole fraction of the pure component i. The clearing 
point (Tc) of the eutectic mixture can be estimated from the clearing points (Tci) of the individual 
components (Xi) as 

T X Tc i
i

= ∑ ci  (4)

Dielectric Properties

It was already mentioned, that liquid crystals exhibit anisotropy in many of their physical proper-
ties. It is well known that liquid crystals as dielectric and diamagnetic materials are sensitive to the 
external electric and magnetic fields. Dielectric studies are in general concerned with the response 
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of materials to the application of an electric field. Dielectric constants and their anisotropy affect 
the sharpness of the voltage-dependent optical transmission curve of a LC device and its threshold 
voltage. 

The nematic liquid crystals are uniaxially symmetric to the axes of the director n, and the dielec-
tric constants differ in value along the preferred axis (e||) and perpendicular to this axis (e⊥). They are 
mainly determined by the dipole moment, m, its angle, q, with respect to the principal molecular axis, 
and order parameter, S. When the molecule has two (or more) polar groups with dipole moment m1
and m2, its effective dipole can be calculated by the vector addition method, see Fig. 14. In Fig. 14, the 
first dipole is along the principal molecular axis and the second dipole m2 is at an angle f with respect 
to the principal molecular axis (and m1). The resultant dipole moment mr can be calculated from fol-
lowing equation:

μ μ μ μ μ φr = + +( )1
2

2
2

1 2

1 2
2 cos

/
(5)

Maier and Meier15 have developed a mean field theory to correlate the microscopic molecular 
parameters with the macroscopic dielectric constants of anisotropic LCs: 

ε α μ θ� �= 〈 〉 + − −NhF F kT S{ ( / )[ ( cos ) ]}2 23 1 1 3  (6a)

ε α μ θ⊥ ⊥= 〈 〉 + + −NhF F kT S{ ( / )[ ( cos ) / ]}2 23 1 1 3 2  (6b)

Δε α α μ θ= 〈 〉 − 〈 〉 − −⊥NhF F kT S{( ) ( / )( cos ) }�
2 22 1 3  (6c)

where N is the molecular packing density, h = 3e/(2e + 1) is the cavity field factor, e = (e|| + 2e⊥)/3
is the averaged dielectric constant, F is the Onsager reaction field, 〈α||〉 and 〈α⊥〉 are the principal 
elements of the molecular polarizability tensor, b is the angle between the dipole moment m and the 
principal molecular axis, and S is the order parameter of the second rank. From Eq. (6), the dielec-
tric constants of anisotropic liquid crystals are influenced by the molecular structure, temperature, 
and frequency. These individual effects are discussed separately.

Structural Effect In general, Δe depends on the molecular constituents, temperature, and frequency. 
For a nonpolar liquid crystal compound, its dipole moment m ~ 0. Thus, its Δe is expected to be small 
and its magnitude is proportional to the differential molecular polarizability, similar to birefringence. 
On the other hand, for a LC molecule containing a polar group, such as cyano, isocyanate, fluoro, or 
chloro group, its Δe can be positive or negative depending on the position(s) of the polar group(s). If 
b ~ 0, that is, the dipole moment of the polar group is along the principal molecular axis, Δe is large 
and positive. Cyano-biphenyls are such examples. The Δe of 5CB is about 10 at T = 20°C and f = 1 kHz. 
These positive Δe materials are useful for parallel or twist alignment. On the contrary, if b > 55°, 1 − 3 
cos2b > 0 and Δe may become negative depending on the dipole moment as indicated in Eq. (6c). 
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From Eq. (6c), for a nonpolar compound, m ~ 0 and its dielectric anisotropy is very small (Δe < 0.5). 
In this case, Δe is determined mainly by the differential molecular polarizability, that is, the first 
term in Eq. (6c). For a polar compound, the dielectric anisotropy depends on the dipole moment, 
angle q, temperature (T) and applied frequency. If a LC has more than one dipole, then the resul-
tant dipole moment is their vector summation. In a phenyl ring, the position of the dipole is defined as 

1

2 3

4

56

. From Eq. (6c), if a polar compound has an effective dipole at q < 55°, then its Δe is positive. 

On the other hand, Δe becomes negative if q > 55°.
Fluoro (F)16, cyano (CN)17, and isothiocyanato (NCS)18 are the three commonly employed polar 

groups. Among them, fluoro group possess a modest dipole moment (m ~ 1.5 Debye), high resistivity, 
and low viscosity. However, its strong negativity compresses the electron clouds and, subsequently, 
lowers the compound’s birefringence. For direct-view LCDs, the required birefringence is around 0.1, 
depending on the LC alignment and cell gap (d) employed. On the other hand, the cyano and isothio-
cyanato groups not only exhibit a large dipole moment (m ~ 3.9 Debye for C≡N and ~3.7 Debye for 
N=C=S) but also contribute to lengthen the p-electron conjugation. As a result, their birefringence is 
much higher than their fluorinated counterpart. High birefringence is favorable for long wavelength, 
such as infrared applications in order to use a thin cell gap to achieve the same phase change while 
keeping a fast response time. Under strong anchoring condition, the LC response time is proportional 
to d2. However, the CN compounds are more viscous than the corresponding NCS and fluoro com-
pounds. Therefore, their major applications are in low-end displays such as wrist watches and calcula-
tors where response time is not crucial.

Example 1: Positive Δe LCs Positive Δe LCs have been used in twisted nematic (TN)19 and in-plane 
switching (IPS)20,21 displays, although IPS can also use negative Δe LCs. For TFT LCD, the employed 
LC material must also possess a high resistivity (>1013 Ω-cm) in order to steadily hold the charges 
and avoid image flickering.22 The resistivity of a LC mixture depends heavily on the impurity 
contents, for example, ions. Purification process plays an important role in removing the ions for 
achieving high resistivity. Fluorinated compounds exhibit a high resistivity and are the natural 
choices for TFT LCDs.23,24

A typical fluorinated LC structure is shown below:

R1

(F)

F

(F)

(I)

Most liquid crystal compounds discovered so far possess at least two rings, either cyclohexane-
cyclohexane, cyclohexane-phenyl or phenyl-phenyl, and a flexible alkyl or alkoxy chain. The com-
pound shown in structure (I) has two cyclohexane and one phenyl rings. The R1 group represents a 
terminal alkyl chain, and a single or multiple fluoro substitutions take place in the phenyl ring. For 
multiple dipoles, the net dipole moment can be calculated from their vector sum. From Eq. (6c), 
to obtain the largest Δe for a given dipole, the best position for the fluoro substitution is along the 
principal molecular axis, that is, in the fourth position. The single fluoro compound should have 
Δe ~ 5. To further increase Δe, more fluoro groups can be added. For example, compound (I) has 
two more fluoro groups in the third and fifth positions.24 Its Δe is about 10, but its birefringence 
would slightly decrease (because of the lower molecular packing density) and viscosity increases 
substantially (because of the higher moment of inertia). The birefringence of compound (I) is 
around 0.07. If a higher birefringence is needed, the middle cyclohexane ring can be replaced by 
a phenyl ring. The elongated electron cloud will enhance the birefringence to approximately 0.12 
without increasing the viscosity noticeably. 

The phase transition temperatures of a LC compound are difficult to predict before the compound 
is synthesized. In general, the lateral fluoro substitution lowers the melting temperature of the parent 
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compound because the increased intermolecular separation leads to a weaker molecular association. 
Thus, a smaller thermal energy is able to separate the molecules which implies to a lower melting 
point. A drawback of the lateral substitution is the increased viscosity. 

Example 2: Negative Δe LCs From Eq. (6c), in order to obtain a negative dielectric anisotropy, the 
dipoles should be in the lateral (2,3) positions. For the interest of obtaining high resistivity, lateral 
difluoro group is a favorable choice. The negative Δe LCs are useful for vertical alignment.25 The VA 
cell exhibits an unprecedented contrast ratio when viewed at normal direction between two crossed 
linear polarizers.26,27 However, a single domain VA cell has a relatively narrow viewing angle and is 
only useful for projection displays. For wide-view LCDs, a multidomain (4 domains) vertical align-
ment (MVA) cell is required.28

The following structure is an example of the negative Δe LC:29

C3H7

F F

OC2H5
(II)

Compound (II) has two lateral fluoro groups in the (2,3) positions so that their dipoles in the horizontal 
components are perfectly cancelled whereas the vertical components add up. Thus, the net Δe is nega-
tive. A typical Δe of lateral difluoro compounds is −4. The neighboring alkoxy group also has a dipole in 
the vertical direction. Therefore, it contributes to enlarge the dielectric anisotropy (Δe ~ − 6). However, 
the alkoxy group has a higher viscosity than its alkyl counterpart and it also increases the melting point 
by ~20°.

Temperature Effect In general, as temperature rises e|| decreases but e⊥ increases gradually result-
ing in a decreasing Δe. From Eq. (6c) the temperature dependence of Δe is proportional to S for 
the nonpolar LCs and S/T for the polar LCs. At T > Tc, the isotropic phase is reached and dielectric 
anisotropy vanishes, as Fig. 14 shows. 

Frequency Effect From Eq. (6), two types of polarizations contribute to the dielectric constant: 
(1) induced polarization (the first term), and (2) orientation polarization (the dipole moment 
term). The field-induced polarization has a very fast response time, and it follows the alternating 
external field. But the permanent dipole moment associated orientation polarization exhibits a lon-
ger decay time, t. If the external electric field frequency is comparable to 1/t, the time lag between 
the average orientation of the dipole moments and the alternating field becomes noticeable. At a 
frequency w (=2pf ) which is much higher than 1/t, the orientation polarization cannot follow the 
variations of the external field any longer. Thus, the dielectric constant drops to e|| which is contrib-
uted solely by the induced polarization:30

ε ω ε
ε ε

ω τ�
�( ) = +
−

+∞
∞

1 2 2
 (7)

where e|| = e|| (w = 0) and e∞ = e|| (w = ∞) are the parallel component of the dielectric constant at 
static and high frequencies, respectively. 

In an aligned LC, the molecular rotation around their short axis is strongly hindered. Thus, the 
frequency dispersion occurs mainly at e||, while e⊥ remains almost constant up to mega-Hertz region. 
Figure 15 shows the frequency dependent dielectric constants of the M1 LC mixture (from Roche) at 
various temperatures.31 As the frequency increases e|| decreases and beyond the crossover frequency 
fc, Δe changes sign. The dielectric anisotropies of M1 are fairly symmetric at low and high frequencies. 
The crossover frequency is sensitive to the temperature. As temperature rises, the e|| and e⊥ of M1 
both decrease slightly. However, the frequency-dependent e|| is strongly dependent on the tempera-
ture, but e⊥ is inert. Thus, the crossover frequency increases exponentially with the temperature as: 
f kTc ~ exp( / )−E , where E is the activation energy. For M1 mixture, E = 0.96 eV.31
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Dual frequency effect is a useful technique for improving the response times of a LC device.32 In 
the dual frequency effect, a low frequency ( f < fc , where Δe > 0) an electric field is used to drive the 
device to its ON state, and during the decay period a high frequency (f > fc, where Δe < 0) electric field 
is applied to speed up the relaxation process. From material standpoint, a LC mixture with low fc and 
large |Δe | at both low and high frequencies is beneficial. But for a single LC substance (such as cyano-
biphenyls), its fc is usually too high (>106 Hz) to be practically employed. 

In such a high frequency regime, the imaginary part of dielectric constant (which is responsible for 
absorption) becomes so significant that the dielectric heating effect is amplified and heats up the LC. 
The electro-optic properties of the cell are then altered. The imaginary part of dielectric constant con-
tributes to heat. Thus, if a LC device is operated at MHz frequency region, significant heating effect 
due to the applied voltage will take place. This heating effect may be large enough to change all the 
physical properties of the LC. Dielectric heating is more severe if the crossover frequency is high.33–35

Thus, liquid crystals are useful electro-optic media in the spectral range covering from UV, visible, 
IR to microwave. Of course, in each spectral region, an appropriate LC material has to be selected. 
For instance, the totally saturated LC compounds should be chosen for UV application because of 
photostability. For flat panel displays, LCs with a modest conjugation are appropriate. On the other 
hand, highly conjugated LCs are favorable for IR and microwave applications for the interest of keep-
ing fast response time. 

Optical Properties

Refractive indices and absorption are fundamentally and practically important parameters of a LC 
compound or mixture.36 Almost all the light modulation mechanisms are involved with refractive 
index change. The absorption has a crucial impact on the photostability or lifetime of the liquid 
crystal devices. Both refractive indices and absorption are determined by the electronic structures of 
the liquid crystal studied. 

The major absorption of a LC compound occurs in ultraviolet (UV) and infrared (IR) regions. 
The s  → s ∗ electronic transitions take place in the vacuum UV (100 to 180 nm) region whereas the 
p → p ∗ electronic transitions occur in the UV (180 to 400 nm) region. Figure 16 shows the measured 
polarized UV absorption spectra of 5CB.37 The l1 band which is centered at ~200 nm consists of two 
closely overlapped bands. The Λ2 band shifts to ~282 nm. The l2 band should occur in the vacuum 
UV region (l0~120 nm) which is not shown in the figure.

Refractive Indices Refractive index has great impact on LC devices. Almost every electro-optic 
effect of LC modulators, no matter amplitude or phase modulation, involves refractive index 
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change. An aligned LC exhibits anisotropic properties, including dielectric, elastic, and optical 
anisotropies. Let us take a homogeneous alignment as an example.38 Assume a linearly polarized 
light is incident to the LC cell at normal direction. If the polarization axis is parallel to the LC 
alignment axis (i.e., LC director which represents an average molecular distribution axis), then the 
light experiences the extraordinary refractive index, ne. If the polarization is perpendicular to the 
LC directors, then the light sees the ordinary refractive index no. The difference between ne and no
is called birefringence, defined as Δn n ne o= − . Refractive indices are dependent on the wavelength 
and temperature. For a full-color LCD, RGB color filters are employed. Thus, the refractive indices 
at these wavelengths need to be known in order to optimize the device performance. Moreover, 
about 50 percent of the backlight is absorbed by the polarizer. The absorbed light turns into heat 
and causes the LCD panel’s temperature to increase. As the temperature increases, refractive indices 
decrease gradually. The following sections will describe how the wavelength and temperature affect 
the LC refractive indices. 

Wavelength Effect Based on the electronic absorption, a three-band model which takes one 
σ σ→ ∗ transition (the λ0 -band) and two π π→ ∗ transitions (the λ1 - and λ2 -bands) into consid-
eration has been developed. In the three band model, the refractive indices ( ne and no ) are expressed 
as follows:39,40
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The three-band model clearly describes the origins of refractive indices of LC compounds. However, 
a commercial mixture usually consists of several compounds with different molecular structures in 
order to obtain a wide nematic range. The individual λi s’  are therefore different. Under such a cir-
cumstance, Eq. (8) would have too many unknowns to quantitatively describe the refractive indices 
of a LC mixture. 
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In the off-resonance region, the right three terms in Eq. (8) can be expanded by a power series 
to the λ −4 terms to form the extended Cauchy equations for describing the wavelength-dependent 
refractive indices of anisotropic LCs:40,41

n A
B C

e o e o
e o e o

, ,
, ,≅ + +

λ λ2 4
 (9)

In Eq. (9), Ae o, , Be o, , and Ce o,  are known as Cauchy coefficients. Although Eq. (9) is derived based on 
a LC compound, it can be extended easily to include eutectic mixtures by taking the superposition 
of each compound. From Eq. (9) if we measure the refractive indices at three wavelengths, the three 
Cauchy coefficients (A Be o e o, ,, , and Ce o, ) can be obtained by fitting the experimental results. Once these 
coefficients are determined, the refractive indices at any wavelength can be calculated. From Eq. (9) 
both refractive indices and birefringence decrease as the wavelength increases. In the long wavelength 
(IR and millimeter wave) region, ne and no are reduced to Ae and Ao, respectively. The coefficients Ae
and Ao are constants; they are independent of wavelength, but dependent on the temperature. That 
means, in the IR region the refractive indices are insensitive to wavelength, except for the resonance 
enhancement effect near the local molecular vibration bands. This prediction is consistent with many 
experimental evidences.42

Figure 17 depicts the wavelength-dependent refractive indices of E7 at T = 25°C. Open squares and 
circles represent the ne and no of E7 in the visible region while the downward- and upward-triangles 
stand for the measured data at l = 1.55 and 10.6 μm, respectively. Solid curves are fittings to the experi-
mental ne and no data in the visible spectrum by using the extended Cauchy equations [Eq. (9)]. The fit-
ting parameters are listed as follows: (Ae = 1.6933, Be = 0.0078 μm2, Ce = 0.0028 μm4) and (Ao = 1.4994, 
Bo = 0.0070 μm2,Co = 0.004 μm4). In Fig. 17, the extended Cauchy model is extrapolated to the near- and 
far-infrared regions. The extrapolated lines almost strike through the center of the experimental data 
measured at l = 1.55 and 10.6 μm. The largest difference between the extrapolated and experimental 
data is only 0.4 percent. 
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Equation (9) applies equally well to both high and low birefringence LC materials in the off-
resonance region. For low birefringence (Δn < 0.12) LC mixtures, the λ −4 terms are insignificant 
and can be omitted and the extended Cauchy equations are simplified as:43

n A
B

e o e o
e o

, ,
,≅ +

λ 2
 (10) 

Thus, ne and no each has only two fitting parameters. By measuring the refractive indices at two 
wavelengths, we can determine Ae o,  and Be o, . Once these two parameters are determined, ne and no
can be calculated at any wavelength of interest. Because most of TFT LC mixtures have Δn ~ 0.1, 
the two-coefficient Cauchy model is adequate to describe the refractive index dispersions. Although 
the extended Cauchy equation fits experimental data well,44 its physical origin is not clear. A better 
physical meaning can be obtained by the three-band model which takes three major electronic tran-
sition bands into consideration. 

Temperature Effect The temperature effect is particularly important for projection displays.45 Due 
to the thermal effect of the lamp, the temperature of the display panel could reach 50°C. It is impor-
tant to know the LC properties at the anticipated operating temperature beforehand. 

Birefringence Δn is defined as the difference between the extraordinary and ordinary refractive 
indices, Δn n ne o= −  and the average refractive indices 〈 〉n  is defined as < > = +n n ne o( )/2 3. Based on 
these two definitions, ne and no can be rewritten as

n n ne = 〈 〉 + 2
3

Δ  (11)

n n no = 〈 〉 − 1
3

Δ  (12)

To describe the temperature dependent birefringence, the Haller approximation can be employed 
when the temperature is not too close to the clearing point: 

Δ Δn T n T To c( ) ( ) ( / )= −1 β  (13)

In Eq. (13), ( )Δn o  is the LC birefringence in the crystalline state (or T = 0 K), the exponent a is a 
material constant, and Tc is the clearing temperature of the LC material under investigation. On the 
other hand, the average refractive index decreases linearly with increasing temperature as46

< > = −n A BT  (14)

because the LC density decreases with increasing temperature. By substituting Eqs. (14) and (13) 
back to Eqs. (11) and (12), the 4-parameter model for describing the temperature dependence of the 
LC refractive indices is given as47
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The parameters [A, B] and [( )Δn o, b] can be obtained separately by two-stage fittings. To obtain [A, B], 
one can fit the average refractive index 〈 〉 = +n n ne o( )/2 3 as a function of temperature using Eq. (14). To 
find [( )Δn o, b], one can fit the birefringence data as a function of temperature using Eq. (13). Therefore, 
these two sets of parameters can be obtained separately from the same set of refractive indices but at dif-
ferent forms.
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Figure 18 is a plot of the temperature dependent refractive indices of 5CB at l = 546, 589, and 633 nm. 
As the temperature increases, ne decreases, but no gradually increases. In the isotropic state, n ne o=  and the 
refractive index decreases linearly as the temperature increases. This correlates with the density effect. 

Elastic Properties

The molecular order existing in liquid crystals has interesting consequences on the mechanical proper-
ties of these materials. They exhibit elastic behavior. Any attempt to deform the uniform alignments 
of the directors and the layered structures (in case of smectics) results in an elastic restoring force. The 
constants of proportionality between deformation and restoring stresses are known as elastic constants. 

Elastic Constants Both threshold voltage and response time are related to the elastic constant of the 
LC used. There are three basic elastic constants involved in the electro-optics of liquid crystals depend-
ing on the molecular alignment of the LC cell: the splay (K11), twist (K22), and bend (K33), as Fig. 19 
shows. Elastic constants affect the liquid crystal’s electro-optical cell in two aspects: the threshold voltage 
and the response time. The threshold voltage in the most common case of homogeneous electro-optical 
cell is expressed as follows:

V
K

th = π
ε ε

11

0Δ
 (17)

Several molecular theories have been developed for correlating the Frank elastic constants with 
molecular constituents. Here we only introduce two theories: (1) the mean-field theory,48,49 and 
(2) the generalized van der Waals theory.50

Mean-Field Theory In the mean-field theory, the three elastic constants are expressed as

K C V Sii ii n= −7 3 2/  (18a)

C Lmii ii= − −( / )( ) /3 2 1 2 1 3A χ  (18b)

1.52

1.54

1.56

1.58

1.60

1.62

1.64

1.66

1.68

1.70

1.72

1.74

1.76
5CB

no

ne

R
ef

ra
ct

iv
e 

in
di

ce
s

Temperature (K)

280 290 300 310 320 330

546 nm
589 nm
633 nm

FIGURE 18 Temperature-dependent refractive indices of 
5CB at l = 546, 589, and 633 nm. Squares, circles, and triangles 
are experimental data for refractive indices measured at l =
546, 589, and 633 nm, respectively.



LIQUID CRYSTALS  8.23

where Cii is called the reduced elastic constant, Vn is the mole volume, L is the length of the molecule, m is 
the number of molecules in a steric unit in order to reduce the steric hindrance, χ11 = χ22 = z/x and χ33 =
(x/z)2, where x (y = x) and z are the molecular width and length, respectively, and A = 1.3 × 10−8 erg ⋅ cm6.

From Eq. (18), the ratio of K11: K22: K33 is equal to 1: 1: (z/x)2 and the temperature dependence of 
elastic constants is basically proportional to S2. This S2 dependence has been experimentally observed 
for many LCs. However, the prediction for the relative magnitude of Kii is correct only to the first 
order. Experimental results indicate that K22 often has the lowest value, and the ratio of K33/K11 can be 
either greater or less than unity. 

Generalized van der Waals Theory Gelbart and Ben-Shaul50 extended the generalized van der 
Waals theory for explaining the detailed relationship between elastic constants and molecular 
dimensions, polarizability, and temperature. They derived the following formula for nematic liquid 
crystals:

Kii = ai 〈P2〉〈P2〉 + bi 〈P2〉〈P4〉 (19)

where a
i
 and bi represent sums of contributions of the energy and the entropy terms; they depend 

linearly on temperature, 〈P2〉 (=S) and 〈P4〉 are the order parameter of the second and the fourth 
rank, respectively. In general, the second term may not be negligible in comparison with the S2 term 
depending on the value of 〈P4〉. As temperature increases, both S and 〈P4〉 decrease. If the 〈P4〉 of a 
LC is much smaller than S in its nematic range, Eq. (19) is reduced to the mean-field theory, or 
Kii ~ S2. The second term in Eq. (19) is responsible for the difference between K11 and K33.

Viscosities

The resistance of fluid system to flow when subjected to a shear stress is known as viscosity. In liquid 
crystals several anisotropic viscosity coefficients may result, depending on the relative orientation 
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FIGURE 19 Elastic constants of the liquid 
crystals.



8.24  MODULATORS

of the director with respect to the flow of the LC material. When an oriented nematic liquid crystal 
is placed between two plates which are then sheared, four cases shown in Fig. 20 are to be studied. 
Three, are known as Miesowicz viscosity coefficients. They are h1—when director of LC is perpen-
dicular to the flow pattern and parallel to the velocity gradient, h2—when director is parallel to the 
flow pattern and perpendicular to the velocity gradient and h3—when director is perpendicular to 
the flow pattern and to the velocity gradient. Viscosity, especially rotational viscosity g1, plays a cru-
cial role in the liquid crystals displays (LCD) response time. The response time of a nematic liquid 
crystals device is linearly proportional to g1.

The rotational viscosity of an aligned LC is a complicated function of molecular shape, moment 
of inertia, activation energy, and temperature. Several theories, including both rigorous and semi-
empirical, have been developed in an attempt to account for the origin of the LC viscosity. However, 
owing to the complicated anisotropic attractive and steric repulsive interactions among LC molecules, 
these theoretical results are not yet completely satisfactory. Some models fit certain LCs, but fail to 
fit others.51 In the molecular theory developed by Osipov and Terentjev,52 all six Leslie viscosity coef-
ficients are expressed in terms of microscopic parameters:
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where N represents molecular packing density, p is the molecular length-to-width (w) ratio, J ≅ JoS
is the Maier-Saupe mean-field coupling constant; k is the Boltzmann constant, T is the Kelvin 
temperature, S and P4 are the nematic order parameters of the second and fourth order, respectively, 
and Λ is the friction coefficient of LC:

Λ ≅ 100 (1 − Φ)N2w6p−2 [(kT)5/G3] (I⊥/kT)1/2 ⋅ exp [3(G + Io)/kT] (21)

where Φ is the volume fraction of molecules (Φ = 0.5 to 0.6 for dense molecular liquids), G >> Io is 
the isotropic intermolecular attraction energy, and I⊥ and Io are the inertia tensors.

From the above analysis, the parameters affecting the rotational viscosity of a LC are53

1. Activation energy (Ea ~ 3G): a LC molecule with low activation energy leads to a low viscosity. 

2. Moment of inertia: a LC molecule with linear shape and low molecular weight would possess a 
small moment of inertia and exhibit a low viscosity. 

3. Inter-molecular association: a LC with weak inter-molecular association, for example, not form 
dimer, would reduce the viscosity significantly. 

4. Temperature: elevated temperature operation of a LC device may be the easiest way to lower viscosity. 
However, birefringence, elastic, and dielectric constants are all reduced as well. 

8.6 LIQUID CRYSTAL CELLS

Three kinds of LC cells have been widely used for display applications. They are (1) twisted-nematic 
(TN) cell, (2) in-plane switching (IPS) cell, and multidomain vertical alignment (MVA) cell. For phase-
only modulation, homogeneous cell is preferred. The TN cell dominates notebook market because of its 
high transmittance and low cost. However, its viewing angle is limited. For wide-view applications, for 
example, LCD TVs, optical film-compensated IPS and MVA are the two major camps. In this section, 
we will discuss the basic electro-optics of TN, IPS, and MVA cells. 

Twisted-Nematic (TN) Cell

The first liquid crystal displays that became successful on the market were the small displays in 
digital watches. These were simple twisted nematic (TN) devices with characteristics satisfactory 
for such simple applications.19 The basic operation principals are shown in Fig. 21. In the TN dis-
play, each LC cell consists of a LC material sandwiched between two glass plates separated by a gap 
of 5 to 8 μm. 

The inner surfaces of the plates are deposited with transparent electrodes made of conducting 
coatings of indium tin oxide (ITO). These transparent electrodes are overcoated with a thin layer of 
polyimide with a thickness of about 80 angstroms. The polyimide films are unidirectional rubbed 
with the rubbing direction of the lower substrate perpendicular to the rubbing direction of the upper 
surface. Thus, in the inactivated state (voltage OFF), the local director undergoes a continuous twist 
of 90° in the region between the plates. Sheet polarizers are laminated on the outer surfaces of the 
plates. The transmission axes of the polarizers are aligned parallel to the rubbing directions of the 
adjacent polyimide films. When light enters the cell, the first polarizer lets through only the compo-
nent oscillating parallel to the LC director next to the entrance substrate. During the passage through 
the cell, the polarization plane is turned along with the director helix, so that when the light wave 
arrives at the exit polarizer, it passes unobstructed. The cell is thus transparent in the OFF state; this 
mode is called normally white (NW). 

Figure 22 depicts the normalized voltage-dependent light transmittance (T⊥) of the 90° TN cell at 
three primary wavelengths: R = 650 nm, G = 550 nm, and B = 450 nm. Since human eye has the greatest 
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sensitivity at green, we normally optimize the cell design at l ~ 550 nm. To meet the Gooch-Tarry first 
minimum condition, for example, d nΔ = ( / )3 2 λ, the employed cell gap is 5-μm and the LC birefrin-
gence is Δn ~ 0.096. From Fig. 22, the wavelength effect on the transmittance at V = 0 is within 
8 percent. Therefore, the TN cell can be treated as an “achromatic” half-wave plate. 

The response time of a TN LCD depends on the cell gap and the γ 1 22/K  of the LC mixture 
employed. For a 5-μm cell gap, the optical response time is ~30 to 40 ms. At V = 5 Vrms, the contrast 
ratio (CR) reaches ~500:1. These performances, although not perfect, are acceptable for notebook 
computers. A major drawback of the TN cell is its narrow viewing angle and grayscale inversion origi-
nated from the LC directors tilting out of the plane. Because of this molecular tilt, the viewing angle 
in the vertical direction is narrow and asymmetric, and has grayscale inversion.54 Despite a relatively 
slow switching time and limited viewing angle, the TN cell is still widely used for many applications 
because of its simplicity and low cost. Recently, a fast-response (~2 ms gray-to-gray response time) 
TN notebook computer has been demonstrated by using a thin cell gap (2 μm), low viscosity LC 
mixture, and overdrive and undershoot voltage method. 

In-Plane Switching (IPS) Cell

In an IPS cell, the transmission axis of the polarizer is parallel to the LC director at the input plane.55

The optical wave traversing through the LC cell is an extraordinary wave whose polarization state 
remains unchanged. As a result, a good dark state is achieved since this linearly polarized light is 
completely absorbed by the crossed analyzer. When an electric field is applied to the LC cell, the LC 
directors are reoriented toward the electric field (along the y axis). This leads to a new director dis-
tribution with a twist f(z) in the xy plane as Fig. 23 shows. 

Figure 24 depicts the voltage-dependent light transmittance of an IPS cell. The LC employed is 
MLC-6686, whose Δe = 10 and Δn = 0.095, the electrode width is 4 μm, electrode gap 8 μm, and cell 

FIGURE 21 The basic operation 
principles of the TN cell.
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gap d = 3.6 μm. The threshold voltage occurs at Vth ~ 1.5 Vrms and maximum transmittance at ~5 Vrms
for both wavelengths. Due to absorption, the maximum transmittance of the two polarizers (without 
LC cell) is 35.4, 33.7, and 31.4 percent for RGB wavelengths, respectively. 

Vertical Alignment (VA) Cell

The vertically aligned LC cell exhibits an unprecedentedly high contrast ratio among all the LC 
modes developed.56 Moreover, its contrast ratio is insensitive to the incident light wavelength, cell 
thickness, and operating temperature. In principle, in voltage-OFF state the LC directors are per-
pendicular to the cell substrates, as Fig. 25 shows. Thus, its contrast ratio at normal angle is limited 
by the crossed polarizers. Application of a voltage to the ITO electrodes causes the directors to tilt 
away from the normal to the glass surfaces. This introduces birefringence and subsequently light 
transmittance because the refractive indices for the light polarized parallel and perpendicular to the 
directors are different. 

Figure 26 shows the voltage-dependent transmittance of a VA cell with dΔn = 350 nm between 
two crossed polarizers. Here, a single domain VA cell employing Merck high resistivity MLC-6608 
LC mixture is simulated. Some physical properties of MLC-6608 are listed as follows: ne = 1.562, no = 
1.479 (at l = 546 nm and T = 20°C); clearing temperature Tc = 90°C; Δe = −4.2, and rotational viscos-
ity g1 = 186 mPas at 20°C. 

From Fig. 26, an excellent dark state is obtained at normal incidence. As the applied voltage exceeds 
the Freederickz threshold voltage (Vth ~ 2.1 Vrms), LC directors are reoriented by the applied electric 
field resulting in light transmission from the crossed analyzer. From the figure, RGB wavelengths 
reach their peak at different voltages, blue at ~4 Vrms, and green at ~6 Vrms. The on-state dispersion is 
more forgiven than the dark state. A small light leakage in the dark state would degrade the contrast 
ratio significantly, but less noticeable from the bright state. 

It should be mentioned that in Figs. 25 and 26 only a single domain is considered, thus, its view-
ing angle is quite narrow. To achieve wide view, four domains with film compensation are required. 
Several approaches, such as Fujitsu’s MVA (multidomain VA) and Samsung’s PVA (Patterned VA), 

FIGURE 23 IPS mode LC display.
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have been developed for obtaining four complementary domains. Figure 27 depicts the PVA structure 
developed by Samsung. 

As shown in Fig. 27, PVA has no pretilt angle. The four domains are induced by the fringe electric 
fields. On the other hand, in Fujitsu’s MVA, physical protrusions are used to provide initial pretilt 
direction for forming four domains. The protrusions not only reduce the aperture ratio but also cause 
light leakage in the dark state because the LCs on the edges of protrusions are tilted so that they exhibit 
birefringence. It would be desirable to eliminate protrusions for MVA and create a pretilt angle in each 
domain for both MVA and PVA to guide the LC reorientation direction. Based on this concept, surface 
polymer sustained alignment (PSA) technique has been developed.57 A very small percentage (~0.2 wt %) 
of reactive mesogen monomer and photoinitiator are mixed in a negative Δe LC host and injected 
into a LCD panel. While a voltage is applied to generate four domains, a UV light is used to cure the 
monomers. As a result, the monomers are adsorbed onto the surfaces. These cured polymers, although 
in low density, will provide a pretilt angle within each domain to guide the LC reorientation. Thus, the 
rise time is reduced by nearly 2× while the decay time remains more or less unchanged.58
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FIGURE 27 (a) LC directors of PVA at V = 0 and (b) LC directors of PVA at a voltage-
on state. The fringe fields generated by the top and bottom slits create two opposite domains 
in this cross section. When the zigzag electrodes are used, four domains are generated.
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8.7 LIQUID CRYSTALS DISPLAYS

The most common and well recognized applications of liquid crystals nowadays are displays. It is 
the most natural way to utilize extraordinary electro-optical properties of liquid crystals together 
with its liquid-like behavior. All the other applications are called as nondisplay applications of liquid 
crystals. Nondisplay applications are based on the liquid crystals molecular order sensitivity to the 
external incentive. This can be an external electric and magnetic field, temperature, chemical agents, 
mechanical stress, pressure, irradiation by different electromagnetic wave, or radioactive agents. 
Liquid crystals sensitivity for such wide spectrum of factors results in tremendous diversity of non-
display applications. It starts from spatial light modulators for laser beam steering, adaptive optics 
through telecommunication area (light shutters, attenuators, and switches), cholesteric LC filters, 
LC thermometers, stress meters, dose meters to ends up with liquid crystals paints, and cosmetics. 
Another field of interest employing lyotropic liquid crystals is biomedicine where it plays an impor-
tant role as a basic unit of the living organisms by means of plasma membranes of the living cells. 
More about existing nondisplays applications can be found in preferred reading materials.

Three types of liquid crystal displays (LCDs) have been developed: (1) transmissive, (2) reflective, 
and (3) transflective. Each one has its own unique properties. In the following sections, we will intro-
duce the basic operation principles of these display devices. 

Transmissive TFT LCDs

A transmissive LCD uses a backlight to illuminate the LCD panel to achieve high brightness (300 
to 500 nits) and high contrast ratio (>2000:1). Some transmissive LCDs, such as twisted-nematic 
(TN), do not use phase compensation films or multidomain structures so that their viewing angle is 
limited and they are more suitable for single viewer applications, for example, mobile displays and 
notebook computers. With phase compensation films and multidomain structures, the direct-view 
transmissive LCDs exhibit a wide viewing angle and high contrast ratio, and have been widely used 
for desktop computers and televisions. However, the cost of direct-view large screen LCDs is still 
relatively expensive. To obtain a screen diagonal larger than 2.5 m, projection displays, such as data 
projector, using transmissive microdisplays are still a favorable choice. There, a high power arc lamp 
or light emitting diode (LED) arrays are used as light source. Using a projection lens, the displayed 
image is magnified by more than 50×. To reduce the size of optics and cost, the LCD panel is usually 
made small (<25 mm in diagonal) and each pixel size is ~20 to 40 μm. Thus, poly-silicon-based TFT 
LCD is the common choice.

Figure 28 shows the device structure of a transmissive thin-film-transistor (TFT) LCD using amor-
phous silicon (a-Si) transistors. LCD is a nonemissive display, that is, it does not emit light, instead, it 
functions as a two-dimensional spatial light modulator. Thus, a backlight is needed. A diffuser is used 
to homogenize the backlight in order to avoid hot spots. Some optical films are stacked to steer the 
Lambertian backlight to the central ±40° for improving display brightness. Since most LCDs require a 
linearly polarized light in order to obtain a high contrast ratio, two sheets of stretched dichroic polarizers 
are used for large size direct-view displays. The first glass substrate contains TFT arrays, which serve as 
independent light switches. Each display pixel is controlled by a TFT. Since TFT is sensitive and should 
be shielded from backlight illumination, the actual aperture ratio (the transparent ITO electrode area) is 
reduced to ~80 percent, depending on the pixel density. As the pixel density increases, the aperture ratio 
decreases. The LC layer is sandwiched between two ITO substrates whose inner surface is coated with a 
thin (80 to 100 nm) polyimide layer. Some LCDs (twisted-nematic, in-plane switching and fringe field 
switching) require rubbing but some (multidomain vertical alignment and patterned vertical alignment) 
do not. The cell gap is usually controlled at ~3.5 to 4.0 μm for a transmissive LCD. The performance 
of the display such as light throughput, response time, and viewing angle are all influenced by the LC 
configuration employed. 

For direct-view LCDs, compact size, lightweight, and low power consumption are equally important 
as viewing angle, color, and contrast ratio. For direct-view LCDs, color filters are embedded in the inner 
side of the top (second) substrate. Three subpixels (red, green, and blue) form a color pixel. The size of 
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each subpixel is ~80 μm × 240 μm. Each subpixel transmits only one color; the other colors are absorbed. 
Figure 29 depicts the emission spectra of a backlight (cold cathode fluorescent lamp, CCFL) and RGB 
light emitting diodes (LEDs), and the transmission spectra of RGB color filters. 

From Fig. 29, the transmission spectra of RGB color filters are relatively broad. The advantage is to 
transmit more light however its color purity is degraded. The peak transmission of the RGB color filters 
is ~70, 80, and 90 percent, respectively. Roughly speaking, each color filter only transmits ~25 percent 
of the incident white light. The rest ~75 percent is absorbed by the color pigments. Moreover, CCFL 
emits two unwanted lines: blue-green (~480 nm) and orange (~580 nm). The blue-green light will 
transmit through the blue and green color filters simultaneously. Similarly, the orange light will trans-
mit through the green and red color filters simultaneously. These leaked lights will downgrade the color 
purity (or color saturation) of the display. Therefore, the color gamut of a typical transmissive TFT 
LCD is ~75 percent of NTSC (National Television System Committee) standard. With improved CCFL 
spectra, the color gamut can reach ~92 percent. LEDs have narrower emission spectra that also match 
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FIGURE 29 Transmission spectra of RGB color filters 
(thick gray lines), and emission spectra of CCFL backlight 
(thin black lines) and LEDs (dashed lines).
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better with the transmission spectra of the color filters, thus the color gamut reaches ~120 percent.59

For a display device, a wider color gamut is not necessarily better; natural colors are also important. 
After all, display is an art where perception plays an important role. 

After taking into account the optical losses from polarizers, color filters, and TFT aperture ratio, the 
overall system optical efficiency is about 6 to 7 percent for a direct-view LCD. If wide view technology 
is included,60 the total light efficiency is decreased to ~5 percent. Low optical efficiency implies high 
power consumption and more heat generation inside the display chasse. For a thin LCD, thermal dissi-
pation is a critical issue. For portable displays, low power consumption is desirable because it lengthens 
the battery operating hours. Several approaches have been developed to reduce power consumption, 
for example, polarization conversion of backlight61 and two-dimensional LED backlight with local 
dimming capability.62–64 The use of LED backlight offers several additional advantages such as wide 
color gamut, high dynamic contrast ratio (>50,000:1), ~2× reduction in power consumption, and fast 
turn-on and off times (~10 ns) for reducing the motion picture image blurs.65 Some technological 
concerns are color and power drifting as the junction temperature changes, and cost. 

Reflective LCDs

Figure 30 shows a device structure of a TFT-based reflective LCD. The top linear polarizer and a broad-
band quarter-wave film forms an equivalent crossed polarizer for the incident and exit beams. This 
is because the LC modes work better under crossed-polarizer condition. The bumpy reflector not only 
reflects but also diffuses the ambient light to the observer in order to avoid specular reflection and widen 
the viewing angle. This is a critical part for reflective LCDs. The TFT is hidden beneath the bumpy reflec-
tor, thus the R-LCD can have a large aperture ratio (~90%). The light blocking layer (LBL) is used to 
absorb the scattered light from neighboring pixels. Two popular LCD modes have been widely used for 
R-LCDs: (1) VA cell, and (2) mixed-mode twisted nematic (MTN) cell. The VA cell utilizes the phase retar-
dation effect while the MTN cell uses the combination of polarization rotation and birefringence effects.

In a reflective LCD, there is no built-in backlight unit; instead, it utilizes ambient light for reading 
out the displayed images. In comparison to transmissive LCDs, reflective LCDs have advantages in 
lower power consumption, lighter weight, and better sunlight readability. However, a reflective LCD 
is inapplicable under low or dark ambient conditions. Therefore, the TFT-based reflective LCD is 
gradually losing its ground. 
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FIGURE 30  Device structure of a direct-view reflective LCD.
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Flexible reflective LCDs using cholesteric liquid crystal display (Ch-LCD) and bistable nematic are 
gaining momentum because they can be used as electronic papers. These reflective LCDs use ambient 
light to readout the displayed images. Ch-LCD has helical structure which reflects color so that the 
display does not require color filters, neither polarizer. Thus, the reflectance for a given color band 
which depends on the pitch length and refractive index of the employed LC is relatively high (~30%). 
Moreover, it does not require a backlight so that its weight is light and the total device thickness can be 
thinner than 200 μm. Therefore, it is a strong contender for color flexible displays. Ch-LCD is a bistable 
device so that its power consumption is low, provided that the device is not refreshed too frequently. 
A major drawback of a reflective direct-view LCD is its poor readability under low ambient light. 

Another reflective LCD developed for projection TVs is liquid-crystal-on-silicon (LCoS) micro-
display. Unlike a transmissive microdisplay, LCoS is a reflective device. Here the reflector employed is 
an aluminum metallic mirror. Crystalline silicon has high mobility so that the pixel size can be made 
small (<10 μm) and aperture ratio >90 percent. Therefore, the image not only has high resolution 
but also is seamless. By contrast, a transmissive microdisplay’s aperture ratio is about 65 percent. The 
light blocked by the black matrices show up in the screen as dark patterns (also known as screen door 
effect). Viewing angle of a LCD is less critical in projection than direct-view displays because in a pro-
jection display the polarizing beam splitter has a narrower acceptance angle than the employed LCD. 

Transflective LCDs

In a transflective liquid crystal display (TR-LCD), a pixel is divided into two parts: transmissive (T) 
and reflective (R). The T/R area ratio can vary from 80/20 to 20/80, depending on the applications. 
In dark ambient the backlight is on and the display works as a transmissive one, while at bright 
ambient the backlight is off and only the reflective mode is operational. 

Dual-Cell-Gap Transflective LCDs In a TR-LCD, the backlight traverses the LC layer once, but the 
ambient light passes through twice. As a result, the optical path length is unequal. To balance the 
optical path difference between the T and R regions for a TR-LCD, dual-cell-gap device concept is 
introduced. The basic requirement for a TR-LCD is to find equal phase retardation between the T 
and R modes, which is

d n d nT T R R( ) ( )Δ Δ= 2  (22) 

If T and R modes have the same effective birefringence, then the cell gap should be different. This is the 
so-called dual cell gap approach. On the other hand, if the cell gap is uniform (single cell gap approach), 
then we should find ways to make ( ) ( )Δ Δn nT R= 2 . Let us discuss the dual cell gap approaches first. 

Figure 31a shows the schematic device configuration of a dual-cell-gap TR-LCD. Each pixel is 
divided into a reflective region with cell gap dR and a transmissive region with cell gap dT . The LC 
employed could be homogeneous alignment (also known as ECB, electrically controlled birefringence) 
or vertical alignment, as long as it is a phase retardation type. To balance the phase retardation between 
the single and double pass of the T and R parts, we could set d dT R= 2 . Moreover, to balance the color 
saturation due to single and double-pass discrepancy, we could use thinner or holed color filters in the 
R part. The top quarter wave plate is needed mainly for the reflective mode to obtain a high contrast 
ratio. Therefore, in the T region, the optic axis of the bottom quarter-wave plate should be aligned 
perpendicular to that of the top one so that their phase retardations are canceled. 

A thin homogeneous cell is difficult to find a good common dark state for RGB wavelengths with-
out a compensation film.55 The compensation film can be designed into the top quarter-wave film 
shown in Fig. 31a to form a single film. Here, let us take a dual cell gap TR-LCD using VA (or MVA for 
wide-view) and MLC-6608 (Δe = −4.2, Δn = 0.083) as an example. We set dR = 2.25 μm in the R region 
and dT = 4.5 μm in the T region. Figure 31b depicts the voltage-dependent transmittance (VT) and 
reflectance (VR) curves at normal incidence. As expected, both VT and VR curves perfectly overlap 
with each other. Here d nRΔ = 186.8 nm and d nT Δ = 373.5 nm are intentionally designed to be larger 
than l/4 (137.5 nm) and l/2 (275 nm), respectively, in order to reduce the on-state voltage to ~5 Vrms.
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Three problems of dual-cell-gap TR-LCDs are encountered: (1) Due to the cell gap difference the 
LC alignment is distorted near the T and R boundaries. The distorted LCs will cause light scattering 
and degrade the device contrast ratio. Therefore, these regions should be covered by black matrices 
in order to retain a good contrast ratio. (2) The thicker cell gap in the T region results in a slower 
response time than the R region. Fortunately, the dynamic response requirement in mobile displays 
is not as strict as those for video applications. This response time difference, although not perfect, is 
still tolerable. (3) The view angle of the single-domain homogeneous cell mode is relatively narrow 
because the LC directors are tilted out of the plane by the longitudinal electric field. To improve view 
angle, a biaxial film66 or a hybrid aligned nematic polymeric film67 is needed. Because the manufac-
turing process is compatible with the LCD fabrication lines, the dual-cell-gap TR-LCD is widely used 
in commercial products, such as iPhones. 

Single-Cell-Gap Transflective LCDs As its name implies, the single-cell-gap TR-LCD has a uniform 
cell gap in the T and R regions. Therefore, we need to find device concepts to achieve ( ) ( ) .Δ Δn nT R= 2
Several approaches have been proposed to solve this problem. In this section, we will discuss two 
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examples: (1) dual-TFT method in which one TFT is used to drive the T mode and another TFT to 
drive the R mode at a lower voltage,68 and (2) divided-voltage method:69 to have multiple R parts and 
the superimposed VR curve matches the VT curve.

Example 3: Dual-TFT Method Figure 32a shows the device structure of a TR-LCD using two 
TFTs to separately control the gamma curves of the T and R parts. Here, TFT-1 is connected to 
the bumpy reflector and TFT-2 is connected to the ITO of the transmissive part. Because of the 
double passes, the VR curve has a sharper slope than the VT curve and it reaches the peak reflec-
tance at a lower voltage, as shown in Fig. 32b. Let us use a 4.5-μm vertically aligned LC layer with 
88° pretilt angle as an example. The LC mixture employed is Merck MLC-6608 and wavelength 
is l = 550 nm. From Fig. 32b, the peak reflectance occurs at 3 Vrms and transmittance at 5.5 Vrms.
Thus, the maximum voltage of TFT-1 should be set at 5.5 V and TFT-2 at 3 V. This driving scheme 
is also called double-gamma method.70 The major advantage of this dual-TFT approach is its sim-
plicity. However, each TFT takes up some real estate so that the aperture ratio for the T mode is 
reduced. 
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For a TR-LCD, the T mode should have priority over R mode. The major function of R mode is 
to preserve sunlight readability. In general, the viewing angle, color saturation, and contrast ratio of 
R mode are all inferior to T mode. In most lighting conditions except under direct sunlight, T mode 
is still the primary display. 

Example 4: Divided-Voltage Method Figure 33a shows the device structure of a TR-LCD using divided 
voltage method.71 The R region consists of two sub-regions: R-I and R-II. Between R-II and bottom ITO, 
there is a passivation layer to weaken the electric field in the R-II region. As plotted in Fig. 33b, the VR-II 
curve in the R-II region has a higher threshold voltage than the VT curve due to this voltage shielding 
effect. To better match the VT curve, a small area in the T region is also used for R-I. The bumpy reflec-
tor in the R-I region is connected to the bottom ITO through a channeled electrode. Because of the 
double passes of ambient light, the VR-I curve is sharper than the VT curve. By properly choosing the 
R-I and R-II areas, we can match the VT and VR curves well, as shown in Fig. 33b.
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8.8 POLYMER/LIQUID CRYSTAL COMPOSITES

Some types of liquid crystal display combine LC material and polymer material in a single 
device. Such LC/polymer composites are relatively new class of materials used for displays but 
also for light shutters or switchable windows. Typically LC/polymer components consist of 
calamitic low mass LCs and polymers and can be either polymer-dispersed liquid crystal (PDLC) 
or polymer-stabilized liquid crystals (PSLC).72–74 The basic difference between these two types 
comes from concentration ratio between LC and polymer. In case of PDLC there is typically 
around 1:1 percentage ratio of LC and polymer. In PSLC, the LC occupies 90 percent or more of 
the total composition. Such difference results in different phase separation process during com-
posites polymerization. For equal concentration of LC and polymer, the LC droplets will form. 
But in case the LC is a majority, polymer will build up only walls or strings which divide LC 
into randomly aligned domains. Both types of composites operate between transparent state and 
scattering state. There are two requirements on the polymer for PDLC or PSLC device to work. 
First, refraction index of the polymer, np, must be equal to the refraction index for light polarized 
perpendicular to the director of the liquid crystal, (ordinary refractive index of the LC). Second, 
the polymer must induce the director of the LC in the droplets (PDLC) or domains (PSLC) to 
orient parallel to the surface of the polymer (Fig. 34). In the voltage OFF state the LC molecules 
in the droplets are partially aligned. In addition, the average director orientation n of the droplets 
exhibits a random distribution of orientation within the cell. 
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FIGURE 34 Schematic view and working principles of polymer/LC composites.
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The incident unpolarized light is scattered if it goes through such a sample. When a sufficiently 
strong electric field (typically above 1 Vrms/μm) is applied to the cell, all the LC molecules align paral-
lel to the electric field. If the light is also propagating in the direction parallel to the field, then the 
beam of light is affected by ordinary refractive index of LC which is matched with refractive index of 
polymer, thus cell appears transparent. When the electric field is OFF, again the LC molecules go back 
to the previous random positions. A polymer mixed with a chiral liquid crystal is a special case of 
PSLC called as polymer stabilized cholesteric texture (PSCT). The ratio between polymer and liquid 
crystal remains similar to the one necessary for PSLC. When the voltage is not applied to the PSCT 
cell liquid crystals tends to have helical structure while the polymer network tends to keep LC direc-
tor parallel to it (normal-mode PSCT). Therefore, the material has a poly-domain structure, as Fig. 35 
shows. In this state the incident beam is scattered. When a sufficiently high electric field is applied
across the cell, the liquid crystal is switched to the homeotropic alignment and, as a result, the cell 
becomes transparent. 

8.9 SUMMARY

Liquid crystal was discovered more than 100 years ago and is finding widespread applications. This 
class of organic material exhibits some unique properties, such as good chemical and thermal sta-
bilities, low operation voltage and low power consumption, and excellent compatibility with semi-
conductor fabrication processing. Therefore, it has dominated direct-view and projection display 
markets. The forecasted annual TFT LCD market is going to exceed $100 billion by year 2011. 
However, there are still some technical challenges need to be overcome, for example, (1) faster 
response time for reducing motion picture blurs, (2) higher optical efficiency for reducing power 
consumption and lengthening battery life, (3) smaller color shift when viewed at oblique angles, 
(4) wider viewing angle with higher contrast ratio (ideally its viewing characteristics should be 
as good as an emissive display), and (5) lower manufacturing cost, especially for large screen TVs. 
In addition to displays, LC materials also share an important part of emerging photonics applica-
tions, such as spatial light modulators for laser beam steering and adaptive optics, adaptive-focus 
lens, variable optical attenuator for fiber-optic telecommunications, and LC-infiltrated photonic 
crystal fibers, just to name a few. Often neglected, lyotropic liquid crystals are important materials 
in biochemistry of the cell membranes. 
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9.1 INTRODUCTION

Basic elements of an optical fiber communication system include the transmitter [laser or light-
emitting diode (LED)], fiber (multimode, single-mode, or dispersion-shifted), and the receiver 
[positive-intrinsic-negative (PIN) diode, avalanche photodiode (APD) detectors, coherent 
detectors, optical preamplifiers, receiver electronics]. Receiver sensitivities of digital systems are 
compared on the basis of the number of photons per bit required to achieve a given bit error 
probability, and eye degradation and error floor phenomena are described. Laser relative inten-
sity noise and nonlinearities are shown to limit the performance of analog systems. Networking 
applications of optical amplifiers and wavelength-division multiplexing are considered, and 
future directions are discussed.

Although the light-guiding property of optical fibers has been known and used for many years, 
it is only relatively recently that optical fiber communications has become both a possibility and a 
reality.1 Following the first prediction in 19662 that fibers might have sufficiently low attenuation 
for telecommunications, the first low-loss fiber (20 dB/km) was achieved in 1970.3 The first semi-
conductor laser diode to radiate continuously at room temperature was also achieved in 1970.4 The 
1970s were a period of intense technology and system development, with the first systems coming 
into service at the end of the decade. The 1980s saw both the growth of applications (service on the 
first transatlantic cable in 1988) and continued advances in technology. This evolution continued 
in the 1990s with the advent of optical amplifiers and with the applications emphasis turning from 
point-to-point links to optical networks. The beginning of the 21st century has seen extensive fiber-
to-the-home deployment as well as continued technology advances.

This chapter provides an overview of the basic technology, systems, and applications of optical 
fiber communication. It is an update and compression of material presented at a 1994 North Atlantic 
Treaty Organization (NATO) Summer School.5 Although there have been significant advances in 
technology and applications in subsequent years, the basics have remained essentially the same.

9.3
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9.2 BASIC TECHNOLOGY

This section considers the basic technology components of an optical fiber communications link, 
namely the fiber, the transmitter, and the receiver, and discusses the principal parameters that deter-
mine communications performance.

Fiber

An optical fiber is a thin filament of glass with a central core having a slightly higher index of refrac-
tion than the surrounding cladding. From a physical optics standpoint, light is guided by total internal 
reflection at the core-cladding boundary. More precisely, the fiber is a dielectric waveguide in which 
there are a discrete number of propagating modes.6 If the core diameter and the index difference are 
sufficiently small, only a single mode will propagate. The condition for single-mode propagation is 
that the normalized frequency V be less than 2.405, where

 
V

a
n n= −2

1
2

2
2π

λ  (1)

and a is the core radius, l is the free space wavelength, and n1 and n2 are the indexes of refraction of 
the core and cladding, respectively. Multimode fibers typically have a fractional index difference (Δ) 
between core and cladding of between 1 and 1.5 percent and a core diameter of between 50 and 100 μm. 
Single-mode fibers typically have Δ ≈ 0.3 percent and a core diameter of between 8 and 10 μm.

The fiber numerical aperture (NA), which is the sine of the half-angle of the cone of acceptance, 
is given by

 
NA = − =n n n1
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2
2

1 2Δ  (2)

Single-mode fibers typically have an NA of about 0.1, whereas the NA of multimode fibers is in the 
range of 0.2 to 0.3.

From a transmission system standpoint, the two most important fiber parameters are attenuation 
and bandwidth.

Attenuation There are three principal attenuation mechanisms in fiber: absorption, scattering, 
and radiative loss. Silicon dioxide has resonance absorption peaks in the ultraviolet (electronic tran-
sitions) and in the infrared beyond 1.6 μm (atomic vibrational transitions), but is highly transparent 
in the visible and near-infrared.

Radiative losses are generally kept small by using a sufficiently thick cladding (communication 
fibers have an outer diameter of 125 μm), a compressible coating to buffer the fiber from external 
forces, and a cable structure that prevents sharp bends.

In the absence of impurities and radiation losses, the fundamental attenuation mechanism is 
Rayleigh scattering from the irregular glass structure, which results in index of refraction fluctuations 
over distances that are small compared to the wavelength. This leads to a scattering loss

 α
λ

= ≈B
B

dB
4

40 9with
km

m. μ  (3)

for “best” fibers. Attenuation as a function of wavelength is shown in Fig. 1. The attenuation peak 
at λ = 1 4. μm is a resonance absorption due to small amounts of water in the fiber, although fibers 
are available in which this peak is absent. Initial systems operated at a wavelength around 0.85 μm 
owing to the availability of sources and detectors at this wavelength. Present systems (other than 
some short-distance data links) generally operate at wavelengths of 1.3 or 1.55 μm. The former, in 
addition to being low in attenuation (about 0.32 dB/km for best fibers), is the wavelength of mini-
mum intramodal dispersion (see next section) for standard single-mode fiber. Operation at 1.55 μm 
allows even lower attenuation (minimum is about 0.16 dB/km) and the use of erbium-doped-fiber 
amplifiers (see Sec. 9.5), which operate at this wavelength.
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Dispersion Pulse spreading (dispersion) limits the maximum modulation bandwidth (or maximum 
pulse rate) that may be used with fibers. There are two principal forms of dispersion: intermodal 
dispersion and intramodal dispersion. In multimode fiber, the different modes experience different 
propagation delays resulting in pulse spreading. For graded-index fiber, the lowest dispersion per 
unit length is given approximately by7

 

δτ
L

n
c

= 1
2

10
Δ

 
(intermodal) (4)

[Grading of the index of refraction of the core in a nearly parabolic function results in an approxi-
mate equalization of the propagation delays. For a step-index fiber, the dispersion per unit length is 
δτ / ,L n c= 1Δ /  which for Δ = 0 01.  is 1000 times larger than that given by Eq. (4).]

Bandwidth is inversely proportional to dispersion, with the proportionally constant dependent on 
pulse shape and how bandwidth is defined. If the dispersed pulse is approximated by a Gaussian pulse 
with δτ  being the full width at the half-power point, then the –3-dB bandwidth B is given by

 B = 0 44. /δτ  (5)

Multimode fibers are generally specified by their bandwidth in a 1-km length. Typical specifi-
cations are in the range from 200 MHz to 1 GHz. Fiber bandwidth is a sensitive function of the 
index profile and is wavelength dependent, and the scaling with length depends on whether there is 
mode mixing.8 Also, for short-distance links, the bandwidth is dependent on the launch conditions. 
Multimode fibers are generally used only when the bit rates and distances are sufficiently small that 
accurate characterization of dispersion is not of concern, although this may be changing with the 
advent of graded-index plastic optical fiber for high-bit-rate short-distance data links.

Although there is no intermodal dispersion in single-mode fibers,∗ there is still dispersion within 
the single mode (intramodal dispersion) resulting from the finite spectral width of the source and the 
dependence of group velocity on wavelength. The intramodal dispersion per unit length is given by

 δτ δλ/L D=  for D ≠ 0

          = 0 2 2. ( )So δλ  for D = 0  (6)

0

0.5

1

1.5

2

2.5

0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6

Wavelength (μm)

Lo
ss

 (
dB

/k
m

)

Total

Rayleigh

FIGURE 1 Fiber attenuation as a function of wavelength. Dashed 
curve shows Rayleigh scattering. Solid curve indicates total attenuation 
including resonance absorption at 1.38 μm from water and tail of infrared 
atomic resonances above 1.6 μm.

∗A single-mode fiber actually has two degenerate modes corresponding to the two principal polarizations. Any asymmetry 
in the transmission path removes this degeneracy and results in polarization dispersion. This is typically very small (in the range 
of 0.1 to 1 ps/km1/2), but is of concern in long-distance systems using linear repeaters.9
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where D is the dispersion coefficient of the fiber, δλ  is the spectral width of the source, and So is the 
dispersion slope

 
S

dD
d

Do = = =
λ

λ λ λat where0 0 0( )  (7)

If both intermodal and intramodal dispersion are present, the square of the total dispersion is the 
sum of the squares of the intermodal and intramodal dispersions. For typical digital systems, the total 
dispersion should be less than half the interpulse period T. From Eq. (5) this corresponds to an effec-
tive fiber bandwidth that is at least 0.88/T.

There are two sources of intramodal dispersion: material dispersion, which is a consequence of the 
index of refraction being a function of wavelength, and waveguide dispersion, which is a consequence 
of the propagation constant of the fiber waveguide being a function of wavelength.

For a material with index of refraction n(l), the material dispersion coefficient is given by

 
D

c
d n

dmat = − λ
λ

2

2  (8)

For silica-based glasses, Dmat has the general characteristics shown in Fig. 2. It is about –100 ps/km ⋅ nm 
at a wavelength of 820 nm, goes through zero at a wavelength near 1300 nm, and is about 20 ps/km ⋅ nm 
at 1550 nm. 

For step-index single-mode fibers, waveguide dispersion is given approximately by10 

 

D
a cnwg ≈ − 0 025

2
2

. λ
 (9)

For conventional single-mode fiber, waveguide dispersion is small (about –5 ps/km ⋅ nm at 1300 nm). 
The resultant D( )λ  is then slightly shifted (relative to the material dispersion curve) to longer wave-
lengths, but the zero-dispersion wavelength ( )λ0  remains in the vicinity of 1300 nm. However, if the 
waveguide dispersion is made larger negative by decreasing a or equivalently by tapering the index 
of refraction in the core the zero-dispersion wavelength may be shifted to the vicinity of 1550 nm 

FIGURE 2 Intramodal dispersion coefficient as a function of wavelength. 
Dotted curve shows Dmat; dashed curve shows Dwg to achieve D (solid curve) with 
zero dispersion at 1.55 μm.
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(see Fig. 2). Such fibers are called dispersion-shifted fibers and are advantageous because of the lower 
fiber attenuation at this wavelength and the advent of erbium-doped-fiber amplifiers (see Sec. 9.5). 
Note that dispersion-shifted fibers have a smaller slope at the dispersion minimum ( .S0 0 06≈  ps/km 
⋅ nm2 compared to S0 0 09≈ .  ps/km ⋅ nm2 for conventional single-mode fiber).

With more complicated index of refraction profiles, it is possible, at least theoretically, to control 
the shape of the waveguide dispersion such that the total dispersion is small in both the 1300- and 
1550-nm bands, leading to dispersion-flattened fibers.11 

Transmitting Sources

Semiconductor light-emitting diodes (LEDs) or lasers are the primary light sources used in fiber-
optic transmission systems. The principal parameters of concern are the power coupled into the 
fiber, the modulation bandwidth, and (because of intramodal dispersion) the spectral width.

Light-Emitting Diodes (LEDs) LEDs are forward-biased positive-negative (PN) junctions in which 
carrier recombination results in spontaneous emission at a wavelength corresponding to the energy gap. 
Although several milliwatts may be radiated from high-radiance LEDs, the radiation is over a wide angu-
lar range, and consequently there is a large coupling loss from an LED to a fiber. Coupling efficiency (h = 
ratio of power coupled to power radiated) from an LED to a fiber is given approximately by12

 

η

η

≈ <

≈ >

( )

( ) ( )

NA for

/ NA for

2

2 2

r a

a r r a

s

s s
 (10)

where rs is the radius of the LED. Use of large-diameter, high-NA multimode fiber improves the 
coupling from LEDs to fiber. Typical coupling losses are 10 to 20 dB for multimode fibers and more 
than 30 dB for single-mode fibers. 

In addition to radiating over a large angle, LED radiation has a large spectral width (about 50 nm 
at λ = 850 nm and 100 nm at λ = 1300 nm) determined by thermal effects. Systems employing LEDs 
at 850 mm tend to be intramodal-dispersion-limited, whereas those at 1300 nm are intermodal-
dispersion-limited.

Owing to the relatively long time constant for spontaneous emission (typically several nanoseconds), 
the modulation bandwidths of LEDs are generally limited to several hundred MHz. Thus, LEDs are 
generally limited to relatively short-distance, low-bit-rate applications.

Lasers In a laser, population inversion between the ground and excited states results in stimu-
lated emission. In edge-emitting semiconductor lasers, this radiation is guided within the active 
region of the laser and is reflected at the end faces.∗ The combination of feedback and gain results 
in oscillation when the gain exceeds a threshold value. The spectral range over which the gain 
exceeds threshold (typically a few nanometers) is much narrower than the spectral width of an LED. 
Discrete wavelengths within this range, for which the optical length of the laser is an integer number 
of half-wavelengths, are radiated. Such a laser is termed a multilongitudinal mode Fabry-Perot laser. 
Radiation is confined to a much narrower angular range than for an LED, and consequently may be 
efficiently coupled into a small-NA fiber. Coupled power is typically about 1 mW.

The modulation bandwidth of lasers is determined by a resonance frequency caused by the inter-
action of the photon and electron concentrations.14 Although this resonance frequency was less than 
1 GHz in early semiconductor lasers, improvements in materials have led to semiconductor lasers 
with resonance frequencies (and consequently modulation bandwidths) in excess of 10 GHz. This not 
only is important for very high-speed digital systems, but now also allows semiconductor lasers to be 
directly modulated with microwave signals. Such applications are considered in Sec. 9.7.

∗In vertical cavity surface-emitting lasers (VCSELs), reflection is from internal “mirrors” grown within the semiconductor 
structure.13
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Although multilongitudinal-mode Fabry-Perot lasers have a narrower spectral spread than LEDs, 
this spread still limits the high-speed and long-distance capability of such lasers. For such applica-
tions, single-longitudinal-mode (SLM) lasers are used. SLM lasers may be achieved by having a suf-
ficiently short laser (less than 50 μm), by using coupled cavities (either external mirrors or cleaved 
coupled cavities15), or by incorporating a diffraction grating within the laser structure to select a spe-
cific wavelength. The latter has proven to be most practical for commercial application, and includes 
the distributed feedback (DFB) laser, in which the grating is within the laser active region, and the 
distributed Bragg reflector (DBR) laser, where the grating is external to the active region.16

There is still a finite line width for SLM lasers. For lasers without special stabilization, the line width 
is on the order of 0.1 nm. Expressed in terms of frequency, this corresponds to a frequency width of 
12.5 GHz at a wavelength of 1550 nm. (Wavelength and frequency spread are related by δ δλ λf f/ /= − , 
from which it follows that δ δλ λf c= − / .)2  Thus, unlike electrical communication systems, optical sys-
tems generally use sources with spectral widths that are large compared to the modulation bandwidth.

The finite line width (phase noise) of a laser is due to fluctuations of the phase of the optical field 
resulting from spontaneous emission. In addition to the phase noise contributed directly by the spon-
taneous emission, the interaction between the photon and electron concentrations in semiconductor 
lasers leads to a conversion of amplitude fluctuations to phase fluctuations, which increases the line 
width.17 If the intensity of a laser is changed, this same phenomenon gives rise to a change in the 
frequency of the laser (chirp). Uncontrolled, this causes a substantial increase in line width when the 
laser is modulated, which may cause difficulties in some system applications, possibly necessitating 
external modulation. However, the phenomenon can also be used to advantage. For appropriate lasers 
under small signal modulation, a change in frequency proportional to the input signal can be used to 
frequency-modulate and/or to tune the laser. Tunable lasers are of particular importance in network-
ing applications employing wavelength-division multiplexing (WDM).18

Photodetectors

Fiber-optic systems generally use PIN or APD photodetectors. In a reverse-biased PIN diode, absorp-
tion of light in the intrinsic region generates carriers that are swept out by the reverse-bias field. This 
results in a photocurrent (Ip) that is proportional to the incident optical power (PR), where the propor-
tionality constant is the responsivity (ℜ) of the photodetector; that is, ℜ = I PP R/ . Since the number of 
photons per second incident on the detector is power divided by the photon energy, and the number 
of electrons per second flowing in the external circuit is the photocurrent divided by the charge of the 
electron, it follows that the quantum efficiency (h = electrons/photons) is related to the responsivity by
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For wavelengths shorter than 900 nm, silicon is an excellent photodetector, with quantum efficien-
cies of about 90 percent. For longer wavelengths, InGaAs is generally used, with quantum efficien-
cies typically around 70 percent. Very high bandwidths may be achieved with PIN photodetectors. 
Consequently, the photodetector does not generally limit the overall system bandwidth.

In an avalanche photodetector (APD), a larger reverse voltage accelerates carriers, causing addi-
tional carriers by impact ionization resulting in a current I MI pAPD = , where M is the current gain of 
the APD. As we will note in Sec. 9.3, this can result in an improvement in receiver sensitivity.

9.3 RECEIVER SENSITIVITY

The receiver in a direct-detection fiber-optic communication system consists of a photodetector 
followed by electrical amplification and signal-processing circuits intended to recover the com-
munications signal. Receiver sensitivity is defined as the average received optical power needed to 



OPTICAL FIBER COMMUNICATION TECHNOLOGY AND SYSTEM OVERVIEW  9.9

achieve a given communication rate and performance. For analog communications, the communi-
cation rate is measured by the bandwidth of the electrical signal to be transmitted (B), and perfor-
mance is given by the signal-to-noise ratio (SNR) of the recovered signal. For digital systems, the 
communication rate is measured by the bit rate (Rb) and performance is measured by the bit error 
probability (Pe).

For a constant optical power transmitted, there are fluctuations of the received photocurrent 
about the average given by Eq. (11). The principal sources of these fluctuations are signal shot noise 
(quantum noise resulting from random arrival times of photons at the detector), receiver thermal 
noise, APD excess noise, and relative intensity noise (RIN) associated with fluctuations in intensity of 
the source and/or multiple reflections in the fiber medium.

Digital On-Off-Keying Receiver

It is instructive to define a normalized sensitivity as the average number of photons per bit ( )N p  to 
achieve a given error probability, which we take here to be Pe = −10 9. Given N p , the received power 
when a 1 is transmitted is obtained from 

 
P N R

hc
R p b= 2 λ  (12)

where the factor of 2 in Eq. (12) is because PR is the peak power, and N p is the average number of 
photons per bit.

Ideal Receiver In an ideal receiver individual photons may be counted, and the only source of 
noise is the fluctuation of the number of photons counted when a 1 is transmitted. This is a Poisson 
random variable with mean 2N p. No photons are received when a 0 is transmitted. Consequently, an 
error is made only when a 1 is transmitted and no photons are received. This leads to the following 
expression for the error probability

 
P Ne p= −1

2 2exp( )  (13)

from which it follows that N p = 10 for Pe = −10 9. This is termed the quantum limit.

PIN Receiver In a PIN receiver, the photodetector output is amplified, filtered, and sampled, and 
the sample is compared with a threshold to decide whether a 1 or 0 was transmitted. Let I be the 
sampled current at the input to the decision circuit scaled back to the corresponding value at the 
output of the photodetector. (It is convenient to refer all signal and noise levels to their equivalent 
values at the output of the photodetector.) I is then a random variable with means and variances 
given by

                               
μ1 = I p                               

μ0 0=  (14a)

 
σ1

2 2
4= +qI B

kTB
Rp

e    
σ 0

2 4= kTB
Re

 (14b)

where the subscripts 1 and 0 refer to the bit transmitted, kT is the thermal noise energy, and Re is the 
effective input noise resistance of the amplifier. Note that the noise values in the 1 and 0 states are 
different owing to the shot noise in the 1 state.

Calculation of error probability requires knowledge of the distribution of I under the two hypoth-
eses. Under the assumption that these distributions may be approximated by gaussian distributions 
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with means and variances given by Eq. (14), the error probability may be shown to be given by 
(Chap. 4 in Ref. 19)

 
P Ke =

−
+

⎛
⎝⎜

⎞
⎠⎟

μ μ
σ σ

1 0

1 0
 (15)

where

 
K Q dx x Q

Q
( ) exp( ) ( )= − =

∞

∫
1
2

2
1
2 22

π
/ erfc /  (16)

It can be shown from Eqs. (11), (12), (14), and (15) that 
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⎡
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⎢

⎤

⎦
⎥η
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21

1 8
 (17)

where 

 C
R Be

e
= 1

2π  (18)

is the effective noise capacitance of the receiver, and from Eq. (16), Q = 6 for Pe = −10 9. The mini-
mum bandwidth of the receiver is half the bit rate, but in practice B/Rb is generally about 0.7.

The gaussian approximation is expected to be good when the thermal noise is large compared to the 
shot noise. It is interesting, however, to note that Eq. (17) gives N p = 18, when C B Re b= = =0 0 5 1, . , ,/ η  
and Q = 6. Thus, even in the shot noise limit, the gaussian approximation gives a surprisingly close 
result to the value calculated from the correct Poisson distribution. It must be pointed out, however, 
that the location of the threshold calculated by the gaussian approximation is far from correct in this 
case. In general, the gaussian approximation is much better in estimating receiver sensitivity than in 
establishing where to set receiver thresholds.

Low-input-impedance amplifiers are generally required to achieve the high bandwidths required 
for high-bit-rate systems. However, a low input impedance results in high thermal noise and poor 
sensitivity. High-input-impedance amplifiers may be used, but this narrows the bandwidth, which 
must be compensated for by equalization following the first-stage amplifier. Although this may result 
in a highly sensitive receiver, the receiver will have a poor dynamic range owing to the high gains 
required in the equalizer.20 Receivers for digital systems are generally implemented with transimped-
ance amplifiers having a large feedback resistance. This reduces the effective input noise capacitance 
to below the capacitance of the photodiode, and practical receivers can be built with C pFe ≈ 0 1. . 
Using this value of capacitance and B Rb/ = 0 7. , η = 0 7. , and Q = 6, Eq. (17) gives N p ≈ 2600. Note 
that this is about 34 dB greater than the value given by the quantum limit.

APD Receiver In an APD receiver, there is additional shot noise owing to the excess noise factor F of 
the avalanche gain process. However, thermal noise is reduced because of the current multiplication 
gain M before thermal noise is introduced. This results in a receiver sensitivity given approximately by∗
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⎢
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1 8
 (19)

∗The gaussian approximation is not as good for an APD as for a PIN receiver owing to the nongaussian nature of the excess 
APD noise.
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The excess noise factor is an increasing function of M, which results in an optimum M to minimize 
N p.20 Good APD receivers at 1300 and 1550 nm typically have sensitivities of the order of 1000 photons 
per bit. Owing to the lower excess noise of silicon APDs, sensitivity of about 500 photons per bit can 
be achieved at 850 nm.

Impairments There are several sources of impairment that may degrade the sensitivity of receivers 
from the values given by Eqs. (17) and (19). These may be grouped into two general classes: eye deg-
radations and signal-dependent noise.

An eye diagram is the superposition of all possible received sequences. At the sampling point, there 
is a spread of the values of a received 1 and a received 0. The difference between the minimum value of a 
received 1 and the maximum value of the received 0 is known as the eye opening. This is given by ( )1− ε I p
where ε is the eye degradation. The two major sources of eye degradation are intersymbol interference 
and finite laser extinction ratio. Intersymbol interference results from dispersion, deviations from ideal 
shaping of the receiver filter, and low-frequency cutoff effects that result in direct current (DC) offsets.

Signal-dependent noises are phenomena that give a variance of the received photocurrent that 
is proportional to I p

2 and consequently lead to a maximum signal-to-noise ratio at the output of the 
receiver. Principal sources of signal-dependent noise are laser relative intensity noise (RIN), reflection-
induced noise, mode partition noise, and modal noise. RIN is a consequence of inherent fluctuations 
in laser intensity resulting from spontaneous emission. This is generally sufficiently small that it is not 
of concern in digital systems, but is an important limitation in analog systems requiring high signal-to-
noise ratios (see Sec. 9.7). Reflection-induced noise is the conversion of laser phase noise to intensity 
noise by multiple reflections from discontinuities (such as at imperfect connectors.) This may result 
in a substantial RIN enhancement that can seriously affect digital as well as analog systems.21 Mode 
partition noise occurs when Fabry-Perot lasers are used with dispersive fiber. Fiber dispersion results in 
changing phase relation between the various laser modes, which results in intensity fluctuations. The 
effect of mode partition noise is more serious than that of dispersion alone.22 Modal noise is a similar 
phenomenon that occurs in multimode fiber when relatively few modes are excited and these interfere.

Eye degradations are accounted for by replacing Eq. (14a) by 

 μ μ ε1 0 1− = −( )I p  (20a)

and signal-dependent noise by replacing Eq. (14b) by 

 σ α σ α1
2 2 2
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p  (20b)

where α 2 is the relative spectral density of the signal-dependent noise. (It is assumed that the signal-
dependent noise has a large bandwidth compared to the signal bandwidth B.) With these modifica-
tions, the sensitivity of an APD receiver becomes 
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The sensitivity of a PIN receiver is obtained by setting F = 1 and M = 1 in Eq. (21). It follows from 
Eq. (21) that there is a minimum error probability (error floor) given by 

 P K Q Q
Be,min max max( )= = −

where
1 ε
α

 (22)

The existence of eye degradations and signal-dependent noise causes an increase in the receiver 
power (called power penalty) required to achieve a given error probability.
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9.4 BIT RATE AND DISTANCE LIMITS 

Bit rate and distance limitations of digital links are determined by loss and dispersion limitations. 
The following example is used to illustrate the calculation of the maximum distance for a given 
bit rate. Consider a 2.5 Gbit/s system at a wavelength of 1550 nm. Assume an average transmit-
ter power of 0 dBm coupled into the fiber. Receiver sensitivity is taken to be 3000 photons per bit, 
which from Eq. (12) corresponds to an average receiver power of –30.2 dBm. Allowing a total of 8 dB 
for margin and for connector and cabling losses at the two ends gives a loss allowance of 22.2 dB. If 
the cabled fiber loss, including splices, is 0.25 dB/km, this leads to a loss-limited transmission dis-
tance of 89 km.

Assuming that the fiber dispersion is D = ⋅15 ps/km nm  and source spectral width is 0.1 nm, this 
gives a dispersion per unit length of 1.5 ps/km. Taking the maximum allowed dispersion to be half the 
interpulse period, this gives a maximum dispersion of 200 ps, which then yields a maximum dispersion-
limited distance of 133 km. Thus, the loss-limited distance is controlling.

Consider what happens if the bit rate is increased to 10 Gbit/s. For the same number of photons 
per bit at the receiver, the receiver power must be 6 dB greater than that in the preceding example. This 
reduces the loss allowance by 6 dB, corresponding to a reduction of 24 km in the loss-limited distance. 
The loss-limited distance is now 65 km (assuming all other parameters are unchanged). However, 
dispersion-limited distance scales inversely with bit rate, and is now 22 km. The system is now disper-
sion-limited. Dispersion-shifted fiber would be required to be able to operate at the loss limit.

Increasing Bit Rate

There are two general approaches for increasing the bit rate transmitted on a fiber: time-division 
multiplexing (TDM), in which the serial transmission rate is increased, and wavelength-division 
multiplexing (WDM), in which separate wavelengths are used to transmit independent serial bit 
streams in parallel. TDM has the advantage of minimizing the quantity of active devices but requires 
higher-speed electronics as the bit rate is increased. Also, as indicated by the preceding example, dis-
persion limitations will be more severe. 

WDM allows use of existing lower-speed electronics, but requires multiple lasers and detec-
tors as well as optical filters for combining and separating the wavelengths. Technology advances, 
including tunable lasers, transmitter and detector arrays, high-resolution optical filters, and optical 
amplifiers (Sec. 9.5) have made WDM more attractive, particularly for networking applications 
(Sec. 9.6).

Longer Repeater Spacing

In principal, there are three approaches for achieving longer repeater spacing than that calculated 
in the preceding text: lower fiber loss, higher transmitter powers, and improved receiver sensitivity 
(smaller ( ).N p  Silica-based fiber is already essentially at the theoretical Rayleigh scattering loss limit. 
There has been research on new fiber materials that would allow operation at wavelengths longer 
than 1.6 μm, with consequent lower theoretical loss values.23 There are many reasons, however, why 
achieving such losses will be difficult, and progress in this area has been slow.

Higher transmitter powers are possible, but there are both nonlinearity and reliability issues 
that limit transmitter power. Since present receivers are more than 30 dB above the quantum limit, 
improved receiver sensitivity would appear to offer the greatest possibility. To improve the receiver 
sensitivity, it is necessary to increase the photocurrent at the output of the detector without introduc-
ing significant excess loss. There are two main approaches for doing so: optical amplification and 
optical mixing. Optical preamplifiers result in a theoretical sensitivity of 38 photons per bit24 (6 dB 
above the quantum limit), and experimental systems have been constructed with sensitivities of about 
100 photons per bit.25 This will be discussed further in Sec. 9.5. Optical mixing (coherent receivers) 
will be discussed briefly in the following text.
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Coherent Systems A photodetector provides an output current proportional to the magnitude 
square of the electric field that is incident on the detector. If a strong optical signal (local oscillator) 
coherent in phase with the incoming optical signal is added prior to the photodetector, then the 
photocurrent will contain a component at the difference frequency between the incoming and 
local oscillator signals. The magnitude of this photocurrent, relative to the direct detection case, 
is increased by the ratio of the local oscillator to the incoming field strengths. Such a coherent 
receiver offers considerable improvement in receiver sensitivity. With on-off keying, a heterodyne 
receiver (signal and local oscillator frequencies different) has a theoretical sensitivity of 36 photons 
per bit, and a homodyne receiver (signal and local oscillator frequencies the same) has a sensitivity 
of 18 photons per bit. Phase-shift keying (possible with coherent systems) provides a further 3-dB 
improvement. Coherent systems, however, require very stable signal and local oscillator sources 
(spectral linewidths need to be small compared to the modulation bandwidth) and matching of 
the polarization of the signal and local oscillator fields.26 Differentially coherent systems (e.g., 
DPSK) in which the prior bit is used as a phase reference are simpler to implement and are begin-
ning to find application.27

An advantage of coherent systems, more so than improved receiver sensitivity, is that because the 
output of the photodetector is linear in the signal field, filtering for WDM demultiplexing may be 
done at the difference frequency (typically in the microwave range).∗ This allows considerably greater 
selectivity than is obtainable with optical filtering techniques. The advent of optical amplifiers has 
slowed the interest in coherent systems, but there has been renewed interest in recent years.28

9.5 OPTICAL AMPLIFIERS 

There are two types of optical amplifiers: laser amplifiers based on stimulated emission and para-
metric amplifiers based on nonlinear effects (Chap. 10 in Ref. 32). The former are currently of most 
interest in fiber-optic communications. A laser without reflecting end faces is an amplifier, but it is 
more difficult to obtain sufficient gain for amplification than it is (with feedback) to obtain oscilla-
tion. Thus, laser oscillators were available much earlier than laser amplifiers. 

Laser amplifiers are now available with gains in excess of 30 dB over a spectral range of more than 
30 mm. Output saturation powers in excess of 10 dBm are achievable. The amplified spontaneous 
emission (ASE) noise power at the output of the amplifier, in each of two orthogonal polarizations, 
is given by 

 P n
hc

B GoASE sp= −λ ( )1  (23)

where G is the amplifier gain, Bo is the bandwidth, and the spontaneous emission factor nsp is equal 
to 1 for ideal amplifiers with complete population inversion.

Comparison of Semiconductor and Fiber Amplifiers 

There are two principal types of laser amplifiers: semiconductor laser amplifiers (SLAs) and doped-
fiber amplifiers. The erbium-doped-fiber amplifier (EDFA), which operates at a wavelength of 
1.55 μm, is of most current interest.

The advantages of the SLA, similar to laser oscillators, are that it is pumped by a DC current, it may 
be designed for any wavelength of interest, and it can be integrated with electrooptic semiconductor 
components. 

∗The difference frequency must be large compared to the modulation bandwidth. As modulation bandwidths have increased 
beyond 10 GHz this may neccessitate difference frequencies greater than 100 GHz which may be difficult to implement.



9.14  FIBER OPTICS

The advantages of the EDFA are that there is no coupling loss to the transmission fiber, it is polariza-
tion-insensitive, it has lower noise than SLAs, it can be operated at saturation with no intermodulation 
owing to the long time constant of the gain dynamics, and it can be integrated with fiber devices. However, 
it does require optical pumping, with the principal pump wavelengths being either 980 or 1480 nm. 

Communications Application of Optical Amplifiers 

There are four principal applications of optical amplifiers in communication systems.29,30

1. Transmitter power amplifiers 

2. Compensation for splitting loss in distribution networks 

3. Receiver preamplifiers 

4. Linear repeaters in long-distance systems 

The last application is of particular importance for long-distance networks (particularly under-
sea systems), where a bit-rate-independent linear repeater allows subsequent upgrading of system 
capacity (either TDM or WDM) with changes only at the system terminals. Although amplifier noise 
accumulates in such long-distance linear systems, transoceanic lengths are achievable with amplifier 
spacings of about 60 km corresponding to about 15-dB fiber attenuation between amplifiers.

However, in addition to the accumulation of ASE, there are other factors limiting the distance of 
linearly amplified systems, namely dispersion and the interaction of dispersion and nonlinearity.31 
There are two alternatives for achieving very long-distance, very high-bit-rate systems with linear 
repeaters: solitons, which are pulses that maintain their shape in a dispersive medium,32 and disper-
sion compensation.33

9.6 FIBER-OPTIC NETWORKS

Networks are communication systems used to interconnect a number of terminals within a defined 
geographic area—for example, local area networks (LANs), metropolitan area networks (MANs), and 
wide area networks (WANs). In addition to the transmission function discussed throughout the earlier 
portions of this chapter, networks also deal with the routing and switching aspects of communications. 

Passive optical networks utilize couplers to distribute signals to users. In an N × N ideal star cou-
pler, the signal on each input port is uniformly distributed among all output ports. If an average 
power PT is transmitted at a transmitting port, the power received at a receiving port (neglecting 
transmission losses) is

 P
P
NR

T
N= −( )1 δ  (24)

where δN is the excess loss of the coupler. If N is a power of 2, an N × N star may be implemented by 
log2 N stages of 2 × 2 couplers. Thus, it may be conservatively assumed that 

 1 1 2
12 2 2− = − = −δ δ δ

N
N N( )log log ( )  (25)

The maximum bit rate per user is given by the average received power divided by the product of 
the photon energy and the required number of photons per bit ( ).N p  The throughput Y is the product 
of the number of users and the bit rate per user, and from Eqs. (24) and (25) is therefore given by 

 Y
P
N hc

NT

P
= −λ δlog ( )2 21  (26)
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Thus, the throughput (based on power considerations) is independent of N for ideal couplers 
( )δ2 0=  and decreases slowly with N N( ).−0 17  for 10 log ( ) .1 0 52− =δ dB. It follows from Eq. (26) that 
for a power of 1 mW at λ = 1 55. μm and with N p = 3000, the maximum throughput is 2.6 Tbit/s.

This may be contrasted with a tapped bus, where it may be shown that optimum tap weight to 
maximize throughput is given by 1/N, leading to a throughput given by34

 Y
P
N hc Ne

NT

P
= −λ δ1

22 exp( )  (27)

Thus, even for ideal ( )δ = 0  couplers, the throughput decreases inversely with the number of 
users. If there is excess coupler loss, the throughput decreases exponentially with the number of users 
and is considerably less than that given by Eq. (26). Consequently, for a power-limited transmission 
medium, the star architecture is much more suitable than the tapped bus. The same conclusion does 
not apply to metallic media, where bandwidth rather than power limits the maximum throughput.

Although the preceding text indicates the large throughput that may be achieved in principle 
with a passive star network, it doesn’t indicate how this can be realized. Most interest is in WDM 
networks.35 The simplest protocols are those for which fixed-wavelength receivers and tunable 
transmitters are used. However, the technology is simpler when fixed-wavelength transmitters and 
tunable receivers are used, since a tunable receiver may be implemented with a tunable optical filter 
preceding a wideband photodetector. Fixed-wavelength transmitters and receivers involving multiple 
passes through the network are also possible, but this requires utilization of terminals as relay points. 
Protocol, technology, and application considerations for gigabit networks (networks having access at 
gigabit rates and throughputs at terabit rates) is an extensive area of research.36

9.7 ANALOG TRANSMISSION ON FIBER 

Most interest in fiber-optic communications is centered around digital transmission, since fiber is 
generally a power-limited rather than a bandwidth-limited medium. There are applications, how-
ever, where it is desirable to transmit analog signals directly on fiber without converting them to dig-
ital signals. Examples are cable television (CATV) distribution and microwave links such as entrance 
links to antennas and interconnection of base stations in mobile radio systems.

Carrier-to-Noise Ratio (CNR)

Optical intensity modulation is generally the only practical modulation technique for incoherent-
detection fiber-optic systems. Let f(t) be the carrier signal that intensity modulates the optical source. 
For convenience, assume that the average value of f(t) is equal to 0, and that the magnitude of f(t) is 
normalized to be less than or equal to 1. The received optical power may then be expressed as 

 P t P mf to( ) [ ( )]= +1  (28)

where m is the optical modulation index 
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P P
P P
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−
+

max min

max min
 (29)

The carrier-to-noise ratio is then given by 
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where ℜ is the photodetector responsivity, RIN is the relative intensity noise spectral density (denoted 
by α 2 in Sec. 9.3), and < >thi2  is the thermal noise spectral density (expressed as 4kT Re/  in Sec. 9.3). 
CNR is plotted in Fig. 3 as a function of received optical power for a bandwidth of B = 4 MHz  
(single video channel), optical modulation index m = ℜ =0 05. , 0.8 A/W, RIN dB/Hz,= −155  
and < > pA/ Hzth

2i = 7 . At low received powers (typical of digital systems) the CNR is limited by 
thermal noise. However, to obtain the higher CNR generally needed by analog systems, shot noise and 
then ultimately laser RIN become limiting.

Analog Video Transmission on Fiber37

It is helpful to distinguish between single-channel and multiple-channel applications. For the single-
channel case, the video signal may directly modulate the laser intensity [amplitude-modulated 
(AM) system], or the video signal may be used to frequency-modulate an electrical subcarrier, with 
this subcarrier then intensity-modulating the optical source [frequency-modulated (FM) system]. 
Equation (30) gives the CNR of the recovered subcarrier. Subsequent demodulation of the FM signal 
gives an additional increase in signal-to-noise ratio. In addition to this FM improvement factor, 
larger optical modulation indexes may be used than in AM systems. Thus FM systems allow higher 
signal-to-noise ratios and longer transmission spans than AM systems.

Two approaches have been used to transmit multichannel video signals on fiber. In the first (AM sys-
tems), the video signals undergo electrical frequency-division multiplexing (FDM), and this combined 
FDM signal intensity modulates the optical source. This is conceptually the simplest system, since exist-
ing CATV multiplexing formats may be used. 

In FM systems, the individual video channels frequency-modulate separate microwave carriers (as 
in satellite systems). These carriers are linearly combined and the combined signal intensity modu-
lates a laser. Although FM systems are more tolerant than AM systems to intermodulation distortion 
and noise, the added electronics costs have made such systems less attractive than AM systems for 
CATV application.

Multichannel AM systems are of interest not only for CATV application but also for mobile radio 
applications to connect signals from a microcellular base station to a central processing station. 

FIGURE 3 CNR as a function of input power. Straight lines indicate thermal noise (-.-.-), 
shot noise (–), and RIN (.....) limits.
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Relative to CATV applications, the mobile radio application has the additional complication of being 
required to accommodate signals over a wide dynamic power range.

Nonlinear Distortion 

In addition to CNR requirements, multichannel analog communication systems are subject to inter-
modulation distortion. If the input to the system consists of a number of tones at frequencies ωi , 
then nonlinearities result in intermodulation products at frequencies given by all sums and differ-
ences of the input frequencies. Second-order intermodulation gives intermodulation products at fre-
quencies ω ωi j± , whereas third-order intermodulation gives frequencies ω ω ωi j k± ± . If the signal 
frequency band is such that the maximum frequency is less than twice the minimum frequency, then 
all second-order intermodulation products fall outside the signal band, and third-order intermodu-
lation is the dominant nonlinearity. This condition is satisfied for the transport of microwave signals 
(e.g., mobile radio signals) on fiber, but is not satisfied for wideband CATV systems, where there are 
requirements on composite second-order (CSO) and composite triple-beat (CTB) distortion. 

The principal causes of intermodulation in multichannel fiber-optic systems are laser threshold 
nonlinearity,38 inherent laser gain nonlinearity, and the interaction of chirp and dispersion. 

9.8 TECHNOLOGY AND APPLICATIONS DIRECTIONS

Fiber-optic communication application in the United States began with metropolitan and short-distance 
intercity trunking at a bit rate of 45 Mbit/s, corresponding to the DS-3 rate of the North American digital 
hierarchy. Technological advances, primarily higher-capacity transmission and longer repeater spacings, 
extended the application to long-distance intercity transmission, both terrestrial and undersea. Also, trans-
mission formats are now based on the synchronous digital hierarchy (SDH), termed synchronous optical 
network (SONET) in the U.S. OC-192 system∗ operating at 10 Gbit/s are widely deployed, with OC-768 
40 Gbit/s systems also available. All of the signal processing in these systems (multiplexing, switching, per-
formance monitoring) is done electrically, with optics serving solely to provide point-to-point links.

For long-distance applications, 10 Gbit/s dense wavelength-division multiplexing (DWDM), with 
channel spacings of 50 GHz and with upward of 100 wavelength channels, has extended the bit rate 
capability of fiber to greater than 1 Tbit/s in commercial systems and more than 3 Tbit/s in laboratory 
trials.39 For local access, there is extensive interest in fiber directly to the premises40 as well as hybrid 
combinations of optical and electronic technologies and transmission media.41,42

The huge bandwidth capability of fiber optics (measured in tens of terahertz) is not likely to be 
utilized by time-division techniques alone, and DWDM technology and systems are receiving consid-
erable emphasis, although work is also under way on optical time-division multiplexing (OTDM) and 
optical code-division multiplexing (OCDM).

Nonlinear phenomena, when uncontrolled, generally lead to system impairments. However, con-
trolled nonlinearities are the basis of devices such as parametric amplifiers and switching and logic 
elements. Nonlinear optics will consequently continue to receive increased emphasis. 
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NONLINEAR EFFECTS 
IN OPTICAL FIBERS

John A. Buck 
Georgia Institute of Technology 
School of Electrical and Computer Engineering 
Atlanta, Georgia

Fiber nonlinearities are important in optical communications, both as useful attributes and as 
characteristics to be avoided. They must be considered when designing long-range high-data-rate 
systems that involve high optical power levels and in which signals at multiple wavelengths are 
transmitted. The consequences of nonlinear transmission can include (1) the generation of 
additional signal bandwidth within a given channel, (2) modifications of the phase and shape of 
pulses, (3) the generation of light at other wavelengths at the expense of power in the original 
signal, and (4) crosstalk between signals at different wavelengths and polarizations. The first two, 
arising from self-phase modulation, can be used to advantage in the generation of solitons—pulses 
whose nonlinear phase modulation compensates for linear group dispersion in the fiber link1 or in 
fiber gratings,2 leading to pulses that propagate without changing shape or width (see Chap. 22). 
The third and fourth effects arise from stimulated Raman or Brillouin scattering or four-wave 
mixing. These can be used to advantage when it is desired to generate or amplify additional wave-
lengths, but they must usually be avoided in systems.

10.1 KEY ISSUES IN NONLINEAR OPTICS IN FIBERS

Optical fiber waveguides, being of glass compositions, do not possess large nonlinear coefficients. 
Nonlinear processes can nevertheless occur with high efficiencies since intensities are high and prop-
agation distances are long. Even though power levels are usually modest (a few tens of milliwatts), 
intensities within the fiber are high due to the small cross-sectional areas involved. This is particularly 
true in single-mode fiber, where the LP01 mode typically presents an effective cross-sectional area of 
between 10 7−  and 10 8−  cm2, thus leading to intensities on the order of MW/cm2. Despite this, long 
interaction distances are usually necessary to achieve nonlinear mixing of any significance, so pro-
cesses must be phase matched, or nearly so. Strategies to avoid unwanted nonlinear effects usually 
involve placing upper limits on optical power levels, and if possible, choosing other parameters such 
that phase mismatching occurs. Such choices may include wavelengths or wavelength spacing in 
wavelength-division multiplexed systems, or may be involved in special fiber waveguide designs.3 

10.1

10
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The generation of light through nonlinear mixing arises through polarization of the medium, 
which occurs through its interaction with intense light. The polarization consists of an array of 
phased dipoles in which the dipole moment is a nonlinear function of the applied field strength. 
In the classical picture, the dipoles, once formed, reradiate light to form the nonlinear output. The 
medium polarization is conveniently expressed through a power series expansion involving products 
of real electric fields:

 � = ⋅ + ⋅ + ⋅ + = +ε χ χ χ0
1 2[ . ]( ) ( )� �� ��� � �(3)

NL… L  (1)

in which the c terms are the linear, second-, and third-order susceptibilities. Nonlinear processes are 
described through the product of two or more optical fields to form the nonlinear polarization, �NL, 
consisting of all terms of second order and higher in Eq. (1).

The second-order term in Eq. (1) [involving χ( )]2  describes three-wave mixing phenomena, such 
as second-harmonic generation. The third-order term describes four-wave mixing (FWM) pro-
cesses and stimulated scattering phenomena. In the case of optical fibers, second-order processes 
are generally not possible, since these effects require noncentrosymmetric media.4 In amorphous 
fiber waveguides, third-order effects [involving χ( )]3  are usually seen exclusively, although second-
harmonic generation can be observed in special instances.5 

The interactions between fields and polarizations are described by the nonlinear wave equation: 
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where � and � are the sums of all electric fields and nonlinear polarizations that are present, and n0 
is the refractive index of the medium. The second-order differential equation is usually reduced to 
first order through the slowly varying envelope approximation (SVEA): 

 
∂
∂

<< ∂
∂

2

2

2E

z

E
z

π
λ

 (3)

where E is the complex field amplitude. The interpretation of the SVEA is that the changes in 
field amplitude that occur over distances on the order of a wavelength are very large compared to 
variations in the rate of change over the same distance. The wave equation will separate accord-
ing to frequencies or propagation directions, yielding sets of coupled differential equations that, 
under the SVEA, are first order. These describe the growth or decay of fields involved in the mixing 
process. 

The requirement for phase matching is that the nonlinear polarization wave and the elec-
tric field associated with the generated wave propagate with the same phase constant; that is, 
their phase velocities are equal. Phase-matched processes in fiber include those that involve 
(1) interacting waves at the same wavelength and polarization, such as self- and cross-phase mod-
ulation, as well as other degenerate Kerr-type interactions, and (2) stimulated scattering processes 
(Raman and Brillouin), in addition to cross-phase modulation involving two wavelengths. Four-
wave mixing processes involving light at different wavelengths can occur that are not precisely 
phase matched but that can nevertheless yield high efficiencies. Matters are further complicated 
by the fact that different nonlinear processes can occur simultaneously, with each affecting the 
performance of the other. Nonlinear effects are usually favored to occur under pulsed operation, 
since high peak powers can be achieved with comparatively modest average powers. Consequently, 
group velocity matching is desirable (although not always required) to achieve efficient mixing 
between pulses. 
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10.2 SELF- AND CROSS-PHASE MODULATION 

Self-phase modulation (SPM) can occur whenever a signal having a time-varying amplitude is propa-
gated in a nonlinear material. The origin of the effect is the refractive index of the medium, which will 
change with the instantaneous signal intensity. The complex nonlinear polarization for the process is: 

 P E z t E z t i t zNL 0
2| |= −3

4 0
3

0ε χ ω β( ) ( , ) ( , )exp[ [ )]  (4)

where E0(t) is the time-varying electric field amplitude that describes the pulse or signal envelope, 
and where the frequency w is the same as that of the input light. Incorporating this polarization and 
the field into the wave equation leads to a modified refractive index over the original zero-field value 
n0. The net index becomes:6 

 n n n E z t= + ′0 2 0
2| |( , )  (5)

where the nonlinear refractive index is given by ′ =n n2 08Re{3 /(3)χ }. In fused silica it has the value 
′ = × −n2

23 2 2 76 1 10. .m /V  Equation (5) can also be expressed in terms of light intensity through 
n I n n I z t( ) ( , ),= +0 2  where n2

20 23 2 10= × −. .m /W In optical fibers the index is modified from the 
effective mode index of the single-mode fiber neff  (which assumes the role of n0).

The complex field as it propagates through the medium can be expressed as:

 E E z t i t n n I z t k z= − +0 0 2( , [ ( , }))exp( { )]0 0ω  (6)

which exhibits phase modulation that follows the shape of the intensity envelope. The instantaneous 
frequency is found through the time derivative of the phase: 

 ′ = − ∂
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 (7)

The effects of self-phase modulation on pulse propagation can be qualitatively observed from 
Eqs. (6) and (7). First, additional frequency components are placed on the pulse, thus increasing its 
spectral width. Second, a frequency sweep (chirp) is imposed on the pulse, the direction of which 
depends on the sign of ∂ ∂I t/ . The latter feature is particularly important in optical fibers, since the 
imposed frequency sweep from SPM will either add to or subtract from the chirp imposed by linear 
group dispersion. If the chirp directions for self-phase modulation and group dispersion are oppo-
site, an effective cancellation may occur, leading to the formation of an optical soliton. In more con-
ventional systems in which solitons are not employed, SPM must be considered as a possible benefit 
or detriment to performance, as some pulse shaping (which could include broadening or compression) 
can occur;8,9 however, such systems can in theory yield excellent performance.10 Furthermore, in sys-
tems employing fiber amplifiers, the change in refractive index associated with the signal-induced 
upper state population in erbium has been shown to be an important performance factor.11 An addi-
tional effect can occur when pulse spectra lie within the anomalous group dispersion regime of the 
fiber; pulse breakup can occur as a result of modulation instability, in which the interplay between 
dispersive and nonlinear contributions to pulse shaping becomes unstable.12 

Cross-phase modulation (XPM) is similar to SPM, except that two overlapping but distinguish-
able pulses (having, for example, different frequencies or polarizations) are involved. One pulse will 
modulate the index of the medium, which then leads to phase modulation of an overlapping pulse. 
XPM thus becomes a cross-talk mechanism between two channels if phase encoding is employed or 
if intensity modulation is used in dispersive systems.13,14 No transfer of energy occurs between chan-
nels, however, which distinguishes the process from other crosstalk mechanisms in which growth 
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of signal power in one channel occurs at the expense of power in another. The strength of the effect 
is enhanced by a factor of 2 over that which can be obtained by a single field acting on itself (the 
nonlinear refractive index n2 is effectively doubled in XPM). The XPM process, while twice as strong 
as SPM, is effectively weakened by the fact that pulses of differing frequencies or polarizations are 
generally not group velocity matched, and so cannot maintain overlap indefinitely. The efficiency is 
further reduced if the interaction occurs between cross-polarized waves; in this case the nonlinear 
tensor element (and thus the effective nonlinear index) is a factor of 1

3  less than the tensor element 
that describes copolarized waves.6

Self- and cross-phase modulation are analyzed by way of coupled equations of the nonlinear
Schrödinger form,16 which describes the evolution over time and position of the electric field enve-
lopes of two pulses, E a0 and E b0 , where SVEA is used and where pulse widths are on the order of 1 
ps or greater: 
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In these equations, β1 j j a b( , )=  are the group delays of the pulses at the two frequencies or polar-
izations over a unit distance; β2 j are the group dispersion parameters associated with the two pulses; 
and γ ωj jn cA= ′2 /( ),eff  where Aeff  is the effective cross-sectional area of the fiber mode. The coefficient 
d is equal to 2 for copolarized pulses of different frequencies and is 2

3 if the pulses are cross-polarized. 
Propagation loss characterized by coefficients α j is assumed. The equation form that describes the 
propagation with SPM of a single pulse—E a0 , for example—is found from Eq. (8) by setting E b0 0= . 
The terms on the right sides of Eqs. (8) and (9) describe in order the effects of group dispersion, SPM, 
XPM, and loss. The equations can be solved using numerical techniques that are described in 
Refs. 15 and 16.

For subpicosecond pulses, the accuracy of Eqs. (8) and (9) begins to degrade as pulse band-widths 
increase with decreasing temporal width. Additional terms are usually incorporated in the equa-
tions as pulse widths are reduced to the vicinity of 100 fs. These embody (1) cubic dispersion, which 
becomes important as bandwidth increases, and (2) changes in group velocity with intensity. This 
latter effect can result in self-steepening, in which the pulse trailing edge shortens to the point of form-
ing an optical shock front under appropriate conditions. An additional consequence of broad pulse 
spectra is that power conversion from high-frequency components within a pulse to those at lower 
frequencies can occur via stimulated Raman scattering, provided the interacting components are suf-
ficiently separated in wavelength. The effect is an overall red shift of the spectrum. At sufficiently high 
intensities, cross-coupling between pulses having different center wavelengths can also occur through 
Raman scattering, regardless of pulse width. 

10.3 STIMULATED RAMAN SCATTERING

In stimulated Raman scattering (SRS), coupling occurs between copropagating light waves whose 
frequency difference is in the vicinity of resonances of certain molecular oscillation modes. In silica-
based fibers, stretch vibrational resonances occur between Si and O atoms in several possible modes 
within the glass matrix (see Ref. 17 for illustrations of the important modes in pure silica). In the 
Stokes process, light at frequency ω2 (pump wave) is downshifted to light at ω1 (Stokes wave), with 
the excess energy being absorbed by the lattice vibrational modes (manifested in the generation of 
optical phonons). The process is either spontaneous, in which the Stokes wave builds up from noise, 
or is stimulated, in which both waves are present in sufficient strength to generate a beat frequency 
that excites the oscillators and promotes coupling. A fiber Raman amplifier works on this principle, 
in which an input signal at ω1 experiences gain in the presence of pump light at ω2. Figure 1 shows 
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the beam geometry in which an input wave at ω1 and intensity I10 can emerge at the far end with 
amplified value I L1 . This occurs in the presence of the pump wave at ω2 that has initial intensity I20 
and that emerges with depleted intensity I L2 .

Back-conversion from ω1 to ω2 (the inverse Raman effect) will also occur once the Stokes wave 
reaches sufficient intensity, but gain will only occur for the Stokes wave. Both processes are phase 
matched, and so occur with high efficiency in long fibers. The back-conversion process is to be distin-
guished from anti-Stokes scattering, in which pump light at ω2 is upshifted to frequency ω3, with the 
additional energy being supplied by optical phonons associated with the previously excited medium. 
The anti-Stokes process is rarely seen in fiber transmission because (1) it is phase mismatched and 
(2) it requires a substantial population of excited oscillators, which is not the case at thermal equi-
librium.

Figure 2 shows the measured Raman gain for the Stokes wave in fused silica. The gain is plotted as 
a function of difference frequency between the interacting waves measured in cm 1−  (to convert this 
to wavelength shift, use the formula Δ Δλ λ= −

p f2 ( ),cm 1  where λp is the pump wavelength). Other 
fiber constituents such as GeO2, P2O5, and B2O3 exhibit their own Raman resonances, which occur at 
successively greater wavelength shifts;19 the effects of these will be weak, since their concentration in 
the fiber is generally small. Thus the dominant Raman shifts in optical fiber are associated with SiO2, 
and occur within the range of 440 to 490 1cm− , as is evident in Fig. 2.

Nonlinear polarizations at frequencies ω1 and ω2 can be constructed that are proportional to 
products of the Stokes and pump fields, E1

1ω  and E2
2ω . These are of the form P E ENL

2| |ω ω ω1 2 1
2 1∝  (Stokes 

FIGURE 2 Raman gain spectrum in fused silica. (Adapted from 
Ref. 22. © 1980 IEEE.)
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FIGURE 1 Beam geometry for stimulated Raman scattering in an optical fiber.
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generation) and P E ENL
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1 2 (the inverse Raman effect). Substituting these polarizations and the 
two fields into the wave equation, using the SVEA, and assuming copolarized fields leads to the fol-
lowing coupled equations involving the Stokes and pump wave intensities I1 and I2:18
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where the loss terms involving a (the fiber loss per unit distance) are added phenomenologically. 
The Raman gain function gr is expressed in a general way as

 g
A

fr = −
λ

λ λ
2

1 2( )  (12)

where A is a function of the material parameters and f ( )λ λ1 2−  is a normalized line shape func-
tion, which is either derived from theory or experimentally measured (determined from Fig. 2, for 
example). With λ2 expressed in μm, A = × −−1 0 10 11. cm m/W.20μ  The solutions of Eqs. (10) and 
(11) are:
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In these equations, I I I0 20 1 2 10= +( ) ,ω ω/  where I10 and I20 are the Stokes and pump intensities at 
the fiber input. The coupling parameter ψ r assumes different forms, depending upon whether the 
input Stokes intensity I10 is present or not. If I10 is present, and if its magnitude is much greater than 
light from spontaneous Raman scattering, we have: 

 ψ
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When no Stokes input is present, the signal builds up from spontaneous Raman scattering, and the 
coupling parameter in this case becomes: 
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with the gain parameters defined through G g I Lr0 0= eff  and G g I Lr2 20= eff . The effective length of the 
fiber accounts for the reduction of Stokes and pump intensities as a result of loss, and is defined as 
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 (17)

The effective area of a single-mode fiber Aeff  calculated through πr0
2 , where r0 is the mode field 

radius. For a multimode fiber, Aeff  is usually taken as the core area, assuming that the power is uni-
formly distributed over the core. The power in the fiber is then P I A1 2 1, , .= 2 eff  

Two basic issues concerning SRS are of interest in fiber communication systems. First, pump-to-
Stokes coupling provides a mechanism for crosstalk from short- to long-wavelength channels. This 
will occur most efficiently if the channel frequency spacing is in the vicinity of that associated with the 
maximum Raman gain. The Raman gain peak at approximately 500 cm−1 corresponds to a frequency 
spacing of 15 THz, meaning that operation at 1.55 μm produces a Stokes wave of about 1.67 μm 
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wavelength. Two-channel operation at these wavelengths would lead to a maximum allowable signal 
level of about 50 mW.21 In WDM systems, within the 1.53- to 1.56-μm erbium-doped fiber amplifier 
window, channel spacings of 50 or 100 GHz are used. Raman gain is thus considerably reduced, but 
is still sufficient to cause appreciable crosstalk, which can lead to system penalties of between 1 and 
3 dB depending on the number of channels.22 Second, and of more importance to single-wavelength 
systems, is the conversion to Stokes power from the original signal—a mechanism by which signal 
power can be depleted. A related problem is walkoff23 occurring between the signal and Stokes pulses, 
since these will have different group delays. Walkoff is a means for aliasing to occur in digital trans-
mission, unless the signal is filtered at the output. If pulses are of subpicosecond widths, additional 
complications arise due to the increased importance of SPM and XPM.24 In any event, an upper 
limit must be placed on the signal power if significant conversion to Stokes power is to be avoided. 
In single-wavelength systems, where crosstalk is not an issue, pulse peak powers must be kept below 
about 500 mW to avoid significant SRS conversion.25 

A useful criterion is the so-called critical condition (or Raman threshold), defined as the condition 
under which the output Stokes and signal powers are equal. This occurs when ψ r = 1, which, from 
Eq. (16), leads to G2 16≈ . SRS can also be weakened by taking advantage of the gain reduction that 
occurs as signal (pump) wavelengths increase, as shown in Eq. (12). For example, operation at 1.55 μm 
yields less SRS for a given signal power than operation at 1.3 μm. 

Apart from the need to reduce SRS, the effect can be used to advantage in wavelength conversion 
and in amplification. Fiber Raman lasers have proven to be good sources of tunable radiation and 
operate at multiple Stokes wavelengths.26 Specifically, a Stokes wave can serve as a pump to generate 
an additional (higher-order) Stokes wave at a longer wavelength.27 Fiber Raman amplifiers are used 
routinely in long-haul systems.28 

10.4 STIMULATED BRILLOUIN SCATTERING 

The stimulated Brillouin scattering (SBS) process involves the input of a single intense optical wave 
at frequency ω2 , which initiates a copropagating acoustic wave at frequency ω p . The acoustic wave 
is manifested as a traveling index grating in the fiber, which back-diffracts a portion of the original 
input. The backward (Stokes) wave is Doppler-shifted to a lower frequency ω1 and is proportional 
to the phase conjugate of the input.29 The backward wave is amplified as it propagates, with the gain 
increasing with increasing input (pump) power. 

The beam interaction geometry is shown in Fig. 3. Usually, the Stokes wave builds up spontane-
ously, but can be inputted at the far end. The effect can be understood by considering a case in which 
counter-propagating Stokes and pump waves exist that together form a moving interference pattern 
whose velocity is proportional to the difference frequency ω ω2 1− . Coupling between the waves will 
occur via SBS when the interference pattern velocity is in the vicinity of the acoustic wave velocity 
v p . It is the interference pattern that forms and reinforces the acoustic wave through electrostriction. 

With a single input, spontaneous scattering from numerous shock waves occurs, with preferential 
feedback from the acoustic wave that matches the condition just described. With the Stokes wave gen-
erated (although it is initially weak), the acoustic wave is reinforced, and so backscattering increases. 

In terms of the wave vector magnitudes, the condition for phase matching is given by k k kp = +1 2. 
Since the sound frequency is much less than those of the two optical waves, we can write k kp ≈ 2 2. 
Then, since k vp p p=ω / , it follows that ω ωp pn v c≈ 2 2 / , where n is the refractive index (assumed to 

FIGURE 3 Beam geometry for stimulated Brillouin scattering in an optical fiber. 
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be the same value at both optical frequencies). The Brillouin frequency shift under phase-matched 
conditions thus becomes 

 ω ω ω2 1 22− ≈ n
v

c
p

 (18)

This yields a value of about 11 GHz, with v p ≈ 6 km/s in fused silica and λ2 1 55= . μm.  
The process can be described by the nonlinear polarization produced by the product of complex 

fields, E E1 2, ,∗  and E2 ; this yields a polarization at ω1  that propagates with wavevector k1  in the 
direction of the Stokes wave. Another polarization, describing back-coupling from Stokes to pump, 
involves the product E E E1 1 2

∗ . Substituting fields and polarizations into the wave equation yields 
the following coupled equations that describe the evolution of the optical intensities with distance 
(pp. 287–290 of Ref. 18): 

 
dI

dz
g I I Ib

1
1 2 1= − + α  (19)

 
dI

dz
g I I Ib

2
1 2 2= − − α  (20)

where a is the linear loss coefficient. The Brillouin gain is given by 

 g g
vb b

p p

= +
−⎛

⎝
⎜

⎞

⎠
⎟

−

0
1 10

2

2 2

1

1
4( )ω ω

α
 (21)

where ω10 is the Stokes frequency at precise phase matching, α p is the loss coefficient for the acous-
tic wave, and the peak gain gb0 is a function of the material parameters. The Brillouin line width, 
defined as the full width at half-maximum of gb , is Δω αb p pv= . In optical fibers, Δ Δfb b= ω π/2  is 

typically between 10 and 30 MHz and gb0
9 204 5 10= × −. .cm/W  Signal bandwidths in high-data-rate 

communication systems greatly exceed the Brillouin line width, and so SBS is typically too weak to 
be considered a source of noise or signal depletion. This is to be compared to stimulated Raman 
scattering, which supports considerable gain over approximately 5 THz. Consequently, SRS is a 
much more serious problem in high-data-rate systems. 

Using analysis methods similar to those employed in SRS, a critical condition (or threshold) can 
be defined for SBS, at which the backscattered power is equal to the input power:30 

 
ω ω

πω
1

20

3 2

4
1

k T

I A
G GB b

p

b b

Δ

eff

/− =exp( )  (22)

where kB is the Boltzmann’s constant and T is the temperature in Kelvin. The gain parameter is: 

 G g I Lb b= 20 eff  (23)

with Leff  as defined in Eq. (17). Equation (22) is approximately satisfied when Gb � 21 30.  In practice, 
the backscattered power will always be less than the input power, since pump depletion will occur. 
Nevertheless, this condition is used as a benchmark to determine the point at which SBS becomes 
excessive in a given system.31 In one study, it was found that Gb ≈ 21 yields the pump power required 
to produce an SBS output that is at the level of Rayleigh back-scattering.32 Pump powers required to 
achieve threshold can be on the order of a few milliwatts for CW or narrowband signals, but these 
increase substantially for broadband signals.33 Reduction of SBS is accomplished in practice by 
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lowering the input signal power ( )I20  or by taking advantage of the reduction in gb that occurs when 
signal bandwidths (Δw) exceed the Brillouin line width. Specifically, if Δ Δω ω>> b , 

 g gb b
b( )Δ

Δ
Δ

ω
ω
ω

≈  (24)

10.5 FOUR-WAVE MIXING 

The term four-wave mixing in fibers is generally applied to wave coupling through the electronic 
nonlinearity in which at least two frequencies are involved and in which frequency conversion is 
occurring. The fact that the electronic nonlinearity is involved distinguishes four-wave mixing inter-
actions from stimulated scattering processes because in the latter the medium was found to play an 
active role through the generation or absorption of optical phonons (in SRS) or acoustic phonons 
(in SBS). If the nonlinearity is electronic, bound electron distributions are modified according to the 
instantaneous optical field configurations. For example, with light at two frequencies present, elec-
tron positions can be modulated at the difference frequency, thus modulating the refractive index. 
Additional light will encounter the modulated index and can be up- or downshifted in frequency. In 
such cases, the medium plays a passive role in the interaction, as it does not absorb applied energy 
or release energy previously stored. The self- and cross-phase modulation processes also involve the 
electronic nonlinearity, but in those cases, power conversion between waves is not occurring—only 
phase modulation. 

As an illustration of the process, consider the interaction of two strong waves at frequencies ω1  
and ω2 , which mix to produce a downshifted (Stokes) wave at ω3 and an upshifted (anti-Stokes) wave 
at ω4. The frequencies have equal spacing, that is, ω ω ω ω ω ω1 3 2 1 4 2− = − = −  (Fig. 4). All fields assume 
the real form: 

 �j oj j jE i t z c c j= − + = −1
2

1 4exp[ ( ) . .ω β  (25)

The nonlinear polarization will be proportional to �3, where � � � � �= + + +1 2 3 4. With all fields 
copolarized, complex nonlinear polarizations at ω3 and ω4 appear that have the form: 

  P E E i t iNL
3ω ε χ ω ω− − −3

4
20

3
01
2

02 1 2
( ) exp[ ( ) ]exp[∗ (( ) ]2 1 2β βω ω− z  (26)

 P E E i t iNL
4ω ε χ ω ω− − −3

4
20

3
02
2

01 2 1
( ) exp[ ( ) ]exp[∗ (( ) ]2 2 1β βω ω− z  (27)

FIGURE 4 Frequency diagram for four-wave mixing, showing 
pump frequencies (ω1

 and ω2) and sideband frequencies (ω3 and ω4).
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where ω ω ω ω ω ω3 1 2 1 12 2= − = −, 4 , and χ( )3  is proportional to the nonlinear refractive index ′n2. The 
significance of these polarizations lies not only in the fact that waves at the sideband frequencies ω3 
and ω4 can be generated, but that preexisting waves at those frequencies can experience gain in the 
presence of the two pump fields at ω1 and ω2 thus forming a parametric amplifier. The sideband 
waves will contain the amplitude and phase information on the pumps, thus making this process an 
important crosstalk mechanism in multiwavelength communication systems. Under phase-matched 
conditions, the gain associated with FWM is more than twice the peak gain in SRS.34 

The wave equation, when solved in steady state, yields the output intensity at either one of the 
sideband frequencies.35 For a medium of length L, having loss coefficient α, the sideband intensities 
are related to the pump intensities through 

 I
n L

I I L
m

ω ω ω

λ
η α3 2 12

2

2∝ eff
⎛
⎝⎜

⎞
⎠⎟

−( ) exp( )  (28)

 I
n L

I I L
m

ω ω ω

λ
η α4 1 22

2

2∝ eff
⎛
⎝⎜

⎞
⎠⎟

−( ) exp( )  (29)

where Leff  is defined in Eq. (17), and where 

 η α
α β

α β
α

=
+

+ −
− −

2

2 2

2

1
4 2

1Δ
Δexp( )sin ( )

( exp( )

L L

L

/
22

⎛
⎝⎜

⎞
⎠⎟

 (30)

Other FWM interactions can occur, involving products of intensities at three different frequencies 
rather than two as demonstrated here. In such cases, the output wave intensities are increased by a 
factor of 4 over those indicated in Eqs. (28) and (29). 

One method of suppressing four-wave mixing in WDM systems includes the use of unequal channel
spacing.36 This ensures, for example, that ω ω ω3 1 22≠ + , where ω ω1, ,2  and ω3 are assigned channel 
frequencies. More common methods involve phase-mismatching the process in some way. This is 
accomplished by increasing Δb, which has the effect of decreasing h in Eqs. (28) and (29). Note that in 
the low-loss limit, where a → 0, Eq. (30) reduces to η β β=(sin ( )/( ) .2 22 2Δ ΔL L/ /  The Δb expressions 
associated with wave generation at ω3 and ω4 are given by 

 Δβ ω β β βω ω ω( )3 2 1 2 3= − −  (31)

and

 Δβ ω β β βω ω ω( )4 2 2 1 4= − −  (32)

It is possible to express Eqs. (31) and (32) in terms of known fiber parameters by using a Taylor 
series for the propagation constant, where the expansion is about frequency ωm as indicated in Fig. 4, 
where ω ω ωm = +( )2 1 2/

 β β ω ω β ω ω β ω ω β≈ + − + − + −0 1
2

2
3

3

1
2

1
6

( ) ( ) ( )m m m  (33)

In Eq. (33), β β1, ,2  and β3 are, respectively, the first, second, and third derivatives of b 
with respect to w, evaluated at ωm . These in turn relate to the fiber dispersion parameter
D (ps/nm ⋅ km) and its first derivative with respect to wavelength through β λ π λ2

2 2= −( ) ( )m mc D/  and 
β λ π λ λ λ λ3

3 2 22 2= +( )[ ( ) ( )( ) ]m m mc D dD d
m

/ / / |  where λ π ωm mc= 2 / . Using these relations along with 
Eq. (33) in Eqs. (31) and (32) results in: 

 Δ Δ Δβ ω ω π λ
λ

λ λ
λ

λ( , ) ( )3

2

2
2

24 |≈ ±⎡
⎣
⎢

⎤
⎦
⎥c D

dD
d

m
m m  (34)
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where the plus sign is used for Δβ ω( ),3  the minus sign is used for Δβ ω( ),4  and Δλ λ λ= −1 2. Phase 
matching is not completely described by Eq. (34), since cross-phase modulation plays a subtle role, 
as discussed in Ref. 16. Nevertheless, Eq. (34) does show that the retention of moderate values of dis-
persion D is a way to reduce FWM interactions that would occur, for example, in WDM systems. As 
such, modern commercial fiber intended for use in WDM applications will have values of D that are 
typically in the vicinity of 4 ps/nm ⋅ km.37 With WDM operation in conventional dispersion-shifted 
fiber (with the dispersion zero near 1.55 μm), having a single channel at the zero dispersion wave-
length can result in significant four-wave mixing.38 Methods that were found to reduce four-wave 
mixing in such cases include the use of cross-polarized signals in dispersion-managed links39 and 
operation within a longer-wavelength band near 1.6 μm40 at which dispersion is appreciable and 
where gain-shifted fiber amplifiers are used.41 

Examples of other cases involving four-wave mixing include single-wavelength systems, in which 
the effect has been successfully used in a demultiplexing technique for TDM signals.42 In another case, 
coupling through FWM can occur between a signal and broadband amplified spontaneous emission 
(ASE) in links containing erbium-doped fiber amplifiers.43 As a result, the signal becomes spectrally 
broadened and exhibits phase noise from the ASE. The phase noise becomes manifested as amplitude 
noise under the action of dispersion, producing a form of modulation instability. 

An interesting application of four-wave mixing is spectral inversion. Consider a case that involves 
the input of a strong single-frequency pump wave along with a relatively weak wave having a spec-
trum of finite width positioned on one side of the pump frequency. Four-wave mixing leads to the 
generation of a wave whose spectrum is the “mirror image” of that of the weak wave, in which the 
mirroring occurs about the pump frequency. Figure 5 depicts a representation of this, where four 
frequency components comprising a spectrum are shown along with their imaged counterparts. An 
important application of this is pulses that have experienced broadening with chirping after propa-
gating through a length of fiber exhibiting linear group dispersion.44 Inverting the spectrum of such 
a pulse using four-wave mixing has the effect of reversing the direction of the chirp (although the 
pulse center wavelength is displaced to a different value). When the spectrally inverted pulse is propa-
gated through an additional length of fiber having the same dispersive characteristics, the pulse will 
compress to nearly its original input width. Compensation for nonlinear distortion has also been 
demonstrated using this method.45 

10.6 CONCLUSION

An overview of fiber nonlinear effects has been presented here in which emphasis is placed on the 
basic concepts, principles, and perspectives on communication systems. Space is not available to 
cover the more subtle details of each effect or the interrelations between effects that often occur. The 

Pump

1 2 3 44' 3'2'1'

FIGURE 5 Frequency diagram for spectral inversion using four-
wave mixing with a single pump frequency. 
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text by Agrawal16 is recommended for further in-depth study, which should be supplemented by the 
current literature. Nonlinear optics in fibers and in fiber communication systems comprises an area 
whose principles and implications are still not fully understood. It thus remains an important area 
of current research.
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11.1 GLOSSARY

 Ai nonlinear effective area of subregion i

 c velocity of light in vacuum

 d hole diameter

 D 
∂

∂
∂
∂ ∂λ

β
λ ω

1 2

vg

m=  the group velocity dispersion of mode m in engineering units (ps/nm ⋅ km)

 k vacuum wavevector 2π λ ω/ = / c

 ni
2 nonlinear refractive index of subregion i

 nmax maximum index supported by the PCF cladding (fundamental space-fi lling mode)

 nz z-component of refractive index

 nq
∞  /i i i i in A A∑ ∑2  the area-averaged refractive index of an arbitrary region q of a microstruc-

tured fi ber, where ni and Ai are respectively the refractive indices and total area of subregion i  

 V  k n nρ co cl
2 2−  the normalized frequency for a step-index fi ber

 Vgen  k n nΛ 1 2
2 2−  a generalized form of V  for a structure made from two materials of index n1 and n2

 β component of wavevector along the fi ber axis

 βm axial wavevector of guided mode

 βmax maximum possible axial component of wavevector in the PCF cladding

 Δ  ( −n n nco cl cl/) , where nco and ncl are, respectively, the core and cladding refractive indices of a 
conventional step-index fi ber

 Δ∞   ( )n n nco cl cl/∞ ∞ ∞− , where nco
∞  and ncl

∞ are the refractive indices of core and cladding in the long 
wavelength limit

 γ  W km− −1 1 nonlinear coeffi cient of an optical fi ber

 ε(rT ) relative dielectric constant of a PCF as a function of transverse position rT x y=( , )

 λ vacuum wavelength

 λeff
i  2 2 2 2π β/ k ni −  the effective transverse wavelength in subregion i
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 Λ interhole spacing, period, or pitch

 ρ core radius

 ω  angular frequency of light

11.2 INTRODUCTION

Photonic crystal fibers (PCFs)—fibers with a periodic transverse microstructure—have been in 
practical existence as low loss waveguides since early 1996.1–4 The initial demonstration took 4 years 
of technological development, and since then the fabrication techniques have become more and 
more sophisticated. It is now possible to manufacture the microstructure in air-glass PCF to accura-
cies of 10 nm on the scale of 1 μm, which allows remarkable control of key optical properties such as 
dispersion, birefringence, nonlinearity, and the position and width of the photonic bandgaps (PBGs) 
in the periodic “photonic crystal” cladding. PCF has in this way extended the range of possibilities in 
optical fibers, both by improving well-established properties and introducing new features such as 
low loss guidance in a hollow core.

Standard single-mode telecommunications fiber (SMF), with a normalized core-cladding refrac-
tive index difference Δ approximately percent,0 4.  a core radius of ρ approximately 4 5.  μm, and 
of course a very high optical clarity (better than 5 km/dB at 1550 nm), is actually quite limiting for 
many applications. Two major factors contribute to this. The first is the smallness of Δ, which causes 
bend loss (0.5 dB at 1550 nm in Corning SMF-28 for one turn around a mandrel 32 mm in diam-
eter10) and limits the degree to which group velocity dispersion and birefringence can be manipu-
lated. Although much higher values of Δ can be attained (modified chemical vapor deposition yields 
an index difference of 0.00146 per mol % GeO2, up to a maximum Δ ~ %10  for 100 mol %11), the 
single-mode core radius becomes very small and the attenuation rises through increased absorption 
and Rayleigh scattering. The second factor is the reliance on total internal reflection (TIR), so that 
guidance in a hollow core is impossible, however useful it would be in fields requiring elimination of 
glass-related nonlinearities or enhancement of laser interactions with dilute or gaseous media. PCF 
has made it possible to overcome these limitations, and as a result many new applications of optical 
fibers are emerging. 

Outline of Chapter

In the next section a brief history of PCF is given, and in Sec. 11.4 fabrication techniques are 
reviewed. Numerical modeling and analysis are covered in Sec. 11.5 and the optical properties of 
the periodic photonic crystal cladding in Sec. 11.6. The characteristics of guidance are discussed in 
Sec. 11.7. In Sec. 11.8 the nonlinear characteristics of guidance are reviewed and intrafiber devices 
(including cleaving and splicing) are discussed in Sec. 11.9. Brief conclusions, including a list of 
applications, are drawn in Sec. 11.10. 

11.3 BRIEF HISTORY

The original motivation for developing PCF was the creation of a new kind of dielectric waveguide—
one that guides light by means of a two-dimensional PBG. In 1991, the idea that the well-known 
“stop-bands” in multiply periodic structures (for a review see Ref. 12) could be extended to eliminate 
all photonic states13 was leading to attempts worldwide to fabricate three-dimensional PBG materi-
als. At that time the received wisdom was that the refractive index difference needed to create a PBG 
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in two dimensions was large—of order 2.2:1. It was not widely recognized that the refractive index 
difference requirements for PBG formation in two dimensions are greatly relaxed if, as in a fiber, 
propagation is predominantly along the third axis—the direction of invariance. 

Photonic Crystal Fibers

The original 1991 idea, then, was to trap light in a hollow core by means of a two-dimensional 
“photonic crystal” of microscopic air capillaries running along the entire length of a glass 
fiber.14 Appropriately designed, this array would support a PBG for incidence from air, prevent-
ing the escape of light from a hollow core into the photonic crystal cladding and avoiding the 
need for TIR.

The first 4 years of work on understanding and fabricating PCF were a journey of exploration. 
The task of solving Maxwell’s equations numerically made good progress, culminating in a 1995 
paper that showed that photonic bandgaps did indeed exist in two-dimensional silica-air structures 
for “conical” incidence from vacuum—this being an essential prerequisite for hollow-core guid-
ance.15 Developing a suitable fabrication technique took rather longer. After 4 years of trying dif-
ferent approaches, the first successful silica-air PCF structure was made in late 1995 by stacking 217 
silica capillaries (8 layers outside the central capillary), specially machined with hexagonal outer 
and a circular inner cross sections. The diameter-to-pitch ratio d/Λ of the holes in the final stack 
was approximately 0.2, which theory showed was too small for PBG guidance in a hollow core, so 
it was decided to make a PCF with a solid central core surrounded by 216 air channels (Fig. 1a).2,5,6 

(a) (b) (c)

(d) (e) (f)

FIGURE 1 Selection of scanning electron micrographs of PCF structures. (a) The first 
working PCF—the solid glass core is surrounded by a triangular array of 300 nm diameter air 
channels, spaced 2.3 μm apart;5,6 (b) detail of a low loss solid-core PCF (interhole spacing ~2 μm); 
(c) birefringent PCF (interhole spacing 2.5 μm); (d) the first hollow-core PCF (core diameter 
~10 μm);7 (e) a PCF extruded from Schott SF6 glass with a core approximately 2 μm in diameter;8 
and ( f ) PCF with very small core (diameter 800 nm) and zero GVD wavelength 560 nm.9
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This led to the discovery of endlessly single-mode PCF, which, if it guides at all, only supports the 
fundamental guided mode.16 The success of these initial experiments led rapidly to a whole series 
of new types of PCF—large mode area,17 dispersion-controlled,9,18 hollow core,7 birefringent,19 and 
multicore.20

These initial breakthroughs led quickly to applications, perhaps the most celebrated being the 
report in 2000 of supercontinuum generation from unamplified Ti:sapphire fs laser pulses in a PCF 
with a core small enough to give zero dispersion at 800 nm wavelength (subsection “Supercontinuum  
Generation” in Sec. 11.8).21

Bragg Fibers

In the late 1960s and early 1970s, theoretical proposals were made for another kind of fiber with 
a periodically structured cross section.22,23 This was a cylindrical “Bragg” fiber that confines light 
within an annular array of rings of high and low refractive index arranged concentrically around a 
central core. A group in France has made a solid-core version of this structure using modified chem-
ical vapor deposition.24 Employing a combination of polymer and chalcogenide glass, researchers in 
the United States have realized a hollow-core version of a similar structure,25 reporting 1 dB/m loss 
at 10 μm wavelength (the losses at telecom wavelengths are as yet unspecified). This structure guides 
light in the TE01 mode, used in microwave telecommunications because of its ultralow loss; the field 
moves away from the attenuating waveguide walls as the frequency increases, resulting in very low 
losses, although the guide must be kept very straight to avoid the fields entering the cladding and 
experiencing high absorption.

11.4 FABRICATION TECHNIQUES

Photonic crystal fiber (PCF) structures are currently produced in many laboratories worldwide 
using a variety of different techniques (see Fig. 2 for schematic drawings of some example struc-
tures). The first stage is to produce a “preform”—a macroscopic version of the planned microstruc-
ture in the drawn PCF. There are many ways to do this, including stacking of capillaries and rods,5 
extrusion,8,26–28 sol-gel casting,29 injection molding and drilling. The materials used range from silica 
to compound glasses, chalcogenide glasses, and polymers.30

The most widely used technique is stacking of circular capillaries (Fig. 3). Typically, meter-length 
capillaries with an outer diameter of approximately 1 mm are drawn from a starting tube of high-
purity synthetic silica with a diameter of approximately 20 mm. The inner/outer diameter of the 
starting tube, which typically lies in the range from 0.3 up to beyond 0.9, largely determines the d/Λ 
value in the drawn fiber. The uniformity in diameter and circularity of the capillaries must be con-
trolled to at least 1 percent of the diameter. They are stacked horizontally, in a suitably shaped jig, to 
form the desired crystalline arrangement. The stack is bound with wire before being inserted into a 
jacketing tube, and the whole assembly is then mounted in the preform feed unit for drawing down 
to fiber. Judicious use of pressure and vacuum during the draw allows some limited control over the 
final structural parameters, for example the d/Λ value.

Extrusion offers an alternative route to making PCF, or the starting tubes, from bulk glass; it 
permits formation of structures that are not readily made by stacking. While not suitable for 
silica (no die material has been identified that can withstand the ~2000°C processing temperatures 
without contaminating the glass), extrusion is useful for making PCF from compound silica glasses, 
tellurites, chalcogenides, and polymers—materials that melt at lower temperatures. Figure 1e shows
the cross section of a fiber extruded, through a metal die, from a commercially available glass (Schott SF6).8

PCF has also been extruded from tellurite glass, which has excellent IR transparency out to beyond 4 μm, 
although the reported fiber losses (a few dB/m) are as yet rather high.27,31–33 Polymer PCFs, first 
developed in Sydney, have been successfully made using many different approaches, for example 
extrusion, casting, molding, and drilling.30



(a) (b) (c)

(h) (i) (j)

(d) (e) (f) (g)

FIGURE 2 Representative sketches of different types of PCF. The black regions are hollow, the white regions 
are pure glass, and the gray regions doped glass. (a) Endlessly single-mode solid core; (b) highly nonlinear (high 
air-filling fraction, small core, characteristically distorted holes next to the core); (c) birefringent; (d) dual-core; 
(e) all-solid glass with raised-index doped glass strands (colored gray) in the cladding; (f) double-clad PCF with 
off-set doped lasing core and high numerical aperture inner cladding for pumping (the photonic crystal cladding 
is held in place by thin webs of glass); (g) “carbon-ring” array of holes for PBG guidance in core with extra hole; 
(h) seven-cell hollow core; (i) 19-cell hollow core with high air-filling fraction (in a real fiber, surface tension 
smoothes out the bumps on the core surround); and (j) hollow-core with Kagomé lattice in the cladding. 

d b

a

c

FIGURE 3 Preform stack containing (a) birefringent solid 
core; (b) seven-cell hollow core; (c) solid isotropic core; and 
(d) doped core. The capillary diameters are approximately 1 mm—
large enough to ensure that they remain stiff for stacking.

11.5
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Design Approach

The successful design of a PCF for a particular application is not simply a matter of using numeri-
cal modeling (see next section) to calculate the parameters of a structure that yields the required 
performance. This is because the fiber drawing process is not lithographic, but introduces its own 
highly reproducible types of distortion through the effects of viscous flow, surface tension, and 
pressure. As a result, even if the initial preform stack precisely mimics the theoretically required 
structure, several modeling and fabrication iterations are usually needed before a successful design 
can be reached. 

11.5 MODELING AND ANALYSIS

The complex structure of PCF—in particular the large refractive index difference between glass 
and air—makes its electromagnetic analysis challenging. Maxwell’s equations must usually be 
solved numerically, using one of a number of specially developed techniques.15,34–38 Although 
standard optical fiber analyses and number of approximate models are occasionally helpful, 
these are only useful as rough guidelines to the exact behavior unless checked against accurate 
numerical solutions. 

Maxwell’s Equations

In most practical cases, a set of equal frequency modes is more useful than a set of modes of differ-
ent frequency sharing the same value of axial wavevector component β. It is therefore convenient to 
arrange Maxwell’s equations with β 2 as eigenvalue

 ∇ + + ∇⎡⎣ ⎤⎦∧ ∇∧( ) =2 2 2k T T T Tε ε β( ) ln ( )r r H H  (1)

where all the field vectors are taken in the form Q Q r e= −
T T

j z( ) ,β  εT T( )r  is the dielectric constant, 
rT x y= ( , ) is position in the transverse plane, and k c= /ω  is the vacuum wavevector. This form 
allows material dispersion to be easily included, something which is not possible if the equations are 
set up with k2 as eigenvalue. Written out explicitly in cartesian coordinates Eq. (1) yields two equa-
tions relating hx and hy
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and a third differential equation relating hx hy , and hz , which is however not required to solve Eq. (2). 

Scalar Approximation

In the paraxial scalar approximation the second term inside the operator in Eq. (1), which gives 
rise to the middle terms in Eq. (2) that couple between the vector components of the field, can be 
neglected, yielding a scalar wave equation

 ∇ + − =2 2 2 0H r HT T Tk[ ( ) ]ε β  (3)
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This leads to a scaling law, similar to the one used in standard analyses of step-index fiber,39 that 
can be used to parameterize the fields.40 Defining Λ as the interhole spacing and n1 and n2 the refrac-
tive indices of the two materials used to construct a particular geometrical shape of photonic crystal, 
the mathematical forms of the fields and the dispersion relations are identical provided the general-
ized V-parameter

 V k n ngen = −Λ 1
2

2
2  (4)

is held constant. This has the interesting (though in the limit not exactly practical) consequence that 
bandgaps can exist for vanishingly small index differences, provided the structure is made sufficiently 
large (see subsection “All-Solid Structures” in Sec. 11.7).

Numerical Techniques

A common technique for solving Eq. (1) employs a Fourier expansion to create a basis set of plane 
waves for the fields, which reduces the problem to the inversion of a matrix equation, suitable for 
numerical computation.37 Such an implicitly periodic approach is especially useful for the study 
of the intrinsic properties of PCF claddings. However, in contrast to versions of Maxwell’s equa-
tions with k2 as eigenvalue,41 Eq. (1) is non-Hermitian, which means that standard matrix inver-
sion methods for Hermitian problems cannot straightforwardly be applied. An efficient iterative 
scheme can, however, be used to calculate the inverse of the operator by means of fast Fourier 
transform steps. This method is useful for accurately finding the modes guided in a solid-core PCF, 
which are located at the upper edge of the eigenvalue spectrum of the inverted operator. In hollow-
core PCF, however (or other fibers relying on a cladding bandgap to confine the light), the modes 
of interest lie in the interior of the eigenvalue spectrum. A simple transformation can, however, be 
used to move the desired interior eigenvalues to the edge of the spectrum, greatly speeding up the 
calculations and allowing as many as a million basis waves to be incorporated.42,43 To treat PCFs 
with a central guiding core in an otherwise periodic lattice, a supercell is constructed, its dimen-
sions being large enough so that, once tiled, the guided modes in adjacent cores do not signifi-
cantly interact.

The choice of a suitable numerical method often depends on fiber geometry, as some methods can 
exploit symmetries or regularity of structure to increase efficiency. Other considerations are whether 
material dispersion is significant (more easily included in fixed-frequency methods), and whether 
leakage losses or a treatment of leaky modes (requiring suitable boundaries on the computational 
domain) are desired. If the PCF structure consists purely of circular holes, for example, the multipole 
or Rayleigh method is a particularly fast and efficient method.34,35 It uses Mie theory to evaluate the 
scattering of the field incident on each hole. Other numerical techniques include expanding the field 
in terms of Hermite-Gaussian functions,38,44 the use of finite-difference time-domain (FDTD) analy-
sis (a simple and versatile tool for exploring waveguide geometries45) or finite-difference method in 
the frequency domain,46 and the finite-element approach.47 Yet another approach is a source-model 
technique which uses two sets of fictitious elementary sources to approximate the fields inside and 
outside circular cylinders.48

11.6 CHARACTERISTICS OF PHOTONIC 
CRYSTAL CLADDING

The simplest photonic crystal cladding is a biaxially periodic, defect-free, composite material with 
its own well-defined dispersion and band structure. These properties determine the behavior of 
the guided modes that form at cores (or “structural defects” in the jargon of photonic crystals). 
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A convenient graphical tool is the propagation diagram—a map of the ranges of frequency and 
axial wavevector component β  where light is evanescent in all transverse directions regardless of 
its polarization state (Fig. 4).15 The vertical axis is the normalized frequency kΛ, and the horizontal 
axis is the normalized axial wavevector component βΛ. Light is unconditionally cutoff from propa-
gating (due to either TIR or a PBG) in the black regions.

In any subregion of isotropic material (glass or air) at fixed optical frequency, the maximum pos-
sible value of βΛ is given by k nΛ , where n is the refractive index (at that frequency) of the region 
under consideration. For β < kn light is free to propagate, for β > kn it is evanescent and at β = kn 
the critical angle is reached—denoting the onset of TIR for light incident from a medium of index 
larger than n.

The slanted guidelines (Fig. 4) denote the transitions from propagation to evanescence for 
air, the photonic crystal, and glass. At fixed optical frequency for β < k, light propagates freely in 
every subregion of the structure. For k kng< <β  (ng  is the index of the glass), light propagates in 
the glass substrands and is evanescent in the hollow regions. Under these conditions the “tight 
binding” approximation holds, and the structure may be viewed as an array of coupled glass 
waveguides.

The photonic bandgap “fingers” in Fig. 4 are most conveniently investigated by plotting the pho-
tonic density of states (DOS),43 which shows graphically the density of allowed modes in the PCF 
cladding relative to vacuum (Fig. 5). Regions of zero DOS are photonic bandgaps, and by plotting 
a quantity such as ( )β − k Λ  it is possible to see clearly how far a photonic bandgap extends below 
the light line.

FIGURE 4 Propagation diagram for a triangular array of circular air holes (radius 
ρ = 0 47. )Λ  in silica glass, giving an air-filling fraction of 80 percent. Note the different regions 
where light is (4) cutoff completely (dark), (3) able to propagate only in silica glass (light gray), 
(2) able to propagate also in the photonic crystal cladding (white), and (1) able to propagate in 
all regions (light gray). Guidance by total internal reflection in a silica core is possible at point 
A. The “fingers” indicate the positions of full two-dimensional photonic bandgaps, which can 
be used to guide light in air at positions such as B where a photonic bandgap crosses the light 
line k = β. 



PHOTONIC CRYSTAL FIBERS  11.9

Maximum Refractive Index and Band Edges

The maximum axial refractive index n kmax max/= β  in the photonic crystal cladding lies in the range 
k kng< <β  as expected of a composite glass-air material. This value coincides with the z-pointing 

“peaks” of the dispersion surfaces in reciprocal space, where multiple values of transverse wavevec-
tor are allowed, one in each tiled Brillouin zone. For a constant value of β  slightly smaller than βmax, 
these wavevectors lie on small approximately circular loci, with a transverse component of group 
velocity that points normal to the circles in the direction of increasing frequency. Thus, light can 
travel in all directions in the transverse plane, even though its wavevectors are restricted to values 
lying on the circular loci. The real-space distribution of this field is shown in Fig. 6, together with 
the fields at two other band edges. 

The maximum axial refractive index nmax depends strongly on frequency, even though neither 
the air nor the glass are assumed dispersive in the analysis; microstructuring itself creates dispersion, 
through a balance between transverse energy storage and energy flow that is highly dependent upon 
frequency. 

By averaging the square of the refractive index in the photonic crystal cladding it is simple to 
show that

 n F n Fn kg amax → − − →( )1 02 2 Λ  (5)

in the long-wavelength limit for a scalar approximation, where F is the air-filling fraction and na is 
the index in the holes (which we take to be 1 for the rest of this subsection). 

As the wavelength of the light falls, the optical fields are better able to distinguish between the glass 
regions and the air. The light piles up more and more in the glass, causing the effective nmax “seen” by 

FIGURE 5 Photonic density of states (DOS) for the fiber structure described in Fig. 4, where 
black regions show zero DOS and lighter regions show higher DOS. The edges of full two-dimensional 
photonic bandgaps and the band edge of the fundamental space-filling mode are highlighted with thin 
dotted white lines. The vertical white line is the light line, and the labeled points mark band edges at 
the frequency of the thick dashed white line, discussed in the section “Maximum Refractive Index and 
Band Edges.”



11.10  FIBER OPTICS

it to change. In the limit of small wavelength kΛ →∞ light is strongly excluded from the air holes by 
TIR, and the field profile “freezes” into a shape that is independent of wavelength. The variation of 
nmax with frequency may be estimated by expanding fields centered on the air holes in terms of Bessel 
functions and applying symmetry.16 Defining the normalized parameters

 u k n v k ng g= − = −Λ Λ2 2 2 2 1β  (6)

the analysis yields the polynomial fit (see Sec. 11.11): 
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for d/ .Λ = 0 4 and ng =1 444. . This polynomial is accurate to better than 1 percent in the range 
0 50< <v . The resulting expression for nmax is plotted in Fig. 7 against the parameter v.

Transverse Effective Wavelength

The transverse effective wavelength in the ith material is defined as follows:

 λ π
βeff

i

ik n
=

−
2

2 2 2
 (8)

where ni  is its refractive index. This wavelength can be many times the vacuum value, tending to 
infinity at the critical angle β → kni , and being imaginary when β > kni . It is a measure of whether 
or not the light is likely to be resonant within a particular feature of the structure, for example, a 
hole or a strand of glass, and defines PCF as a wavelength-scale structure.

A B C

FIGURE 6 Plots showing the magnitude of the axial Poynting vector at band edges A, B, and C as shown in Fig. 5. 
White regions have large Poynting vector magnitude. A is the fundamental space-filling mode, for which the field ampli-
tudes are in phase between adjacent unit cells. In B (the “dielectric” edge) the field amplitudes change sign between anti-
nodes, and in C (the “air” edge) the central lobe has the opposite sign from the six surrounding lobes. 
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Photonic Bandgaps

Full two-dimensional PBGs exist in the black finger-shaped regions on Fig. 4. Some of these extend 
into the region β < k  where light is free to propagate in vacuum, confirming the feasibility of trap-
ping light within a hollow core. 

The bandgap edges coincide with points where resonances in the cladding unit cells switch on 
and off, that is, the eigenvalues of the unitary inter-unit-cell field transfer matrices change from 
exp(± )jφ  (propagation) to exp(± )γ  (evanescence). At these transitions, depending on the band 
edge, the light is to a greater or lesser degree preferentially redistributed into the low or high 
index subregions. For example, at fixed optical frequency and small values of β, leaky modes 
peaking in the low index channels form a pass-band that terminates when the standing wave 
pattern has 100 percent visibility (Fig. 6c). For the high index strands (Fig. 6a and b) on the 
other hand, the band of real states is bounded by a lower value of β  where the field amplitude 
changes sign between selected pairs of adjacent strands (depending on the lattice geometry), and 
an upper bound where the field amplitude does not change sign between the strands (this field 
distribution yields nmax).

11.7 LINEAR CHARACTERISTICS OF GUIDANCE

In SMF, guided modes form within the range of axial refractive indices n n nzcl co< < , when light is 
evanescent in the cladding ( ;n kz = β/  core and cladding indices are nco and ncl ). In PCF, three dis-
tinct guidance mechanisms exist: a modified form of TIR,16,49 photonic bandgap guidance7,50 and 
a low leakage mechanism based on a Kagomé cladding structure.51,52 In the following subsections 
we explore the role of resonance and antiresonance, and discuss chromatic dispersion, attenuation 
mechanisms, and guidance in cores with refractive indices raised and lowered relative to the “mean” 
cladding value. 

FIGURE 7 Maximum axial refractive index in the photonic crys-
tal cladding as a function of the normalized frequency parameter v for 
d/ .λ = 0 4  and ng =1 444. . For this filling fraction of air (14.5%), the 
value at long wavelength ( )v → 0  is nmax = 1 388. , in agreement with 
Eq. (5). The horizontal dashed gray line represents the case when the 
core is replaced with a glass of refractive index nco = 1 435.  (below that 
of silica), when guidance ceases for v > 20.
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Resonance and Antiresonance

It is helpful to view the guided modes as being confined (or not confined) by resonance and 
antiresonance in the unit cells of the cladding crystal. If the core mode finds no states in the 
cladding with which it is phase-matched, light cannot leak out. This is a familiar picture in 
many areas of photonics. What is perhaps not so familiar is the use of the concept in two 
dimensions, where a repeating unit is tiled to form a photonic crystal cladding. This allows 
the construction of an intuitive picture of “cages,” “bars,” and “windows” for light and actu-
ally leads to a blurring of the distinction between guidance by modified TIR and photonic 
bandgap effects.

Positive Core-Cladding Index Difference

This type of PCF may be defined as one where the mean cladding refractive index in the long wave-
length limit, k → 0, [Eq. (5)] is lower than the core index (in the same limit). Under the correct con-
ditions (high air-filling fraction), PBG guidance may also occur in this case, although experimentally 
the TIR-guided modes will dominate.

Controlling Number of Modes A striking feature of this type of PCF is that it is “endlessly single-
mode” (ESM), that is, the core does not become multimode in the experiments, no matter how short 
the wavelength of the light.16 Although the guidance in some respects resembles conventional TIR, it 
turns out to have some interesting and unique features that distinguish it markedly from step-index 
fiber. These are due to the piecewise discontinuous nature of the core boundary—sections where 
(for nz >1) air holes strongly block the escape of light are interspersed with regions of barrier-free 
glass. In fact, the cladding operates in a regime where the transverse effective wavelength, Eq. (8), in 
silica is comparable with the glass substructures in the cladding. The zone of operation in Fig. 4 is 
n n nz gmax < <  (point A).

In a solid-core PCF, taking the core radius ρ = Λ and using the analysis in Ref. 16, the effective 
V-parameter can be calculated. This yields the plot in Fig. 8, where the full behavior from very low to 
very high frequency is predicted (the glass index was kept constant at 1.444). As expected, the num-
ber of guided modes approximately PCFV 2 2/  is almost independent of wavelength at high frequencies; 

FIGURE 8 V-parameter for solid-core PCF (triangular lat-
tice) plotted against the ratio of hole spacing to vacuum wave-
length for different values of d/Λ. Numerical modeling shows that 
ESM behavior is maintained for VPCF ≤ 4 or d/Λ ≤ 0.43.
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the single-mode behavior is determined solely by the geometry. Numerical modeling shows that if 
d/ .Λ < 0 43 the fiber never supports any higher-order guided modes, that is, it is ESM.

This behavior can be understood by viewing the array of holes as a modal filter or “sieve” (Fig. 9). 
The fundamental mode in the glass core has a transverse effective wavelength λeff

g ≈ 4Λ. It is thus 
unable to “squeeze through” the glass channels between the holes, which are Λ −d wide and thus 
below the Rayleigh resolution limit ≈ =λeff

g / .2 2Λ  Provided the relative hole size d/Λ is small 
enough, higher-order modes are able to escape their transverse effective wavelength is shorter so 
they have higher resolving power. As the holes are made larger, successive higher-order modes 
become trapped. 

ESM behavior may also be viewed as being caused by strong wavelength dispersion in the 
photonic crystal cladding, which forces the core-cladding index step to fall as the wavelength gets 
shorter (Fig. 7).16,49 This counteracts the usual trend toward increasingly multimode behavior at 
short wavelengths. In the limit of very short wavelength the light strikes the glass-air interfaces at 
glancing incidence, and is strongly rejected from the air holes. In this regime the transverse single-
mode profile does not change with wavelength. As a consequence the angular divergence (roughly 
twice the numerical aperture) of the emerging light is proportional to wavelength; in SMFs it is 
approximately constant owing to the appearance of more and more higher-order guided modes as 
the frequency increases.

Thus, the refractive index of the photonic crystal cladding increases with optical frequency, tend-
ing toward the index of silica glass in the short wavelength limit. If the core is made from a glass of 
refractive index lower than that of silica (e.g., fluorine-doped silica), guidance is lost at wavelengths 
shorter than a certain threshold value (see Fig. 7).53 Such fibers have the unique ability to prevent 
transmission of short wavelength light—in contrast to conventional fibers which guide more and 
more modes as the wavelength falls. 

Ultra-Large Area Single-Mode The modal filtering in ESM-PCF is controlled only by the geometry 
(d/Λ for a triangular lattice). A corollary is that the behavior is quite independent of the absolute 
size of the structure, permitting single-mode fiber cores with arbitrarily large areas. A single-mode 
PCF with a core diameter of 22 μm at 458 nm was reported in 1998.17 In conventional step-index 
fibers, where V < 2 405.  for single-mode operation, this would require uniformity of core refractive 
index to approximately part in 105—very difficult to achieve if MCVD is used to form the doped 
core. Larger mode areas allow higher power to be carried before the onset of intensity-related non-
linearities or damage, and have obvious benefits for delivery of high laser power, fiber amplifiers, 
and fiber lasers. The bend-loss performance of such large-core PCFs is discussed in subsection 
“Bend Loss” in Sec. 11.7.

Fibers with Multiple Cores The stacking procedure makes it straightforward to produce mul-
ticore fiber. A preform stack is built up with a desired number of solid (or hollow) cores, and 
drawn down to fiber in the usual manner.20 The coupling strength between the cores depends on 

(a) (b) (c)

FIGURE 9 Schematic of modal filtering in a solid-core PCF: (a) The 
fundamental mode is trapped whereas (b) and (c) higher-order modes leak 
away through the gaps between the air holes.
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the sites chosen, because the evanescent decay rate of the fields changes with azimuthal direction. 
Applications include curvature sensing.54 More elaborate structures can be built up, such as fibers 
with a central single-mode core surrounded by a highly multimode cladding waveguide are useful 
in applications such as high power cladding-pumped fiber lasers55,56 and two-photon fluorescence 
sensors57 (see Fig. 2f ).

Negative Core-Cladding Index Difference

Since TIR cannot operate under these circumstances, low loss waveguiding is only possible if a PBG 
exists in the range β < knco. 

Hollow-Core Silica/Air In silica-air PCF, larger air-filling fractions and small interhole spac-
ings are necessary to achieve photonic bandgaps in the region β < k. The relevant operating 
region on Fig. 4 is to the left of the vacuum line, inside one of the bandgap fingers (point B). 
These conditions ensure that light is free to propagate, and form guided modes, within the 
hollow core while being unable to escape into the cladding. The number N  of such modes is 
controlled by the depth and width of the refractive index “potential well” and is approximately 
given by

 N k n n≈ −2 2 2 2 2ρ ( )/high low  (9)

where nhigh and nlow are the refractive indices at the edges of the PBG at fixed frequency and ρ  is 
the core radius. Since the bandgaps are quite narrow (n nhigh low

2 2−  is typically a few percent) the hol-
low core must be sufficiently large if a guided mode is to exist at all. In the first hollow-core PCF, 
reported in 1999,7 the core was formed by omitting seven capillaries from the preform stack (Fig. 1d). 
An electron micrograph of a more recent structure, with a hollow core made by removing 19 miss-
ing capillaries from the stack, is shown in Fig. 10.58

In hollow-core PCF, guidance can only occur when a photonic bandgap coincides with a core 
resonance. This means that only restricted bands of wavelength are guided. This feature can be very 
useful for suppressing parasitic transitions by filtering away the unwanted wavelengths, for example, 
in fiber lasers and in stimulated Raman scattering in gases.59

Higher Refractive Index Glass Achieving a bandgap in higher refractive index glasses for β < k 
presents at first glance a dilemma. Whereas a larger refractive index contrast generally yields wider 
bandgaps, the higher “mean” refractive index seems likely to make it more difficult to achieve bandgaps 

FIGURE 10 Scanning electron micrographs of a low loss hollow PCF 
(manufactured by BlazePhotonics Ltd.) with attenuation approximately 
1 dB/km at 1550 nm wavelength: (a) detail of the core (diameter 20.4 μm) 
and (b) the complete fiber cross section.
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for incidence from vacuum. Although this argument holds in the scalar approximation, the result of 
calculations show that vector effects become important at higher levels of refractive index contrast 
(e.g., 2:1 or higher) and a new species of bandgap appears for smaller filling fractions of air than 
in silica-based structures. The appearance of this new type of gap means that it is actually easier to 
obtain wide bandgaps with higher index glasses such as tellurites or chalcogenides.43 

Surface States on Core-Cladding Boundary The first PCF that guided by photonic bandgap effects 
consisted of a lattice of air holes arranged in the same way as the carbon rings in graphite. The core 
was formed by introducing an extra hole at the center of one of the rings, its low index precluding 
the possibility of TIR guidance.50 When white light was launched into the core region, a colored 
mode was transmitted—the colors being dependent on the absolute size to which the fiber was 
drawn. The modal patterns had six equally strong lobes, disposed in a flower-like pattern around the 
central hole. Closer examination revealed that the light was guided not in the air holes but in the six 
narrow regions of glass surrounding the core (Fig. 11). The light remained in these regions, despite 
the close proximity of large “rods” of silica, full of modes. This is because, for particular wavelengths, 
the phase velocity of the light in the core is not coincident with any of the phase velocities available 
in the transmission bands created by nearest-neighbor coupling between rod modes. Light is thus 
unable to couple over to them and so remains trapped in the core. 

Similar guided modes are commonly seen in hollow-core PCF, where they form surface states 
(analogous with electronic surface states in semiconductor crystals) on the rim of the core, confined 
on the cladding side by photonic bandgap effects. These surface states become phase-matched to the 
air-guided mode at certain wavelengths, and if the two modes share the same symmetry they couple 
to form an anticrossing on the frequency-wavevector diagram (Figs. 12 and 13). Within the anticross-
ing region, the modes share the characteristics of both an air-guided mode and a surface mode, and 
this consequently perturbs the group velocity dispersion and contributes additional attenuation (see 
subsection “Absorption and Scattering” in Sec. 11.7).60–62

All-Solid Structures In all-solid bandgap guiding fibers the core is made from low index glass and 
is surrounded by an array of high index glass strands.63–65 Since the mean core-cladding index con-
trast is negative, TIR cannot operate, and photonic bandgap effects are the only possible guidance 
mechanism. These structures have some similarities with one-dimensional “ARROW” structures, 
where antiresonance plays an important role.66 

When the cladding strands are antiresonant, light is confined to the central low index core by 
a mechanism not dissimilar to the modal filtering picture in subsection “Controlling Number of 

(a) (b)

FIGURE 11 (a) A PCF with a “carbon-ring” lattice of air holes and 
an extra central hole to form a low index core. (b) When white light is 
launched, only certain bands of wavelength are transmitted in the core—
here a six-lobed mode (in the center of the image, blue in the original near-
field image) emerges from the end-face.50
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Modes” in Sec. 11.7;52 the high index cores act as the “bars of a cage,” so that no features in the clad-
ding are resonant with the core mode, resulting in a low loss guided mode. Guidance is achieved over 
wavelength ranges that are punctuated with high loss windows where the cladding “bars” become 
resonant (Fig. 14). Remarkably, it is possible to achieve photonic bandgap guidance by this mecha-
nism even at index contrasts of 1 percent,63,67 with losses as low as 20 dB/km at 1550 nm.68

Low Leakage Guidance The transmission bands are greatly widened in hollow-core PCFs with a 
kagomé lattice in the cladding52 (Fig. 2j). The typical attenuation spectrum of such a fiber has a loss 
of order 1 dB/m over a bandwidth of 1000 nm or more. Numerical simulations show that, while the 
cladding structure supports no bandgaps, the density of states is greatly reduced near the vacuum 

(a)735 nm 746 nm 820 nm(b) (c)

FIGURE 12 Near-field end-face images of the light transmitted in hollow-core PCF designed for 800 nm 
transmission. For light launched in the core mode, at 735 nm an almost pure surface mode is transmitted, at 746 
nm a coupled surface-core mode, and at 820 nm an almost pure core mode.60 (The ring-shaped features are an 
artifact caused by converting from false color to gray scale; the intensity increases toward the dark centers of the 
rings.) (Images courtesy G. Humbert, University of Bath).60

FIGURE 13 Example mode trajectories showing the anticrossing of a core-
guided mode with a surface mode in a hollow-core PCF. The dotted lines show 
the approximate trajectories of the two modes in the absence of coupling (for 
instance if the modes are of different symmetries), and the vertical dashed line is 
the air line. The gray regions, within which the mode trajectories are not shown, 
are the band edges; the white region is the photonic bandgap. Points A, B, and C 
are the approximate positions of the modes shown in Fig. 12.
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line. The consequential poor overlap between the core states, together with the greatly reduced num-
ber of cladding states, appears to slow down the leakage of light—though the precise mechanism is 
still a matter of debate.52

Birefringence

The modes of a perfect sixfold symmetric core and cladding structure are not birefringent.69 In 
practice, however, the large glass-air index difference means that even slight accidental distortions 
in the structure yield a degree of birefringence. Therefore, if the core is deliberately distorted so as 
to become twofold symmetric, extremely high values of birefringence can be achieved. For example, 
by introducing capillaries with different wall thicknesses above and below a solid glass core (Figs. 1c 
and 2g), values of birefringence some 10 times larger than in conventional fibers can be obtained.70 
It is even possible to design and fabricate strictly single-polarization PCFs in which only one polar-
ization state is guided.71 By filling selected holes with a polymer, the birefringence can be thermally 
tuned.72 Hollow-core PCF with moderate levels of birefringence (~ )10 4−  can be realized either by 
forming an elliptical core or by adjusting the structural design of the core surround.73,74 

Experiments show that the birefringence in PCF is some 100 times less sensitive to temperature 
variations than in conventional fibers, which is important in many applications.75–77 This is because 
traditional “polarization maintaining” fibers (bow-tie, elliptical core, or Panda) contain at least two 
different glasses, each with a different thermal expansion coefficient. In such structures, the resulting 
temperature-dependent stresses make the birefringence a strong function of temperature. 
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FIGURE 14 Lower: Measured transmission spectrum (using a white-light 
supercontinuum source) for a PCF with a pure silica core and a cladding formed 
by an array of Ge-doped strands (d/ .Λ = 0 34 hole spacing ~7 μm, index contrast 
1.05:1). The transmission is strongly attenuated when the core mode becomes 
phase-matched to different LPnm “resonances” in the cladding strands. Upper: 
Experimental images [left to right, taken with blue (500 nm), green (550 nm), and 
red (650 nm) filters] of the near-field profiles in the cladding strands at three such 
wavelengths. The fundamental LP01 resonance occurs at approximately 820 nm and 
the four-lobed blue resonance lies off the edge of the graph.
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Group Velocity Dispersion

Group velocity dispersion (GVD)—which causes different frequencies of light to travel at different 
group velocities—is a factor crucial in the design of telecommunications systems and in all kinds of 
nonlinear optical experiments. PCF offers greatly enhanced control of the magnitude and sign of the 
GVD as a function of wavelength. In many ways this represents an even greater opportunity than a 
mere enhancement of the effective nonlinear coefficient.

Solid Core As the optical frequency increases, the GVD in SMF changes sign from anomalous 
( )D > 0  to normal ( )D < 0  at approximately 1.3 μm. In solid-core PCF as the holes get larger, the core 
becomes more and more isolated, until it resembles an isolated strand of silica glass (Fig. 15). If the 
whole structure is made very small (core diameters <1 μm have been made) the zero dispersion 
point of the fundamental guided mode can be shifted to wavelengths in the visible.9,18 For example, 
the PCF in Fig. 1f has a dispersion zero at 560 nm.

By careful design, the wavelength dependence of the GVD can also be reduced in PCFs at much 
lower air-filling fractions. Figure 16  shows the flattened GVD profiles of three PCFs with cores several 
μm in diameter.78,79 These fibers operate in the regime where SMF is multimoded. Although the fun-
damental modes in both SMF and PCF have similar dispersion profiles, the presence of higher-order 
modes (not guided in the PCF, which is endlessly single mode) makes the use of SMF impractical. 

A further degree of freedom in GVD design may be gained by working with multicomponent 
glasses, such as Schott SF6, where the intrinsic zero dispersion point occurs at approximately 1.8 μm.8 
In highly nonlinear small-core PCF, this shifts the whole dispersion landscape to longer wavelengths 
than in a silica-based PCF with the same core size and geometry.

Hollow Core Hollow-core fiber behaves in many respects rather like a circular-cylindrical hollow 
metal waveguide, which has anomalous dispersion (the group velocity increases as the frequency 
rises). The main difference, however, is that the dispersion changes sign at the high frequency 
edge, owing to the approach of the photonic band edge and the weakening of the confinement 
(Fig. 17).80

FIGURE 15 The calculated group velocity dispersion of three circular 
strands of silica glass, radii 0.25, 0.4, and 1.0 μm, compared with the dispersion 
of bulk glass. The narrower strands have two dispersion zeros within the trans-
parency window of silica.
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Attenuation Mechanisms

An advantage common to all fibers is the very large extension ratio from preform to fiber, which 
has the effect of smoothing out imperfections, resulting in a transverse structure that is extremely 
invariant with distance along the fiber. This is the chief reason for the ultralow attenuation displayed 
by fibers, compared to other waveguide structures. In PCF the losses are governed by two main 
parameters: the fraction of light in glass and the roughness at the glass-air interfaces. The light-in-
glass fraction can be controlled by judicious design, and ranges from close to 100 percent in solid 
core fibers to less than 1 percent in the best hollow-core fibers.

FIGURE 16 Group velocity dispersion profiles, against wavelength, for three 
different PCFs designed to have lowlevel ultraflattened GVD.78,79 The curve for 
Corning SMF-28 is included for comparison.
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FIGURE 17 Measured attenuation and GVD spectra for a hollow-core 
PCF designed for 850 nm transmission.80 The core is slightly elliptical, so the 
dispersion in each eigenstate of polarization is different.
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Absorption and Scattering The best reported loss in solid-core PCF, from a group in Japan, stands 
at 0.28 dB/km at 1550 nm, with a Rayleigh scattering coefficient of 0.85 dB km m⋅ ⋅− −1 4μ . A 100 km 
length of this fiber was used in the first PCF-based penalty-free dispersion-managed soliton trans-
mission system at 10 Gb/s.81,82 The slightly higher attenuation compared to SMF is due to roughness 
at the glass-air interfaces.61

It is hollow-core PCF, however, that has the greatest potential for extremely low loss, since the 
light is traveling predominantly in empty (or gas-filled) space. Although the best reported attenua-
tion in hollow-core PCF stands at 1.2 dB/km,58 values below 0.2 dB/km or even lower seem feasible 
with further development of the technology. The prospect of improving on conventional fiber, at the 
same time greatly reducing the nonlinearities associated with a solid glass core, is intriguing. By using 
infrared glasses, transmission can be extended into the infrared83 and recent work shows that silica 
hollow-core PCF can even be used with acceptable levels of loss in the mid-IR,84 owing to the very low 
overlap between the optical field and the glass.

In the latest hollow-core silica PCF, with loss levels approaching 1 dB/km at 1550 nm, very small effects 
can contribute significantly to the attenuation floor. The ultimate loss limit in such fibers is determined 
by surface roughness caused by thermally driven capillary waves, which are present at all length scales. 
These interface ripples freeze in when the fiber cools, introducing high scattering losses for modes that are 
concentrated at the interfaces, such as surface modes guided on the edge of the core. The pure core mode 
does not itself  “feel” the ripples very strongly, except at anticrossing wavelengths where it becomes phase-
matched to surface modes, causing light to move to the surface and experience enhanced scattering. 

The result is a transmission spectrum consisting of windows of high transparency punctuated 
with bands of high attenuation (Fig. 18). This picture has been confirmed by measurements of the 
surface roughness in hollow-core PCFs, the angular distribution of the power scattered out of the core, 
and the wavelength dependence of the minimum loss of fibers drawn to different scales.58 The thin 
glass shell surrounding the hollow core can be designed to be antiresonant with the core mode, per-
mitting further exclusion of light from the glass.85 

Ignoring material dispersion, the whole transmission landscape shifts linearly in wavelength in 
proportion to the overall size of the structure (a consequence of Maxwell’s equations). This means 
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FIGURE 18 Attenuation spectrum of a typical ultralow loss hollow-core PCF designed 
for operation in the 1550 nm telecommunications band (see micrographs in Fig. 10).
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that the smallest loss at a given wavelength will be obtained by drawing a fiber to a particular diameter. 
The optical overlap with the surface roughness scales inversely with the size with the fiber, and the 
scattering itself may be regarded as being governed by the density of states into which scattering can 
occur, which in three-dimensions scales as λ −2. Thus the wavelength of minimum loss scales as λ −3, in 
contrast to the λ −4 dependence of Rayleigh scattering in bulk glass. 

Bend Loss Conventional fibers suffer additional loss if bent beyond a certain critical radius Rc, 
which depends on wavelength, core-cladding refractive index step and—most notably—the third 
power of core radius ρ3.39 For wavelengths longer than a certain value (the “long wavelength bend 
edge”) all guidance is effectively lost. 

A starting point for understanding bend loss in solid core ESM-PCF (perhaps the most interesting 
case) is the long wavelength limit. ESM behavior occurs when d/ . ,Λ < 0 43  which sets the highest air-fill-
ing fraction at 16.8 percent and yields an area-averaged cladding refractive index of 1.388 (silica index 
of 1.444)—valid in the limit k → 0. This index step is some 10 times higher than in Corning SMF-28, 
making ESM-PCF relatively much less susceptible to bend loss at long wavelengths. For a step-index 
fiber with a Ge-doped core, 40 mol % of GeO2 would be needed to reach the same index step (assuming 
0.0014 index change per mol % GeO2).11 The result is that the long-wavelength bend edge in ESM-PCF 
is in the infrared beyond the transparency window of silica glass, even when the core radius is large.86

ESM-PCF also exhibits a short wavelength bend edge, caused by bend-induced coupling from the 
fundamental to higher-order modes, which of course leak out of the core.16 The critical bend radius 
for this loss varies as

 Rc ~ Λ3 2/λ  (10)

compared to Rc approximately λ for SMF. The reciprocal dependence on λ 2 makes it inevitable that 
a short-wavelength bend edge will appear in ESM-PCF. Following86 in taking the pre-factor in 
Eq. (10) as unity, Rc can be plotted against wavelength for different values of core radius (≈ interhole 
spacing). This is illustrated in Fig. 19. A step-index fiber, with the same core-cladding index step as 

FIGURE 19 Short-wavelength critical bend radii for ESM-PCF with d / .Λ = 0 4  plot-
ted against vacuum wavelength for different values of hole-spacing (approximately equal to 
the core radius). As the wavelength increases at constant core size, a step-index fiber with the 
same core:cladding index as the PCF in the long-wavelength limit [1.444:1.388 using Eq. (5)] 
becomes single-mode when the curves enter the shaded region. The step-index fiber is multi-
mode over wide parameter ranges where ESM-PCF has negligible short-wavelength bend loss.
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ESM-PCF in the long wavelength limit, is multimode over wide parameter ranges where ESM-PCF 
has negligible bend loss.

In contrast, hollow-core PCF is experimentally very insensitive to bend loss—in many cases no 
appreciable drop in transmission is observed until the fiber breaks. This is because the effective depth 
of “potential well” for the guided light (see section “Negative Core-Cladding Index Difference”), given 
by the distance Δβ between the edges of the photonic bandgap, is substantially larger than in SMF.

Confinement Loss The photonic crystal cladding in a realistic PCF is of course finite in extent. For a 
guided mode, the Bloch waves in the cladding are evanescent, just like the evanescent plane waves in the 
cladding of a conventional fiber. If the cladding is not thick enough, the evanescent field amplitudes at 
the cladding/coating boundary can be substantial, causing attenuation. In the solid core case for small 
values of d/Λ the resulting loss can be large unless a sufficiently large number of periods is used.78 

Very similar losses are observed in hollow-core fibers, where the “strength” of the photonic bandgap 
(closely related to its width in β) determines how many periods are needed to reduce confinement loss 
to acceptable levels. Numerical modeling is useful for giving an indication of how many periods are 
needed to reach a required loss level. The cladding field intensity in the ultralow loss PCF reported in58 
falls by approximately 9 dB per period, reaching −63 dB at the edge of the photonic crystal region. 

11.8 NONLINEAR CHARACTERISTICS OF GUIDANCE

The ability to enhance or reduce the effective nonlinear coefficients, and at the same time control 
the magnitude and wavelength dependence of the GVD, makes PCF a versatile vehicle for studies of 
nonlinear effects. 

Kerr Nonlinearities

The optical Kerr effect drives effects such as four-wave mixing, self-phase modulation, modulation 
instability, and soliton formation. To take account of the differing proportions of light in glass and 
air,87 it is necessary to derive an expression for the effective nonlinear γ  coefficient, which in the 
scalar approximation takes the form
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where ψ  is the transverse field amplitude profile, n x y( , ) and n x y2( , ) are the linear and nonlinear refrac-
tive index profiles, and nm is the modal phase index. The integrals must be evaluated over the entire 
transverse plane, which in practice means over the area where the field amplitudes are nonnegligible. 
Equation (11) can be reexpressed for a composite PCF made from two or more homogeneous materials
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where u x yi( , ) equals ni in regions made from material i and zero elsewhere. 
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The nonlinear refractive indices of silica glass and air are, respectively, 2 5 10 20 1. × − −m W2  and 
2 9 10 23 1. .× − −m W2  Multicomponent glasses typically have values an order of magnitude or more higher, 
and the hollow channels can of course be filled with another gas with a different nonlinear coefficient.

The highest nonlinear coefficient available in conventional step-index fibers is γ : 20 1 1W km− −  at 
1550 nm.88 By comparison, a solid-core PCF similar to the one in Fig. 1f  but with a core diameter 1 
μm has a nonlinearity of γ : 240 1 1W km− − , at 850 nm, and values as high as γ = − −550 1 1W km  at 1550 
nm have been measured for PCFs made from multicomponent glasses.89 In complete contrast, hol-
low-core PCF has extremely low levels of nonlinearity, owing to the small overlap between the glass 
and the light. In a recent example, a fiber was reported with a nonlinear coefficient γ = − −0 023 1 1. W km  
(some 104 × smaller than in a typical highly nonlinear solid-core PCF).90,91 

Although the level of nonlinearity is clearly important, the actual nonlinear effects that appear in a 
particular case are also strongly dependent on the magnitude, sign and wavelength dependence of the 
GVD as well as on the characteristics of the pump laser.92 They are determined by the relative values 
of the nonlinear length L Pnl = − −γ 1

0
1, where P0 is the peak power, the dispersion length LD = τ β2

2/| |, 
where τ  is the pulse duration and the effective fiber length L Leff /= − −[ exp( )]1 α α  where α m−1 is the 
power attenuation coefficient.93 For a solid-core PCF with γ : ,240 1 1W km− −  a peak power of 10 kW 
yields Lnl < 0 5.  mm. For typical values of loss (usually between 1 and 100 dB/km) L Leff nl>>  and the 
nonlinearity dominates. For dispersion values in the range − < <300 3002β  ps km2/  and pulse dura-
tions τ = 200 fs, LD > 0 1.  m. Since both these lengths are much longer than the nonlinear length, it is 
easy to observe strong nonlinear effects.

Supercontinuum Generation One of the most successful applications of nonlinear PCF is to super-
continuum (SC) generation from ps and fs laser pulses. When high power pulses travel through 
a material, their frequency spectrum can be broadened by a range of interconnected nonlinear 
effects.94 In bulk materials, the preferred pump laser is a regeneratively amplified Ti:sapphire system 
producing high (mJ) energy fs pulses at 800 nm wavelength and kHz repetition rate. Supercontinua 
have also previously been generated in SMF by pumping at 1064 or 1330 nm,95 the spectrum broad-
ening out to longer wavelengths mainly due to stimulated Raman scattering (SRS). Then in 2000, it 
was observed that highly nonlinear PCF, designed with zero GVD close to 800 nm, massively broad-
ens the spectrum of low (few nJ) energy unamplified Ti:sapphire pulses launched into just a few cm 
of fiber.21,96,97 Removal of the need for a power amplifier, the hugely increased (~100 MHz) repeti-
tion rate, and the spatial and temporal coherence of the light emerging from the core, makes this 
source unique. The broadening extends both to higher and to lower frequencies because four-wave 
mixing operates more efficiently than SRS when the dispersion profile is appropriately designed. 
This SC source has applications in optical coherence tomography,98,99 frequency metrology,100,101 and 
all kinds of spectroscopy. It is particularly useful as a bright lowcoherence source in measurements 
of group delay dispersion based on a Mach-Zehnder interferometer.

A comparison of the bandwidth and spectrum available from different broad-band light sources 
is shown in Fig. 20; the advantages of PCF-based SC sources are evident. Supercontinua have been 
generated in different PCFs at 532 nm,102 647 nm,103 1064 nm,104 and 1550 nm.8 Using inexpensive 
microchip lasers at 1064 or 532 nm with an appropriately designed PCF, compact SC sources are now 
available with important applications across many areas of science. A commercial ESM-PCF based 
source uses a 10-W fiber laser delivering 5 ps pulses at 50 MHz repetition rate, and produces an aver-
age spectral power density of approximately 4.5 mW/nm in the range 450 to 800 nm.105 The use of 
multicomponent glasses such as Schott SF6 or tellurite glass allows the balance of nonlinearity and 
dispersion to be adjusted, as well as offering extended transparency into the infrared.106

Parametric Amplifiers and Oscillators In step-index fibers the performance of optical parametric 
oscillators and amplifiers is severely constrained owing to the limited scope for GVD engineering. 
In PCF these constraints are lifted, permitting flattening of the dispersion profile and control of 
higher-order dispersion terms. The wide range of experimentally available group-velocity dispersion 
profiles has, for example, allowed studies of ultrashort pulse propagation in the 1550 nm wavelength 
band with flattened dispersion.78,79 The effects of higher-order dispersion in such PCFs are sub-
tle.107,108 Parametric devices have been designed for pumping at 647, 1064, and 1550 nm, the small 
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effective mode areas offering high gain for a given pump intensity, and PCF-based oscillators 
synchronously pumped by fs and ps pump pulses have been demonstrated at relatively low power 
levels.109–112 Dispersion-engineered PCF is being successfully used in the production of bright 
sources of correlated photon pairs, by allowing the signal and idler side-bands to lie well outside 
the noisy Raman band of the glass. In a recent example, a PCF with zero dispersion at 715 nm was 
pumped by a Ti:sapphire laser at 708 nm (normal dispersion).113 Under these conditions phase-
matching is satisfied by signal and idler waves at 587 and 897 nm, and 10 million photon pairs per 
second were generated and delivered via single-mode fiber to Si avalanche detectors, producing 
approximately 3.2 × 105 coincidences per second for a pump power of 0.5 mW. These results point 
the way to practical and efficient sources entangled photon pairs that can be used as building blocks 
in future multiphoton interference experiments.

Soliton Self-Frequency Shift Cancellation The ability to create PCFs with negative dispersion slope 
at the zero dispersion wavelength (in SMF the slope is positive, i.e., the dispersion becomes more 
anomalous as the wavelength increases) has made it possible to observe Č erenkov-like effects in 
which solitons (which form on the anomalous side of the dispersion zero) shed power into disper-
sive radiation at longer wavelengths on the normal side of the dispersion zero. This occurs because 
higher-order dispersion causes the edges of the soliton spectrum to phase-match to linear waves. 
The result is stabilization of the soliton self-frequency shift, at the cost of gradual loss of soliton 
energy.114 The behavior of solitons in the presence of wavelength-dependent dispersion is the sub-
ject of many recent studies.115.

Raman Scattering

The basic characteristics of glass-related Raman scattering in PCF, both stimulated and spontaneous, 
do not noticeably differ compared to SMF. One must of course take account of the differing propor-
tions of light in glass and air (see section “Kerr Nonlinearities”) to calculate the effective strength of 
the Raman response. A very small solid glass core allows one to enhance stimulated Raman scatter-
ing, whereas in a hollow core it is strongly suppressed.

FIGURE 20 Comparison of the brightness of various broad-band light sources 
(SLED—superluminescent light-emitting diode; ASE—amplified spontaneous emission; 
SC—supercontinuum). The microchip laser SC spectrum was obtained by pumping at 
1064 nm with 600 ps pulses. (Updated version of a plot by Hendrik Sabert.)
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Brillouin Scattering

The periodic micro/nanostructuring in ultrasmall core glass-air PCF strongly alters the acoustic 
properties compared to conventional SMF.116–119 Sound can be guided in the core both as leaky 
and as tightly confined acoustic modes. In addition, the complex geometry and “hard” boundar-
ies cause coupling between all three displacement components (radial, azimuthal, and axial), with 
the result that each acoustic mode has elements of both shear (S) or longitudinal (L) strain. This 
complex acoustic behavior strongly alters the characteristics of forward and backward Brillouin 
scattering.

Backward Scattering When a solid-core silica-air PCF has a core diameter of around 70 percent 
of the vacuum wavelength of the launched laser light, and the air-filling fraction in the cladding is 
very high, the spontaneous Brillouin signal displays multiple bands with Stokes frequency shifts in 
the 10 GHz range. These peaks are caused by discrete guided acoustic modes, each with different 
proportions of longitudinal and shear strain, strongly localized to the core.120 At the same time the 
threshold power for stimulated Brillouin scattering increases fivefold—a rather unexpected result, 
since conventionally one would assume that higher intensities yield lower nonlinear threshold pow-
ers. This occurs because the effective overlap between the tightly confined acoustic modes and the 
optical mode is actually smaller than in a conventional fiber core; the sound field contains a large 
proportion of shear strain, which does not contribute significantly to changes in refractive index. 
This is of direct practical relevance to parametric amplifiers, which can be pumped 5 times harder 
before stimulated Brillouin scattering appears. 

Forward Scattering The very high air-filling fraction in small-core PCF also permits sound at 
frequencies of a few GHz to be trapped purely in the transverse plane by phononic bandgap effects 
(Fig. 21). The ability to confine acoustic energy at zero axial wavevector βac = 0 means that the ratio 
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FIGURE 21 (a) Example of PCF used in studies of Brillouin scattering (core diameter 
1.1 μm); (b) the frequencies of full phononic bandgaps (in-plane propagation, pure in-plane 
motion) in the cladding of the PCF in (b); and (c) illustrating how a trapped acoustic phonon 
can phase-match to light at the acoustic cutoff frequency. The result is a quasi-Raman 
scattering process that is automatically phase-matched. (After Ref. 121.)
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of frequency ωac to wavevector βac becomes arbitrarily large as βac → 0, and thus can easily match 
the value for the light guided in the fiber, c n/ . This permits phase-matched interactions between the 
acoustic mode and two spatially identical optical modes of different frequency.121 Under these cir-
cumstances the acoustic mode has a well-defined cutoff frequency ωcutoff  above which its dispersion 
curve—plotted on an ( , )ω β  diagram—is flat, similar to the dispersion curve for optical phonons in 
diatomic lattices. The result is a scattering process that is Raman-like (i.e., the participating pho-
nons are optical-phonon-like), even though it makes use of acoustic phonons; Brillouin scattering 
is turned into Raman scattering, power being transferred into an optical mode of the same order, 
frequency shifted from the pump frequency by the cutoff frequency. Used in stimulated mode, this 
effect may permit generation of combs of frequencies spaced by approximately 2 GHz at 1550 nm 
wavelength. 

11.9 INTRAFIBER DEVICES, CUTTING, AND JOINING

As PCF becomes more widely used, there is an increasing need for effective cleaves, low loss splices, 
multiport couplers, intrafiber devices, and mode-area transformers. The air holes provide an oppor-
tunity not available in standard fibers: the creation of dramatic morphological changes by altering 
the hole size by collapse (under surface tension) or inflation (under internal overpressure) when 
heating to the softening temperature of the glass. Thus, not only can the fiber be stretched locally to 
reduce its cross-sectional area, but the microstructure can itself be radically altered.

Cleaving and Splicing

PCF cleaves cleanly using standard tools, showing slight end-face distortion only when the core 
crystal is extremely small (interhole spacing ~1 μm) and the air-filling fraction very high (>50%). 
Solid glass end-caps can be formed by collapsing the holes (or filling them with sol-gel glass) at the 
fiber end to form a core-less structure through which light can be launched into the fiber. Solid-core 
PCF can be fusion-spliced successfully both to itself and to step-index fiber using resistive heating 
elements (electric-arcs do not allow sufficient control). The two fiber ends are placed in intimate 
contact and heated to softening point. With careful control, they fuse together without distortion. 
Provided the mode areas are well matched, splice losses of <0.2 dB can normally be achieved except 
when the core is extremely small (<~1.5 μm). Fusion splicing hollow-core fiber is feasible when 
there is a thick solid glass outer sheath (e.g., as depicted in Fig. 10b), although very low splice losses 
can be obtained simply by placing identical fibers end-to-end and clamping them (the index-matching 
“fluid” for hollow-core PCF is vacuum). 

The ability to hermetically splice gas-filled hollow-core PCF to SMF has made it possible to pro-
duce in-line gas cells for stimulated Raman scattering in hydrogen and frequency measurement and 
stabilization (using acetylene). These developments may lead for the first time to practical miniature 
gas-laser devices that could even be coiled up inside a credit card.122

Mode Transformers

In many applications it is important to be able to change the mode area without losing light. This is 
done traditionally using miniature bulk optics—tiny lenses precisely designed to match to a desired 
numerical aperture and spot-size. In PCF an equivalent effect can be obtained by scanning a heat 
source (flame or carbon dioxide laser) along the fiber. This causes the holes to collapse, the degree of 
collapse depending on the dwell-time of the heat. Drawing the two fiber ends apart at the same time 
provides additional control. Graded transitions can fairly easily be made—mode diameter reduc-
tions as high as 5:1 have been realized with low loss. 
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Ferrule methods have been developed for making low loss interfaces between conventional 
single-mode fibers and photonic crystal fibers.123 Adapted from the fabrication of PCF preforms 
from stacked tubes and rods, these techniques avoid splicing and are versatile enough to inter-
face to virtually any type of index-guiding silica PCF. They are effective for coupling light into 
and out of all of the individual cores of a multicore fiber without input or output crosstalk. The 
technique also creates another opportunity—the use of taper transitions to couple light between a 
multimode fiber and several single-mode fibers. When the number of single-mode fibers matches 
the number of spatial modes in the multimode fiber, the transition can have low loss in both 
directions. This means that the high performance of single-mode fiber devices can be reached 
in multimode systems, for example a multimode fiber filter with the transmission spectrum of a 
single-mode fiber Bragg grating,124 a device that has applications in earth-based astronomy, where 
the high throughput of a multimode fiber can be retained while unwanted atmospheric emission 
lines are filtered out.

A further degree of freedom may be gained by pressurizing the holes during the taper process.125 
The resulting hole inflation permits radical changes in the guidance characteristics. It is possible for 
example to transform a PCF, with a relatively large core and small air-filling fraction, into a PCF with 
a very small core and a large air-filling fraction, the transitions having very low loss.126

Heating and stretching PCF can result in quite remarkable changes in the scale of the micro/nano 
structures, without significant distortion. Recently a solid-core PCF was reduced 5 times in linear 
scale, resulting in a core diameter of 500 nm (Fig. 22). This permitted formation of a PCF with a zero 
dispersion wavelength that matched the 532 nm emission wavelength of a frequency doubled Nd:
YAG laser102 (this is important for supercontinuum generation—as discussed in Sec. 11.8). A further 
compelling advantage of the tapering approach is that it neatly side-steps the difficulty of launching 
light into submicron sized cores; light is launched into the entry port (in this case with core diameter 
2.5 μm) and adiabatically evolves, with negligible loss, into the mode of the 500 nm core. 

In-Fiber Devices

Precise use of heat and pressure induces large changes in the optical characteristics of PCF, giving 
rise to a whole family of new intrafiber components. Microcouplers can be made in a PCF with 
two optically isolated cores by collapsing the holes so as to allow the mode fields to expand and 

FIGURE 22 Scanning electron micrographs (depicted to the same 
scale) of the fiber cross sections produced by tapering a solid-core PCF. The 
structure is very well preserved, even down to core diameters of 500 nm.102
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interact with each other, creating local coupling.127 Long period gratings, which scatter the core 
light into cladding modes within certain wavelength bands, can be made by periodic modulation of 
hole size.128 By rocking a birefringent PCF to and fro, while scanning a carbon dioxide laser along 
it, so-called “rocking filters” can be made, which transfer power from one polarization state to the 
other within a narrow band of wavelengths.129 All these components have one great advantage over 
equivalent devices made in conventional fiber: being formed by permanent changes in morphology, 
they are highly stable with temperature and over time.

11.10 CONCLUSIONS

In moving away from the constraints of conventional fibers, photonic crystal fibers have created new 
opportunities spanning many areas of science and technology. Some of the more important from an 
every widening range of applications (as of late 2006) are discussed in Ref. 1. Compact high bright-
ness supercontinuum sources and frequency comb systems for optical clocks are already available as 
commercial products. Emerging applications include constrained photochemistry or biochemistry 
and microfluidics, biophotonic and biomedical devices, medical imaging, astronomy, particle deliv-
ery, high power fiber lasers, gas-based fiber devices, and fiber delivery of high power laser light in 
manufacturing. The next decade should see many of these applications mature into fields of scien-
tific research or even commercial products. 

11.11 APPENDIX

The analysis in Ref. 16 to estimate nmax in a triangular lattice of air holes leads to the equation: 

 w I a w J bu Y a u J a u Y bu u In n n1 1 0 0 1 0( [ ( ) ( ) ( ) ( )]) − + (( [ ( ) ( ) ( ) ( )]a w J bu Y a u J a u Y bun n n) − =1 1 1 1 0  (14)

where a dn = / ,2Λ  b = ( / ) /3 2 1 2π  (needed to ensure the correct value of nmax in the long wavelength 
limit) and u w v2 2 2+ = . The leading root of Eq. (14), evaluated for an = 0 2.  and ng = 1.444 (i.e., 
neglecting dispersion), yields the polynomial fit (7).
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12.1 INTRODUCTION

Infrared (IR) optical fibers may be defined as fiber optics transmitting radiation with wavelengths 
greater than approximately 2 μm. The first IR fibers were fabricated in the mid-1960s from chalcogen-
ide glasses such as arsenic trisulfide and had losses in excess of 10 dB/m.1 During the mid-1970s, the 
interest in developing an efficient and reliable IR fiber for short-haul applications increased, partly in 
response to the need for a fiber to link broadband, long-wavelength radiation to remote photodetec-
tors in military sensor applications. In addition, there was an ever-increasing need for a flexible fiber 
delivery system for transmitting CO2 laser radiation in surgical applications. Around 1975, a variety of 
IR materials and fibers were developed to meet these needs. These included the heavy metal fluoride 
glass (HMFG) and polycrystalline fibers as well as hollow rectangular waveguides. While none of these 
fibers had physical properties even approaching those of conventional silica fibers, they were neverthe-
less useful in lengths less than 2 to 3 m for a variety of IR sensor and power delivery applications.2

IR fiber optics may logically be divided into three broad categories: glass, crystalline, and hollow 
waveguides. These categories may be further subdivided based on fiber material, structure, or both, 
as shown in Table 1. Over the past 30 years many novel IR fibers have been made in an effort to fab-
ricate a fiber optic with properties as close as possible to those of silica, but only a relatively small 
number have survived. A good source of general information on these various IR fiber types may be 
found in the literature.2–6 In this review only the best, most viable, and, in most cases, commercially 
available IR fibers are discussed. In general, both the optical and mechanical properties of IR fibers 
remain inferior to those of silica fibers, and therefore the use of IR fibers is still limited primarily to 
nontelecommunication, short-haul applications requiring only tens of meters of fiber rather than the 
kilometer lengths common to telecommunication applications. The short-haul nature of IR fibers 
results from the fact that most IR fibers have losses in the range of a few decibels per meter. An excep-
tion is fluoride glass fibers, which can have losses as low as a few decibels per kilometer. In addition, 
IR fibers are much weaker than silica fiber and, therefore, more fragile. These deleterious features have 
slowed the acceptance of IR fibers and restricted their use today to applications in chemical sensing, 
thermometry, and laser power delivery.

A key feature of current IR fibers is their ability to transmit longer wavelengths than most oxide 
glass fibers can. In some cases the transmittance of the fiber can extend well beyond 20 μm, but most 
applications do not require the delivery of radiation longer than about 12 μm. In Fig. 1 we give the 
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attenuation values for some of the most common IR fibers as listed in Table 1. From the data it is 
clear that there is a wide variation in range of transmission for the different IR fibers and that there 
is significant extrinsic absorption that degrades the overall optical response. Most of these extrinsic 
bands can be attributed to various impurities, but, in the case of the hollow waveguides, they are due 
to interference effects resulting from the thin film coatings used to make the guides.

Some of the other physical properties of IR fibers are listed in Table 2. For comparison, the proper-
ties of silica fibers are also listed. The data in Table 2 and in Fig. 1 reveal that, compared to silica, IR 
fibers usually have higher losses, larger refractive indices and dn/dT values, lower melting or soften-
ing points, and greater thermal expansion. For example, chalcogenide and polycrystalline Ag halide 
fibers have refractive indices greater than 2. This means that the Fresnel loss exceeds 20 percent for 
two fiber ends. The higher dn/dT and low melting or softening point lead to thermal lensing and low 
laser-induced damage thresholds for some of the fibers. Finally, a number of these fibers do not have 
cladding analogous to clad oxide glass fibers. Nevertheless, core-only IR fibers such as sapphire and 
chalcogenide fibers can still be useful because their refractive indices are sufficiently high. For these 
high-index fibers, the energy is largely confined to the core of the fiber as long as the unprotected fiber 
core does not come in contact with an absorbing medium.12

The motivation to develop a viable IR fiber stems from many proposed applications. A summary 
of the most important current and future applications and the associated candidate IR fiber that will 
best meet each need is given in Table 3. We may note several trends from this table. The first is that 

TABLE 1 Categories of IR Fibers with a Common Example to Illustrate Each Subcategory

           Main Subcategory Examples

Glass Heavy metal fluoride (HMFG) ZrF -BaF -LaF -AlF -NAF(ZBLAN)4 32 3

 Germanate GeO -PbO2

 Chalcogenide As S and AsGeTeSe2 3

Crystal Polycrystalline (PC) AgBrCl
 Single crystal (SC) Sapphire
Hollow waveguide Metal/dielectric film Hollow glass waveguide
 Refractive index <1 Hollow sapphire at 10.6 μm
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FIGURE 1 Composite loss spectra for some common IR fiber optics: ZBLAN 
fluoride glass,7 SC sapphire,8 chalcogenide glass,9 PC AgBrCl,10 and hollow glass 
waveguide.11
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hollow waveguides are an ideal candidate for laser power delivery at all IR laser wavelengths. The air 
core of these special fibers or waveguides gives an inherent advantage over solid-core fibers, whose 
damage threshold is frequently very low for these IR-transmissive materials. The high refractive index 
of chalcogenide fibers is ideal for chemical sensing via evanescent wave coupling of a small portion of 
the light from the core into an IR-absorbing medium. For the measurement of temperature through 
the simple transmission of blackbody radiation, IR fibers that transmit beyond about 8 μm, such as 
the Ag halide, chalcogenide, and hollow waveguides, are excellent candidates for use in measuring 
temperatures below 50°C. This is because the peak for room-temperature blackbody radiation is 
about 10 μm.

12.2 NONOXIDE AND HEAVY-METAL OXIDE GLASS 
IR FIBERS

There are two IR-transmitting glass fiber systems that are relatively similar to conventional silica-
containing glass fibers. One is the HMFG and the other is heavy-metal germanate glass fibers based 
on GeO2. The germanate glass fibers generally do not contain fluoride compounds; instead, they 

TABLE 2 Selected Physical Properties of Key IR Fibers Compared to Conventional Silica Fiber

 Glass Crystal Hollow

  HMFG Chalcogenide PC SC Hollow Silica
                           Property Silica ZBLAN AsGeSeTe AgBrCl Sapphire Waveguide

Glass transition or melting point, °C 1175 265 245 412 2030 150 (usable T)
Thermal conductivity, W/m °C 1.38 0.628 0.2 1.1 36 1.38
Thermal expansion coefficient, 10−6 ° C−1 0.55 17.2 15 30 5 0.55
Young’s modulus, GPa 70.0 58.3 21.5 0.14 430 70.0
Density, g/cm3 2.20 4.33 4.88 6.39 3.97 2.20
Refractive index 1.455 1.499 2.9 2.2 1.71 NA
(λ, μm) (0.70) (0.589) (10.6) (10.6) (3.0) 
dn/dT, l0–5 °C–1 +1.2 −1.5 +10 −1.5 +1.4 NA
(λ, μm) (1.06) (1.06) (10.6) (10.6) (1.06) 
Fiber transmission range, μm 0.24–2.0 0.25–4.0 4–11 3–16 0.5–3.1 0.9–25
Loss* at 2.94 μm, dB/m ∼800 0.08 5 3 0.4 0.5
Loss* at 10.6 μm, dB/m NA NA 2 0.5 NA 0.4

∗Typical measured loss.
NA = not applicable.

TABLE 3 Examples of IR Fiber Candidates for Various Sensor and Power Delivery Applications

               Application Comments Suitable IR fibers

Fiber-optic chemical sensors Evanescent wave principle—liquids AgBrCl, sapphire, chalcogenide, HMFG
 Hollow core waveguides—gases Hollow glass waveguides
Radiometry Blackbody radiation, temperature  Hollow glass waveguides,
  measurements  AgBrCl, chalcogenide, sapphire
Er:YAG laser power delivery 3-μm transmitting fibers with high  Hollow glass waveguides, sapphire, 
  damage threshold  germanate glass
CO2 laser power delivery 10-μm transmitting fibers with  Hollow glass waveguides
  high damage threshold
Thermal imaging Coherent bundles HMFG, chalcogenide
Fiber amplifiers and lasers Doped IR glass fibers HMFG, chalcogenide
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contain heavy metal oxides to shift the IR absorption edge to longer wavelengths. The advantage of 
germanate fibers over HMFG fibers is that germanate glass has a higher glass transition temperature 
and, therefore, higher laser damage thresholds. But the level of loss for the HMFG fibers is lower. 
Finally, chalcogenide glass fibers made from chalcogen elements such as As, Ge, S, and Te contain no 
oxides or halides, making them a good choice for nonlaser power delivery applications.

HMFG Fibers

Poulain et al.13 discovered HMFGs or fluoride glasses accidentally in 1975 at the University of 
Rennes. In general, the typical fluoride glass has a glass transition temperature Tg four times less than 
that of silica, is considerably less stable than silica, and has failure strains of only a few percent com-
pared to greater than 5 percent for silica. While an enormous number of multicomponent fluoride 
glass compositions have been fabricated, comparably few have been drawn into fiber. This is because 
the temperature range for fiber drawing is normally too small in most HMFGs to permit fiberiza-
tion of the glass. The most popular HMFGs for fabrication into fibers are the fluorozirconate and 
fluoroaluminate glasses, of which the most common are ZrF4-BaF2-LaF3-AlF3-NaF (ZBLAN) and 
AlF3-ZrF4-BaF2-CaF2-YF3, respectively. The key physical properties of these glasses are summarized 
in Table 4. An important feature of the fluoroaluminate glass is its higher Tg, which largely accounts 
for the higher laser damage threshold for the fluoroaluminate glasses compared to ZBLAN at the Er:
YAG laser wavelength of 2.94 μm.

The fabrication of HMFG fiber is similar to any glass fiber drawing technology except that the pre-
forms are made using some type of melt-forming method rather than by a vapor deposition process 
as is common with silica fibers. Specifically, a casting method based on first forming a clad glass tube 
and then adding the molten core glass is used to form either multimode or single-mode fluorozir-
conate fiber preforms. The cladding tube is made either by a rotational casting technique in which 
the tube is spun in a metal mold or by merely inverting and pouring out most of the molten cladding 
glass contained in a metal mold to form a tube.14 The cladding tube is then filled with a higher-index 
core glass. Other preform fabrication techniques include rod-in-tube and crucible techniques. The 
fluoroaluminate fiber preforms have been made using an unusual extrusion technique in which core 
and cladding glass plates are extruded into a core-clad preform.15 All methods, however, involve fab-
rication from the melted glass rather than from the more pristine technique of vapor deposition used 
to form SiO2-based fibers. This process creates inherent problems such as the formation of bubbles, 
core-cladding interface irregularities, and small preform sizes. Most HMFG fiber drawing is done 
using preforms rather than the crucible method. A ZBLAN preform is drawn at about 310°C in a 
controlled atmosphere (to minimize contamination by moisture or oxygen impurities, which can 
significantly weaken the fiber) using a narrow heat zone compared to silica. Either ultraviolet (UV) 
acrylate or Teflon coatings are applied to the fiber. In the case of Teflon, heat-shrink Teflon (FEP) is 
generally applied to the glass preform prior to the draw.

The attenuation in HMFG fibers is predicted to be about 10 times less than that for silica fibers.16 
Based on extrapolations of the intrinsic losses resulting from Rayleigh scattering and multiphonon 

TABLE 4 Fluorozirconate vs. Fluoroaluminate Glasses

 Fluorozirconate Fluoroaluminate
                        Property (ZBLAN) (AlF3-ZrF4-BaF2-CaF2-YF3)

Glass transition temperature, °C 265 400
Durability Medium Excellent
Loss at 2.94 μm, dB/m 0.01 0.1
Er:YAG laser peak output energy, mJ 300 (300-μm core) 850 (500-μm core)

Comparison between fluorozirconate and fluoroaluminate glasses of some key properties that relate 
to laser power transmission and durability of the two HMFG fibers. Other physical properties are rela-
tively similar.
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absorption, the minimum in the loss curves or V-curves is projected to be about 0.01 dB/km at 2.55 μm. 
Recent refinements of the scattering loss have modified this value slightly to be 0.024 dB/km, or about 
8 times less than that for silica fiber.7 In practice, however, extrinsic loss mechanisms still dominate 
fiber loss. In Fig. 2, losses for two ZBLAN fibers are shown. The data from British Telecom (BTRL) 
represents state-of-the-art fiber 110 m in length.7 The other curve is more typical of commercially 
available (Infrared Fiber Systems, Silver Spring, Maryland) ZBLAN fiber. More recently commercially 
available fiber (IRphotonics, Montreal, CA) has become available with a loss of 0.02 dB/m at 3 μm.17 
The lowest measured loss for a BTRL 60-m-long fiber is 0.45 dB/km at 2.3 μm. Some of the extrinsic 
absorption bands that contribute to the total loss shown in Fig. 2 for the BTRL fiber are Ho3+ (0.64 
and 1.95 μm), Nd3+ (0.74 and 0.81 μm), Cu2+ (0.97 μm), and OH– (2.87 μm). Scattering centers such 
as crystals, oxides, and bubbles have also been found in the HMFG fibers. In their analysis of the 
data in Fig. 2, the BTRL group separated the total minimum attenuation coefficient (0.65 dB/km 
at 2.59 μm) into an absorptive loss component equal to 0.3 dB/km and a scattering loss component 
equal to 0.35 dB/km. The losses for the fluoroaluminate glass fibers are also shown for comparison in 
Fig. 2.15 Clearly, the losses are not as low as for the BTRL-ZBLAN fiber, but the A1F3-based fluoride 
fibers do have the advantage of higher glass transition temperatures and therefore are better candidates 
for laser power delivery.

The reliability of HMFG fibers depends on protecting the fiber from attack by moisture and on 
pretreatment of the preform to reduce surface crystallization. In general, the HMFGs are much less 
durable than oxide glasses. The leach rates for ZBLAN glass range between 10–3 and 10–2 g/cm2/day. 
This is about five orders of magnitude higher than the leach rate for Pyrex glass. The fluoroaluminate 
glasses are more durable, with leach rates that are more than three times lower than those for the 
fluorozirconate glasses. The strength of HMFG fibers is less than that of silica fibers. From Table 2 we 
see that Young’s modulus E for fluoride glass is 51 GPa compared to 73 GPa for silica glass. Taking the 
theoretical strength to be about one-fifth that of Young’s modulus gives a theoretical value of strength 
of 11 GPa for fluoride glass. The largest bending strength measured has been about 1.4 GPa, well 
below the theoretical value. To estimate the bending radius R, we may use the approximate expression 
R r E=1 198. ( ),max/σ  where σ max is the maximum fracture stress and r is the fiber radius.18
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FIGURE 2 Losses in the best BTRL7 and typical (Infrared Fiber Systems, Silver 
Spring, Maryland) ZBLAN fluoride glass fibers compared to those for fluoroalumi-
nate glass fibers.15
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Germanate Fibers

Heavy metal oxide glass fibers based on GeO2 have recently shown great promise as an alterna-
tive to HMFG fibers for 3-μm laser power delivery.19 Today, GeO2-based glass fibers are composed 
of GeO2 (30–76 percent)–RO (15–43 percent)-XO (3–20 percent), where R represents an alkaline 
earth metal and X represents an element of Group IIIA.20 In addition, small amounts of heavy 
metal fluorides may be added to the oxide mixture.21 The oxide-only germanate glasses have glass 
transition temperatures as high as 680°C, excellent durability, and a relatively high refractive index 
of 1.84. In Fig. 3, loss data is given for a typical germanate glass fiber. While the losses are not 
as low as they are for the fluoride glasses shown in Fig. 2, these fibers have an exceptionally high 
damage threshold at 3 μm. Specifically, over 20 W (2 J at 10 Hz) of Er:YAG laser power has been 
launched into these fibers.

Chalcogenide Fibers

Chalcogenide glass fibers were drawn into essentially the first IR fiber in the mid-1960s.1 
Chalcogenide fibers fall into three categories: sulfide, selenide, and telluride.22 One or more chal-
cogen elements are mixed with one or more elements such as As, Ge, P, Sb, Ga, Al, Si, and so on 
to form a glass having two or more components. From the data in Table 2 we see that the glasses 
have low softening temperatures more comparable to those of fluoride glass than to those of oxide 
glasses. Chalcogenide glasses are very stable, durable, and insensitive to moisture. A distinctive dif-
ference between these glasses and the other IR fiber glasses is that they do not transmit well in the 
visible region and their refractive indices are quite high. Additionally, most of the chalcogenide 
glasses, except for As2S3, have a rather large value of dn/dT.9 This fact limits the laser power handling 
capability of the fibers. In general, chalcogenide glass fibers have proven to be an excellent candidate 
for evanescent wave fiber sensors and for IR fiber image bundles.23

Chalcogenide glass is made by combining highly purified (>6 nines purity) raw elements in an 
ampoule that is heated in a rocking furnace for about 10 hours. After melting and mixing, the glass is 
quenched and a glass preform is fabricated using rod-in-tube or rotational casting methods. Preform 
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fiber draws involve drawing a core-clad preform or a core-only preform. For the core-only preform 
draw, either a soft chalcogenide cladding can be extruded over the fiber as it is drawn or the preform 
can be Teflon clad. Crucible drawing is also possible.

The losses for the most important chalcogenide fibers are given in Fig. 4. Arsenic trisulfide (As2S3) 
fiber, one of the simplest and oldest chalcogenide fibers, has a transmission range from 0.7 to about 
6 μm.22 This fiber is red in color and therefore transmits furthest into the visible region but cuts off in 
the long-wavelength end well before the heavier chalcogenide fibers.9 Longer wavelengths are trans-
mitted through the addition of heavier elements like Te, Ge, and Se, as shown in Fig. 4. A key feature 
of essentially all chalcogenide glasses is the strong extrinsic absorption resulting from the bonding 
of contaminants such as hydrogen, H2O, and OH– to the elemental cations. In particular, absorption 
peaks between 4.0 and 4.6 μm are due to S-H or Se-H bonds, and those at 2.78 and 6.3 μm are due to 
OH− (2.78 μm) and/or molecular water. The hydride impurities are often especially strong and can 
be deleterious when these fibers are used in chemical sensing applications where the desired chemical 
signature falls in the region of extrinsic absorption. Another important feature of most of the chalco-
genide fibers is that their losses are in general much higher than those of the fluoride glasses. In fact, at 
the important CO2 laser wavelength of 10.6 μm, the lowest loss is still above 1 dB/m for the Se-based 
fibers.22 More recently single-mode chalcogenide fibers have been drawn from preforms made both 
using rotational casting and rod-in-tube methods.24 It is also possible to form a chalcohalide glass 
which is composed of both chalcogen elements and a halide usually I−. One example is the TeSeAsl 
glass which has been drawn into fiber by Lucas’ group in Rennes, France.25

12.3 CRYSTALLINE FIBERS

Crystalline IR fibers are an attractive alternative to glass IR fibers because most nonoxide crystal-
line materials can transmit longer-wavelength radiation than IR glasses and, in the case of sapphire, 
exhibit some superior physical properties as well.2 The disadvantage is that crystalline fibers are 
difficult to fabricate. There are two types of crystalline fiber: single-crystal (SC)8 and polycrystalline 
(PC).26,27 Historically, the first crystalline fiber made was hot-extruded KRS-5 fiber fabricated at 
Hughes Research Labs in 1975,28 KRS-5 or TIBrI was chosen because it is very ductile and because 
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Note the many impurity bands pervasive in these fiber systems.
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it can transmit beyond the 20-μm range required for the intended military surveillance satellite 
application. In fact, crystalline fibers such as KRS-5 and other halide crystals were initially thought 
to hold great potential as next-generation ultra-low-loss fibers because their intrinsic loss was pre-
dicted to be as low as 10−3 dB/m.28 Unfortunately, this loss was not only never achieved but not even 
approached experimentally.

PC Fibers

There are many halide crystals that have excellent IR transmission, but only a few have been fab-
ricated into fiber optics. The technique used to make PC fibers is hot extrusion. As a result, only 
the silver and thallium halides have the requisite physical properties (such as ductility, low melt-
ing point, and independent slip systems) to be successfully extruded into fiber. In the hot extrusion 
process, a single-crystal billet or preform is placed in a heated chamber and the fiber is extruded 
to net shape through a diamond or tungsten carbide die at a temperature equal to about half the 
melting point. The final PC fibers are usually from 500 to 900 μm in diameter with no buffer jacket. 
The polycrystalline structure of the fiber consists of grains on the order of 10 μm or larger in size. 
The billet may be clad using the rod-in-tube method. In this method, a mixed silver halide such as 
AgBrCl is used as the core and then a lower-index tube is formed using a Cl−-rich AgBrCl crystal. 
The extrusion of a core-clad fiber is not as easy to achieve as it is in glass drawing, but Artjushenko 
et al.10 at the General Physics Institute (GPI) in Moscow have achieved clad Ag halide fibers with 
losses nearly as low as those for the core-only Ag halide fiber. Single-mode PC fibers have been 
extruded from a rod-in-tube preform by Katzir and his group at Tel Aviv University. These fibers 
have a core diameter of 50 to 60 μm and they are single-mode at 10.6 μm.29 Today, the PC Ag halide 
fibers represent the best PC fibers. KRS-5 is no longer a viable candidate due largely to the toxicity 
of Tl and the greater flexibility of the Ag halide fibers.

The losses for the Ag halide fibers are shown in Fig. 5. Both the core-only and core-clad fibers 
are shown, and, as with the other IR fibers, we again see that there are several extrinsic absorption 
bands. Water is often present at 3 and 6.3 μm and there is sometimes an SO4

− absorption near 9.6 μm. 
Furthermore, we note the decreasing attenuation as the wavelength increases. This is a result of λ −2
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scattering from strain-induced defects in the extruded fiber. An important feature of the data is that 
the loss at 10.6 μm can be as low as 0.2 dB/m for the core-only fiber and these fibers will transmit to 
almost 20 μm. These fibers have been used to transmit about 100 W of CO2 laser power, but the safe 
limit seems to be 20 to 25 W.30 This is due to the low melting point of the fibers.

There are several difficulties in handling and working with PC fibers. One is an unfortunate aging 
effect in which the fiber transmission is observed to decrease over time.31 Normally the aging loss, 
which increases uniformly over the entire IR region, is a result of strain relaxation and possible grain 
growth as the fiber is stored. Another problem is that Ag halides are photosensitive; exposure to visible 
or UV radiation creates colloidal Ag, which in turn leads to increased losses in the IR. Finally, AgBrCl 
is corrosive to many metals. Therefore, the fibers should be packaged in dark jackets and connector-
ized with materials such as Ti, Au, or ceramics.

The mechanical properties of these ductile fibers are quite different from those of glass fibers. 
The fibers are weak, with ultimate tensile strengths of about 80 MPa for a 50–50 mixture of AgBrCl. 
However, the main difference between the PC and glass fibers is that the PC fibers plastically 
deform well before fracture. This plastic deformation leads to increased loss as a result of increased 
scattering from separated grain boundaries. Therefore, in use, the fibers should not be bent beyond 
their yield point; too much bending can lead to permanent damage and a region of high loss in 
the fiber.

SC Fibers

Meter-long lengths of SC fibers have been made from only a small number of the over 80 IR transmis-
sive crystalline materials. Initially some SC fibers were grown by zone-refining methods from the same 
metal halides used to extrude PC fibers. The idea was that removal of the grain boundaries in the PC 
fibers would improve the optical properties of the fiber. This did not occur, so most of the crystalline 
materials chosen today for SC fiber fabrication have been oxides. Compared to halides, oxide materials 
like A12O3 (sapphire) have the advantage of high melting points, chemical inertness, and the ability to 
be conveniently melted and grown in air. Currently, sapphire is the most popular SC fiber.8,32,33

Sapphire is an insoluble, uniaxial crystal (trigonal structure) with a melting point of over 2000°C. 
It is an extremely hard and robust material with a usable fiber transmission from about 0.5 to 3.2 μm. 
Other important physical properties shown in Table 2 include a refractive index equal to 1.75 at 3 μm, 
a thermal expansion about 10 times higher than that of silica, and a Young’s modulus approximately 
six times greater than that of silica. These properties make sapphire an almost ideal IR fiber candidate 
for applications less than about 3.2 μm. In particular, this fiber has been used to deliver over 10 W of 
average power from an Er:YAG laser operating at 2.94 μm.34

Sapphire fibers are fabricated using either the edge-defined, film-fed growth (EFG) or the laser-
heated pedestal growth (LHPG) techniques.35 In either method, some or all of the starting sapphire 
material is melted and an SC fiber is pulled from the melt. In the EFG method, a capillary tube is 
used to conduct the molten sapphire to a seed fiber, which is drawn slowly into a long fiber. Multiple 
capillary tubes, which also serve to define the shape and diameter of the fiber, may be placed in one 
crucible of molten sapphire so that many fibers can be drawn at one time. The LHPG process is a 
crucibleless technique in which a small molten zone at the tip of an SC sapphire source rod (< 2 mm 
diameter) is created using a CO2 laser. A seed fiber slowly pulls the SC fiber as the source rod continu-
ously moves into the molten zone to replenish the molten material. Both SC fiber growth methods 
are very slow (several millimeters per minute) compared to glass fiber drawing. The EFG method, 
however, has an advantage over LHPG methods because more than one fiber can be continuously 
pulled at a time. LHPG methods, however, have produced the cleanest and lowest-loss fibers owing 
to the fact that no crucible is used that can contaminate the fiber. The sapphire fibers grown by these 
techniques are unclad, pure A12O3 with the C axis usually aligned along the fiber axis. Fiber diameters 
range from 100 to 300 μm and lengths are generally less than 2 m. Postcladding techniques mostly 
involve a Teflon coating using heat-shrink tubing.

The optical properties of the as-grown sapphire fibers are normally inferior to those of the bulk 
starting material. This is particularly evident in the visible region and is a result of color-center-type 
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defect formation during the fiber drawing. These defects and the resulting absorption can be greatly 
reduced if the fibers are postannealed in air or oxygen at about 1000°C. In Fig. 6, the losses for LHPG 
fiber grown at Rutgers University8 and EFG fiber grown by Photran, Inc. (Milford, New Hampshire) 
are shown. Both fibers have been annealed at l000°C to reduce short-wavelength losses. We see that 
the LHPG fiber has the lowest overall loss. In particular, LHPG fiber loss at the important Er:YAG 
laser wavelength of 2.94 μm is less than 0.3 dB/m, compared to the intrinsic value of 0.15 dB/m. There 
are also several impurity absorptions beyond 3 μm that are believed to be due to transition metals 
like Ti or Fe. Sapphire fibers have been used at temperatures of up to 1400°C without any change in 
their transmission.

12.4 HOLLOW WAVEGUIDES

The first optical-frequency hollow waveguides were similar in design to microwave guides. Garmire 
et al.36 made a simple rectangular waveguide using aluminum strips spaced 0.5 mm apart by bronze 
shim stock. Even when the aluminum was not well polished, these guides worked surprisingly well. 
Losses at 10.6 μm were well below 1 dB/m, and Garmire early demonstrated the high power han-
dling capability of an air-core guide by delivering over 1 kW of CO2 laser power through this simple 
structure. These rectangular waveguides, however, never gained much popularity, primarily because 
their overall dimensions (about 0.5 × 10 mm) were quite large in comparison to circular-cross-
section guides and also because the rectangular guides cannot be bent uniformly in any direction. 
As a result, hollow circular waveguides with diameters of 1 mm or less fabricated using metal, glass, 
or plastic tubing are the most common guides today. In general, hollow waveguides are an attrac-
tive alternative to conventional solid-core IR fibers for laser power delivery because of the inherent 
advantage of their air core. Hollow waveguides not only enjoy the advantage of high laser power 
thresholds but also low insertion loss, no end reflection, ruggedness, and small beam divergence. A 
disadvantage, however, is a loss on bending, which varies as I/R where R is the bending radius. 
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In addition, the losses for these guides vary as 1/a3 where a is the radius of the bore; therefore the 
loss can be arbitrarily small for a sufficiently large core. The bore size and bending radius depen-
dence of all hollow waveguides are characteristics of these guides not shared by solid-core fibers. 
Initially these waveguides were developed for medical and industrial applications involving the 
delivery of CO2 laser radiation, but more recently they have been used to transmit incoherent light 
for broadband spectroscopic and radiometric applications.37–39 Today they are one of the best alter-
natives for power delivery in IR laser surgery and industrial laser delivery systems, with losses as low 
as 0.1 dB/m and transmitted CW laser powers as high as 2.7 kW.40

Hollow core waveguides may be grouped into two categories: (1) those whose inner core materi-
als have refractive indices greater than 1 (leaky guides) and (2) those whose inner wall materials have 
refractive indexes less than 1 [attenuated total reflectance (ATR) guides]. Leaky or n > 1 guides have 
metallic and dielectric films deposited on the inside of metallic,41 plastic,42 or glass11 tubing. ATR 
guides are made from dielectric materials with refractive indices of less than 1 in the wavelength 
region of interest.43 Therefore, n < 1 guides are fiber-like in that the core index ( )n ≈1  is greater than 
the clad index. Hollow sapphire fibers operating at 10.6 μm (n = 0.67) are an example of this class of 
hollow guide.44

Hollow Metal and Plastic Waveguides

The earliest circular-cross-section hollow guides were formed using metallic and plastic tubing as 
the structural members. Miyagi and colleagues in Japan used sputtering methods to deposit Ge,45 
ZnSe, and ZnS41 coatings on aluminum mandrels. Then a final layer of Ni was electroplated over 
these coatings before the aluminum mandrel was removed by chemical leaching. The final struc-
ture was then a flexible Ni tube with optically thick dielectric layers on the inner wall to enhance 
the reflectivity in the infrared. Croitoru and colleagues46 at Tel Aviv University applied Ag followed 
by AgI coatings on the inside of polyethylene and Teflon tubing to make a very flexible waveguide. 
Similar Ag and Ag halide coatings were deposited inside Ag tubes by Morrow and colleagues.47

Hollow Glass Waveguides

The most popular structure today is the hollow glass waveguide (HGW) developed initially at 
Rutgers University.48 The advantage of glass tubing is that it is much smoother than either metal and 
plastic tubing and, therefore, the scattering losses are less. HGWs are fabricated using wet chemistry 
methods to first deposit a layer of Ag on the inside of silica glass tubing and then to form a dielectric 
layer of AgI over the metallic film by converting some of the Ag to Agl. The silica tubing used has 
a polymer coating of UV acrylate or polyimide on the outside surface to preserve the mechanical 
strength. The thickness of the AgI is optimized to give high reflectivity at a particular laser wave-
length or range of wavelengths. Using these techniques, HGWs have been fabricated with lengths as 
long as 13 m and bore sizes ranging from 250 to 1300 μm.

The spectral loss for an HGW with a 530-μm bore is given in Fig. 2. This HGW was designed for 
an optimal response at 10 μm. The peaks at about 3 and 5 μm are not absorption peaks but rather 
interference bands due to thin-film optical effects. For broadband applications and shorter-wave-
length applications, a thinner AgI coating would be used to shift the interference peaks to shorter 
wavelengths. In fact, for the thinnest Agl films these HGWs not only transmit IR radiation but also 
shorter wavelengths down to nearly 0.5 μm.49 For such HGWs the optical response will be nearly 
flat without interference bands in the far IR fiber region of the spectrum. The data in Fig. 7 shows 
the straight loss measured using a CO2 and Er:YAG laser for different bore sizes. An important fea-
ture of this data is the 1/a3 dependence of loss on bore size predicted by the theory of Marcatili and 
Schmeltzer.50 In general, the losses are less than 0.5 dB/m at 10 μm for bore sizes larger than ~400 μm. 
Furthermore, the data at 10.6 μm agrees well with the calculated values, but at 3 μm the measured 
losses are somewhat above those predicted by Marcatili and Schmeltzer. This is a result of increased 
scattering at the shorter wavelengths from the metallic and dielectric films. The bending loss depends 
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on many factors such as the quality of the films, the bore size, and the uniformity of the silica tubing. 
A typical bending loss curve for an HGW with a 530-μm bore measured with a CO2 laser is given in 
Fig. 8. The losses are seen to increase linearly with increasing curvature as predicted. It is important 
to note that while there is an additional loss on bending for any hollow guide, it does not necessarily 
mean that this restricts the use of hollow guides in power delivery or sensor applications. Normally 
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most fiber delivery systems have rather large bend radii and therefore a minimal amount of the guide 
is under tight bending conditions and the bending loss is low. From the data in Fig. 8 one can calculate 
the bending loss contribution for an HGW link by assuming some modest bends over a small section 
of guide length. An additional important feature of hollow waveguides is that they are nearly single 
mode. This is a result of the strong dependence of loss on the fiber mode parameter. That is, the loss 
of high-order modes increases as the square of the mode parameter, so even though the guides are 
very multimode, in practice only the lowest-order modes propagate. This is particularly true for the 
small-bore (<300 μm) guides, in which virtually only the lowest-order HE11 mode is propagated.

HGWs have been used quite successfully in IR laser power delivery and, more recently, in some 
sensor applications. Modest CO2 and Er:YAG laser powers below about 80 W can be delivered without 
difficulty. At higher powers, water-cooling jackets have been placed around the guides to prevent laser 
damage. The highest CO2 laser power delivered through a water-cooled hollow metallic waveguide 
with a bore of 1800 μm was 2700 W, and the highest power through a water-cooled HGW with a 
700-μm bore was 1040 W.51 Sensor applications include gas and temperature measurements. A coiled 
HGW filled with gas can be used in place of a more complex and costly White cell to provide an effec-
tive means for gas analysis. Unlike evanescent wave spectroscopy, in which light is coupled out of a 
solid-core-only fiber into media in contact with the core, all of the light is passing through the gas 
in the hollow guide cell, making this a sensitive, quick-response fiber sensor. Temperature measure-
ments may be aided by using an HGW to transmit blackbody radiation from a remote site to an IR 
detector. Such an arrangement has been used to measure jet engine temperatures.

12.5 SUMMARY AND CONCLUSIONS

During the past 30 years of the development of IR fibers, there has been a great deal of fundamental 
research designed to produce a fiber with optical and mechanical properties close to those of silica. 
We can see that today we are still far from that Holy Grail, but some viable IR fibers have emerged 
that, as a class, can be used to address some of the needs for a fiber that can transmit greater than 
2 μm. Yet we are still limited with the current IR fiber technology by high loss and low strength. 
Nevertheless, more applications are being found for IR fibers as users become aware of their limita-
tions and, more importantly, how to design around their properties.

There are two near-term applications of IR fibers: laser power delivery and sensors. An important 
future application for these fibers, however, may be more in active fiber systems like the Er- and 
Pr-doped fluoride fibers and emerging doped chalcogenide fibers. In regards to power delivery fibers, 
the best choice seems to be hollow waveguides for CO2 lasers and SC sapphire, germanate glass, or 
HGWs for Er:YAG laser delivery. Chemical, temperature, and imaging bundles make use mostly of 
solid-core fibers. Evanescent wave spectroscopy (EWS) using chalcogenide and fluoride fibers is quite 
successful. A distinct advantage of an IR-fiber EWS sensor is that the signature of the analyte is often 
very strong in the infrared or fingerprint region of the spectrum. Temperature sensing generally 
involves the transmission of blackbody radiation. IR fibers can be very advantageous at low tempera-
tures, especially near room temperature, where the peak in the blackbody radiation is near 10 μm. Finally, 
there is an emerging interest in IR imaging using coherent bundles of IR fibers. Several thousand 
chalcogenide fibers have been bundled by Amorphous Materials (Garland, Texas) to make an image 
bundle for the 3- to 10-μm region.
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13.1 INTRODUCTION

Optical communication systems utilize fiber optics to transmit the light that carries the signals. Such 
systems require optoelectronic devices as sources and detectors of such light, and they need modu-
lators to impress the telecommunication signals onto the light. This chapter outlines the basics of 
these devices. Characteristics of devices designed for both high-performance, high-speed telecom-
munication systems (telecom) and low-cost, more modest performance local area networks (LAN) 
and data communication systems (datacom) are presented. Sources for telecom are edge-emitting 
laser diodes (LDs), including double heterostructure (DH), quantum well (QW), strained layer (SL), 
distributed feedback (DFB), and distributed Bragg reflector (DBR) laser diodes. Operating char-
acteristics of these edge-emitting LDs include threshold, light-out versus current-in, spatial, and 
spectral characteristics. The transient response includes relaxation oscillations, turn-on delay, and 
modulation response. The noise characteristics are described by relative intensity noise (RIN), signal-
to-noise ratio (SNR), mode partition noise (in multimode LDs), and phase noise (which determines 
linewidth). Frequency chirping broadens the linewidth, described in the small- and large-signal 
regime; external optical feedback may profoundly disturb the stability of the LDs and may lead to 
coherence collapse.

Semiconductor lasers usually have a laser cavity in the plane of the semiconductor device, with 
light emitted out through a cleaved edge in an elliptical output pattern. This output is not ideally 
suited to coupling into fibers, which have circular apertures. Low-cost systems, such as datacom, put 
a premium on simplicity in optical design. These systems typically use multimode fibers and surface-
emitting, light-emitting diodes (LEDs). The LEDs are less temperature dependent than LDs and are 
more robust, but they typically are slower and less efficient. Those LEDs applicable to fiber optics are 
described here, along with their operating and transient response characteristics. Edge-emitting LEDs 
have some niche fiber-optic applications and are briefly described along with the latest advance in 
LEDs, which is to incorporate a resonant cavity to narrow both the linewidth and increase the output 
efficiency that can couple into a fiber.

Vertical cavity surface-emitting lasers (VCSELs) have vertical laser cavities that emit light verti-
cally out of the plane of the semiconductor device. Fibers couple more easily to these surface-emitting 
sources, but VCSEL performance is usually degraded compared to that of the edge-emitting sources. 
This chapter outlines typical VCSEL designs (material, optical, and electrical); their spatial, spectral, and 
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polarization characteristics; and their light-out versus current-in characteristics. The most common 
VCSELs are based on gallium arsenide, operating from 750 to 980 nm, but longer wavelength VCSELs 
are becoming more practical with GalnNAs quantum wells on GaAs or five-component InAlGaAsP on 
indium phosphide (InP).

The most common modulators used in fiber-optic systems today are external lithium niobate 
modulators. These are usually used in Y-branch interferometers, creating intensity modulation as a 
result of phase modulation by the electro-optic effect. These modulators are introduced in this chapter 
along with a discussion of high-speed modulation, losses, and polarization dependence, as well as a 
brief description of optical damage and other modulator geometries. These devices provide chirpfree 
modulation that can be made very linear for applications such as cable TV.

A recent development in waveguide modulators is the multimode interference (MMI) modulator, 
based on interference between multiple in-plane spatial modes. This leads to ultra compact modulators, 
because of much reduced optical path length requirements.

Until recently, lithium niobate was the electro-optic material of choice. Recently polymers have 
become a viable option for some applications, particularly low-cost. These modulators can be ultra-
high-speed and have less insertion loss because of their lower refractive index. Initial challenges of 
long-term reliability are being met with additional research. 

An alternative modulator uses semiconductors, particularly QWs, which allow for more compact 
devices and monolithic integration. Typically, these are intensity modulators using electroabsorp-
tion. By careful design, the chirp in these modulators can be controlled and even used to counteract 
pulse spreading from chromatic dispersion in fibers. The quantum-confined Stark effect (QCSE) is 
described, along with the pin waveguides used as modulators and techniques for their integration 
with lasers. Their operating characteristics as intensity modulators, their chirp, and improvements 
available by using strained QWs are presented.

Some semiconductor modulators use phase change rather than absorption change. The electro-
optic effect in III-V semiconductors is discussed, along with the enhanced refractive index change 
that comes from the QCSE, termed electrorefraction. Particularly large refractive index changes occur 
if available quantum well states are filled by electrons. Phase-change modulators based on this prin-
ciple can be used in interferometers to yield intensity modulators.

Detectors used in fiber systems are primarily pin diodes, although short descriptions of avalanche 
photodetectors (APDs) and metal-semiconductor-metal (MSM) detectors are provided. The geometry, 
sensitivity, speed, dark current, and noise characteristics of the most important detectors used in fiber 
systems are described.

Most of the devices discussed in this chapter are based on semiconductors, and their produc-
tion relies on the ability to tailor the material to design specifications through epitaxial growth. This 
technology starts with a bulk crystal substrate (usually the binary compounds GaAs or InP) and 
employs the multilayered growth upon this substrate of a few micrometers of material with a differ-
ent composition, called a heterostructure. Ternary layers substitute a certain fraction x for one of the 
two binary components.

Thus, AlxGa1-xAs is a common ternary alloy used in laser diodes. Another common ternary is 
InxGa1-xAs. Layers are lattice-matched when the ternary layers have the same size lattice as the binary; 
otherwise, the epitaxial layer will have strain. Lattice-matched epitaxial layers require the substitut-
ing atom to have approximately the same size as the atom it replaces. This is true of Al and Ga, so 
that AlxGa1-xAs ternary layers are lattice-matched to GaAs. The lowest-cost lasers are those based on 
GaAs substrates with AlxGa1-xAs ternary layers surrounding the active layer. These lasers operate at 
wavelengths near the bandgap of GaAs, about 850 nm, and are typically used in low-cost data com-
munications (as well as in CD players).

The wavelengths required for laser sources in telecommunications applications are those at which 
the fiber has the lowest loss and/or dispersion, traditionally 1.55 and 1.3 μm. There is no binary semi-
conductor with a bandgap at these wavelengths, nor is there a lattice-matched ternary. The InxGa1-xAs 
ternary will be strained under compression when it is grown on either GaAs or InP, because indium is a 
much bigger atom than gallium, and arsenic is much bigger than phosphorous. The way to eliminate this 
strain is to use a fourth small atom to reduce the size of the lattice back to that of the binary. This forms 
a quaternary. The heterostructure most useful for fiber optics applications is based on InP substrates. 
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The quaternary InxGa1−xAsyP1−y is commonly used, with the compositions x and y chosen to simul-
taneously provide the desired wavelength and lattice match. These quaternary heterostructures are the 
basis for much of the long-wavelength technology: sources, modulators, and detectors.

Earlier volumes of this Handbook discuss the basics of lasers (Chap. 16, “Lasers,” Vol. II), LEDs 
(Chap. 17, “Light-Emitting Diodes,” Vol. II), modulators (Pt. 3, “Modulators,” Vol. V), and detectors 
(Pt. 5, “Detectors,” Vol. II). The reader is referred there for general information. This chapter is specific 
to characteristics that are important for fiber communication systems.

13.2 DOUBLE HETEROSTRUCTURE LASER DIODES

Telecommunication sources are usually edge-emitting lasers, grown with an active laser layer that 
has a bandgap near either 1.55 or 1.3 μm. The active layer has a quaternary composition consisting 
of InxGa1−xAsyP1−y, grown lattice-matched to InP. The materials growth and fabrication technology 
had to be developed specifically for telecommunication applications and is now mature. These LDs 
are more temperature sensitive than GaAs lasers, and this fact has to be incorporated into their use. 
For telecom applications they are often attached to a thermoelectric cooler and typically provided 
with a monitoring photodiode in the laser package in order to provide a signal for temperature and/
or current control.

Today’s telecom systems use single-mode fibers, which require lasers with a single spatial mode. 
In order to avoid dispersion over long distances, a single frequency mode is necessary. These require-
ments constrain the geometry of laser diodes used for telecom applications, as discussed in the next 
section. Following sections discuss the operating characteristics of these LDs and their transient 
response and noise characteristics, both as isolated diodes and when subject to small reflections from 
fiber facets. The modulation characteristics of these diodes are discussed, along with frequency chirp-
ing. Advanced laser concepts, such as quantum well lasers, strained layer lasers, and lasers with dis-
tributed reflection (DFB and DBR lasers) are also introduced.

A typical geometry of an edge-emitting InGaAsP/InP laser is shown in Fig. 1. The active quaternary 
laser region is shown cross-hatched. It is from this region that light will be emitted. Light travels back and 
forth between cleaved mirror facets, confined to the active InGaAsP region by the buried heterostructure, 
and is emitted out of the cross-hatched region, where it diffracts to the far field. The current is confined to 
the stripe region by the current-blocking npn structure on either side. Traditionally, the active regions have 
uniform composition and are lattice-matched to the substrate. More advanced laser diodes, often used for 
telecom applications, have active regions containing one or more quantum wells and may be grown to 
incorporate internal strain in the active region. Both these characteristics are described in Sec. 13.6.

The design of a double heterostructure laser diode requires optimization of the issues discussed 
in the following subsections.

InGaAsP active region

p-InGaAsP
p-InP

50 μm
250 μm

Electrode

Electrode

n-InP
p-InP
n-InP

n-InP substrate

FIGURE 1 Typical geometry for an edge-emitting long-
wavelength laser diode, as used in telecommunication systems.
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Injection of a Population Inversion into the Active Region

Stimulated emission requires a forward-biased diode, created by sandwiching the active region between
p and n layers. Electrons are injected into the active region from the n side and holes are injected from 
the p side; they become free carriers. Efficient electrical injection requires high-quality ohmic contacts 
attached to the n and p layers; electrical current through the junction then drives the laser.

Confinement of Carriers within the Plane 
of the Active Layer

Confinement is achieved by growing the n and p layers on either side of the active region with a 
larger bandgap, as shown in Fig. 2a. In quaternary lasers, wider bandgap material is provided by 
decreasing x and y relative to their values in the active region. Stimulated emission during electron-
hole recombination in the narrow bandgap active layer provides the laser light. The thinner the active 
layer, the higher its gain. When the active layer thickness is as small as a few 10s of nanometers, the 
free electron and hole energy levels become quantized in the growth direction, and the active layer 
becomes a quantum well. Quantum wells have higher gain than bulk semiconductor active layers, 
and thus one or more QWs are often used as the active layers (see Sec. 13.6).

Confinement of Light Near the Active Layer 

Stimulated emission gain is proportional to the product of the carrier and photon densities, so that 
edge-emitting lasers require the highest possible light intensity. This is done by containing the light 
in an optical waveguide, with a typical near-field light profile, as shown in Fig. 2b. To achieve optical 
confinement, the layers surrounding the waveguide must have lower refractive indices. It is fortu-
nate that higher-bandgap materials that confine carriers also have smaller refractive index, and so 
the active layer automatically becomes a waveguide.

Proper optical confinement requires a single waveguide mode. This means that the waveguide 
layer must be thinner than the cutoff value for higher-order modes. The waveguide thickness dg must 
be small enough that

 d k n n Vg o g c
2 2− ≡ <π  (1)

d

d

CB

VB VB

(a) (c)

(b) (d)

CB

CB

VB

dgdg

dg

FIGURE 2 Typical diode laser energy band structures and guided mode pro-
file: (a) conduction band (CB) and valence band (VB) of double heterostructure; 
(b) corresponding near-field spatial profile for light guided in layer of width dg; 
(c) separate confinement heterostructure (SCH); and (d) graded index separate 
confinement heterostructure (GRINSCH).
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where ng is the refractive index of the waveguide layer (usually the active layer), nc is the refractive index 
of the surrounding cladding (usually the p and n layers), and ko = 2p/l, where l is the free-space 
wavelength of the laser light. Typically, ng − nc ∼ 0.2 and dg < 0.56 μm for l = 1.3 μm. The parameter 
V is usually introduced to characterize a waveguide.

If the waveguide is too thin, however, the waveguided optical mode spreads out beyond the wave-
guide layer. The fraction of optical power Γg (called the waveguide confinement factor) that remains in 
the waveguide layer of thickness dg is given approximately by1

 Γ g

V

V
=

+

2

2 2
 (2)

As dg becomes small, the confinement factor becomes small. When the carriers are confined in 
very thin layers, such as in quantum wells, the electrical carrier confinement layer cannot serve as an 
effective optical waveguide because the confinement factor is too small. Then a thicker waveguide 
region is used to confine the photons, and the carriers are separately confined in a thinner active 
region, a geometry called a separate confinement heterostructure (SCH), as shown in Fig. 2c. In this 
case the optical confinement factor, defined by the fraction of photons in the active layer of thickness 
d, is Γ = Γg(d/dg).

The light can be more effectively focused into a thin active layer by grading the refractive index in 
the separate confinement region, called a graded index SCH (GRINSCH) laser, shown in Fig. 2d. This 
graded refractive index is produced by growing material with varying bandgaps within the waveguide 
layer. Grading can be achieved by several discrete layers, as shown, or by grading many ultrathin layers 
with slight compositional differences. In either case, the focusing property of a GRINSCH structure 
can be approximated by fitting the graded refractive index to a parabolic refractive index profile n(x) 
such that n(x)2 = ng

2(1 − x2/x0
2), where x0 is related to the curvature of the refractive index near x = 0: 

x0 = (ng/n″)1/2, where n″ ≡ ∂ 2n/∂x2 near x = 0. The mode guided by this profile has a gaussian beam-
intensity profile I(x) = Io exp (−x2/w2), where w2 = xo/kg and kg = 2png/l.

Limiting Carrier Injection to Stripe Geometry

Lasers are most efficient when the drive current is limited to the width of the optically active laser 
area. This requires defining a narrow stripe geometry electrode by means of a window etched in an 
isolating oxide layer or by ion implantation to render either side of the stripe resistive. More complex 
laser structures, such as those used in telecommunication applications, often define the conductive 
stripe electrode by using current-blocking npn layers grown on either side of the electrode, as shown 
in Fig. 1. The npn layers, consisting of back-to-back diodes, do not conduct current.

Injected carriers do not usually need lateral confinement, except to achieve the highest possible 
efficiency. Lateral free-carrier confinement may occur as a by-product of lateral optical confinement, 
which is discussed next.

Lateral Confinement of Light

The simplest laser diode structures do not specifically confine light laterally, except as the result of 
the stripe geometry carrier injection. These are called gain-guided because high gain in the stripe 
region, due to the presence of free carriers, introduces a complex refractive index that guides the 
light laterally. Gain-guided LDs tend to be multimode (both lateral spatial modes and longitudinal 
frequency modes) unless the stripe is very narrow (<10 μm). In this case, the spatial far-field pattern 
has “rabbit ears,” a double-lobed far-field pattern that is typically not very useful for coupling into 
single-mode fibers. Thus, gain-guided LDs are not usually used for telecommunications.

High-quality single-mode LDs for telecom applications typically require a real refractive index 
difference laterally across the laser. The lowest threshold lasers use buried heterostructure (BH) lasers, 
the geometry shown in Fig. 1. After most of the layers are grown, the sample is taken out of the 
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growth chamber and a stripe geometry mesa is etched. Then the sample is returned to the growth 
chamber, and one or more cladding layers with lower refractive index (higher bandgap) are grown, 
typically InP, as shown in Fig. 1. When the regrowth is planar, these are called planar buried hetero-
structure (PBH) lasers. The result is a real refractive index guide in the lateral dimension. The width 
of these index-guided laser stripes may be anything from 1 μm to more than 10 μm, depending on 
the refractive index difference between the active stripe and the lateral cladding material. Equation 
(1), which specifies the condition for single-mode, applies here, with dg as the width of the lateral 
index guide and nc defined by the regrown material. A typical lateral width for low-threshold BH 
lasers is 3 μm.

A laser geometry that is much simpler to fabricate and has a higher reliability in production than 
that of BH lasers is the ridge waveguide (RWG) laser, shown in Fig. 3. Light is confined to the region 
under the p-InP etched mesa by strip loading, which increases the effective refractive index in the 
waveguide region under the etched mesa. The fabrication starts with the growth of a separate confine-
ment heterostructure (sometimes with the addition of a thin etch-stop layer just after the top wave-
guide layer), followed by a stripe mesa etch down to the waveguide layer, finishing with planarization 
and contacting to the stripe. The etch leaves a ridge of p-cladding material above the waveguide layer, 
which causes strip loading, raising the effective refractive index locally in the stripe region, thereby 
creating lateral confinement of the light. Although the RWG laser is attractive because it requires only 
a single epitaxial growth, its threshold current is relatively high.

Retroreflection of Guided Light Along the Stripe

Light is usually reflected back and forth inside the laser cavity by Fresnel reflection from cleaved 
end facets. Since the waveguide refractive index is ng ∼ 3.5, the natural Fresnel reflectivity at an air 
interface, R = [(ng − 1)/(ng + 1)]2, is ∼ 0.3. This rather low reflectivity means that LDs are high gain, 
requiring enough amplification that 70 percent of the light is regenerated on each pass through the 
active medium.

Relying on Fresnel reflection means that both facets emit light. The light emitted out the back 
facet may be recovered by depositing a high-reflectivity multilayer coating on the back facet, as is typi-
cally done in most telecom lasers. Sometimes a coating is also provided on the front facet to alter its 
reflectivity, typically to lower it, which increases the output power (as long as the gain is high enough 
to overcome the large loss upon reflection). The reflectivities must be such that the laser can obey 
the laser operating condition, which states that in a single round-trip through a laser of length L, the 
increase in optical power from gain must balance the reduction from finite reflectivity, so that their 
product is unity. That is,

 
R R g LL1 2 2 1exp ( ) =  (3)

Electrode

InGaAsP

p+-InGaAs
SiO2

2 μmElectrode

Polyimide

n-InP substrate

p-InP
Active
layer

FIGURE 3 Geometry for a ridge waveguide 
(RWG) laser.
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where R1 and R2 are the reflectivities of the two facets and gL is the modal gain per unit length (as 
experienced by the waveguided laser mode), with a subscript L to represent that the gain is measured 
with respect to length. If R1 = R2 = 0.3, then gLL = 1.2. Typical laser diodes have lengths of 400 μm, so 
gL ∼ 30 cm−1.

In-plane retroreflection can also be achieved by using distributed feedback created from a grat-
ing fabricated on top of the active layer. This method enables the construction of distributed feedback 
(DFB) lasers and distributed Bragg reflector (DBR) lasers, which are discussed in Sec. 13.5.

Mounting so that Light Is Edge-Emitted

Because the light is emitted out of the facet laterally, there must be a clear optical path for the light 
as it exits the laser. In many cases, the light is mounted with the active layer down, very close to its 
copper (or diamond) heat sink, in order to maximize cooling.2 In this case, the laser chip must be 
placed at the very edge of the heat-sink block, as shown in Fig. 4a.

In some cases, the laser is mounted with its active region up with its substrate next to the heat sink. 
The edge alignment is not so critical in this case, but of course the laser light will still be emitted in 
a direction parallel to the plane of the heat sink. Because the thermal conductivity of the heat sink is 
much higher than that of the substrate, only the lowest threshold lasers, operating at moderate power 
levels, are operated with the active region up.

Suitable Packaging in Hermetic Enclosure 

Water vapor can degrade bare facets of a semiconductor laser when it is operating; therefore, LDs 
are usually passivated (i.e., their facets are coated with protective layers) and/or they are placed in 
sealed packages. The LD may be placed in a standard three-pin semiconductor device package, such 
as a TO-46 can with an optical window replacing the top of the can, as shown in Fig. 4a. The LD will 
be situated near the package window because the light diverges rapidly after it is emitted from the 
laser facet. The package window should be antireflection coated because any light reflected back into 
the laser can have serious consequences on the stability of the output (see Sec. 13.5).

Many high-end applications require an on-chip power monitor and/or a controllable thermo-
electric cooler. In this case a more complex package will be used, typically a 14-pin “butterfly” 
package, often aligned to a fiber pigtail, such as shown in Fig. 4b. In the less expensive datacom 
applications, nonhermetic packages may be acceptable with proper capping and passivation of the 
laser surfaces.

(a) (b)

FIGURE 4 Packaging laser diodes: (a) typical hermetically sealed package showing heat sink and 
emission pattern for a laser diode with its active region placed down on a copper (or diamond) heat sink 
and (b) typical butterfly package, showing laser in the middle, monitoring photodiode (behind), and 
fiber alignment chuck in front, all mounted on a thermoelectric cooler. (Photo provided by Spectra-Diode 
Laboratories.)
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Fiber Pigtail Connection

Because light diverges at a rather large angle as it comes out of an edge-emitting laser (as discussed 
later), it is often desirable to use a laser provided with a fiber pigtail, which is a prealigned length of 
fiber that can be spliced or connected to the telecom fiber in the field. There will be an inevitable 
reduction in output power (compared to that of a laser with no pigtail) because of finite coupling 
efficiency into the pigtail, but the output will be immediately useful in a telecom system. The alter-
native to a fiber pigtail is the use of a microlens, often a graded index (GRIN) lens, discussed in 
Chap. 18 in this volume.

Long Life

Early lasers showed degradation with running time, but those problems have been solved, and 
the LDs used in telecom systems should last hundreds of thousands of hours. However, long life 
requires that care be taken in their use because large reverse-bias static voltages can break down the 
pn diode. Thus, protection from electrostatic shock while handling and from reflected reverse-bias 
electrical currents during operation should be maintained. In addition, if LDs are driven with too 
much forward-bias current, the optical output can be so large that the light may damage the facet 
out of which it is emitted. Since the threshold is strongly temperature dependent, a laser driven at 
constant current that becomes too cold can emit too much light, with resulting optical damage. 
Thus, many telecom lasers have monitoring photodiodes to control the laser output and ensure that 
it stays within acceptable bounds.

13.3 OPERATING CHARACTERISTICS 
OF LASER DIODES

The principles of semiconductor laser operation are shown in Chap. 19 in Vol. II of this Handbook. A 
forward-biased pn junction injects carriers into the active region. As the drive current increases, the 
carrier density in the active region increases. This reduces the absorption from an initially high value 
(at thermal equilibrium the absorption coefficient a ≈ 500 cm−1) to zero, at which point the active layer 
becomes transparent at the prospective laser wavelengths. An active layer is characterized by its carrier 
density at transparency, Ntr. Typically, Ntr ≈ 1018 cm−3. Above this carrier density, stimulated emission 
occurs, with a gain proportional to the diode carrier density above transparency. The gain depends on 
the detailed device design, taking into account the issues enumerated in the preceding section and the 
materials involved. The gain is sizeable only in direct-band semiconductors (semiconductors based on 
the III-V or II-VI columns of the periodic table).

Laser Threshold

Threshold is given by the requirement that the round-trip optical gain due to stimulated emission 
must equal the round-trip optical loss due to the sum of the transmission out the end facets and any 
residual distributed loss. Gain occurs only for light that is actually in the active region, and not for 
the fraction of waveguided light that extends outside the active region. Typically, the local gain per 
unit length GL is defined as that experienced locally by light inside the active region. (The modal gain 
per unit length is gL = Γ GL.) Near transparency, the local gain depends linearly on carrier density 
N: GL = aL (N – Ntr)/Ntr, where aL is the proportionality constant in units of length (aL ≡ N ∂GL/∂N 
near Ntr). Assuming GL is linear in N, an unpumped region (N = 0) has GL = − aL, which is its loss 
per unit length. Typically, aL ∼ 250 cm−1.

The current density (J) is related to the carrier density through J = eNd/t, where t is the life-
time of the electron-hole pairs. The transparency current density is 1200 A/cm2 when d = 0.15 μm, 
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Ntr = 1018 cm−3, and t = 2 ns. The threshold condition on gain can be found by taking the natural 
logarithm of Eq. (3) to obtain gL,th = GL,th Γ = ai + am, where am is the mirror reflectivity amortized 
over length, such that 2amL = ln (1/R1R2); and ai represents any internal losses for the laser mode, 
also amortized over length. Combining these relations, along with the fact that the current I in a LD 
with stripe width w and length L is I = JwL, gives
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where the waveguide V parameter is from Eq. (1) with dg = d. Note that the threshold current is inde-
pendent of device length L when the internal losses are small. The longer the spontaneous lifetime, 
the lower the threshold current density (although this may lengthen the turn-on time, as discussed in 
Sec. 13.4). Finally, as expected by the relation between current and current density, a thinner stripe 
width w will lower the threshold current (consistent with appropriate spatial output, as discussed later). 
The current density at transparency Ntr is a basic property of the gain curve of the active region. It is 
smaller for QW lasers (Sec. 13.6) than for thicker active regions.

Because V is linearly proportional to d, there is an optimal active layer thickness, a trade-off 
between increasing the carrier density as much as possible, but not so much as to lose optical confine-
ment. The optimum thickness for l = 1.3-μm LDs is ~0.15 μm, and comparable for l = 1.55-μm LDs 
(0.15 to 0.18 μm). Threshold currents for broad-area DH lasers can be under 500 A/cm2 at l = 1.3 μm 
and ∼1000 A/cm2 at l = 1.55 μm. Confining carriers and light separately can beat this requirement, a 
trick used in designing QW lasers.

Light Out versus Current In (the L-I Curve)

Below laser threshold only spontaneous emission is observed, which is the regime of the LED, as 
discussed in Sec. 13.8. In the spontaneous regime, the output varies linearly with input current and 
is emitted in all directions within the active region. As a result, a negligible amount of light is cap-
tured by the single-mode fiber of telecom below threshold.

Above threshold, the electrical power is converted to optical power. In general, the light will come 
out of both facets, so the amount of light reflected out the front facet depends on the rear facet reflec-
tivity. When a 100 percent reflective mirror is deposited on the back facet, the optical power at photon 
energy hn (wavelength l = c/n) emitted out the front facet is
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where hi is the internal quantum efficiency, which is the fraction of injected carriers that recombine 
by radiative recombination (usually close to unity in a well-designed semiconductor laser), and IL 
is any leakage current. This equation indicates a linear dependence between light out and current 
above threshold (for constant quantum efficiency). The power out will drop by a factor of 2 if the 
back facet has a reflectivity equal to that of the front facet, since half the light will leave out the back.

From Eq. (5) can be calculated the external slope efficiency of the LD, given by ∂Pout/∂I. This allows 
the differential quantum efficiency hD to be calculated in terms of the power out (both facets):
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The quantity hD is also called the external quantum efficiency. This efficiency depends on intrinsic 
loss, possibly due to scattering from roughness in the edges of the waveguide. In long-wavelength 
lasers, this loss is primarily due to intervalence band absorption. 
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The internal quantum efficiency hi depends on the way carriers recombine. The rate of carrier loss 
is the sum of spontaneous processes, expressed in terms of carrier density divided by a lifetime te, and 
stimulated emission, expressed in terms of local gain per unit time GT and local photon density P:

 R N
N

G N P
e

T( ) ( )= +
τ

 (7)

The spontaneous carrier lifetime is given by

 1 2

τ e

A BN CN= + +nr
 (8)

The term BN is due to spontaneous radiative recombination; its dependence on N results from need-
ing the simultaneous presence of both an electron and hole (which have the same charge densities 
because of charge neutrality in undoped active regions). The nonradiative recombination terms that 
decrease the quantum efficiency below unity are a constant term Anr (accounting for all background 
nonradiative recombination) and an Auger recombination term (with coefficient C) that depends 
on the square of the carrier density (Auger processes involve several carriers simultaneously). This 
term is particularly important in long-wavelength lasers where the Auger coefficient C is large.

Stimulated emission is accounted for by gain in the time domain GT, which depends on N (approxi-
mately linearly near threshold). The group velocity vg converts gain per unit length GL into a rate GT (gain 
per unit time), GT ≡ vgGL. We can define aT in the time domain by aT = vgaL so that GT = aT (N – Ntr)/Ntr. 

The internal quantum efficiency in a laser is the fraction of the recombination processes that emit 
light:
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At high powers in well-designed lasers, the internal quantum efficiency approaches 1.
Figure 5 shows a typical experimental result3 for the light out of a LD as a function of applied 

current (the so-called L-I curve). It can be seen that the linear relation between light out and current 

Laser current (mA)

0

0

O
pt

ic
al

 o
u

tp
u

t 
po

w
er

 (
m

W
)

10

20

30

40

100 200 300 400

CW T = 15°C

T = 15 – 100°C
ΔT = 5°C

L = 750 μm

Pmax(100°C)

Ith
Imax

T = 100°C

FIGURE 5 Typical experimental result for light out versus current in 
(the L-I curve). These results are for diodes operating at 1.3 μm, consist-
ing of strained layer multiple quantum well InGaAsP lasers measured at a 
series of elevated temperatures.3
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saturates as the current becomes large enough, particularly at high temperatures. The decrease in 
external slope efficiency with increasing current has contributions from the increase in leakage cur-
rent with injection current, from junction heating that reduces recombination lifetime and increases 
threshold current, and because the internal absorption increases with injection current.

When there is more than one mode (longitudinal or transverse) in the LD, the L-I curve 
has kinks at certain current levels. These are slight abrupt reductions in light out as the current 
increases. After a kink the external slope efficiency may be different, along with different spatial 
and spectral features of the laser. These multimode lasers may be acceptable for low-cost com-
munication systems, but high-quality systems require singlemode lasers that do not exhibit such 
kinks in their L-I curves.

Temperature Dependence of Laser Properties

Long-wavelength lasers are typically more sensitive to temperature than are GaAs lasers. This sensi-
tivity is usually expressed as an experimentally measured exponential dependence of threshold on 
temperature T through Ith(T) = Io exp (T/To), where To is a characteristic temperature (in kelvin) 
that expresses the measured thermal sensitivity. This formula is valid only over a limited temper-
ature range, because it has no real physical derivation, but it has proved convenient and is often 
quoted. The data in Fig. 5 correspond to To ≈ 80 K. 

The mechanisms for LD sensitivity to temperature depend on the material system. In InP-based 
long-wavelength DH lasers, To is dominated by Auger recombination. However, in short-wavelength 
GaAs lasers and in strained layer QWs, Auger recombination is suppressed, To is higher and is attrib-
uted to intervalence band absorption and/or carrier leakage over the heterostructure barrier, depend-
ing on the geometry. Typical long-wavelength DH lasers have To in the range of 50 to 70 K. Typical 
strained layer QW lasers have To in the range of 70 to 90 K, although higher To can be achieved by 
incorporating aluminum in the barriers, with as high as 143 K reported.4 This temperature depen-
dence limits the maximum optical power that can be obtained because of the phenomenon of ther-
mal runaway, as shown at the highest temperatures in Fig. 5. While increasing the current usually 
increases the power, the junction temperature also increases (due to ohmic losses), so the threshold 
may increase and the output power may tend to decrease.

Various means for increasing To have been explored; the most effective solution is an active layer 
of tensile strained QWs (discussed in Sec. 13.6). This has increased To from approximately 50 K to
as high as 140 K, comparable to that measured in GaAs. In double heterostructures, losses by carrier 
leakage can be reduced with a dual active region for double carrier confinement, which was demon-
strated to achieve To values as high as 180 K in 1.3-μm InP lasers.5

The temperature dependence of long-wavelength lasers may limit their performance at high tem-
peratures, which in turn limits where they can be used in the field. In practice, many long-wavelength 
lasers require thermoelectric coolers, particularly at higher power levels.

Spatial Characteristics of Emitted Light

Light is emitted out the facet of the laser diode after it has been waveguided in both directions. It 
will diverge by diffraction, more strongly in the out-of-plane dimension, where it has been more 
strongly guided. The diffracting output is sketched in Fig. 1. The spatial characteristics of the output 
can be estimated by fitting the guided light to a gaussian profile and then calculating the far-field 
pattern. The out-of-plane near-field profile for the lowest-order mode in an optical confinement 
layer of width dg has been fit to a gaussian distribution exp(−x2/w2) with6
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where V is from Eq. (1). The far-field diffraction angle qff has a slightly different gaussian fit, with a 
half-angle given by tan qff = l/pwo, with6
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Experimental data can be compared to the gaussian beam formulation by remembering that the full-
width half-maximum power FWHM = w(2 ln 2)1/2. For a typical strongly index-guided buried heterostruc-
ture laser, the far-field FWHM angle out-of-plane is approximately 1 rad and in-plane is approximately 
1/2 rad. These angles are independent of current for index-guided lasers. Separate confinement heterostruc-
ture (SCH) lasers can have smaller out-of-plane beam divergences, more typically approximately 30°.

Single-mode lasers that are index-guided in the lateral direction (buried heterostructure and 
ridge waveguide) will obey the preceding equations, with lateral divergence angles varying from 
30° to 10°, depending on design. This beam width will also be independent of current. When LDs 
are gain-guided laterally, the spatial variation of the gain leads to a complex refractive index and a 
curved wavefront. The result is that the equivalent gaussian lateral beam appears to have been emit-
ted from somewhere inside the laser facet. The out-of-plane beam, however, is still index-guided and 
will appear to be emitted from the end facet. This means that the output of a gain-guided laser has 
astigmatism, which must be compensated for by a suitably designed external lens if the laser is to be 
focused effectively into a fiber (as discussed elsewhere in this Handbook).

If the laser emits a diverging gaussian beam with waist w, a lens can be used to focus it into a fiber. 
An effective thin lens of focal length f  placed a distance d1 after the laser facet will focus to a new waist 
w′ given by
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where b ≡ pw2/l and X1 ≡ d1 − f.
The new waist will be located a distance d2 from the lens, where 
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and X2 ≡ d2 − f.
This new waist must be matched to the spatial mode of the fiber. Because of the large numerical 

aperture of LD emission, simple lenses may exhibit severe spherical aberration and typical coupling 
efficiencies may be only a few percent. Fiber systems usually utilize pigtailed fiber, butt-coupled as 
close as possible to the laser, without any intervening lens. Alternatively, a ball lens may be melted 
directly onto a fiber tip and placed near the laser facet. Sometimes graded index (GRIN) lenses are 
used to improve coupling into fibers.

Gain-guided LDs with electrode stripe widths of more than 5 μm usually emit multiple in-plane 
spatial modes that interfere laterally, producing a spatial output with multiple maxima and nulls. 
Such spatial profiles are suitable for multimode fiber applications, but cannot be efficiently coupled 
into single-mode fibers. They will diffract at an angle given by setting w equal to the minimum near-
field feature size. If the stripe is narrow enough, gain-guided LDs are always single-mode, but these 
devices have a double-lobed far-field spatial profile (from the complex refractive index in the gain 
medium) that cannot be conveniently coupled into single-mode fibers.

Spectral Characteristics of Laser Light 

In principle, a Fabry-Perot laser has many frequency modes with frequencies nm, given by requiring 
standing waves within the laser cavity. Since the mth mode obeys ml/2n = L, where n is the refractive 
index experienced by the guided laser mode, then nm = mc/2nL. Taking the differential, the frequency 
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difference between modes is Δn = c/2neffL, where the effective group refractive index neff = n + n(∂n/∂n). 
For typical semiconductor lasers, n = 3.5 and neff = 4, so that when L = 250 μm, the frequency dif-
ference between modes is Δn = 150 GHz, and since Δl = (l2/c)Δn, when l = 1.5 μm, the wavelength 
spacing is Δl ≈ 1 nm.

At any given instant in time, a single spatial mode emits only one spectral mode. However, in mul-
timode lasers, considerable mode hopping occurs, in which the LD jumps from one spectral mode to 
another very rapidly. Most spectral measurements are time averages and do not resolve this mode hop-
ping, which can occur in nanoseconds or less. Explanations for the mode hopping typically involve 
spatial hole burning or spectral hole burning. Hole burning occurs when the available carrier density 
is momentarily depleted, either spatially or spectrally. At that time an adjacent mode with a different 
(longitudinal or lateral) spatial profile providing a different resonance wavelength may be more advan-
tageous for laser action. Thus, the laser jumps to this new mode. The competition for available gain 
between different modes often induces semiconductor lasers to emit light at several frequencies.

One way to provide a single spectral mode is to ensure a single (lateral) spatial mode. It has been 
found that single spatial mode lasers usually have single spectral modes, at least at moderate power 
levels. However, this may change upon modulation. The only way to ensure a single-frequency LD is 
to ensure a single longitudinal mode by using distributed feedback, as discussed in Sec. 13.7.

Polarization

The light emitted from a typical LD is usually linearly polarized in the plane of the heterostructure. 
While gain in the semiconductor medium has no favored polarization dependence, the transverse 
electric (TE) waveguide mode (polarized in-plane) is favored for two reasons. First, the TE mode is 
slightly more confined than the transverse magnetic (TM) mode (polarized out-of-plane). Second, 
the Fresnel reflectivity off the cleaved end facets is strongly polarization sensitive. As waveguided 
light travels along the active stripe region, it can be considered to follow a zig-zag path, being totally 
internally reflected by the cladding layers. The total internal reflection angle for these waves is about 
10° off the normal to the cleaved facets of the laser. This is enough to cause the TM waveguide 
mode to experience less reflectivity, while the TE-polarized mode experiences higher reflectivity 
and has a lower threshold. Thus, laser light from LDs is traditionally polarized in the plane of the 
junction.

The introduction of strain (Sec. 13.6) in the active layer changes the polarization properties, and 
the particular polarization will depend on the details of device geometry. In addition, DFB and DBR 
lasers (Sec. 13.7) do not have strong polarization preferences, and they must be carefully designed and 
fabricated if well-defined single polarization is required.

13.4 TRANSIENT RESPONSE OF LASER DIODES

When laser diodes are operated by direct current, the output is constant and follows the L-I curve 
discussed previously. When the LD is rapidly switched, however, there are transient phenomena that 
must be taken into account. Such considerations are important for any high-speed communication 
system, especially digital systems. The study of these phenomena comes from solving the semicon-
ductor rate equations.7

Turn-On Delay

When a semiconductor laser is turned on abruptly by applying forward-biased current to the diode, 
it takes time for the carrier density to reach its threshold value and for the photon density to build up,
as shown in the experimental data of Fig. 6.8 This means that a laser has an unavoidable turn-on time. 
The delay time depends on applied current and on carrier lifetime, which depends on carrier density 
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N, as shown in Eq. (8). Using a differential analysis, the turn-on time for a laser that is switched from 
an initial current Ii just below threshold to I just above threshold is 
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where t ′(N) is a differential carrier recombination given by 1/t ′ = Anr + 2BN + 3CN2. When the LD is 
initially off (Ii = 0) and I >> Ith, the turn-on delay has an inverse current dependence: td = te(Nth) Ith/I.

When radiative recombination dominates, then 1/te ≈ BN and 1/t ′ ≈ 2BN ≈ 2/te, as seen by com-
paring the middle terms of Eqs. (11) and (22). For a 1.3-μm laser, Anr = 108/s, B = 10−10 cm3/s, C = 3 × 
10−29 cm6/s, and Nth ≈ Ntr = 1018 cm−3. Thus, te = 5 ns and a typical turn-on time at 1.5 times threshold 
current is 3 ns. The increase in delay time as the current approaches threshold is clearly seen in the 
data of Fig. 6. To switch a laser rapidly, it is necessary to switch it from just below threshold to far 
above threshold. However, Fig. 6 shows that under these conditions there are large transient oscilla-
tions, discussed in the following section.

Relaxation Oscillations

An important characteristic of the output of any rapidly switched laser (not just LDs) is the relaxation 
oscillations that can be observed in Fig. 6. These overshoots and undershoots occur as the photon and 

Current

Light

Ith
6 mA

6 mA

6 mA

6 mA

6 mA
2 mA

4 mA

6 mA

8 mA

10 mA

Ith

Ith

Ith

Ith

Nanoseconds
0 5 10 15 20 25

Current

Light

Current

Light

Current

Light

Current

Light

FIGURE 6 Experimental example of turn-on delay and relax-
ation oscillations in a laser diode when the operating current is sud-
denly switched from 6 mA below the threshold current of 177 mA 
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diode was 50 μm long, with a SiO2-defined stripe 20 μm wide. Light 
output and current pulse are shown for each case.8
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carrier dynamics are coming into equilibrium. Such oscillations are characteristic of the nonlinear 
coupled laser rate equations and can be found by simple perturbation theory. These relaxation oscil-
lations have a radian frequency ΩR given, to first order, by9

 ΩR
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where I is the current, Ith is the current at threshold, tp is the photon lifetime in the cavity, given by 
vgtp = (ai + am)−1, and c = ΓaLvgtp = ΓaTtp = Γ [aL/(ai + am)], where aL was previously defined and is 
approximately the unpumped absorption loss in the active medium. The factor c is then the ratio of 
the unpumped absorption loss to the cavity loss, typically 1 to 3 for semiconductor lasers. It can also 
be shown that c = Itr/(Ith − Itr), where Itr is the current at transparency.

At 50 percent above threshold, and when c ≈ 1, the time between successive relaxation oscilla-
tion maxima is approximately the geometric mean of the carrier and photon lifetimes: ΩR

2  ≈ 1/tetp. 
Typical LD numbers are te = 10 ns and tp = 3 ps, so at 1.5 times threshold current, the relaxation oscil-
lation frequency is fR = ΩR/2p = 1 GHz, and the time between relaxation oscillation peaks is 1 ns.

The decay rate of these relaxation oscillations gR is given by
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and is roughly 2 ns at twice threshold for typical heterostructure lasers. At 1.5 times threshold and 
when c ≈ 1, Eq. (16) gives gR ≈ 1/te. The relaxation oscillations last approximately as long as the 
spontaneous emission lifetime of the carriers.

This first-order analysis has several assumptions that do not seriously affect the relaxation oscil-
lation frequency, but will overestimate the time that relaxation oscillations are present. The analysis 
ignores gain saturation, which reduces gain with increased photon density P and is important at high 
optical powers. It also ignores the rate of spontaneous emission in the cavity, Rsp, which is important 
at small optical powers. Finally, it ignores the impact of changing carrier density on spontaneous 
emission lifetime. A more typical experimental decay rate for lasers at 1.3 μm wavelength is g ≈ 3/te. 
A more exact theoretical formulation can be found in Ref. 10.

The number of relaxation oscillations (before they die out) in an LD at 1.5 times threshold is 
roughly ΩR/gR ∝ (te/tp)

1/2. Shorter carrier lifetimes mean fewer relaxation oscillations, because carri-
ers reach steady state more rapidly. Shorter carrier lifetimes also mean faster turn-on times. Carrier 
lifetimes are shortened by high carrier densities, an important regime for high-speed semiconductor 
lasers; high carrier densities can be achieved by using as small an active region as possible (such as 
QWs) and by reducing the reflectivity of the laser facets to raise the threshold carrier density.

The relaxation oscillations disappear if the current is just at threshold. However, we’ve also seen 
that under this situation the turn-on time becomes very long. It is more advantageous to turn the 
laser on fast, suffering the relaxation oscillations and using LDs designed to achieve a high decay rate, 
which means using LDs with the highest possible relaxation oscillation frequency.

The relaxation oscillation can also be expressed in terms of the photon density P inside the laser 
cavity, or in terms of the power out, Pout:
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where gT is the modal gain per unit time and ′gT  ≡ ∂gT/∂N = ΓaT/Ntr. This formulation makes use of 
the relationship between output power and internal photon density in a cavity of volume Va:
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where tm = (vgam)−1 is the time it takes light to bleed out the mirror. Note that the relaxation oscil-
lation frequency increases as the photon density increases, confirming that smaller laser dimensions 
are better for high-speed modulation.

Relaxation oscillations can be avoided by biasing the laser just below threshold (letting the laser 
“simmer”). Fiber optic systems are designed to reduce the impact of these relaxation oscillators, 
whether they are digital telecommunication systems, or high-speed analog CATV systems. Many 
communication applications avoid these issues by operating the LD at steady state with DC current 
applied and use external modulators.

Modulation Response and Gain Saturation

The modulation response describes the amplitude of the modulated optical output as a function of 
frequency under small-signal current modulation. Laser diodes have a resonance in the modulation 
response at the relaxation oscillation frequency, as indicated by the experimental data in Fig. 7.11 It is 
more difficult to modulate the laser above the relaxation oscillation frequency. Carrying out a small-
signal expansion of the rate equations around photon density P, the modulation response (in terms 
of current density J) is12
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where bsp is the fraction of spontaneous emission that radiates into the mode. This modulation 
response has the form of a second-order low-pass filter. Resonance occurs when ω τ2 /≈ =g PT p R′ Ω2  
(from Eq. (17), with negligible internal loss); that is, at the relaxation oscillation frequency.

The modulation response at a frequency well below the relaxation oscillation frequency can be 
expressed as ∂Pout/∂I using Eq. (19) in the limit when w → 0. From ∂P/∂J = tp/ed and using Eq. (18), 
the low frequency modulation response is
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which is expected from Eq. (5) for hi → 1. 
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FIGURE 7 Measured small-signal modulation response of 
a high-speed DFB laser at several bias levels. Zero-dB modula-
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The 3-dB modulation radian frequency bandwidth wB can be expressed in terms of the relaxation 
oscillation parameters by13

 ω γ γ γB R R R R R R
2 = − + + +Ω Ω Ω2 2 2 2 2 42 (  (21)

The parameters are strongly power dependent and wB increases with optical power. When gR << ΩR, 
which means the time carriers remain in the active region is longer than the time photons remain in the 
cavity, the 3-dB bandwidth ωB R P≈ Ω ∝3 . At high optical powers the presence of gain saturation 
(reduced gain at high optical power densities) must be included; the modulation bandwidth saturates, 
and the limiting value depends on the way that the gain saturates with photon density. 

Using a heuristic expression for modal gain saturation of the form gT(N,P) = gT′(N – No)/(1 + P/Ps)
1/2, 

the limiting value of the modulation bandwidth at high optical powers is wB
2 = 3gT′ Ps/2tp, where Ps 

is the saturation photon density. A typical modulation bandwidth for an InGaAsP laser operating at 
1.55-μm wavelength is wB = 20 to 40 GHz.

Frequency Chirping

When the carrier density in the active region is rapidly changed, the refractive index n also changes 
rapidly, causing a frequency shift proportional to ∂n/∂t. This broadens the laser linewidth from its 
original width of approximately 100 MHz into a double-peaked profile with a gigahertz linewidth, 
as shown in the experimental results of Fig. 8.14 The frequency spread is directly proportional to the 
dependence of the refractive index n on carrier density N. This is a complex function that depends 
on wavelength and degree of excitation, but for simplicity a Taylor expansion around the steady-
state carrier density No can be assumed: n = no + n1(N − No), where n n N1 ≡ ∂ ∂/ . The (normalized) 
ratio of this slope to that of the modal gain per unit length gL is called the cavity linewidth enhance-
ment factor bc:
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Sometimes the linewidth enhancement factor is called the a-factor. Typical values lie between 2 and 6.
The magnitude of the frequency spread between the double lobes of a chirped pulse, 2dwCH, can 

be estimated in the small-signal and large-signal regimes from analyzing the time dependence of a 
modulated pulse in terms of the sum of all frequency components, shown next.15

FIGURE 8 Time-averaged power spectra of 1.3-μm InGaAsP laser under sinu-
soidal modulation at 100 MHz. Horizontal scale is 0.05 nm per division. Spectrum 
broadens with increase in modulation current due to frequency chirping.14



13.18  FIBER OPTICS

Small Signal Modulation For a modulation frequency wm that is less than the relaxation oscilla-
tion frequency, and assuming that the carrier lifetime is longer than the photon lifetime, gR << ΩR, a 
small modulation current Im will cause a frequency chirp of magnitude

 δω
β α

α α
ω γCH

out

=
+

⎛
⎝⎜

⎞
⎠⎟

+c m v m

m i
m p

I h

eP2
2 2  (23)

where gp = N/P(bsp/te) – (∂gT /∂P)P (remembering that ∂gT /∂P is negative). The origin of chirp is the 
linewidth enhancement factor bc. It will be largest for gain-guided devices where bc is the maximum. 
The chirp will be smaller in lasers with am<< ai, such as will occur for long lasers, where mirror loss 
is amortized over a longer length, but such lasers will have a smaller differential quantum efficiency 
and smaller relaxation oscillation frequency. Typical chirp bandwidths (using dlCH = l2dwCH/2pc) at 
25-mA modulation current can vary from dlCH = 0.2 nm for gain-guided lasers to dlCH = 0.03 nm 
for ridge waveguide lasers. At a wavelength of 1 micrometer in frequency units this would be 60 GHz 
for gain-guided lasers and 9 GHz for ridge waveguide lasers.

Large Signal Modulation There is a transient frequency shift during large-signal modulation 
given by

 δω
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When a gaussian shape pulse is assumed as exp (−t2/T 2), the chirp becomes dwCH ≈ bc/T. 
The importance of the linewidth enhancement factor bc is evident from this section; its existence 

will inevitably broaden modulated laser linewidths. Because it is a basic characteristic of the laser 
medium itself, there are no design freedoms to reduce chirp under large signal modulation.

13.5 NOISE CHARACTERISTICS OF LASER DIODES

Noise in LDs results from fluctuations in spontaneous emission and from the carrier generation-
recombination process (shot noise). To analyze the response of LDs to noise, one starts with rate 
equations, introduces Langevin noise sources as small perturbations, and linearizes (performs a 
small-signal analysis). Finally, one solves in the frequency domain using Fourier analysis.16,17 Only 
the results are given here.

Relative Intensity Noise

Noise at a given frequency is described in terms of relative intensity noise (RIN), defined by

 RIN
P0

=
×Δ 2

2PT

 (25)

where ΔP02 is the photon noise spectral density (noise per unit frequency interval), and PT is the 
total photon number, PT = PVa. The solution to the analysis for RIN in an LD is

 RIN
/ / /sp th

2
sp= ⋅

+ +2 1 2 2β τ ω βI
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g N P V
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T a′ ( ) ( )∂ ∂
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 (26)

where bsp is the fraction of spontaneous emission emitted into the laser cavity. As before, the pho-
ton density P can be related to the optical power out both facets by Pout = (hn) PVa/tm. Note the sig-
nificant enhancement of noise near the relaxation oscillation frequency w = ΩR, where the noise has 
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its maximum value. An example of RIN as a function of frequency w is shown in Fig. 9,18 for both 
low power and high power, showing that the RIN goes up as the total optical power decreases.

At low frequencies, and for gR << ΩR, the noise is proportional to the inverse fourth power of 
the relaxation oscillation frequency. Clearly, it is advantageous to use as high a relaxation oscillation 
frequency as possible to reduce RIN. Since the relaxation oscillation frequency is proportional to the 
square root of the power P, the RIN increases as 1/P3 as the power decreases. Inserting the expression 
for ΩR into Eq. (26) gives

 RIN
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where t ′ is the differential carrier recombination time and PT is the total photon number. Usually, 
the first term dominates. It can be seen that the volume of the active laser region Va should be as 
small as possible, consistent with maintaining a significant power out.

Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) can be found in terms of the relaxation oscillation parameters using 
the simplified expression for RIN (which assumes teΩR >> gRΩR >> 1) and the total photon number:

 SNR
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out
2

2 2
= =

γ
β

γ τ
β

R
T

R me

I
P

e

I hv
P  (28)

As expected, the SHR ratio increases linearly with output power and increases as the amount of 
spontaneous emission decreases. This expression can be simplified further by recalling that gR ≈ te/3.

Gain saturation at high optical powers eventually limits the SNR to about 30 dB; while at powers 
of a few milliwatts it is 20 dB, with intensity fluctuations typically close to 1 percent.

Mode Partition Noise in Multimode Laser Diodes

The preceding discussion of noise holds qualitatively for multimode lasers as long as all the laser 
modes are included. However, measurements made on any one mode show much more noise, par-
ticularly at low frequencies. This is due to the mode-hopping discussed previously, and is referred 
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FIGURE 9 Measured relative intensity noise as a function of 
frequency in a multiple quantum well 1.5-μm laser diode, for opti-
cal power near threshold and high above threshold. The shot noise 
level for the higher power measurement is also shown.18
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to as mode partition noise. That is, the power partitions itself between different laser modes in a way 
that keeps the overall intensity relatively constant, as shown by the solid line in Fig. 10. The power 
in each mode is not a steady function of time, because the power distribution among the modes 
changes with time. Whenever the distribution changes, the power output undergoes fluctuation, 
leading to a noise term on a nominally stable output. This leads to the enhanced RIN on the domi-
nant mode in Fig. 10.19 Even an output whose spectrum looks nominally single-mode, as shown 
in the inset of Fig. 10, can have a large RIN on the dominant mode. This is because the spectrum 
is time averaged. A sidemode does not contain 5 percent of the power all the time; for example, it 
contains 100 percent of the power for 5 percent of the time. This causes the very large RIN observed. 
The solution to avoiding this noise is to insist on a single longitudinal mode by using distributed 
feedback. Since lasers for telecommunication applications are typically single mode, we will not con-
sider mode partition noise further. It becomes important for data communications based on multi-
mode lasers, however.

Phase Noise—Linewidth

The fundamental linewidth of a laser is given by the stochastic process of spontaneous emission, 
as first derived by Schawlow and Townes in the very early days of lasers. In a laser diode, additional 
noise enters from the stochastic process of carrier injection. Because the refractive index is a func-
tion of the carrier density, changes in carrier density cause changes in refractive index, which in turn 
create phase noise.

The formula for the radian frequency linewidth of a LD includes the linewidth enhancement factor bc:

 δω β δω= +( )1 2
c o

 (29)
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where dwo the original Schawlow-Townes linewidth is given by

 δω
β τ

o

mI hv

eP
= sp th

out2
 (30)

Typical value of the linewidth enhancement factor is bc = 5. The linewidth decreases inversely as 
the laser power increases. However, as shown in the experimental data in Fig. 11a,20 at high enough 
power (above 10 mW) the linewidth narrowing saturates at approximately 1 to 10 MHz and then 
begins to broaden again at even higher power levels. It is also possible to reduce the linewidth by 
using QWs and increasing the cavity length (to decrease Nth and increase P).

External Optical Feedback and Coherence Collapse

Laser diodes are extremely sensitive to weak time-delayed feedback, such as from reflections off the 
front ends of fiber pigtails. These fed-back signals can result in mode hopping, strong excess noise, 
and chaotic behavior in the coherence collapse regime. Some of the features of feedback-induced 
noise are outlined here.

Various regimes of feedback can be characterized by a feedback parameter C:

 C f Ce
L

c= +ext
extτ

τ
β1 2  (31)

where fext is the fraction of the emitted power that is externally reflected back into the laser. The 

external coupling factor Ce = (1 − R)/ R , where R is the reflectivity of the laser facet and bc is the 
linewidth enhancement factor. The external round-trip time delay is text and the laser round-trip 
time is tL. Figure 11b21 gives an example of the linewidth of a semiconductor laser versus the exter-
nal coupling factor C in which various feedback regimes are indicated. 
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Regimes of Feedback The following provides a useful classification scheme:22

Regime I (C < 1): At the lowest levels of feedback, narrowing or broadening of the emission line 
is observed, depending on the phase of the feedback.

Regime II (C > 1): At higher levels of feedback, mode hopping between different external cavity 
modes may appear.

Regime III (C >> 1): Further increasing the levels of feedback, the laser is observed to operate in 
a mode with the smallest linewidth.

Regime IV (coherence collapse): At yet higher feedback levels, satellite modes appear, sepa-
rated from the main mode by the relaxation oscillation frequency. These grow as the feedback 
increases and the laser line eventually broadens, due to the collapse of the coherence of the laser. 
This regime does not depend on distance from the laser to the reflector.

Regime V (external cavity laser): This regime of stable operation can be reached only with an 
antireflection-coated laser output facet to ensure a two-mirror cavity with the largest possible 
coupling back into the laser, and is not of concern here.

A quantitative discussion of these regimes follows.21 Assume that the coupling efficiency from the 
laser into the fiber is h. Because feedback requires a double pass, the fraction of emitted light fed back 
into the laser is fext = h2Re, where Re is the reflectivity from the end of the fiber. The external reflection 
changes the overall cavity reflectivity and therefore the threshold gain, depending on its phase relative 
to the phase inside the cavity. Possible modes are defined by the threshold gain and the requirement 
that an effective round-trip phase = mp. But a change in the threshold gain also changes the refractive 
index and the phase through the linewidth enhancement factor bc.

Regime I For very weak feedback, there is only one solution when the laser phase is set equal to 
mp, so that the laser frequency w is at most slightly changed and its linewidth Δwo will be narrowed 
or broadened, as the external reflection adds to or subtracts from the output of the laser. The line-
width lies between extremes:

 Δ
Δ

Δω
ω

ωo o

C C( ) ( )1 12 2+
<< <<

−
 (32)

The system performance moves toward regime II as C → 1. Note that at C = 1 the maximum value 
predicts an infinite linewidth. This indicates that even very small feedback can cause wide spectral 
response, as long as C ∼ 1.

Regime II For higher feedback with C > 1, several solutions with the round-trip laser phase = 
mp may exist. Linewidth broadening occurs because the single external cavity mode now has split 
into a dual mode, accompanied by considerable phase noise. Mode hopping gives linewidth broad-
ening and intensity noise. This is a low-frequency noise with a cutoff frequency of about 10 MHz.

Regime III With increasing feedback, the mode splitting increases up to a frequency Δw = 1/text 
and the cutoff frequency for mode hopping noise decreases until only one of the split modes sur-
vives. To understand which mode survives, it is important to realize that in regime III, stable and 
unstable modes alternate with increasing phase. Because bc ≠ 0, the mode with the best phase stabil-
ity (corresponding to the minimum linewidth mode) does not coincide with the mode with mini-
mum threshold gain. The minimum linewidth mode predominates, due to its phase stability. This 
mode remains relatively stable and has the same emission frequency as the laser without feedback. 
This mode predominates as long as the inverse of the linewidth of the solitary laser is larger than the 
external cavity round-trip time. In this regime, the laser is stably phase locked by the feedback.

Regime IV The stable linewidth of regime III collapses as the fraction of power fed back fext 
increases to a critical value. There is considerable discussion of the physical mechanism that leads to 



SOURCES, MODULATORS, AND DETECTORS FOR FIBER OPTIC COMMUNICATION SYSTEMS  13.23

this coherence collapse. The existence of this regime has been demonstrated by simulation, through 
numerical solution of the rate equations. Fitting theoretical analyses to experimental results indi-
cates that the onset of coherence collapse occurs when the feedback factor is larger than a critical 
value given by23

 C C R
c

c

≥ =
+

crit ext2
1 2

2
γ τ

β
β

 (33)

where gR is the damping rate of the relaxation oscillations. As the feedback level approaches the 
critical value C, undamped relaxation oscillations appear and oscillations of carrier density through 
the linewidth enhancement factor bc induce the phase of the field to oscillate. This analytical result 
assumes that text >> 1/gR. An approximate solution for gR  gives Ccrit = text/te × (1 + b c

2)/bc
2.

Cavity Length Dependence and RIN In some regimes the stable regions depend on the length of 
the external cavity, that is, the distance from the extra reflection to the laser diode. These regions 
have been mapped out for two different laser diodes, as shown in Fig. 12.24 The qualitative depen-
dence on the distance of the laser to the reflection should be similar for all LDs.

The RIN is low for weak to moderate levels of feedback but increases tremendously in regime IV. The 
RIN and the linewidth are strongly related (see Fig. 11); the RIN is suppressed in regimes III and V.

Low-Frequency Fluctuations When a laser operating near threshold is subject to a moderate 
amount of feedback, chaotic behavior evolves into low-frequency fluctuations (LFF). During LFF 
the average laser intensity shows sudden dropouts, from which it gradually recovers, only to drop 
out again after some variable time, typically on the order of tens of external cavity round-trips. This 
occurs in regimes of parameter space where at least one stable external cavity mode exists, typi-
cally at the transition between regimes IV and V. Explanations differ as to the cause of LFF, but they 
appear to originate in strong-intensity pulses that occur during the build-up of average intensity, as 
a form of mode locking, being frustrated by the drive toward maximum gain. Typical frequencies 
for LFF are 20 to 100 MHz, although feedback from reflectors very close to the laser has caused LFF 
at frequencies as high as 1.6 GHz.
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Conclusions A laser diode subject to optical feedback exhibits a rich and complex dynamic behav-
ior that can enhance or degrade the laser’s performance significantly. Feedback can occur through 
unwanted back reflections—for instance, from a fiber facet—and can lead to a severe degradation 
of the spectral and temporal characteristics, such as in the coherence collapse or in the LFF regime. 
In both regimes, the laser intensity fluctuates erratically and the optical spectrum broadens, showing 
large sidebands. Because these unstable regimes can occur for even minute levels of feedback, optical 
isolators or some other means of reflection prevention are often used in systems applications.

13.6 QUANTUM WELL AND STRAINED LASERS

Introducing quantum wells and strain into the active region of diode lasers has been shown to pro-
vide higher gain, greater efficiency, and lower threshold. Essentially all high-quality lasers for optical 
communications use one or both of these means to improve performance over bulk heterostructure 
lasers.

Quantum Well Lasers

We have seen that the optimum design for low-threshold LDs uses the thinnest possible active 
region to confine free carriers, as long as the laser light is waveguided. When the active layer has a 
thickness less than a few tens of nanometers (hundreds of angstroms), it becomes a quantum well. 
That is, the layer is so thin that the confined carriers have energies that are quantized in the growth 
direction z, as described in Chap. 19 in Vol. II of this Handbook. This changes the density of states 
and the gain (and absorption) spectrum. While bulk semiconductors have an absorption spectrum 
near the band edge that increases with photon energy above the bandgap energy Eg as (hn − Eg)

1/2, 
quantum wells have an absorption spectrum that is steplike in photon energy at each of the allowed 
quantum states. Riding on this steplike absorption is a series of exciton resonances at the absorption 
steps that occur because of the Coulomb interaction between free electrons and holes, which can be 
seen in the spectra of Fig. 13.25 These abrupt absorption features result in much higher gain for QW 
lasers than for bulk semiconductor lasers. The multiple spectra in Fig. 13 record the reduction in 
absorption as the QW states are filled with carriers. When the absorption goes to zero, transparency 
is reached. Figure 13 also shows that narrower wells push the bandgap to higher energies, a result 
of quantum confinement. The QW thickness is another design parameter in optimizing lasers for 
telecommunications.

Because a single quantum well (SQW) is so thin, its optical confinement factor is small. It is neces-
sary to use either multiple QWs (separated by heterostructure barriers that contain the electron wave 
functions within individual wells) or to use a guided wave structure that focuses the light into a SQW. 
The latter is usually a GRIN structure, as shown in Fig. 2d. Band diagrams as a function of distance 
in the growth direction for typical QW separate confinement heterostructures are shown in Fig. 14. 
The challenge is to properly confine carriers and light using materials that can be reliably grown and 
processed by common crystal growth methods.

Quantum wells have provided significant improvement over bulk active regions, as originally 
observed in GaAs lasers. In InP lasers, Auger recombination and other losses come into play at the 
high carrier densities that occur in quantum-confined structures. However, it has been found that 
strain in the active region can improve the performance of quaternary QW lasers to a level compa-
rable with GaAs lasers. Strained QW lasers are described in the following section.

The LD characteristics described in Secs. 13.2 to 13.5 hold for QW lasers as well as for bulk lasers. 
While the local gain is larger, the optical confinement factor will be much smaller. Equation (1) shows 
that the parameter V becomes very small when dg is small, and Eq. (2) shows Γg is likewise small. With 
multiple quantum wells (MQWs), dg can be the thickness of the entire region containing the MQWs and 
their barriers, but Γ must now be multiplied by the filling factor Γf of the QWs within the MQW region. 
If there are Nw wells, each of thickness dw, then Γf = Nwdw/dg. With a GRINSCH structure, the optical 
confinement factor depends on the curvature of its refractive gradient near the center of the guide.
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(a) MQW 240 (Lw = 100 Å)

(b) MQW 236 (Lw = 150 Å)
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FIGURE 13 Absorption spectrum for multiple quantum wells of three different 
well sizes, for varying levels of optically induced carrier density, showing the decrease in 
absorption toward transparency. Note the stronger excitonic resonances and increased 
bandgap with smaller well size.25

Different geometries have subtle differences in performance, depending on how many QWs are used 
and the extent to which a GRINSCH structure is dominant. The lowest threshold current densities have 
been reported for the highest Q cavities (longest lengths or highest reflectivities) using SQWs. However, 
for lower Q cavities the lowest threshold current densities are achieved with MQWs, even though they 
require higher carrier densities to achieve threshold. This is presumably because Auger recombination 
depends on the cube of the carrier density, so that SQW lasers will have excess losses, due to their higher 
carrier densities. In general, MQWs are a better choice in long-wavelength lasers, while SQWs have the 
advantage in GaAs lasers. However, with MQW lasers it is important to realize that the transport of car-
riers moving from one well to the next during high-speed modulation must be taken into account. In 
addition, improved characteristics of strained layer QWs make SQW devices more attractive.
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Strained Layer Quantum Well Lasers

Active layers containing strained quantum wells have proven to be an extremely valuable advance in 
high-performance long-wavelength InP lasers. They have lower thresholds, enhanced differential 
quantum efficiency hD, larger characteristic temperature To, reduced linewidth enhancement factor 
bc (less chirp), and enhanced high-speed characteristics (larger relaxation oscillation frequency ΩR), 
compared to unstrained QW and bulk devices. This results from the effect of strain on the energy-
versus-momentum band diagram. Bulk semiconductors have two valence bands that are degener-
ate at the potential well minimum (at momentum kx = 0;), as shown in Fig. 15a. They are called 
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FIGURE 14 Typical band diagrams (energy of 
conduction band Ec and valence band Ev versus growth 
direction) for quantum wells in separate confinement laser 
heterostructures: (a) single quantum well; (b) multiple 
quantum wells; and (c) graded index separate confinement 
heterostructure (GRINSCH) and multiple quantum wells.

E

E C2

C1 C1

C1

kx

kx

kx

C2

C2

E

HH2

HH2
HH2

HH1

HH1
HH1

LH1

LH1

LH1

E
C

kx

LH

HH

(a) (b)

(c) (d)
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strain; and (d) tensile strain.
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heavy-hole (HH) and light-hole (LH) bands, since the smaller curvature means a heavier effective 
mass. Quantum wells lift this degeneracy, and interaction between the two bands near momentum 
k = 0 causes a local distortion in the formerly parabolic bands, also shown in Fig. 15b. There are now 
separately quantized conduction bands (C1 and C2) and a removal of the valence band degeneracy, 
with the lowest energy heavy holes HH1 no longer having the same energy as the lowest energy light 
holes LH1 at k = 0. The heavy hole effective mass becomes smaller, more nearly approaching that of 
the conduction band. This allows population inversion to become more efficient, increasing the dif-
ferential gain; this is one factor in the reduced threshold of QW lasers.26

Strain additionally alters this structure in a way that can improve performance even more. 
Compressive strain in the QW moves the heavy-hole and light-hole valence bands further apart and 
further reduces the hole effective mass (Fig. 15c). Strain also decreases the heavy-hole effective mass 
by a factor of 2 or more, further increasing the differential gain and reducing the threshold carrier 
density. Higher differential gain also results in a smaller linewidth enhancement factor. Tensile strain 
moves the heavy-hole and light-hole valence bands closer together (Fig. 15d). In fact, at one particu-
lar tensile strain value these bands become degenerate at k = 0. Further tensile strain results in the 
light hole having the lowest energy at k = 0. These lasers will be polarized TM, because of the angular 
momentum properties of the light-hole band. This polarization has a larger optical matrix element, 
which can enhance the gain within some wavelength regions.

In addition to the heavy- and light-hole bands, there is an additional, higher-energy valence band 
(called the split-off band, not shown in Fig. 15) which participates in Auger recombination and inter-
valence band absorption, both of which reduce quantum efficiency. In unstrained material there is a 
near-resonance between the bandgap energy and the difference in energy between the heavy-hole and 
split-off valence bands, which enhances these mechanisms for nonradiative recombination. Strain 
removes this near-resonance and reduces those losses that are caused by Auger recombination and 
intervalence band absorption. This means that incorporating strain is essential in long-wavelength 
laser diodes intended to be operated at high carrier densities. The reliability of strained layer QW 
lasers is excellent, when properly designed. However, strain does increase the intraband relaxation 
time, making the gain compression factor worse, so strained lasers tend to be more difficult to modu-
late at high-speed.

Specific performance parameters depend strongly on the specific material, amount of strain, size 
and number of QWs, and device geometry, as well as the quality of crystal growth. Calculations show 
that compressive strain provides the lowest transparency current density, but tensile strain provides 
the largest gain (at sufficiently high carrier densities), as shown in Fig. 16.27 The lowest threshold 
lasers, then, will typically be compressively strained. Nonetheless, calculations show that, far enough 
above the band edge, the differential gain is 4 times higher in tensile strain compared to compressive 
strain. This results in a smaller linewidth enhancement factor, even if the refractive index changes 
per carrier density are larger. It has also been found that tensile strain in the active region reduces 
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the Auger recombination, decreasing the losses introduced at higher temperatures. This means that 
To can increase with strain, particularly tensile strain. Strained QWs enable performance at 1.55 μm 
comparable with that of GaAs lasers. Deciding between compressively and tensilely strained QWs will 
be a matter of desired performance for specific applications.

Threshold current densities under 200 A/cm2 have been reported at 1.55 μm; To values on the order 
of 140 K have been reported—3 times better than bulk lasers. Strained QW lasers have improved 
modulation properties compared with bulk DH lasers. Because the gain coefficient can be almost 
double, the relaxation oscillation frequency is expected to be almost 50 percent higher, enhancing 
the modulation bandwidth and decreasing the relative intensity noise for the same output power. 
Even the frequency chirp under modulation will be less, because the linewidth enhancement factor is 
less. The typical laser geometry, operating characteristics, transient response, noise, frequency chirp-
ing, and the effects of external optical feedback are all similar in the strained QW lasers to what has 
been described previously for bulk lasers. Only the experimentally derived numerical parameters will 
be somewhat different; strained long-wavelength InP-based semiconductor lasers have performance 
parameters comparable to those of GaAs lasers. One difference is that the polarization of the light 
emitted from strained lasers may differ from that emitted from bulk lasers. As explained in Sec. 13.3, 
the gain in bulk semiconductors is independent of polarization, but lasers tend to be polarized in-
plane because of higher facet reflectivity for that polarization. The use of QWs causes the gain for the 
TE polarization to be slightly (∼10 percent) higher than for the TM polarization, so lattice-matched 
QW lasers operate with in-plane polarization. Compressive strain causes the TE polarization to have 
significantly more gain than the TM polarization (typically 50 to 100 percent more), so these lasers 
are also polarized in-plane. However, tensile strain severely depresses the TE gain, and these lasers 
have the potential to operate in TM polarization.

Typical 1.3- and 1.5-μm InP lasers today use from 5 to 15 wells that are grown with internal strain. 
By providing strain-compensating compressive barriers, there is no net buildup of strain. Typical 
threshold current densities today are ∼1000 A/cm2, threshold currents ∼10 mA, To ∼ 50 to 70 K, max-
imum powers ∼40 mW, differential efficiencies ∼0.3 W/A, and maximum operating temperatures 
∼70°C before the maximum power drops by 50 percent. There are trade-offs on all these parameters; 
some can be made better at the expense of some of the others.

13.7 DISTRIBUTED FEEDBACK AND DISTRIBUTED 
BRAGG REFLECTOR LASERS 

Rather than cleaved facets, some lasers use distributed reflection from corrugated waveguide sur-
faces. Each groove provides some slight reflectivity, which adds up coherently along the waveguide 
at the wavelength given by the corrugation. This has two advantages. First, it defines the wavelength 
(by choice of grating spacing) and can be used to fabricate single-mode lasers. Second, it is an in-
plane technology (no cleaves) and is therefore compatible with monolithic integration with modu-
lators and/or other devices.

Distributed Bragg Reflector Lasers

The distributed Bragg reflector (DBR) laser replaces one or both laser facet reflectors with a waveguide 
diffraction grating located outside the active region, as shown in Fig. 17.28 The reflectivity of a Bragg 
mirror is the square of the reflection coefficient (given here for the assumption of lossless mirrors):29

 r
iS

=
−

κ
δ coth( )SL

 (34)

where k is the coupling coefficient due to the corrugation (which is real for corrugations that modify the 
effective refractive index in the waveguide, but would be imaginary for periodic modulations in the gain 
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and could, indeed, be complex). Also, d is a detuning parameter that measures the offset of the optical 
wavelength l from the grating periodicity Λ. When the grating is used in the mth order, the detuning d 
relates to the optical wavelength l by 

 
δ

π
λ

π= −
2 n mg

Λ
 (35)

where ng is the effective group refractive index of the waveguide mode, and m is any integer. Also, 
S is given by S2 = k 2 − d 2. When detuning d > k, Eq. (34) is still valid, and is analytically evaluated 
with S as imaginary.

The Bragg mirror has its maximum reflectivity on resonance when d → 0 and the wavelength on 
resonance lm is determined by the mth order of the grating spacing through Λ = mlm/2ng. The reflec-
tion coefficient on resonance is rmax = −i tanh (KL), and the Bragg reflectivity on resonance is

 Rmax = tanh2(KL) (36)

where K is the coupling per unit length, K = |k |, and is larger for deeper corrugations or when the 
refractive index difference between the waveguide and the cladding is larger. The reflectivity falls off 
as the wavelength moves away from resonance and the detuning increases. Typical resonant reflec-
tivities are Rmax = 0.93 for KL = 2 and Rmax = 0.9987 for KL = 4.

A convenient formula for the shape of the reflectivity as a function of detuning near resonance is 
given by the reflection loss:

 1
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/
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The reflection loss doubles when off resonance by an amount dL = 1.6 for kL = 2 and when dL = 2 
for kL = 4. The wavelength half-bandwidth is related to the detuning dL by Δl = lo

2(dL/2p)/ngL. 
The calculated FWHM of the resonance is 0.6 nm (when L = 500 μm, l = 1.3 μm) for a 99.9 percent 
reflective mirror. The wavelength of this narrow resonance is fixable by choosing the grating spacing 
and can be modulated by varying the refractive index (with, for example, carrier injection), properties 
that make the DBR laser very favorable for use in optical communication systems.

The characteristics of Fabry-Perot lasers described previously still hold for DBR lasers, except that 
the narrow resonance can ensure that these lasers are single-mode, even at high excitation levels.
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FIGURE 17 Schematic for DBR laser configuration in a geometry that includes a phase portion 
for phase tuning and a tunable DBR grating. Fixed-wavelength DBR lasers do not require this tuning 
region. Designed for 1.55-μm output, light is waveguided in the transparent layer below the MQW 
that has a bandgap at a wavelength of 1.3 μm. The guided wave reflects from the rear grating, sees 
gain in the MQW active region, and is partially emitted and partially reflected from the cleaved front 
facet. Fully planar integration is possible if the front cleave is replaced by another DBR grating.28
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Distributed Feedback Lasers

When the corrugation is put directly on the active region or its cladding, this is called distributed 
feedback (DFB). One typical BH example is shown in Fig. 18, with a buried grating waveguide that 
was grown on top of a grating-etched substrate, which forms the separate confinement hetero-
structure laser. The cross-hatched region contains the MQW active layer. A stripe mesa was etched 
and regrown to bury the heterostructure. Reflection from the cleaved facets must be suppressed by 
means of an antireflection coating. As before, the grating spacing is chosen such that, for a desired 
wavelength near lo, Λ = mlo/2nge, where nge is the effective group refractive index of the laser mode 
inside its waveguiding active region, and m is any integer. A laser operating under the action of this 
grating has feedback that is distributed throughout the laser gain medium. In this case, Eq. (34) is 
generalized to allow for the gain: d = do + igL, where gL is the laser gain and do = 2pnge/l − 2pnge/lo. 
Equations (34) to (37) remain valid, understanding that now d is complex.

The laser oscillation condition requires that after a round-trip inside the laser cavity, a wave must 
have the same phase that it started out with, so that successive reflections add in phase. Thus, the 
phase of the product of the complex reflection coefficients (which now include gain) must be an inte-
gral number of 2p. This forces r2 to be a positive real number. So, laser oscillation requires r2 > 0.

On resonance do = 0 and S go L
2 2= +κ 2 , so that So is pure real for simple corrugations (k real). Since 

the denominator in Eq. (34) is now pure imaginary, r2 is negative and the round-trip laser oscillation 
condition cannot be met. Thus, there is no on-resonance solution to a simple DFB laser with a cor-
rugated waveguide and/or a periodic refractive index. The DFB laser oscillates slightly off-resonance.

DFB Threshold We look for an off-resonance solution to the DFB. A laser requires sufficient gain 
that the reflection coefficient becomes infinite. That is, dth = iSth coth (SthL), where Sth th

2 2 2= −κ δ . By 
simple algebraic manipulation, the expression for dth can be inverted. For large gain, δ th

2 2>> K , so that 
Sth = idth = ido − gL, and the inverted equation becomes30
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This is a complex eigenvalue equation that has both a real and an imaginary part, which give both 
the detuning do and the required gain gL. 

The required laser gain is found from the magnitude of Eq. (38) through
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There is a series of solutions, depending on the value of m.
For the largest possible gains, doL = −(m + 1/2)p. There are two solutions, m = −1 and m = 0, 

giving doL = −p/2 and doL = +p/2. These are two modes equally spaced around the Bragg resonance. 

Active
region

Corrugated
waveguide

FIGURE 18 Geometry for a buried grating hetero-
structure DFB laser.
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Converting to wavelength units, the mode detuning becomes doL = −2pngL (dl/l2), where dl is the 
deviation from the Bragg wavelength. Considering doL = p/2, for L = 500 μm, ng = 3.5, and l = 1.55 μm, 
this corresponds to dl = 0.34 nm. The mode spacing is twice this, or 0.7 nm.

The required laser gain is found from the magnitude of Eq. (38) through

 
K

g L L g LL o L

2
2 2 2 2

4
2= + −( ) exp( )δ  (40)

For the required detuning doL = −p/2, the gain can be found by plotting Eq. (40) as a function of 
gain gL, which gives K(gL), which can be inverted to give gL(K).

These results show that there is a symmetry around do = 0, so that there will tend to be two modes, 
equally spaced around lo. Such a multimode laser is not useful for communication systems so some-
thing must be done about this. The first reality is that there are usually cleaved facets, at least at the 
output end of the DFB laser. This changes the analysis from that given here, requiring additional 
Fresnel reflection to be added to the analysis. The additional reflection will usually favor one mode 
over the other, and the DFB will end up as a single-mode. However, there is very little control over the 
exact positioning of these additional cleaved facets with respect to the grating, and this has not proven 
to be a reliable way to achieve single-mode operation. The most common solution to this multimode 
problem is to use a quarter-wavelength-shifted grating, as shown in Fig. 19. Midway along the grating, 
the phase is made to change by p/2 and the two-mode degeneracy is lifted. This is the way DFB lasers 
are made today.

Quarter-Wavelength-Shifted Grating Introducing an additional phase shift of p to the round-trip 
optical wave enables an on-resonance DFB laser. This is done by interjecting an additional phase 
region of length Λ/2, or l /4ng, as shown in Fig. 19. This provides an additional p/2 phase each way, 
so that the high-gain oscillation condition becomes doL = −mp. Now there is a unique solution at 
m = 0, given by Eq. (40) with do = 0:

 KL = gLL exp (−gLL) (41)

Given a value for the DFB coupling parameter KL, the gain can be calculated. Alternatively, the gain 
can be varied, and the coupling coefficient that must be used with that gain can be calculated. It can 
be seen that if there are internal losses ai, the laser must have sufficient gain to overcome them as 
well: gL → gL + ai.

Quarter-wavelength-shifted DFB lasers are commonly used in telecommunication applications. 
DFB corrugations can be placed in a variety of ways with respect to the active layer. Most common 
is to place the corrugations laterally on either side of the active region, where the evanescent wave of 
the guided mode experiences sufficient distributed feedback for threshold to be achieved. Alternative 
methods place the corrugations on a thin cladding above the active layer. Because the process of cor-
rugation may introduce defects, it is traditional to avoid corrugating the active layer directly. Once a 
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FIGURE 19 Side view of a quarter-wavelength-shifted grating, etched into 
a separate confinement waveguide above the active laser region. Light with wave-
length in the medium lg sees a p/4 phase shift, resulting in a single-mode DFB 
laser operating on line-center.
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DFB laser has been properly designed, it will be single-mode at essentially all power levels and under 
all modulation conditions. Then the single-mode laser characteristics described in the early part of 
this chapter will be well satisfied. However, it is crucial to avoid reflections from fibers back into the 
laser, because instabilities may arise, and the output may cease to be single-mode.

A different technique that is sometimes used is to spatially modulate the gain. This renders k 
complex and enables an on-resonance solution for the DFB laser, since S will then be complex on-
resonance. Corrugation directly on the active region makes this possible, but care must be taken to 
avoid introducing centers for nonradiative recombination.

More than 35 years of research and development have gone into semiconductor lasers for tele-
communications. Today it appears that the optimal sources for these applications are strained QW 
distributed feedback lasers operating at 1.3 or 1.55 μm wavelength.

13.8 TUNABLE LASERS

The motivation to use tunable lasers in optical communication systems comes from wavelength divi-
sion multiplexing (WDM), in which a number of independent signals are transmitted simultaneously, 
each at a different wavelength. The first WDM systems used wavelengths far apart (so-called coarse
WDM) and settled on a standard of 20-nm wavelength spacing (∼2500 GHz). But interest grew rapidly 
toward dense wavelength division multiplication (DWDM), with much closer wavelength spacing. 
The International Telecommunications Union (ITU) defined a standard for a grid of optical frequen-
cies, each referring to a reference frequency which has been fixed at 193.10 THz (1552.5 nm). The grid 
separation can be as narrow as 12.5 GHz or as wide as 100 GHz. Tuning range can extend across the 
conventional erbium amplifier window C band (1530 to 1565 nm) and ideally extends to either side. 
Tuning to longer wavelengths will extend through the L band out to 1625 nm or even farther through 
the ultra-long U band to 1675 nm. On the short wavelength side, the S band goes to 1460 nm, after 
which the extended E band transmits only in fibers without water absorption. The original O band 
lies between 1260 and 1360 nm. An ideal tuning range would extend throughout all these optical fiber 
transmission bands.

Two kinds of tunable lasers have application to fiber optical communications. The first is a laser 
with a set of fixed wavelengths at the ITU frequencies that can be tuned to any wavelength on the grid 
and operated permanently at that frequency. This approach may be cost-effective because network 
operators do not have to stock-pile lasers at each of the ITU frequencies; they can purchase a few 
identical tunable lasers and set them to the required frequency when replacements are needed. The 
other kind of tunable laser is agile in frequency; it can be tuned in real time to whatever frequency is 
open to use within the system. These agile tunable lasers offer the greatest systems potential, perhaps 
someday enabling wavelength switching even at high-speed packet rates. These agile lasers also tend 
to be more expensive, and at the present time somewhat less reliable.

Most tunable laser diodes in fiber optics communications can be divided into three categories: 
an array of different frequency lasers with a moveable external mirror, a tunable external cavity laser 
(ECL), and a monolithic tunable laser. Each of these will be discussed in the following sections.

Array with External Mirror

Many applications do not require rapid change in frequency, such as for replacement lasers. In this 
case it is sufficient to have an array of DFB lasers, each operating at a different frequency on the 
ITU grid, and to move an external mirror to align the desired laser to the output fiber. Fujitsu, NTT, 
Furukawa, and Santur have all presented this approach at various conferences. A typical system might 
contain a collimating lens, a tilting mirror [often a MEMS (micro-electromechanical structure)] and 
a lens that focuses into the fiber. The challenge is to develop a miniature device that is cost-effective. 
A MEMS mirror may be fast enough to enable agile wavelength switching at the circuit level; speeds 
are typically milliseconds but may advance to a few tenths of a millisecond. 
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External Cavity Laser

Tunable lasers may consist of a single laser diode in a tiny, wavelength-tunable external cavity, as 
shown in Fig 20a. A tunable single-mode is achieved by inserting two etalons inside the cavity. One 
is set at the 50-GHz spacing of the ITU standard; the other provides tuning across the etalon grid, as 
shown in Fig. 20b. A tunable phase section is also required to ensure that the mode selected by the 
overall laser cavity length adds constructively to the mode selection from the etalon and mirror. The 
mechanism for tuning has varied from a liquid crystal mirror,31 to thermal tuning of two Fabry-Perot 
filters within the cavity, reported by researchers at Intel. Pirelli is another company that uses an ECL; 
they have not reported their method of tuning, but previous work from their laboratory suggests that 
a polished fiber coupler with variable core separation could be used to tune a laser wavelength.

An alternative tunable filter is acousto-optic, fabricated in lithium niobate, which has been shown 
to have a tuning range of 132 nm, covering the entire L, C, and S bands.32 Stable oscillation was 
achieved for 167 channels, each separated by 100 GHz, although there is no evidence that this has 
become a commercial device. 

The speed of tuning external cavity lasers to date is on the order of milliseconds, perhaps fast 
enough to enable circuit switching to different wavelengths; additional research is underway to 
achieve faster switching times. 

Monolithic Tunable Lasers

Integration of all elements on one substrate offers the greatest potential for compact, inexpensive 
devices that can switch rapidly from one wavelength to another. The aim is to tune across the entire 
ITU frequency grid, as far as the laser gain spectrum will allow. All monolithic tunable lasers reported 
to date involve some sort of grating vernier so that a small amount of tuning can result in a large 
spectral shift. When the periods of two reflection spectra are slightly mismatched, lasing will occur 
at that pair of reflectivity maxima that are aligned. Inducing a small index change in one mirror 
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FIGURE 20 Tunable external cavity laser: (a) geometry, showing etalon set at 
the ITU spacing of 50 GHz and a tunable mirror and (b) spectrum of mirror reflec-
tivity. Spectral maximum can be tuned to pick the desired etalon transmission maxi-
mum. The cavity spacing must match the two other maxima, which is done with the 
phase section. (Adapted from Ref. 31.)



13.34  FIBER OPTICS

relative to the other causes adjacent reflectivity maxima to come into alignment, shifting the lasing 
wavelength a large amount for a small index change. However, to achieve continuous tuning between 
ITU grid frequencies, the phase within the two-mirror cavity must be adjusted so that its mode also 
matches the chosen ITU frequency. 

The refractive index in the gratings is usually changed by current injection, since changing the 
free-carrier density in a semiconductor alters its refractive index. Free-carrier injection also introduces 
loss, which is made up for by the semiconductor optical amplifier (SOA). In principle this modulation 
speed can be as fast as carriers can be injected and removed. Thermal tuning of the refractive index is 
an important alternative, because of the low thermal conductivity of InP-based materials. Local resis-
tive heating is enough to create the 0.2 percent change in refractive index needed for effective tuning. 
The electro-optic effect under reverse bias is not used at present, because the effect does not create 
large-enough index change at moderate voltages.

In order for the grating to be retroreflective, its periodicity must be half the wavelength of light in 
the medium (or an odd integral of that); this spacing was discussed in the section on DBR gratings 
(Sec. 13.7). The other requirement is that there be a periodicity Λ at a scale that provides a comb of 
possible frequencies at the ITU-T grid (like the etalon in the ECL). This is done in monolithic grating 
devices by installing an overall periodicity to the grating at the grid spacing. One way to do this is with 
a sampled grating (SG), as shown in Fig. 21a. Only samples of the grating are provided, periodically at 
frequency Λ; this is usually done by removing periodic regions of a continuous grating. A laser with 
DBR mirrors containing sampled gratings is called a sampled grating DBR (SG-DBR) laser. If the sam-
pling is abrupt, the reflectance spectrum of the overall comb of frequencies will have the conventional 
sinc function. The comb reflectance spectrum can be made flat by adding a semiconductor optical 
amplifier in-line with the DBR laser, or inserting an electroabsorption modulator (EAM) (which 
will be described in Sec. 13.12), or both, as shown in Fig. 21b.33 The EAM can be used to modulate 
the laser output, rather than using direct modulation of the laser. JDS Uniphase tunable diode lasers 
apparently have this geometry.

An alternative approach to achieving a flat spectrum over the tuning range has been to divide the 
grating into identical elements, each Λ long, and each containing its own structure.34 This concept has 
been titled the superstructure grating (SSG). The periodicity Λ provides the ITU grid frequencies. When 
the structure of each element is a phase grating that is chirped quadratically (Fig. 22a), the overall reflec-
tance spectrum is roughly constant and the number of frequencies can be very large. Without the qua-
dratic phase grating structure, the amplitude of the overall reflectance spectrum would have the typical 
sinc function. Figure 22b shows how the desired quadratic phase shift can be achieved with uneven 
spacing of the grating teeth, and Fig. 22c shows the resulting measured flat reflectance spectrum.34 
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FIGURE 21 Sampled grating: (a) the geometry and 
(b) sampled grating DBR laser integrated with SOA and EAM.33 
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A relatively new tunable laser diode that can be tuned for DWDM throughout most of the C band 
contains a front SG-DBR and a rear SSG-DBR.35 Figure 22d shows the design of this device, with 
lengths given in micrometers (P represents a phase shift region 150 μm long). At the bottom is the 
spectral output of such a monolithic laser, tuned successively across each wavelength of the ITU 
grid. A short, low-reflectivity front mirror enables high output power, while keeping the minimum 
reflectivity that enables wavelength selection based on the Vernier mechanism. A long SSG-DBR was 
adopted as the rear mirror along with phase control inside the laser cavity, to provide a uniform 
reflectivity spectrum envelope with a high peak reflectivity (greater than 90%). This monolithic tun-
able laser includes an integrated SOA for high output power. 

A laser tunable for coarse WDM uses a rear reflector comprising a number of equal lengths of uni-
form phase grating separated by p-phase shifts and a single continuously chirped grating at the front.36 
By the correct choice of the number and positions of the phase shifts, the response of the grating can 
be tailored to produce flat comb of reflection peaks throughout the gain bandwidth. The phase grating 
was designed to provide seven reflection peaks, each with a 6.8-nm spacing. Over the 300-μm-long front 
grating is placed a series of short contacts for injecting current into different parts of the grating in a 
controlled way (Fig. 23). This enables the enhancement of the reflection at a desired wavelength simply 
by injecting current into a localized part of the chirped grating. The chirp rate was chosen to yield a 
total reflector bandwidth of around 70 nm. As with other devices, the monolithic chip includes a phase 
control region and a SOA. As seen in Fig. 23, the waveguide path through the SOA is curved to avoid 
retroreflection back into the laser cavity—a standard technique.

A different approach is to use a multimode interferometer (MMI) as a Y branch (which will be 
explained in Sec. 13.11 on modulators).37 This separates backward-going light into two branches, each 
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reflecting from a grating of a different periodicity, as shown in Fig. 24. The Vernier effect extends the 
tuning range through parallel coupling of these two modulated grating (MG) reflectors with slightly 
different periods; both reflections are combined at the MMI. The aggregate reflection seen from the 
input port of the MMI coupler gives a large reflection only when the reflectivity peaks of both gratings 
align. A large tuning range (40 nm) is obtained for relatively small tuning of a single reflector (by an 
amount equal to the difference in peak separation). A phase section aligns a longitudinal cavity mode 
with the overlapping reflectivity peaks. Tunable high-speed direct modulation at 10 Gb/s has been 
demonstrated with low injection current, with low power consumption and little heat dissipation. 

Commercial tunable laser diodes for optical communications are still in their infancy; it is still 
unclear which of these technologies will be optimum for practical systems. The ultimate question is 
whether for any given application it is worth the added cost and complexity of tunability. 

13.9 LIGHT-EMITTING DIODES

Sources for low-cost fiber communication systems, such as used for communicating data, have tra-
ditionally used light-emitting diodes (LEDs). These may be edge-emitting LEDs (E-LEDs), which 
resemble laser diodes, or surface-emitting LEDs (S-LEDs), which emit light from the surface of the 
diode and can be butt-coupled to multimode fibers. The S-LEDs resemble today’s VCSELs, discussed 

FIGURE 23 Scanning electron microscope image of a monolithically 
integrated tunable laser for coarse WDM.36 
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FIGURE 24 Conceptual design of tunable modulated grating DBR 
laser, including multimode interferometric beam splitter as a Vernier.
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in the following section. The LED can be considered a laser diode operated below threshold, but it 
must be specially designed to maximize its output.

When a pn junction is forward biased, electrons are injected from the n region and holes are 
injected from the p region into the active region. When free electrons and free holes coexist with 
comparable momentum, they will combine and may emit photons of energy near that of the band-
gap, resulting in an LED. The process is called injection- or electroluminescence, since injected carriers 
recombine and emit light by spontaneous emission. A semiconductor laser diode below threshold acts 
as an LED. Indeed, a laser diode without mirrors is an LED. Because LEDs have no threshold, they 
usually are not as critical to operate and are often much less expensive because they do not require 
the fabrication step to provide optical feedback (in the form of cleaved facets or DFB). Because the 
LED operates by spontaneous emission, it is an incoherent light source, typically emitted from a larger 
aperture (out the top surface) with a wider far-field angle and a much wider wavelength range (30 to 
50 nm). In addition, LEDs are slower to modulate than laser diodes because stimulated emission 
does not remove carriers. Nonetheless, they can be excellent sources for inexpensive multimode fiber 
communication systems, as they use simpler drive circuitry. They are longer lived, exhibit more linear 
input-output characteristics, are less temperature sensitive, and are essentially noise-free electrical-
to-optical converters. The disadvantages are lower power output, smaller modulation bandwidths, 
and pulse distortion in fiber systems because of the wide wavelength band emitted. Some general 
characteristics of LEDs are discussed in Chap. 17 in Vol. II of this Handbook.

In fiber communication systems, LEDs are used for low-cost, high-reliability sources typically 
operating with graded index multimode fibers (core diameters approximately 62 μm) at data rates 
up to 622 Mb/s. For short fiber lengths they may be used with step-index plastic fibers. The emission 
wavelength will be at the bandgap of the active region in the LED; different alloys and materials have 
different bandgaps. For medium-range distances up to ∼10 km (limited by modal dispersion), LEDs 
of InxGayAs1−xP1−y grown on InP and operating at l = 1.3 μm offer low-cost, high-reliability transmit-
ters. For short-distance systems, up to 2 km, GaAs LEDs operating near l = 850 nm are used, because 
they have the lowest cost, both to fabricate and to operate, and the least temperature dependence. The 
link length is limited to ∼2 km because of chromatic dispersion in the fiber and the finite linewidth of 
the LED. For lower data rates (a few megabits per second) and short distances (a few tens of meters), 
very inexpensive systems consisting of red-emitting LEDs with AlxGa1−xAs or GaInyP1−y active regions 
emitting at 650 nm can be used with plastic fibers and standard silicon detectors. The 650-nm wave-
length is a window in the absorption in acrylic plastic fiber, where the loss is ∼0.3 dB/m; a number of 
companies now offer 650-nm LEDs.

A typical GaAs LED heterostructure is shown in Fig. 25, with (a) showing the device geometry 
and (b) showing the heterostructure bandgap under forward bias. The forward-biased pn junction 
injects electrons and holes into the narrowband GaAs active region. The AlxG1−xAs cladding layers 
confine the carriers in the active region. High-speed operation requires high levels of injection (and/
or doping) so that the spontaneous recombination rate of electrons and holes is very high. This means 
that the active region should be very thin. However, nonradiative recombination increases at high 
carrier concentrations, so there is a trade-off between internal quantum efficiency and speed. Under 
some conditions, LED performance is improved by using QWs or strained layers. The improvement 
is not as marked as with lasers, however.

Spontaneous emission causes light to be emitted in all directions inside the active layer, with an 
internal quantum efficiency that may approach 100 percent in these direct band semiconductors. 
However, only the light that gets out of the LED and into the fiber is useful in a communication 
system, as illustrated in Fig. 25a. The challenge, then, is to collect as much light as possible into the 
fiber end. The simplest approach is to butt-couple a multimode fiber to the S-LED surface as shown. 
Light emitted at too large an angle will not be guided in the fiber core, or will miss the core altogether. 
Light from the edge-emitting E-LED (in the geometry of Fig. 1, with antireflection-coated cleaved 
facets) is more directional and can be focused into a single-mode fiber. Its inexpensive fabrication and 
integration process makes the S-LED common for inexpensive data communication. The E-LED has 
a niche in its ability to couple with reasonable efficiency into single-mode fibers. Both LED types can 
be modulated at bit rates up to 622 Mbps, an asynchronous transfer mode (ATM) standard, but many 
commercial LEDs have considerably smaller modulation bandwidths.
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Surface-Emitting LEDs

The coupling efficiency of an S-LED butt-coupled to a multimode fiber (shown in Fig. 26a) is typically 
small, unless methods are employed to optimize it. Because light is spontaneously emitted in all internal 
directions, only half is emitted toward the top surface. In addition, light emitted at too great an angle to 
the surface normal is totally internally reflected back down and is lost (although it may be reabsorbed, 
creating more electron-hole pairs). The critical angle for total internal reflection between the semicon-
ductor of refractive index ns and the output medium (air or plastic encapsulant) of refractive index no is 
given by sin qc = no/ns. The refractive index of GaAs is ns ∼ 3.3, when the output medium is air, the critical 
angle qc ∼ 18°. Because this angle is so small, less than 2 percent of the total internal spontaneous emission 
can come out the top surface, at any angle. A butt-coupled fiber can accept only spontaneous emission at 
those external angles that are smaller than its numerical aperture. For a typical fiber NA ≈ 0.25, this cor-
responds to an external angle (in air) of 14°, which corresponds to only 4.4° inside the GaAs. This means 

(a)

(b)
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p–-AlGaAs n–-AlGaAs n+-GaAs
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FIGURE 25 GaAs light-emitting diode (LED) structure: 
(a) cross-section of surface-emitting LED aligned to a multimode 
fiber, showing rays that are guided by the fiber core and rays that 
cannot be captured by the fiber and (b) conduction band Ec and 
valence band Ev as a function of distance through the LED.

(a) (b) (c) (d)

FIGURE 26 Typical geometries for coupling from LEDs into 
fibers: (a) hemispherical lens attached with encapsulating plastic; 
(b) lensed fiber tip; (c) microlens aligned through use of an etched 
well; and (d) spherical semiconductor surface formed on the substrate 
side of the LED.
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that the cone of spontaneous emission that can be accepted by the fiber in this simple geometry is only 
∼0.2 percent of the entire spontaneous emission! Fresnel reflection losses make this number even smaller. 

For InP-based LEDs, operating in the 1.3- or 1.55-μm wavelength region, the substrate is trans-
parent and LED light can be emitted out the substrate. In this geometry the top contact to the p-type 
material no longer need be a ring; it can be solid and reflective, so light emitted backward can be 
reflected toward the substrate, increasing the efficiency by a factor of 2. 

The coupling efficiency can be increased in a variety of other ways, as shown in Fig. 26. The LED 
source is incoherent, a lambertian emitter, and follows the law of imaging optics: A lens can be used 
to reduce the angle of divergence of LED light, but this will enlarge the apparent source. The image of 
the LED source must be smaller than the fiber into which it is to be coupled. Unlike a laser, the LED 
has no modal interference and the output of a well-designed LED has a smooth intensity distribution 
that lends itself to imaging.

The LED can be encapsulated in materials such as plastic or epoxy, with direct attachment to a 
focusing lens (Fig. 26a). The output cone angle will depend on the design of this encapsulating lens. 
Even with a parabolic surface, the finite size of the emitting aperture and resulting aberrations will 
be the limiting consideration. In general, the user must know both the area of the emitting aperture 
and the angular divergence in order to optimize coupling efficiency into a fiber. Typical commercially 
available LEDs at l = 850 nm for fiber optic applications have external half-angles of ∼25° without a 
lens and ∼10° with a lens, suitable for butt-coupling to multimode fiber.

Improvement can also be achieved by lensing the pigtailed fiber to increase its acceptance angle 
(Fig. 26b); this example shows the light emitted through and out the substrate. Another alternative is to 
place a microlens between the LED and the fiber (Fig. 26c), possibly within an etched well. Substrate-side 
emission enables a very effective geometry for capturing light by means of a domed surface fabricated 
directly on the substrate, as shown in in Fig. 26d. Because the refractive index of encapsulating plastic is 
<1.5, compared to 3.3 of the semiconductor, only a dome etched within the semiconductor can entirely 
eliminate total internal reflection. Integrated semiconductor domes require advanced semiconductor 
fabrication technology, but have proven effective. In GaAs diodes the substrate is absorptive, but etch-
ing a well in the substrate and inserting a fiber can serve to collect backside emission. For any of these 
geometries, improvement in efficiency by as much as a factor of 2 can be obtained if a mirror is pro-
vided to reflect backward-emitted light. This mirror can be either metal or a dielecric stack deposited at 
the air-semiconductor interface, or even a DBR mirror grown within the semiconductor structure.

Current must be confined to the surface area of emission, which is typically 25 to 75 μm in diameter.
This is done by constricting the flow of injection current by mesa etching or by using an oxide-defined 
electrode. Regrowth using npn blocking layers or semi-insulating material in the surrounding areas 
(as in lasers) has the advantage of reducing thermal heating. Surface-emitting LEDs require that light be 
emitted out of the surface in a gaussian-like pattern; it must not be obscured by the contacting electrode. 
Typically, a highly conductive cap layer brings the current in from a ring electrode. In InP-based devices, 
when light is collected out of the substrate side, a solid top electrode can be reflective and electrical 
contact may be made to the substrate surrounding an optical output aperture. 

A typical S-LED at 1310-nm wavelength might couple 35 μW of light into a pigtailed multimode 
fiber of 62.5 μm diameter, if driven with 62-mA input current at ∼1-V forward bias, for an efficiency 
of less than 0.06 percent. The spectral width is 160 nm, and the rise or fall time of 3 ns means 200-MHz 
modulation capability. By contrast, a similar S-LED at 850-nm wavelength under similar drive condi-
tions has comparable power at half the modulation speed and a fifth the bandwidth.38

Improved performance has been obtained by sandwiching the active layer between DBR mirrors to 
form a resonant cavity (RC-LED). This reduces the spontaneous emission linewidth, thereby increas-
ing the modulation bandwidth that can be transmitted through dispersive fibers. The RC-LEDs look 
very much like VCSELs operated below threshold (see the following section). The resonant cavity 
promotes emission into resonances supported by the cavity while suppressing off-resonance emission. 
The cavity narrows the emission angles and increases the external quantum efficiency to greater than 
20 percent. By controlling reflectivities and drive current, the output can be tailored anywhere from a 
wide spectrum LED to a narrow spectrum laser. Below threshold the RC-LED will have the operating 
characteristics of a spontaneous LED, as described in this section. Above threshold, the resonant struc-
ture becomes a VCSEL. The more exacting fabrication of these devices increases their cost, however.
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A typical GaAs LED has a spectral width of 50 nm, while an RC-LED has a spectral width of 
6.7 nm and 5 times the output power when coupled into a multimode fiber. The narrower spectrum 
also means much less pulse-broadening in fiber communication systems. The RC-LED, with a spot 
size of 20 μm, will have an output power typically a quarter that of a VCSEL laser. In comparison, a 
typical VCSEL has a spot side of 8 μm and a spectral width of 3.2 nm.

RC-LEDs have enhanced modulation bandwidth compared to conventional LEDs, due to a higher 
carrier density for a given current, which leads to a reduction in the spontaneous lifetime. However, 
the RC-LEDs bandwidth is current dependent. The fastest modulation speed is obtained by lasers, of 
course, but they have a highly nonlinear light-current relationship, unlike LEDs.

Edge-Emitting LEDs 

Edge-emitting LEDs (E-LEDs or EELEDs) have a geometry that is similar to that of a conventional 
LD (Fig. 1), but without a feedback cavity. That is, light travels back and forth in the plane of the 
active region of an E-LED and is emitted out of one antireflection-coated cleaved end. As in a laser, 
the active layer is 0.1 to 0.2 μm thick. Because the light in an E-LED is waveguided in the out-of-plane 
dimension and is lambertian in-plane, the output radiation pattern will be elliptical, with the largest 
divergence in-plane with full width at half-maximum (FWHM) angle of 120°. The out-of-plane 
guided direction typically radiates with a 30° half-angle. An elliptical collimating lens will be needed 
to optimally couple light into a fiber. The efficiency can be doubled by depositing a reflector on the 
back facet of the E-LED, just as in the case of a laser.

Edge-emitting LEDs can be coupled into fibers with greater efficiency because their source area 
is smaller than that of a S-LED. However, the alignment and packaging is more cumbersome than 
with S-LEDs. Typically, E-LEDs can be obtained already pigtailed to fibers. Edge-emitting diodes can 
be coupled into single-mode fiber with modest efficiency. A single-mode fiber pigtailed to an E-LED 
can typically transmit 30 μW at 150-mA drive at 1 V, for an overall efficiency of 0.04 percent.39 This 
efficiency is comparable to the emission of surface-emitting lasers into multimode fiber (with an 
area 50 times larger than single-mode fibers). Because of their wide emission wavelength bandwidth, 
E-LEDs are typically used as low-coherence sources for fiber sensor applications, rather than in com-
munications applications.

Operating Characteristics of LEDs

In an LED, the output optical power Popt is linearly proportional to the drive current I; the relation 
defines the output efficiency h:

 P
hvI
eout = η

 (42)

This efficiency is affected by the geometry of the LED. The power coupled into a fiber is further 
reduced by the coupling efficiency between the LED emitter and the fiber, which depends on the 
location, size, and numerical aperture of the fiber as well as on the spatial distribution of the LED 
output light and the optics of any intervening lens. The internal quantum efficiency (ratio of emit-
ted photons to incident electrons) is usually close to 100 percent.

Figure 27 shows a typical result for power coupled into a graded index multimode fiber as a func-
tion of current for various temperatures. The nonlinearity in the light out versus current, which is 
much less than in a laser diode, nevertheless causes some nonlinearity in the modulation of LEDs. This 
LED nonlinearity arises from both material properties and device configuration; it may be made worse 
by ohmic heating at high drive currents. The residual nonlinearity is an important characteristic of 
any LED used in communication systems. Edge emitters are typically less linear because they operate 
nearer the amplified spontaneous limit.

The InP-based S-LED shows approximately 10 percent reduction in output power for a 25°C 
increase in temperature (compared to ∼50 percent reduction for a typical laser). Unlike a laser, there is 
no temperature-dependent threshold. Also, the geometric factors that determine the fraction of light 
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emitted from the LED are not temperature dependent. Nonetheless, InP-based LEDs have a stronger 
temperature dependence than GaAs-based LEDs, because of more nonradiative recombination, par-
ticularly at the high injection levels required by high-speed LEDs.

The spectrum of the incoherent light emitted from an LED has a roughly gaussian shape with an 
FWHM around 40 nm in the case of a typical GaAs/AlGaAs LED operating near l = 0.8 μm. This band-
width, along with chromatic dispersion in graded index fibers, limits the distance over which these LEDs 
can be used in fiber systems. InGaAsP/InP LEDs have wider linewidths (due to alloy scattering, heavy 
doping, and temperature fluctuations), which depend on the details of their design. As temperature 
increases, the peak of the spectrum shifts to longer wavelength and the spectrum widens. The variation 
of the central wavelength with temperature at l = 1.3 μm, is approximately 5 meV/°C. However, graded 
index fibers have negligible chromatic dispersion at this wavelength, so this is not usually a problem; if it 
is, heat sinking and/or cooling can be provided. Resonant cavity LEDs can provide narrower linewidths.

LEDs do not suffer from the catastrophic optical damage that lasers do, because of their lower opti-
cal power densities. However, they do degrade with time; 106 to 109 hours can be expected. Because 
degradation processes have an exponential dependence on temperature, LED life can be shortened by 
operating at excessive temperatures. Experiments with thermally accelerated life testing suggest that 
the power out P varies with time t as

 P(t) = P(0) exp (−qt) (43)

where q = qo exp (−Wa/kBT), with Wa as the activation energy, kB as Boltzman’s constant, and T as 
temperature. In GaAs LEDs, Wa is 0.6 to 1 eV. Of course this assumes that the LEDs are placed in a 
proper electrical circuit.

LED light is typically unpolarized, since there is no preferred polarization for spontaneous emission.

Transient Response Most LEDs respond in times faster than 1 μs; with optimization, they can reach the 
nanosecond response times needed for optical communication systems. To achieve the 125 Mb/s rate of 
the fiber distributed data interface (FDDI) standard requires maximum rise and fall times of 3.5 ns; to 
achieve the 622 Mb/s rate of the asynchronous transfer mode standard, the necessary times drop to 0.7 ns.

The speed of an LED is limited by the recombination time of injected carriers; it does not have 
the turn-on delay of lasers, nor any relaxation oscillations, but it also does not have the fast decay of 
stimulated emission. The LED intrinsic frequency response (defined as the ratio of the AC compo-
nents of the emitted light to the DC value) is41

 r(w) = (1 + w2t2)−1/2 (44)

where t is the minority carrier lifetime in the injected region. This shows that high-speed LEDs require 
small minority carrier lifetimes. The square-root dependence comes out of the rate equation solution.
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fiber at 1.3-μm wavelength as a function of drive current, for several temperatures.40
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When the active region is doped higher than the injected carrier density, the lifetime tL decreases 
as the background doping density No increases:

 1
τ L

oBN=  (45)

The challenge is to provide high levels of doping without increasing the nonradiative recombination. 
Typical high-speed response is about 1 ns, although doping with beryllium (or carbon) at levels as 
high as 7 × 1019 cm−3 has allowed speeds to increase to as much as 0.1 ns, resulting in a cutoff 
frequency of 1.7 GHz (at the sacrifice of some efficiency).42

When operating in the high-injection regime, the injected carrier density N can be much larger 
than the doping density, and 1/tH = BN, where N is created by a current density J such that N = Jt/ed. 
Combining these two equations

 1
1 2
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 (46)

The recombination time may be reduced by thinning the active region and by increasing the drive 
current. However, too much injection may lead to thermal problems, which in turn may cause mod-
ulation nonlinearity. LEDs with thin active layers operated in the high-injection regime will have the 
fastest response. Bandwidths in excess of 1 GHz have been achieved in practical LEDs.

Because LEDs have such wide wavelength spectra, frequency chirping is negligible. Because LEDs 
do not have optical cavities, as do lasers, they will not have modal interference and noise. Also, there 
will not be strong feedback effects coming from external fiber facets, such as the coherence collapse. 
Because of their inherent light-current linearity at moderate drive levels, the modulation response of 
LEDs should be a direct measure of their frequency response. They add no noise to the circuit, and 
they add distortion only at the highest drive levels.

Drive Circuitry and Packaging The LED is operated under sufficient forward bias to flatten the 
bands of the pn junction. This voltage depends on the bandgap and doping and is typically between 
1 and 2 V. The current will be converted directly to light; typically a hundred milliamperes is required 
to produce a few milliwatts of output into a fiber, with a series resistor used to limit the current.

The LED is modulated by varying the drive current. A typical circuit might apply the signal to 
the base circuit of a transistor connected in series with the LED and a current-limiting resistor. The 
variation in current flowing through the LED (and therefore in the light out) is proportional to the 
input voltage in the base circuit. LEDs are typically mounted on standard headers such as TO-18 or 
TO-46 cans; SMA and ST connectors are also used. The header is covered by a metal cap with a clear 
glass top through which light can pass.

13.10 VERTICAL CAVITY SURFACE-EMITTING 
LASERS

The vertical cavity surface-emitting laser (VCSEL) has advantages for low-cost data transmission. 
The use of a laser means that multi-gigahertz modulation is possible, and the stimulated emission 
is directional, rather than the isotropic spontaneous emission of LEDs, leading to much higher effi-
ciencies. Because the light is emitted directly from the surface, a single or multimode fiber can be 
directly butt-coupled with an inexpensive mounting technology, and the coupling efficiency can 
be very high. VCSELs can be fabricated in linear arrays that can be coupled inexpensively to linear 
arrays of fibers for parallel fiber interconnects with aggregate bit rates of several gigabits per second, 
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amortizing the alignment cost over the number of elements in the array. VCSELs lend themselves to 
two-dimensional arrays as well, which makes them attractive to use with smart modulating pixels. 
The planar fabrication of VCSELs allows for wafer-scale testing, another cost saving.

Advantages of VCSELs include single longitudinal-mode operation and a circular emission pat-
tern that allows for better coupling into optical fiber without the need for beam-shaping optics. The 
planar structure also allows much easier fabrication and testing, resulting in higher device yield. 
VCSELs can also be fabricated in two-dimensional laser arrays with each laser operating at a slightly 
different frequency, for WDM.

The VCSEL requires mirrors on the top and bottom of the active layer, forming a vertical cavity, 
as shown in Fig. 28. These lasers use the fact that a DBR (or a multilayer quarter-wavelength dielectric 
stack) can achieve very high reflectance. Thus, the very short path length through a few QWs (at normal 
incidence to the plane) is sufficient to reach threshold.

The first VCSELs were based on GaAs: either GaAs active regions that emitted at l = 850 nm, or 
strained InGaAs active regions that emitted at l = 980 nm. The former are of greater interest in low-
cost communication systems because they are compatible with inexpensive silicon detectors. This 
section explains VCSEL concepts in terms of GaAs-based devices operating in the 850-nm region. 
With an active region of AlxInyGa1−x−yP, GaAs-based devices can be fabricated in the 650-nm wave-
length regime that is optimum for use with plastic fiber. Highly strained InGaAs QWs enable GaAs-
based devices to operate near the 1.3-μm wavelength zero-dispersion regime. The addition of a small 
amount of nitrogen in the active region extends GaAs-based devices to even longer wavelengths. The 
development of GaAs-based VCSELs has been relatively straightforward because of the existence of 
epitaxial GaAs/AlGaAs high-reflectivity DBR mirrors. 

VCSELs based on InP technology have been more challenging because the reflectivity of InP-
based DBR mirrors is quite low. Also, InP-based QWs have lower gain and significant free carrier 
absorption, especially in the p layers, Also, the quaternaries have poor thermal conductivity, so the 
active layer has a relatively high temperature. Several novel technologies have been developed that 
look like they might overcome these challenges, which will be described in subsequent sections. 

Number of Quantum Wells

A single quantum well of GaAs requires input current densities of approximately 100 A/cm2 to achieve 
transparency; N wells require N times this current. To keep the threshold current less than 1 kA/cm2, 
then, means active regions with less than 10 QWs. The VCSEL requires an optical standing wave that 
has a period of a half-wavelength, which is approximately 120 nm in GaAs. The gain region should be 
confined to the quarter-wavelength region at the peak of the optical standing wave, a region of about 
60 nm. Thus, a typical active region might consist of 3 QWs of 8 μm thickness, each separated by 
approximately 10 nm. Strained QWs have higher gain than unstrained QWs, and can be grown by 
adding indium or phosphorous into the composition.

InP-based QWs for 1.3 μm and 1.55 μm operation have somewhat lower gain, but typical geom-
etries still use 3 to 5 QWs; higher reflectivity mirrors compensate for lower gain. 

Active layer 
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Oxide
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n electrical
contact
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Output DBR mirror 

FIGURE 28 Cross-sectional view of an oxidized GaAs 
VCSEL. The oxidized AlAs layer aperture is shown in black, as 
is the active layer.43
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Mirror Reflectivity

When the mirror reflectivity R in a laser is close to 1, a simple expression for the threshold gain-
length product, GLL is

 GLL = (1 − R1)(1 − R2) (47)

Typical GaAs lasers have gains GL ∼ 1000 cm−1. For a quantum well thickness of 10 nm, the gain per 
quantum well is 10−3, so that with 3 QW, reflectivities of ∼98 percent for each mirror should be suf-
ficient to achieve threshold. Very often, however, in order to lower the threshold much higher reflec-
tivities are used, particularly on the back mirror.

The on-resonance Bragg mirror reflectivity is the square of the reflection coefficient r, given by

 r
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where there are N pairs of quarter-wavelength layers that alternate high-index and low-index (nh and nl, 
respectively), and nf and ni are the refractive index of the final and initial media, respectively.44

For high-reflectance Bragg mirrors, the second term in the numerator and denominator is small, 
and the reflectivity can be simplified to
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Higher reflectivity (smaller e) is provided by either more layer pairs or a larger refractive index dif-
ference between the two compositions in the layer pairs. Also, Eq. (49) shows that internal mirrors 
(nf = ni) will have a smaller reflectivity than external mirrors (nf = 1), for the same number of layer 
pairs. If the layer pair consists of GaAs (n ∼ 3.6) and AlAs (n ∼ 3.0), a mirror of 15 layer pairs will 
have an internal reflectivity R = 98 percent and an external reflectivity R = 99.5 percent. Thirty 
layer pairs are required to increase the internal reflectivity to 99.96 percent. Bragg mirrors with a 
smaller fraction of AlAs in the low-index layers will require even more layer pairs to achieve the 
same reflectivity.

In long-wavelength InP-based VCSELs, the InxGa1−xAsyP1−y/InP refractive index difference is 
small and many layers are required to achieve sufficiently high reflectivity. Often the top DBR layer 
is replaced by a deposited mirror, such as alternating quarter-wave layers of ZnSe and MgF, or amor-
phous silicon and aluminum oxide. Hybrid mirrors use fewer dielectric layers and can terminate with 
a gold layer. Because the substrate is transparent, these devices are mounted upside-down, with the 
gold layer attaching to a thermal heat sink.

Another option has been to replace epitaxial InP-based DBR mirrors with fusion-bonded traditional 
GaAs-AlAs DBR mirrors that have been grown on GaAs substrates. Some commercial VCSELs have 
used this approach. Wafer fusion occurs when pressing the two wafers together (after removing oxide 
off their surfaces) at 15 atm and heating to 630°C under hydrogen for 20 min. Mirrors can be wafer-
fused on both sides of the VCSEL by etching away the InP substrate and one of the GaAs substrates.

Finally, new multicomponent compositions show promise of alternative mirrors, especially by 
adding aluminum. Forty lattice-matched pairs of AlxGayIn1−x−yAs and InP quarter-wave layers have 
been shown to yield a reflectivity of 99.9 percent.45 Some commercial VCSEL manufacturers have 
favored this all-epitaxial fabrication process.

An entirely different approach, which is not yet commercial, is to push GaAs-based devices out to 
longer wavelength. Adding dilute amounts of nitrogen yields an active layer of GaxIn1−xNyAs1−y, which 
has been shown to produce VCSELs near the 1.3-μm wavelength range. It turns out that adding a 
small amount of antimony produces QWs of higher quality. This has suggested that the five-compo-
nent material GaxIn1−xNyAszSb1−y−z has the potential to achieve even lower bandgaps; VCSELs of this 
composition have been demonstrated, but not yet as far out in wavelength as 1.55 μm.
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Electrical Injection and Current Confinement

As shown in Fig. 28, light is emitted through a window hole in the top electrode. It is difficult to 
inject carriers through the Bragg reflector because the wide bandwidth layers provide potential wells 
that trap carriers; but this can be overcome with increased operating voltage. Sometimes graded lay-
ers are used in the DBR structure to reduce carrier trapping. Current confinement to a finite area was 
originally done by proton implantation or by etching mesas and then planarizing with polyimide. 
VCSELs of fairly large diameter (>10 μm) are straight-forward to make and are useful when low 
threshold and single-mode are not required. Recently a selective oxidation technique has been devel-
oped that enables a small oxide-defined current aperture. A high-aluminum fraction AlxGa1−xAs layer 
(∼98%) is grown above the active layer and a mesa is etched to below that layer. Then a long, soaking, 
wet-oxidization process selectively creates a ring of native oxide that can stop carrier transport. The 
chemical reaction moves in from the side of the etched pillar and is stopped when the desired diam-
eter is achieved. Such a resistive aperture confines current only where needed, and can double the 
maximum conversion efficiency to almost 60 percent.

Threshold voltages less than 3 V are common in diameters ∼12 μm. The oxide-defined current 
channel increases the efficiency, but tends to cause multiple transverse modes due to relatively strong 
oxide-induced index guiding. This may introduce modal noise into fiber communication systems. 
Single-mode requirements force the diameter to be very small (below 4 to 5 μm) or for the design to 
incorporate additional features, as discussed in the following section.

Transverse injection eliminates the need for the current to travel through the DBR region, 
but typically requires even higher voltage. This approach has been proven useful when highly 
conductive layers are grown just above and below the active region. Because carriers have to 
travel farther with transverse injection, it is important that these layers have as high mobility as 
possible. This has been achieved by injecting carriers from both sides through n-type layers. Such 
a structure can still inject holes into the active layer if a buried tunnel junction is provided, as 
shown in Fig. 29. The tunnel junction consists of a single layer-pair of very thin highly doped n++ 
and p++ layers and must be located near the active layer so that its holes can be utilized. After the 
first As-based growth step, the tunnel junction is laterally structured by means of standard photo-
lithography and chemical dry etching. It is then regrown with phosphorous-containing n-layers. 
The lateral areas surrounding the tunnel junction contain an npn electronic structure and do not 
conduct electricity. Only within the area of the tunnel junction are electrons from the n-type InP 
spacer converted into holes.

1.3 or 1.5 μm light output 

n

p

n

InP substrate

Tunnel junction
Current flow

Active layer (AlGalnAs QWs)

AlGalnAs/InP DBR

InP spacer

a-Si/Al2O3 dielectric DBR

FIGURE 29 BHT geometry for single-mode VCSEL, showing flow of current. 
(Adapted from Ref. 45.)
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Spatial Characteristics of Emitted Light

Single transverse mode operation remains a challenge for VCSELs, particularly at the larger diam-
eters and higher current levels. When modulated, lateral spatial instabilities tend to set in and spatial 
hole burning causes transverse modes to jump. This can introduce considerable modal noise when 
coupling VCSEL light into fibers. 

The two most common methods to control transverse modes are the same as used to control 
current spreading: ion implantation and an internal oxidized aperature: Ion implantation keeps 
the threshold relatively low, but thermal lensing coupled with weak index guiding is insufficient to 
prevent multilateral-mode operation due to spatial hole burning; also the implanted geometry does 
not provide inherent polarization discrimination. The current confining aluminum oxide aperture 
formed by selective oxidization acts as a spatial filter and encourages the laser to operate in low-order 
modes. Devices with small oxide apertures (2 × 2 to 4 × 4 μm2) can operate in a single-mode. Devices 
with 3.5-μm diameters have achieved single-mode output powers on the order of 5 mW, but devices 
with larger apertures will rapidly operate in multiple transverse modes as the current is raised.46

VCSELs with small diameter are limited in the amount of power they can emit while remaining 
single-mode, and their efficiency falls off as the diameter becomes smaller. A variety of designs have 
been reported for larger-aperture VCSELs that emit single-mode. This section lists several approaches; 
some have become commercially available and others are presently at the research stage: (1) Ion 
implantation and oxide-defined spatial filters have been combined with some success at achieving 
single-mode. (2) Etched pillar mesas favor single-mode operation because they have sidewall scatter-
ing losses that are higher for higher-order modes. The requirement is that the mode selective losses 
must be large enough to overcome the effects of spatial hole burning.47 (3) As with traditional lasers, 
an etched pillar mesa can be overgrown to create a buried heterostructure (BH), providing a real 
index guide that can be structured to be single-mode.48 (4) A BH design can be combined with ion 
implantation and/or selectively oxidized apertures, for the greatest design flexibility. (5) Surface relief 
has been integrated on top of the cladding layer (before depositing a top dielectric mirror), physically 
structuring it so as to eliminate higher-order modes; the surface relief incorporates a quarter-wave 
ring structure that decreases the reflectivity for higher-order modes.49 (6) The VCSEL can be sur-
rounded with a second growth of higher refractive semiconductor material, which causes an antiguide 
that preferentially confines the lowest-order mode.50 (7) A photonic crystal has been incorporated 
under the top dielectric mirror, which provides an effective graded index structure that favors main-
taining a single-mode.51

All of these approaches can be used with current injection through the DBR mirrors, or with 
lateral injection, usually through an oxide aperture. A number of single-mode geometries use buried 
tunnel junctions (BTJ), which may be made with small enough area to create single-mode lasers 
without incorporating any other features.45 Often higher powers are achieved by combining wider 
area BTJ along with some of the other approaches outlined above.

Light Out versus Current In

The VCSEL will, in general, have similar L-I performance to edge-emitting laser diodes, with some 
small differences. Because the acceptance angle for the mode is higher than in edge-emitting diodes, 
there will be more spontaneous emission, which will show up as a more graceful turn-on of light out 
versus voltage in. As previously mentioned, the operating voltage is 2 to 3 times that of edge-emitting 
lasers. Thus, Eq. (5) must be modified to take into account the operating voltage drop across the resis-
tance R of the device. The operating power efficiency is

 η ηeff
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Small diameter single-mode VCSELs would typically have a 5-μm radius, a carrier injection effi-
ciency of 80 to 90 percent, an internal optical absorption loss aiL of 0.003, an optical scattering loss 
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of 0.001, and a net transmission through the front mirror of 0.005 to 0.0095. Carrier losses reducing 
the quantum efficiency are typically due to spontaneous emission in the wells, spontaneous emis-
sion in the barriers, Auger recombination, and carrier leakage.

Typical commercial VCSELs designed for compatibility with single-mode fiber incorporate an 
8-μm proton implantation window and 10-μm-diameter window in the top contact. Such diodes may 
have threshold voltages of ∼3 V and threshold currents of a few milliamperes. These lasers may emit 
up to ∼2 mW maximum output power. Devices will operate in zero-order transverse spatial mode 
with gaussian near-field profile when operated with DC drive current less than about twice threshold. 
When there is more than one spatial mode, or both polarizations, there will usually be kinks in the L-I 
curve, as with multimode edge-emitting lasers.

Spectral Characteristics

Since the laser cavity is short, the longitudinal modes are much farther apart in wavelength than in 
a cleaved cavity laser, typically separated by 50 nm, so only one longitudinal mode will appear, and 
there is longitudinal mode purity. The problem is with lateral spatial modes, since at higher power 
levels the laser does not operate in a single spatial mode. Each spatial mode will have a slightly dif-
ferent wavelength, perhaps separated by 0.01 to 0.02 nm. Lasers that start out as single-mode and 
single frequency at threshold will often demonstrate frequency broadening at higher currents due to 
multiple modes, as shown in Fig. 30a.52

Even when the laser operates in a single spatial mode, it may have two orthogonal directions of 
polarization (discussed next), that will exhibit different frequencies, as shown in Fig. 30b.53 Thus both 
single-mode and polarization stability are required to obtain a true single-mode.
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diameter52 and (b) different emission spectra due to different polarizations of a BJT single-mode VCSEL.53



13.48  FIBER OPTICS

When a VCSEL is modulated, lateral spatial instabilities may set in and spatial hole burning may 
cause transverse modes to jump. This can broaden the spectrum. In addition, external reflections 
can cause instabilities and increased relative intensity noise, just as in edge-emitting lasers.54 For 
very short cavities, such as between the VCSEL and a butt-coupled fiber (with ∼4 percent reflectivity), 
instabilities do not set in, but the output power can be affected by the additional mirror, which 
forms a Fabry-Perot cavity with the output mirror and can reduce or increase its effective reflectivity, 
depending on the round-trip phase difference. When the external reflection comes from ∼1 cm away, 

bifurcations and chaos can be introduced with a feedback parameter F > 10−4, where F C fe= ext , 

with Ce and fext as defined in the discussion surrounding Eq. (31). For Ro = 0.995, Rext = 0.04, the feed-
back parameter F ∼ 10−3, instabilities can be observed if reflections get back into the VCSEL.

Polarization

A VCSEL with a circular aperture has no preferred polarization state. The output tends to oscil-
late in linear but random polarization states, which may wander with time (and temperature) and 
may have slightly different emission wavelengths (Fig. 30b). Polarization-preserving VCSELs require 
breaking the symmetry by introducing anisotropy in the optical gain or loss. Some polarization 
selection may arise from an elliptical current aperture. The strongest polarization selectivity has 
come from growth on (311) GaAs substrates, which causes anisotropic gain.

Commercial VCSELs

The most readily available VCSELs are GaAs-based, emitting at 850-nm wavelength. Commercial 
specifications for these devices list typical multimode output powers from 1 to 2.4 mW and single-
mode output powers from 0.5 to 2 mW, depending on design. Drive voltages vary from 1.8 to 3 V, 
with series resistance typically about 100 Ω. Spectral width for multimode lasers is about 0.1 nm, 
while for single-mode lasers it can be as narrow as 100 MHz. Beam divergence FWHM is typically 
18° to 25° for multimode lasers and 8° to 12° for single-mode VCSELs, with between 20 to 30 dB 
sidemode suppression.55

Red VCSELs, emitting at 665 nm, are available from fewer suppliers, and have output powers 
of 1 mW, threshold currents between 0.6 and 2.5 mA, and operating voltages of 2.8 to 3.5 V. Their 
divergence angle is 14° to 20° and slope efficiency is 0.9 mW/mA, with sidemode suppression between 
14 and 50 dB. Reported bandwidths are 3 to 3.5 GHz.56

Long-wavelength VCSELs have output powers between 0.7 and 1 mW, with threshold currents 
between 1.1 and 2.5 mA. Series resistance is 100 Ω, with operating voltage between 2 and 3 V. Single-
mode spectral width is 30 MHz and modulation bandwidth is 3 GHz. Sidemode suppression is 
between 30 and 40 dB, with slope efficiency of 0.2 mW/mA and an angular divergence between 9° 
and 20°.57

13.11 LITHIUM NIOBATE MODULATORS

The most direct way to create a modulated optical signal for communication application is to 
directly modulate the current driving the laser diode. However, as discussed in Secs. 13.4 and 13.5, 
this may cause turn-on delay, relaxation oscillation, mode-hopping, and/or chirping of the opti-
cal wavelength. Therefore, an alternative often used is to operate the laser in a continuous manner 
and to place a modulator after the laser. This modulator turns the laser light off and on without 
impacting the laser itself. The modulator can be butt-coupled directly to the laser, located in the 
laser chip package and optically coupled by a microlens, or remotely attached by means of a fiber 
pigtail between the laser and modulator.
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Lithium niobate modulators have become one of the main technologies used for high-speed mod-
ulation of continuous-wave (CW) diode lasers, particularly in applications (such as cable television) 
where extremely linear modulation is required, or where chirp is to be avoided at all costs. These 
modulators operate by the electro-optic effect, in which an applied electric field changes the refractive 
index. Integrated optic waveguide modulators are fabricated by diffusion into lithium niobate sub-
strates. The end faces are polished and butt-coupled (or lens-coupled) to a single-mode fiber pigtail 
(or to the laser driver itself). This section describes the electro-optic effect in lithium niobate, its use 
as a phase modulator and an intensity modulator, considerations for high-speed operation, and the 
difficulties in achieving polarization independence.58

Most common is the Y-branch interferometric modulator shown in Fig. 31, discussed in a follow-
ing subsection. The waveguides that are used for these modulators are fabricated in lithium niobate 
either by diffusing titanium into the substrate from a metallic titanium strip or by means of ion 
exchange. The waveguide pattern is obtained by photolithography. The standard thermal indiffusion 
process takes place in air at 1050°C over 10 hours. An 8-μm-wide, 50-nm thick strip of titanium cre-
ates a fiber-compatible single-mode at l = 1.3 μm. The process introduces ∼1.5 percent titanium at 
the surface, with a diffusion profile depth of ∼4 μm. The result is a waveguide with increased extraor-
dinary refractive index of 0.009 at the surface and an ordinary refractive index change of ∼0.006. A 
typical modulator will incorporate aluminum electrodes 2 cm long, deposited on either side of the 
waveguides, with a gap of 10 μm.

In the case of ion exchange, the lithium niobate sample is immersed in a melt containing a large 
proton concentration (typically benzoic acid or pyrophosphoric acid at >170°C), with nonwaveguide 
areas protected from diffusion by masking; the lithium near the surface of the substrate is replaced 
by protons, which increases the refractive index. Ion-exchange alters only the extraordinary polariza-
tion; that is, only light polarized parallel to the z axis is waveguided. Thus, it is possible in lithium 
niobate to construct a polarization-independent modulator with titanium indiffusion, but not with 
proton-exchange. Nonetheless, ion exchange creates a much larger refractive index change (∼0.12), 
which provides more flexibility in modulator design. Annealing after diffusion can reduce insertion 
loss and restore the degraded electro-optic effect. Interferometric modulators with moderate index 
changes (Δn < 0.02) are insensitive to aging at temperatures of 95°C or below. Using higher index 
change devices, or higher temperatures, may lead to some degradation with time. Tapered waveguides 
can be fabricated easily by ion exchange for high coupling efficiency.59

Electro-Optic Effect

The electro-optic effect is the change in refractive index that occurs in a noncentrosymmetric crys-
tal in the presence of an applied electric field. The linear electro-optic effect is represented by a 
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FIGURE 31 Y-branch interferometric modulator in the “push-pull” configuration. Center 
electrodes are grounded. Opposite polarity electrodes are placed on the outsides of the wave-
guides. Light is modulated by applying positive or negative voltage to the outer electrodes.



13.50  FIBER OPTICS

third-rank tensor for the refractive index. However, using symmetry rules it is sufficient to define 
a reduced tensor rij, where i = 1,…, 6 and j = x, y, z, denoted as 1, 2, 3. Then, the linear electro-optic 
effect is traditionally expressed as a linear change in the inverse refractive index tensor squared (see
Chap. 7 in this volume):
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⎞
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where Ej is the component of the applied electric field in the jth direction. In isotropic materials, rij
is a diagonal tensor. An applied electric field can introduce off-diagonal terms in rij, as well as change 
the lengths of the principle dielectric axes. The general case is treated in Chap. 13, Vol. II. In lithium 
niobate (LiNbO3), the material of choice for electro-optic modulators, the equations are simplified 
because the only nonzero components and their magnitudes are60

r33 = 31 × 10−12 m/V r13 = r23 = 8.6 × 10−12 m/V

r51 = r 42 = 28 × 10−12 m/V r22 = −r12 = −r61 = 3.4 × 10−12 m/V

The crystal orientation is usually chosen so as to obtain the largest electro-optic effect. This means 
that if the applied electric field is along z, then light polarized along z sees the largest field-induced 
change in refractive index. Since Δ(1/n2)3 = Δ(1/nz)

2 = r33Ez, performing the difference gives
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A filling factor Γ (also called an optical-electrical field overlap parameter) has been included due to 
the fact that the applied field may not be uniform as it overlaps the waveguide, resulting in an effective 
field that is somewhat less than 100 percent of the maximum field.

In the general case for the applied electric field along z, the tensor remains diagonal and Δ(1/n2)1 =
r13Ez = Δ(1/n2)2 = r23Ez, and Δ(1/n2)3 = r33Ez. This means that the index ellipsoid has not rotated, its 
axes have merely changed in length. Light polarized along any of these axes will see a pure phase 
modulation. Because r33 is largest, polarizing the light along z and providing the applied field along z
will provide the largest phase modulation for a given field. Light polarized along either x or y will have 
the same index change, which might be a better direction if polarization-independent modulation is 
desired. However, this would require light to enter along z, which is the direction in which the field is 
applied, so it is not practical.

As another example, consider the applied electric field along y. In this case the nonzero terms are

Δ
⎛
⎝⎜

⎞
⎠⎟

= Δ
⎛
⎝⎜

⎞
⎠⎟

= = − Δ1 1 1
2

1
12 2

2
22 12n

r E
n

r E r Ey y y nn
r Ey2

4
42

⎛
⎝⎜

⎞
⎠⎟

=  (53)

There is now a yz cross-term, coming from r42. Diagonalization of the perturbed tensor finds new 
principal axes, only slightly rotated about the z axis. Therefore, the principal refractive index changes 
are essentially along the x and y axes, with the same values as Δ(1/n2)1 and Δ(1/n2)2 in Eq. (53). If 
light enters along the z axis without a field applied, both polarizations (x and y) see an ordinary 
refractive index. With a field applied, both polarizations experience the same phase change (but 
opposite sign). In a later section titled “Polarization Independence,” we describe an interferometric 
modulator that does not depend on the sign of the phase change. This modulator is polarization 
independent, using this crystal and applied-field orientation, at the expense of operating at some-
what higher voltages, because r22 < r33.

Since lithium niobate is an insulator, the direction of the applied field in the material depends on 
how the electrodes are applied. Figure 32 shows a simple phase modulator. Electrodes that straddle the 
modulator provide an in-plane field as the field lines intersect the waveguide, as shown in Fig. 32b.
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This requires the modulator to be y-cut LiNbO3 (the y axis is normal to the wafer plane), with the field 
lines along the z direction; x-cut LiNbO3 will perform similarly. Figure 32c shows a modulator in z-cut 
LiNbO3. In this case, the electrode is placed over the waveguide, with the electric field extending down-
ward through the waveguide (along the z direction). The field lines will come up at a second, more 
distant electrode. In either case, the field may be fringing and nonuniform, which is why the filling factor 
Γ has been introduced.

Phase Modulation

Applying a field to one of the geometries shown in Fig. 32 results in pure phase modulation. The 
field is roughly V/G, where G is the gap between the two electrodes. For an electrode length L, the 
phase shift is
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The refractive index for bulk LiNbO3 is given by61
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Inserting numbers for l = 1.55 μm gives no = 2.21. When G = 10 μm and V = 5 V, a p phase shift is 
expected in a length L ∼ 1 cm.

It can be seen from Eq. (54) that the electro-optic phase shift depends on the product of the length 
and voltage. Longer modulators can use smaller voltages to achieve a p phase shift. Shorter modulators 
require higher voltages. Thus, the figure of merit for phase modulators is typically the product of the volt-
age required to reach p times the length. The modulator just discussed has a 5-V· cm figure of merit.

The electro-optic phase shift has a few direct uses, such as providing a frequency shifter (since 
∂f/∂t ∝ Δn). However, in communication systems this phase shift is generally used in an interfero-
metric configuration to provide intensity modulation, discussed in the following section. 

Y-Branch Interferometric (Mach-Zehnder) Modulator

The interferometric modulator is shown schematically in Fig. 31. This geometry allows waveguided 
light from the two branches to interfere, forming the basis of an intensity modulator. The amount of 
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FIGURE 32 (a) Geometry for phase modulation in lithium niobate with electrodes straddling the channel wave-
guide. (b) End view of (a), showing how the field in the channel is parallel to the surface. (c) End view of a geometry 
placing one electrode over the channel, showing how the field in the channel is essentially normal to the surface.
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interference is tunable by providing a relative phase shift on one arm with respect to the other. Light 
entering a single-mode waveguide is equally divided into the two branches at the Y junction, ini-
tially with zero relative phase difference. The guided light then enters the two arms of the waveguide 
interferometer, which are sufficiently separated that there is no coupling between them. If no voltage 
is applied to the electrodes, and the arms are exactly the same length, the two guided beams arrive 
at the second Y junction in phase and enter the output single-mode waveguide in phase. Except for 
small radiation losses, the output is equal in intensity to the input. However, if a p phase difference 
is introduced between the two beams via the electro-optic effect, the combined beam has a lateral 
amplitude profile of odd spatial symmetry. This is a second-order mode and is not supported in a 
single-mode waveguide. The light is thus forced to radiate into the substrate and is lost. In this way, 
the device operates as an electrically driven optical intensity on-off modulator. Assuming perfectly 
equal splitting and combining, the fraction of light transmitted is
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where Δf is the difference in phase experienced by the light in the different arms of the interferometer: 
Δf = ΔnkL, where k = 2p/l, Δn is the difference in refractive index between the two arms, and L is 
the path length of the field-induced refractive index difference. The voltage at which the transmission 
goes to zero (Δf = p) is usually called Vp. By operating in a push-pull manner, with the index change 
increasing in one arm and decreasing in the other, the index difference Δn is twice the index change in 
either arm. This halves the required voltage.

Note that the transmitted light is periodic in phase difference (and therefore voltage). The 
response depends only on the integrated phase shift and not on the details of its spatial evolution. 
Therefore, nonuniformities in the electro-optically induced index change that may occur along the 
interferometer arms do not affect the extinction ratio. This property has made the Mach Zehnder 
(MZ) modulator the device of choice in communication applications.

For analog applications, where linear modulation is required, the modulator is prebiased to the 
quarter-wave point (at voltage Vb = p/2), and the transmission efficiency becomes linear in V − Vb 
(for moderate excursions):
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The electro-optic effect depends on the polarization. For the electrode configuration shown here, 
the applied field is in the plane of the lithium niobate wafer, and the polarization of the light to be 
modulated must also be in that plane. This will be the case if a TE-polarized laser diode is butt-
coupled (or lens-coupled) with the plane of its active region parallel to the plane of the lithium 
niobate wafer, and if the wafer is Y-cut. Polarization-independent modulation requires a different 
orientation, to be described later. First, however, we discuss the electrode requirements for high-
speed modulation.

High-Speed Operation

The optimal electrode design depends on how the modulator is to be driven. Because the elec-
trode is on the order of 1 cm long, the fastest devices require traveling-wave electrodes rather than 
lumped electrodes. Lower-speed modulators can use lumped electrodes, in which the modulator 
is driven as a capacitor terminated in a parallel resistor matched to the impedance of the source 
line. The modulation speed depends primarily on the RC time constant determined by the elec-
trode capacitance and the terminating resistance. To a smaller extent, the speed also depends on the 
resistivity of the electrode itself. The capacitance per unit length is a critical design parameter. This 
depends on the material dielectric constant, the electrode gap G and the electrode width W. With 
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increasing G, the capacitance per unit length decreases and the bandwidth-length product increases 
essentially logarithmically. In LiNbO3, when the electrode widths and gap are equal, the capacitance 
per unit length is 2.3 pF/cm and the bandwidth-length product is ΔfRCL = 2.5 GHz · cm. The trade-
off is between large G/W to reduce capacitance and small G/W to reduce drive voltage and electrode 
resistance. The ultimate speed of lumped electrode devices is limited by the electric signal transit 
time, with a bandwidth-length product of 2.2 GHz · cm. The way to achieve higher speed modula-
tion is to use traveling-wave electrodes.

The traveling-wave electrode is a miniature transmission line. Ideally, the impedance of this 
coplanar line is matched to the electrical drive line and is terminated in its characteristic impedance. 
In this case, the modulator bandwidth is determined by the difference in velocity between the optical 
and electrical signals (velocity mismatch or walk-off), and any electrical propagation loss. Because of 
competing requirements between a small gap to reduce drive voltage and a wide electrode width to 
reduce RF losses, as well as reflections at any impedance transition, subtle trade-offs must be consid-
ered in designing traveling-wave devices.

Lithium niobate MZ modulators operating out to 35 GHz at l = 1.55 μm are commercially avail-
able, with Vp = 10 V, with <5 dB insertion loss and >20 dB extinction ratio.62 To operate near quadra-
ture, which is the linear modulation point, a bias voltage of ∼4 V is required. Direct coupling from 
a laser or polarization-maintaining fiber is required, since these modulators operate on only one 
polarization. 

Insertion Loss

Modulator insertion loss can be due to Fresnel reflection at the lithium niobate-air interfaces, which 
can be reduced by antireflection coatings or index matching (which only helps, but does not eliminate 
this loss, because of the very high refractive index of lithium niobate). The other cause of insertion 
loss is mode mismatch. To match the spatial profile of the fiber mode, a deep and buried waveguide 
must be diffused. Typically, the waveguide will be 9 μm wide and 5 μm deep. While the in-plane mode 
can be gaussian and can match well to the fiber mode, the out-of-plane mode is asymmetric, and its 
depth must be carefully optimized. In an optimized modulator, the coupling loss per face is about 
0.35 dB and the propagation loss is about 0.3 dB/cm. This result includes a residual index-matched 
Fresnel loss of 0.12 dB.

Misalignment can also cause insertion loss. An offset of 2 μm typically increases the coupling loss 
by 0.25 dB. The angular misalignment must be maintained below 0.5° in order to keep the excess loss 
below 0.25 dB.63

Propagation loss comes about from absorption, metallic overlay, scattering from the volume or 
surface, bend loss, and excess loss in the Y-branches. Absorption loss at 1.3 and 1.55 μm wavelengths 
appears to be <0.1 dB/cm. Bend loss can be large, unless any curvature of guides is small. The attenu-
ation coefficient in a bend has the form a = C1 exp (−C2R), where C1 = 15 mm−1 and C2 = 0.4 mm−1 in 
titanium indiffused lithium niobate, at wavelengths around 1.3 to 1.5 μm. This means that a 5-mm-
long section of constant radius 20 mm will introduce only 0.1 dB of excess loss.63

A final source of loss in Y-branches is excess radiation introduced by sharp transitions at the 
Y junction.These junctions must be fabricated carefully to avoid such losses, since tolerances on wave-
guide roughness are critically small.

Polarization Independence

As previously shown, if the light is incident along the z axis and the field is along the y axis, then 
light polarized along x and y experience the same phase shift, but with opposite signs. This requires 
an x-cut crystal, with an in-plane field along y, which provides polarization-independent interfero-
metric modulation at the sacrifice of somewhat higher half-wave voltage (e.g., 17 V).64 Because of 
the difficulty of achieving exactly reproducible lengths in the two arms of the Y-branch interferom-
eter, it was found useful to do a postfabrication phase correction using laser ablation.
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Photorefractivity and Optical Damage

Lithium niobate exhibits photorefractivity, also called optical damage, when it is a nuisance. This phe-
nomenon is a change in refractive index as a result of photoconduction originating in weak absorp-
tion by deep traps and a subsequent redistribution of charges within the lithium niobate. Because 
the photoconductive crystal is electro-optic, the change in electric field resulting from charge 
motion shows up as a change in refractive index, altering the phase shift as well as the waveguiding 
properties. While photorefractivity seriously limits the performance of lithium niobate modulators 
at shorter wavelengths (even at 850 nm),65 it is not a serious concern at 1.3 μm and 1.55 μm.

However, partial screening by photocarriers may cause a drift in the required bias voltage of mod-
ulators, and systems designers may need to be sensitive to this.

Multimode Interferometric Mach-Zehnder Modulator

An alternative geometry has been developed for the waveguide Mach-Zehnder interferometer that 
replaces the Y branch by a multimode interferometric (MMI) power splitter, which is shown in Fig. 33. 
The MMI modulator works on the principle that there are distances at which light traveling down a 
step-index waveguide self-images. These self-imaging planes are analogous to Talbot planes for plane 
waves. The process of self-imaging is indicated in Fig. 33a.66 It can be seen that if light is incident in a 
spatial distribution localized to only one-half of the guide, at a distance of 1/2 (3Lp) the power will be 
split equally into two spatial distributions. This enables a simple power splitter, as shown in Fig 33b.66
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FIGURE 33 Multimode interferometric (MMI) devices as observed from above: 
(a) multimode waveguide showing the input field Ψ(y,0), a mirrored single image at 
(3Lp), a direct single image at 2(3Lp), and two-fold images at 1/2 (3Lp) and 3/2 (3Lp);66 
(b) power splitter, achieved at 1/2 (3Lp) with typical dimensions as shown in micrometers;66 
and (c) interference modulator, achieved at (3Lp), with voltage applied by the darkened 
electrode; ground plane is under the substrate.67
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In a step-index multimode guide, because the modes are equally spaced, the beat length Lp is given by 

 Lp = p/(bo − b1) ≈ 4ncoWe
2/3lo (57)

where We is the effective width of the guide, including Goos-Hanschen shifts. For We = 11 μm, this 
gives Lp ∼ 0.5 mm in semiconductors, so a power splitter could be less than a millimeter long.

Ultracompact modulators can be constructed by the method shown in Fig. 33c,67 with an electrode 
applied to only part of the structure, which will nonuniformly change the phases and destroy the 
coherent mixing that self-images the light to the output waveguide. Different electrode structures and 
electro-optic media have been demonstrated, including prism electrodes in electro-optic polymers.68

Electro-Optic Polymer Modulators

For a number of years researchers have been working to make polymer modulators a reality. Electro-
optic polymers contain nonlinear chromophores capable of providing large electro-optic effects at 
transmission wavelengths of 1.3 and 1.55 μm, with electro-optic coefficients of ∼70 pm/V, with the 
potential of ∼100 pm/V, which is 3 to 4 times greater than of lithium niobate. The technology typi-
cally involves spin coating of the polymer onto a silicon substrate, poling it, and applying electrodes. 
Electro-optic polymers are compatible with semiconductor fabrication methods and have low dielec-
tric constants, so they can be easily velocity matched when applying traveling-wave electrodes for 
high-speed switching. 

However, electro-optic polymers have had serious reliability issues. Gradual relaxation of the 
electro-optic coefficient is due to the slow misalignment of the chromophores, which form antipar-
allel pairs and effectively cancel out the electro-optic effect. This problem has been largely resolved 
using chemical anchoring schemes and/or poling in inert environments. There continues to be a 
problem with gradual changes in refractive index; however, some device designs are relatively robust 
to refractive index changes. The MMI is proposed to be such a structure, with simple design tolerance 
toward fluctuation of refractive indices. 

For these modulators, highly active chromophores are dispersed at high concentrations in host 
polymers. A traditional commercially available chromophore is Disperse Red 1 (DR1), while much 
higher activity chromophores have been researched and are rapidly becoming commercially available. 
The polymer host is amorphous polycarbonate or polysulfone. The chromophore-doped polymer 
is dissolved in cyclohexanone (CHN) and tetrahydrofuran and then spin coated on the substrate. 
Cladding is typically spun on using commercially available acrylate. Relief structures, such as ridge 
waveguides, are plasma-etched into the films. After electrodes are deposited, the chromophore-doped 
polymer is made electro-optic by poling. In this process the sample is heated (e.g., at 130°C for 
15 min) with a constant voltage applied (e.g., 600 V) between the bottom and the top electrodes. The 
temperature is dropped back to room temperature with the electric field still applied to ensure that 
the chromophores are oriented to achieve noncentrosymetric alignment.69

13.12 ELECTROABSORPTION MODULATORS 

Semiconductors exhibit field-dependent absorption and refractive index. Such modulators can be inte-
grated directly on the same chip as the laser, or placed external to the laser chip. External modulators may 
be butt-coupled to the laser, coupled by means of a microlens or by means of a fiber pigtail.

Electroabsorption

The electric field dependence of the absorption near the band edge of a semiconductor is called elec-
troabsorption, and is particularly strong in quantum wells, where it is often called the quantum-confined 
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Stark Effect (QCSE) An example of the wavelength dependence of the QCSE is shown in Fig. 34. 
The absorption spectrum of QWs exhibits a peak at the exciton resonance: when a field is applied, 
the exciton resonance moves to longer wavelengths, becomes weaker, and broadens. This means that 
on the long-wavelength side, the absorption increases with field, as the exciton resonance moves to 
longer wavelengths. At wavelengths closer to the exciton resonance, the absorption will first increase 
with field, then plateau, and finally decrease, as the field continues to grow. At wavelengths shorter 
than the zero-field exciton resonance, the absorption will decrease with increasing field, as the reso-
nance moves to longer wavelengths.

While electroabsorption in QWs is much larger than in bulk, due to the sharpness of the excitonic-
enhanced absorption edge, the useful absorption change must be multiplied by the filling factor of the 
QW in the waveguide, which reduces its effective magnitude. Under some conditions, electroabsorp-
tion near the band edge in bulk semiconductors (typically called the Franz-Keldysh effect) may also be 
useful in electroabsorption modulators.

Waveguide Modulators

When light traverses a length of QW material, the transmission will be a function of applied voltage. An 
electroabsorption modulator consists of a length of waveguide containing QWs. The waveguide is nec-
essary to confine the light to the QW region so that it does not diffract away. Thus, low-refractive-index 
layers must surround the layer containing the QWs. Discrete electroabsorption modulators are typically 
made by using geometries similar to those of edge-emitting lasers (Fig. 1), but without mirrors. They 
are cleaved, antireflection coated, and then butt-coupled to the laser chip. They are operated by a reverse 
bias, rather than the forward bias of a laser. Or the modulator can be integrated on the laser chip, with 
the electroabsorption modulation region following a DFB or DBR laser in the optical train, as shown in 
Fig. 35. This figure shows the simplest electroabsorption modulator, with the same MQW composition 
as the DFB laser. This ridge waveguide device has been demonstrated with a 3-dB bandwidth of 30 GHz. 
The on-off contrast ratio is 12.5 dB for a 3-V drive voltage in a 90-μm-long modulator.71 The use of the 
same QWs is possible by setting the grating that determines the laser wavelength to well below the exci-
ton resonance. Because of the inherently wide-gain spectrum exhibited by strained layer MQWs, this 
detuning is possible for the laser and still allows it to operate in the optimal wavelength region for the 
electroabsorption modulator.

Other integrated electroabsorption modulators use a QW composition in the electroabsorption 
region that is different from that of the laser medium. Techniques for integration are discussed later.
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Intensity Modulation by Electroabsorption

In an electroabsorption waveguide modulator of length L, where the absorption is a function of 
applied field E, the transmission is a function of field: T(E) = exp [−a (E)L], where a is the absorp-
tion per unit length, averaging the QW absorption over the entire waveguide. (That is, a is the QW 
absorption multiplied by the filling factor of the QW in the waveguide.) Performance is usually 
characterized by two quantities: insertion loss (throughput at high transmission) and contrast ratio 
(ratio of high transmission to low transmission). Assume that the loss in the QW, initially at low 
value a−, increases by da. The contrast ratio is given by: CR ≡ Thigh/Tlow = exp(daL). The insertion 
loss is given by A ≡ 1 − Thigh = 1 − exp (−a−L) ≈ a−L. A long path length L means a high contrast 
ratio but also a large insertion loss and large capacitance, which results in a slower speed. Choosing 
the most practical length for any given application requires trading off the contrast ratio against 
insertion loss and speed.

To keep a moderate insertion loss, waveguide lengths should be chosen so that L ≈ 1/a−, which 
sets the contrast ratio as CR = exp(da/a−). The contrast ratio depends on the ratio of the change in 
absorption to the absorption in the low-loss state; this fact is used to design the QW composition and 
dimensions relative to the wavelength of operation. In general, the contrast ratio improves farther 
from the band edge, but the maximum absorption is smaller there, so the modulator must be longer, 
which increases its capacitance, decreases its speed, and increases its loss. Contrast ratios may reach 
10/1 or more with <2 V applied for optimized electroabsorption modulators. In a waveguide, the 
contrast ratio does not depend on the filling factor of the QW in the waveguide, but the required 
length L does. Since high-speed modulators require small capacitance and small length, the filling 
factor should be as high as possible.

Waveguide modulators are used at wavelengths where the absorption is not too large, well below 
the band edge. In this wavelength region, electroabsorption at a fixed wavelength can be modeled 
by a pure quadratic dependence on field. Thus a (E) ≈ ao + a2E

2, where a2 will typically depend on 
the wavelength, the QW and barrier dimensions and composition, and the waveguide filling factor. 
Intimately connected with this change in absorption is a change in refractive index with a similar field 
dependence: dn(E) ≈ n2E

2, where n2 is also strongly dependent on wavelength. Both electroabsorption 
and electrorefraction are about an order of magnitude larger in QWs than in bulk material. Specific 
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numerical values depend on the detailed design, but typical values are on the order of ao ∼ 100 cm−1, 
da ∼ 1000 cm−1, L ∼ 200 μm for 2 V applied across an i region 2.5-μm thick, for a field of ∼10 kV/cm. 
This means a2 ∼ 2 × 10−5 cm/V2. Also, n2 ∼ 2 × 10−11 V−2.

Applying a Field in a Semiconductor

The electric field is usually applied by reverse biasing a pin junction. The electric field is supported by the 
semiconductor depletion region that exists within a pin junction, or at a metal-semiconductor junction 
(Schottky barrier). Charge carrier depletion in the n and p regions may play a role in determining the 
electric field across thin intrinsic regions. Taking this into account while assuming an undoped i region, 
the electric field across the i region of an ideally abrupt pin junction, when the undoped layer di is 
sufficiently large, can be expressed as72
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where Nd is the (donor) doping density in the n region, Na is the (acceptor) doping density in the 
p region, e is the elementary charge, e is the dielectric constant, di is the thickness of the intrinsic 
region, and Vtot is the sum of the applied and built-in field (defined positive for reverse bias). This 
assumes the n and p regions are highly doped and the i region is undoped, so that most of the voltage 
is dropped across the i region. To lowest order, this is just the field across a capacitor of thickness di. 
For a typical applied voltage of 5 V and di = 0.25 μm, with Na = 1018 cm−3 and Nd = 1018 cm−3, 
E = 2 × 105 V/cm. How much this will change the absorption and refractive index depends on wave-
length and, of course, material design.

Operating Characteristics

In addition to contrast ratio, insertion loss, and required voltage, performance of electroabsorption 
modulators depends on speed, chirp, polarization dependence, optical power-handling capabilities, 
and linearity. These factors all depend on the wavelength of operation, the materials, the presence of 
strain, the QW and waveguide geometry, and the device design. Extensive trade-offs must be made 
to achieve the best possible operation for a given application. Modulators will differ, depending on 
the laser and the proposed applications.

Chirp Because a change in refractive index usually occurs during any absorption change da, elec-
troabsorption modulators, in general, exhibit chirp (frequency broadening due to the time-varying 
refractive index, also observed in modulated lasers), which can seriously limit their usefulness. As 
with semiconductor lasers, the figure of merit is b = kodn/da. Unlike lasers, however, there are par-
ticular wavelengths of sizable absorption change at which dn = 0. Studies have shown that these nulls 
in index change can be positioned where da is large by using coupled quantum wells (CQWs).74 
These structures provide two, three, or more wells so closely spaced that the electron wave functions 
overlap between them. If desired, several sets of these CQWs may be used in a single waveguide, if 
they are separated by large enough barriers that they do not interact. Chirp-free design is an impor-
tant aspect of electroabsorption modulators.

On the other hand, since the chirp can be controlled in electroabsorption modulators, there are 
conditions under which it is advantageous to provide a negative chirp to cancel out the positive chirp 
introduced by fibers. This allows 1.55-μm laser pulses to travel down normally dispersive fiber (with 
zero material dispersion at 1.3 μm) without the pulses unduly spreading.

Polarization Dependence In general, the QCSE is strongly polarization dependent, although there 
may be specific wavelengths at which TE and TM polarized light experience the same values of 
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electroabsorption (and/or electrorefraction). It turns out that polarization-independent modulation 
is more readily achieved by using strained QWs. In addition, the contrast ratio of electroabsorption 
change at long wavelengths can be improved by using strained QWs.

Optical Power Dependence During the process of electroabsorption, the modulators can absorb 
some of the incident light, creating electron-hole pairs. If these pairs remain in the QWs, at high opti-
cal powers they will introduce a free carrier plasma field that can screen the exciton resonance. This 
broadens the absorption spectrum and reduces the contrast ratio. In some cases, electroabsorption 
modulators operating at the band edge of bulk semiconductors (the Franz-Keldysh effect) may be able 
to operate with higher laser power. A common approach is to use shallow QWs, so that the electrons 
and holes may escape easily.

Even when the electron-hole pairs created by absorption escape the QWs, they will move across 
the junction to screen the applied field. This will tend to reduce the applied field, so the performance 
will depend on the magnitude of absorbed light. Photogenerated carriers must also be removed, or 
they will slow down the modulator’s response time. Carriers may be removed by leakage currents in 
the electrodes or by recombination.

Built-in Bias Because pin junctions have built-in fields, even at zero applied voltage, electroab-
sorption modulators have a prebias. Some applications use a small forward bias to achieve even 
larger modulation depths. However, the large forward current resulting from the forward bias 
limits the usefulness of this approach. There are, at present, some research approaches to remove 
the internal fields using an internal strain-induced piezoelectric effect to offset the pn junction 
intrinsic field.

Commercial Discrete Electroabsorption Modulators Discrete electroabsorption modulators can be 
fast: 30 GHz or more. They can be designed either for low chirp (a can be < 0.5), or low polarization-
dependent loss (< 0.5), but not both. Typically they may operate with voltages from −4 to +1 V with 
20-dB extinction ratio.75 They are limited in optical power to 20 mW and require temperature-
stabilization with a thermoelectric cooler. Their greatest disadvantage, however, is their large inser-
tion loss (typically 7.5 to 10 dB), because mode profiles from single-mode fibers do not match the 
electroabsorptive semiconductor waveguides. 

One approach to reduce the insertion loss is to use the electroabsorption modulator in reflection 
(R-EAM). Devices have been reported with 4.5 dB typical insertion loss and 0.5 dB polarization depen-
dent loss. These devices have 11 dB modulation depth with a voltage range from 0 to -3 V, and 14 GHz 
bandwidth. Other devices operate at 35 GHz with a 1 dB polarization dependent loss and 10 dB contrast 
ratio.76

Integrating the Modulator

Stripe-geometry modulators can be cleaved from a wafer, antireflection coated, and butt-coupled 
to either a laser or a fiber pigtail. Typical insertion losses may be ∼10 dB. Or, the modulator may be 
monolithically integrated with the laser. A portion of the same epitaxial layer grown for the laser’s 
active region can be used as an electroabsorption modulator by providing a separate contact and 
applying a reverse bias. When such a modulator is placed inside the laser cavity, a multielement laser 
results that can have interesting switching properties, including wavelength tunability. When the 
electroabsorption modulator is placed outside the laser cavity, it is necessary to operate an electroab-
sorption modulator with a higher energy bandgap than the laser medium. Otherwise, the incident 
light will be absorbed, creating free electron-hole pairs that will move to screen the applied field and 
ruin the modulator.

Etch and Regrowth Typically, a first set of epitaxial layers is grown everywhere, which includes the 
laser structure up through the QW layer. Then the QW layer is etched away from the regions where 
it is not needed. The structure is then overgrown everywhere with the same upper cladding layers. 
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This typically results in a bulk electroabsorption modulator, consisting of laser-cladding material. 
A more complex fabrication process might mask the laser region during the regrowth process and 
grow a different QW composition that would provide an integrated butt-coupled modulator for the 
DFB (or DBR) QW laser.

Vertical Coupling between Layers This approach makes it possible to use a QW modulator as well 
as a QW laser, with a different QW composition in each. Two sets of QWs can be grown one on top 
of the other and the structures can be designed so that light couples vertically from one layer to the 
other, using, for example, grating-assisted coupling. This may involve photolithographically defining 
a grating followed by a regrowth of cladding layers, depending on the design.

Selective Area Epitaxy Growth on a patterned substrate allows the width of the QWs to be varied 
across the wafer during a single growth. The substrate is usually coated with a SiO2 mask in which 
slots are opened. Under a precise set of growth conditions no growth takes place on top of the 
dielectric, but surface migration of the group III species (indium) can take place for some distance 
across the mask to the nearest opening. The growth rate in the opened area depends on the width of 
the opening and the patterning on the mask. Another approach is epitaxial growth on faceted mesas, 
making use of the different surface diffusion lengths of deposited atomic species on different crystal 
facets.

Well and Barrier Intermixing The bandgap of a QW structure can be modified after growth by 
intermixing the well and barrier materials to form an alloy. This causes a rounding of the initially 
square QW bandgap profile and, in general, results in an increase of the bandgap energy. This pro-
vides a way to fabricate lasers and bandgap-shifted QCSE modulators using only one epitaxial step. 
Intermixing is greatly enhanced by the presence of impurities or defects in the vicinity of the QW 
interfaces. Then the bandgap is modified using impurity-induced disordering, laser beam-induced 
disordering, impurity-free vacancy diffusion, or ion implantation-enhanced interdiffusion. The 
challenge is to ensure that the electrical quality of the pin junction remains after interdiffusion; 
sometimes regrowth of a top p layer helps.73

Electroabsorption Modulators Integrated with Lasers

An electroabsorption modulator (EAM) integrated with a DFB or DBR laser is a good choice as a 
transmitter device in systems because of its compactness and ease of operation. Selective epitaxy 
enables separate optimization of the laser and the modulator. The laser may have either a DFB or 
DBR geometry and the EAM is a reverse biased pin structure. The two devices may be fabricated in a 
butt-coupled geometry, or separated and a waveguide grown to connect them.

Electroabsorption-modulated lasers are now commercially available from such companies as Oki, 
Cyoptics, Mitsubishi, JDS Uniphase, SVEDICE in Sweden, among others. They typically provide mod-
ulation to 40 Gb/s, with parameters such as 20-dB extinction ratio, 6-mW optical power, and 10-MHz 
spectral width with 35-dB sidemode suppression. These devices require thermoelectric coolers that 
typically dissipate 2 W. The specific designs are usually company-proprietary, but enough operational 
data is provided that they can be operated in a relatively straightforward manner. The great advantage 
of the electroabsorption modulator is the severe reduction in chirp, compared to modulating the laser 
current.

An alternative to selective epitaxy is the use of a localized quantum well intermixing process 
that has been shown to increase the bandgap. Intermixing can occur by impurity-induced disor-
dering, ion-implantation enhanced intermixing, and impurity-free vacancy diffusion. The latter 
method involves deposition of a dielectric capping material and subsequent thermal annealing. In 
GaAs–AlGaAs QW materials, SiOx induces outdiffusion of Ga during annealing, causing vacancies 
that enhance the intermixing of Ga and Al in the QWs. The bandgap becomes larger in the QW 
because of partial disordering of the two materials. In the InGaAs(P)–InP QW materials, SiN is 
used as a cap.
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13.13 ELECTRO-OPTIC AND ELECTROREFRACTIVE 
MODULATORS

Some semiconductor modulators are based on phase modulation that is converted to amplitude 
modulation by using a Mach-Zehnder interferometer, in the same manner as discussed in Sec. 13.11. 
Such modulators can be integrated on the same substrate as the laser, but do not have the chirp 
issues that electroabsorption modulators exhibit.

Electro-Optic Effect in Semiconductors

The III-V semiconductors are electro-optic. Although not initially anisotropic, they become so when 
an electric field is applied. Referring to the discussion of the electro-optic effect in Sec. 13.11 for defini-
tions, the GaAs electro-optic coefficients have only one nonzero term: r41 = r52 = r63 = 1.4 × 10−12 m/V. 
Crystals are typically grown on the (001) face, with the z axis normal to the surface, and the field is 
usually applied along z. The only electro-optically induced index change will be Δ(1/n2)4 = r41Ez, which 
introduces nondiagonal terms in the (x, y, z) coordinate system. Diagonalizing the matrix results in 
new axes (x′, y′, z) that are at 45° to the (x, y, z) crystal axes and new values of the inverse squared 
refractive index along these axes: 1/n2

x′ = 1/n2
o + r41Ez and 1/n2

y′ = 1/n2
o − r41Ez. 

Differentiation for small refractive change provides refractive index changes for light polarized at 
45° to crystal axes:
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The direction of these new optic axes (45° to the crystal axes) turns out to be in the direction that 
the zincblende material cleaves. Thus, TE-polarized light traveling down a waveguide normal to a 
cleave experiences the index change shown in Eq. (59). Depending on whether light goes along x′ or 
y′, the index will increase or decrease.77 Light polarized along z will not see any index change.

With an electro-optic coefficient of r41 = 1.4 × 10−10 cm/V, in a field of 10 kV/cm (2 V across 2 μm), 
and since no = 3.3, the index change for the TE polarization in GaAs will be 2.5 × 10−5. The index change 
in InP-based materials is comparable. The phase shift in a sample of length L is ΔnkL. At 1-μm wave-
length, this will require a sample of length 1 cm to achieve a p phase shift, so that the voltage-length 
product for electro-optic GaAs (or other semiconductor) will be ∼ 20 V⋅mm. Practical devices require 
larger refractive index changes, which can be achieved by using the electrorefractive effect in QWs and 
choosing the exciton resonance at a shorter wavelength than that of the light to be modulated.

Electrorefraction in Semiconductors

Near the band edge in semiconductors, the change in refractive index with applied field can be 
particularly large, especially in QWs, and is termed electrorefraction, or the electrorefractive effect. 
Electrorefraction is calculated from the spectrum of electroabsorption using the Kramers-Kronig 
relations. The existence of electroabsorption means there will inevitably be electrorefraction at 
wavelengths below the band edge. Electrorefraction may be larger than the electro-optic effect and 
may significantly reduce the length and drive voltages required for phase modulation in semicon-
ductor waveguides. The voltage-length product depends on how close to the absorption resonance 
the modulator is operating. It also depends on device design. As with electroabsorption modula-
tors, the field is usually applied across a pin junction. Some reported p voltage-length products are 
2.3 V⋅mm in GaAs/AlGaAs QWs (at 25-V bias), 1.8 V⋅mm in InGaAs/InAlAs QWs, and the same 
in GaAs/AlGaAs double heterostructures.78 These voltage-length products depend on wavelength 
detuning from the exciton resonance and therefore on insertion and electroabsorption losses. The 
larger the voltage-length product, the greater the loss.
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Typical Performance Electrorefraction is polarization dependent, because the QCSE is polariza-
tion dependent. In addition, the TE polarization experiences the electro-optic effect, which may 
add to or subtract from the electrorefractive effect, depending on the crystal orientation. Typically, 
Δn for TE polarization (in an orientation that sums these effects) will be 8 × 10−4 at 82 kV/cm (7 V 
across a waveguide with an i layer 0.85-μm thick). Of this, the contribution from the electro-optic 
effect is 2 × 10−4. Thus, electrorefraction is about 4 times larger than the electro-optic effect and the 
voltage-length product will be reduced by a factor of 5. Of course, this ratio depends on the field, 
since the electro-optic effect is linear in field and electrorefraction is quadratic in the field. This ratio 
also depends on wavelength; electrorefraction can be larger at wavelengths closer to the exciton reso-
nance, but the residual losses go up. The TE polarization of electrorefractive modulators integrates 
well with a TE-polarized laser, and they can be grown on the same substrate.

The TM polarization, which experiences electrorefraction alone, will be 5 × 10−4 at the same field, 
slightly smaller than the TE electrorefraction, because QCSE is smaller for TM than TE polarization.79

Polarization-independent electrorefraction modulators have been demonstrated using suitably 
strained quantum wells. 

Advanced QW Concepts Compressive strain increases electrorefraction, as it does QCSE. 
Measurements at the same 82 kV/cm show an increase from 2.5 × 10−4 to 7.5 × 10−4 by increasing 
compressive strain.80 Strained QWs also make it possible to achieve polarization-independent elec-
trorefractive modulators (although when integrated with a semiconductor laser, which typically has 
a well-defined polarization, this should not be a necessity).

Advanced QW designs have the potential to increase the refractive index change below the exciton 
resonance. One example analyzes asymmetric coupled QWs and finds more than 10 times enhance-
ment in Δn below the band edge, at least at small biases. However, when fabricated and incorporated 
into Mach-Zehnder modulators, the complex three-well structure lowered Vp by only a factor of 3, 
attributed to the growth challenges of these structures.81

Nipi Modulators One way to obtain a particularly low voltage-length product is to place MQWs in a 
hetero-nipi waveguide. These structures incorporate multiple pin junctions (alternating n-i-p-i-n-i-p) 
and include QWs in each i layer. Selective contacts to each electrode are required, which limits how 
fast the modulator can be switched. A voltage-length product of 0.8 V·mm was observed at a wave-
length 115 meV below the exciton resonance. The lowest voltage InGaAs modulator had Vp = 0.5 V, at 
speeds up to 110 MHz. Faster speeds require shorter devices and higher voltages.78

Band-Filling Modulators When one operates sufficiently far from the band edge so that the 
absorption is not large, then the electrorefractive effect is only 2 to 3 times larger than the bulk 
electro-optic effect. This is because oscillations in the change in absorption with wavelength tend 
to cancel out their contributions to the change in refractive index at long wavelengths. By contrast, 
during band filling, the long-wavelength refractive index change is much larger, because band filling 
decreases the absorption at all wavelengths. However, because band filling relies on real carriers, it 
lasts as long as the carriers do, and it is important to find ways to remove these carriers to achieve 
high-speed operation.

Voltage-controlled transfer of electrons into and out of QWs (BRAQWET modulator) can yield 
large electrorefraction by band filling. The refractive index change at 1.55 μm can be as large as 
Δn = 0.02 for 6 V. One structure consists of 12 repeating elements,82 with the single QW replaced 
by three closely spaced strongly coupled QWs, demonstrating Vp L = 3.2 V·mm with negligible loss. 
Researchers have been looking at these QW devices, and others driven by heterostructure buried 
transistors (HBTs) that drive current in and out of the QWs. None seems to have reached practicality 
by this time, however. 

An important direction for bandfilling nonlinearities is the holy grail of all-silicon photonics. In 
silicon the refractive index changes because of electron-hole plasma injection. One approach is to inte-
grate a SiGe HBT together with silicon waveguide. Including a distributed Bragg reflector can convert 
the index change into a transmission change. The use of SiGe quantum wells enables the quantum-
confined Stark effect to be used, leading to larger electrorefraction than from band-filling alone.
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Semiconductor Interferometric Modulators

The issues for Mach-Zehnder modulators fabricated in semiconductors are similar to those for 
modulators in lithium niobate, but the design and fabrication processes in semiconductors are by no 
means as well developed. Fabrication tolerances, polarization dependence, interaction with lasers, 
and operation at high optical input powers are just some of the issues that need to be addressed. 
While the power splitters in the interferometer can be Y branches, fabricated by etching to form 
ridge waveguides, they are more usually formed by multimode interference (MMI) power splitters, 
discussed previously. 

One example reports a Mach-Zehnder interferometer at 1.55 μm in InGaAlAs QWs with InAlAs 
barriers.83 A polarization-independent extinction ratio of 30 dB was reported, over a 20-nm wave-
length range without degradation at input powers of 18 dBm (63 mW). The interferometer phase-
shifting region was 1000-μm long, and each MMI was 200-μm long. The insertion loss of 13 dB was 
due to the mismatch between the mode of the single-mode optical fiber and of the semiconductor 
waveguide, which was 2-μm wide and 3.5-μm high. Various semiconductor structures to convert spot 
size should bring this coupling loss down. 

13.14 PIN DIODES

The detectors used for fiber optic communication systems are usually pin photodiodes. In high-
sensitivity applications, such as long-distance systems operating at 1.55-μm wavelength, avalanche 
photodiodes are sometimes used because they have internal gain. Occasionally, metal-semiconduc-
tor-metal (MSM) photoconductive detectors with interdigitated electrode geometry are used because 
of ease of fabrication and integration. For the highest-speed applications, Schottky photodiodes may 
be chosen. This section reviews properties of pin photodiodes. The next section outlines the other 
photodetectors.

The material of choice for these photodiodes depends on the wavelength at which they will be oper-
ated. The short-wavelength pin silicon photodiode is perfectly suited for GaAs wavelengths (850 nm); these 
inexpensive detectors are paired with GaAs/AlGaAs LEDs for low-cost data communication applica-
tions. They are also used in the shorter-wavelength plastic fiber applications at 650 nm. The longer-
wavelength telecommunication systems at 1.3 and 1.55 μm require longer-wavelength detectors. These 
are typically pin diodes composed of lattice-matched ternary In0.47Ga0.53As grown on InP. Silicon is an 
indirect bandgap semiconductor while InGaAs is a direct-band material; this affects each material’s 
absorption properties and therefore its photodiode design. In particular, silicon photodiodes tend to be 
slower than those made of GaAs or InGaAs, because silicon intrinsic regions must be thicker. Carriers 
absorbed in the n region that diffuse into the i layer also slow silicon pin detectors down because diffu-
sion lengths in silicon are much longer than in GaAs. Speeds are also determined by carrier mobilities, 
which are lower in silicon than in the III-V materials.

Previous volumes in this Handbook have outlined the concepts behind the photodetectors dis-
cussed here. Chapter 24 in Vol. II places pin photodetectors in context with other detectors, and gives 
specific characteristics of some commercially available detectors, allowing direct comparison of sili-
con, InGaAsP, and germanium detectors. Chapter 25 in Vol. II describes the principles by which the
pin and the avalanche photodiodes operate. The properties of greatest interest to fiber communica-
tions will be repeated here. Chapter 26 in Vol. II concentrates on high-speed photodetectors and 
provides particularly useful information on their design for high-speed applications.

The pin junction consists of a thin, heavily doped n region (called n+), a near-intrinsic n region 
(the i region), and a heavily doped p region (called p+). An incident photon with energy greater than 
or equal to the bandgap of the semiconductor generates electron-hole pairs. In a well-designed pho-
todiode, this generation takes place in the space-charge region of the pn junction. As a result of the 
electric field in this region, the electrons and holes separate and drift in opposite directions, causing 
current to flow in the external circuit. This current is monitored as a change in voltage across a load 
resistor. The pin photodiode is the workhorse of fiber communication systems.
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Typical Geometry

Typically, the electric field is applied across the pn junction and photocarriers are collected across the 
diode. A typical geometry for a silicon photodiode is shown in Fig. 36a. A pn junction is formed by 
a thin p+ diffusion into a lightly doped n− or i layer (also called the i layer since it is almost intrinsic) 
through a window in a protective SiO2 film. Then super minus or i layer i layer between the p+ and n+ 
regions supports a space-charge region, which, in the dark, is depleted of free carriers (this is sometimes 
called the depletion region) and supports the voltage drop that results from the pn junction. When light 
is absorbed in this space-charge region, the absorption process creates electron-hole pairs that separate 
in the electric field (field lines are shown in Fig. 36a), the electrons falling down the potential hill to 
the n region and the holes moving to the p region. This separation of charge produces a current in the 
external circuit, which is read out as a measure of the light level. Free carriers generated within a diffu-
sion length of the junction may diffuse into the space charge region, adding to the measured current.

Long-wavelength detectors utilize n− or i layers that are grown with a composition that will 
absorb efficiently in the wavelength region of interest. The ternary In0.47Ga0.53As can be grown lattice-
matched to InP and has a spectral response that is suitable for both the 1.3- and 1.55-μm wavelength 
regions. Thus, this ternary is usually the material of choice, rather than the more difficult to grow 
quaternary InGaAsP, although the latter provides more opportunity to tune the wavelength response. 
Figure 36b shows a typical geometry. Epitaxial growth provides lightly doped material on a heavily 
doped substrate. The InP buffer layer is grown to keep the dopants from diffusing into the lightly 
doped absorbing InGaAs layer. The required thin p region is formed by diffusion through a silicon 
nitride insulating window. Because InP is transparent to 1.3- and 1.55-μm light, the photodiode can 
be back-illuminated, which makes electrical contacting convenient. In some embodiments, a well is 
etched in the substrate and the fiber is glued in place just below the photosensitive region.

Carriers generated outside the space-charge region may enter into the junction by diffusion, and 
can introduce considerable delay time. In silicon, the diffusion length is as long as 1 cm, so photocarri-
ers generated anywhere within the silicon photodiode can contribute to the photocurrent. Because the 
diffusion velocity is much slower than the transit time across the space-charge region, diffusion currents 
slow down silicon photodiodes. This is particularly true in pn diodes. Thus, high-speed applications 
typically use pin diodes with a narrower bandgap in the i layer, limiting absorption to this region.

To minimize diffusion from the p+ entrance region, the junction should be formed very close to the 
surface. The space-charge region should be sufficiently thick so that most of the light will be absorbed 
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there (thickness ≈ 1/a). With sufficient reverse bias, carriers will drift at their scattering-limited veloc-
ity. The space-charge layer must not be too thick, however, or transit-time will limit the frequency 
response. Neither should it be too thin, or excessive capacitance will result in a large RC time constant. 
The optimum compromise occurs when the modulation period is on the order of twice the transit 
time. For example, for a modulation frequency of 10 GHz, the optimum i layer thickness in silicon 
is about 5 μm. However, this is not enough thickness to absorb more than ∼50 percent of the light at 
850-nm wavelength. Thus, there is a trade-off between sensitivity and speed. If the wavelength drops 
to 980 nm, only 10 percent of the light is absorbed in a 10-μm thick i layer of silicon.

The doping must be sufficiently small so that the i region can support the voltage drop of the 
built-in voltage Vbi plus the applied voltage. When the doping density of the p+ region is much higher 
than the doping density of the i layer (actually lightly doped with ND donor density), the thickness of 
the space-charge layer is 
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To achieve space-charge layer thickness Ws = 10 μm in a silicon photodiode with 10 V applied requires 
an extremely pure i layer with doping density ND ≈ 1014 cm−3. If the doping is not this low, the voltage 
drops more rapidly, and the field will not extend fully across the low-doped region i region.

GaAs photodiodes are faster than silicon, because their diffusion length in the highly doped n 
region is only ∼100 μm. Also, their transit time across the i layer is faster than the transit time in 
silicon. The fastest diodes have transparent n+ and p+ regions, such as InGaAs/GaAs or InGaAs/InP 
photodiodes (also GaAs/AlGaAs photodiodes). These diodes have highly doped n and p regions with 
wider bandgap material than the i layer, so they contribute no photocurrent. The thickness of the i 
layer is chosen thin enough to achieve the desired speed (trading off transit time and capacitance), 
with a possible sacrifice of sensitivity.

Typically, light makes a single pass through the active layer. In silicon photodiodes, the light usu-
ally enters through the p contact at the surface of the diode (Fig. 36a). The top metal contact must 
have a window for light to enter (or be a transparent contact, such as indium tin oxide). The InGaAs 
photodiodes may receive light from the p side or the n side, because neither is absorbing. In addition, 
some back-illuminated devices use a double pass, reflecting off a mirrored top surface, to double the 
absorbing length. Some more advanced detectors, resonant photodiodes, use integrally grown Fabry-
Perot cavities (using DBR mirrors, as in VCSELs) that resonantly reflect the light back and forth across 
the i region, enhancing the quantum efficiency. These are typically used only at the highest bandwidths 
(>20 GHz) or for wavelength division multiplexing (WDM) applications, where wavelength-selective 
photodetection is required. In addition, photodiodes designed for integration with other components 
are illuminated through a waveguide in the plane of the pn junction. The reader is directed to Chap. 26, 
Vol. II to obtain more information on these advanced geometries.

Sensitivity (Responsivity)

To operate a pin photodiode, it is sufficient to place a load resistor between ground and the n side 
and apply reverse voltage to the p side (V < 0). The photocurrent is monitored as a voltage drop 
across this load resistor. The photodiode current in the presence of an optical signal of power Ps is 
negative, with a magnitude given by

 I e
hv

P ID s D= ⎛
⎝⎜

⎞
⎠⎟ +η  (61)

where ID is the magnitude of the (negative) current measured in the dark. The detector quantum
efficiency hD (electron-hole pairs detected per photon) is determined by the optical transmission of 
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the top electrode T, by the reflection R of light from the top surface of the photodiode (which can 
be reduced by adding an antireflective coating), and by how much light is absorbed in the region of 
thickness W, that is, at or within a diffusion length of the i layer (which depends on the absorption 
coefficient a). The detector quantum efficiency can be expressed as hD = (1 − R)T [1 − exp (−aW)].

The sensitivity (or responsivity ℜ) of a detector is the ratio of milliamperes of current out per 
milliwatt of light in. Thus, the responsivity is

 ℜ = =
I

P
e

hv
PD

s
Dη  (62)

For detection of a given wavelength, the photodiode material must be chosen with a bandgap sufficient 
to provide suitable sensitivity. The absorption spectra and quantum efficiency of candidate detector 
materials are shown in Fig. 37. Silicon photodiodes provide low-cost detectors for most data commu-
nications applications, with acceptable sensitivity at 850 nm (absorption coefficient ∼500 cm−1). These 
detectors work well with the GaAs lasers and LEDs that are used in the inexpensive datacom systems 
and for short-distance or low-bandwidth local area network (LAN) applications. GaAs detectors are 
faster, both because their absorption can be larger and because their electron mobility is higher, but they 
are more expensive. Systems that require longer-wavelength InGaAsP/InP lasers typically use InGaAs 
photodiodes. Germanium has a larger dark current, so it is not usually employed for optical communi-
cations applications. Essentially all commercial photodetectors use bulk material, not quantum wells, as 
these are simpler, are less wavelength sensitive, and have comparable performance. Table 1 gives the sen-
sitivity of typical detectors of interest in fiber communications, measured in units of amperes per watt, 
along with speed and relative dark current.
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diode detectors and (b) spectral response of typical photodetectors.

TABLE 1 Characteristics of Typical Photodiodes

    Dark Current
 Wavelength (nm) Sensitivity ℜ  (A/W) Speed t (ns) (Normalized Units)

Silicon 850 0.55 3 1
 650 0.4 3
GaInAs 1300–1600 0.95 0.2 3
Ge (pn) 1550 0.9 3 66
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Speed

Contributions to the speed of a pin diode come from the transit time across the space-charge region 
and from the RC time constant of the diode circuit in the presence of a load resistor RL. Finally, in 
silicon there may be a contribution from the diffusion of carriers generated in undepleted regions.

The transit time across the space-charge region depends on its thickness. When the photodiode is 
properly operated, the space-charge region should extend fully across the i layer, which has a thick-
ness Wi . Equation (59) gives the thickness of the space-charge region Ws, as long as it is less than the 
thickness of the i layer Wi . Define Vi as that voltage at which Ws = Wi ; then −Vi = Wi

2eND/2es – Vbi . For 
any voltage with magnitude larger than this, the space-charge width is essentially Wi (since the space 
charge extends a negligible distance into highly doped regions).

If the electric field across the space-charge region is high enough for the carriers to reach their 
saturation velocity vs and high enough to fully deplete the i region, then the carrier transit time will be 
ti = Wi/vs. For vs = 107 cm/s and Wi = 4 μm, the transit time ti = 40 ps. A finite transit time ti reduces 
the response at modulation frequency w, such that:84
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Defining the 3-dB bandwidth as that modulation frequency at which the electrical power decreases 
by 50 percent, it can be shown that the transit-limited 3-dB bandwidth is dwi = 2.8/ti = 2.8 vs/Wi. 
(Because electrical power is proportional to I2 and ℜ 2 , the half-power point is achieved when the cur-
rent is reduced by 1/ 2 .) There is a trade-off between sensitivity and transit time, since, for thin lay-
ers the quantum efficiency is hD ≈ (1 − R)TaWi. Thus, the quantum efficiency–bandwidth product is: 
η δω αD i sv R T≈ −2 8 1. ( ) . When the top electrode has no loss or reflection, this product depends only 
on the semiconductor’s absorption loss and saturation velocity, not the geometry.

The speed of a pin photodiode is also limited by its capacitance, through the RC of the load resistor. 
Sandwiching an intrinsic layer, which is depleted of carriers, between conductive n and p regions 
causes a diode capacitance proportional to the detector area A: CD = es A/Wi.

For a given load resistance, the smaller the area, the smaller the RC time constant, and the higher 
the speed. We will see also that the dark current Is decreases as the detector area decreases. The detec-
tor should be as small as possible, as long as all the light from the fiber can be collected onto the 
detector. Multimode fibers easily butt-couple to detectors whose area matches the fiber core size. 
High-speed detectors compatible with single-mode fibers can be extremely small, which increases the 
alignment difficulty, so typically high-speed photodetectors are already pigtailed to single-mode fiber. 
A low load resistance may be needed to keep the RC time constant small, which may result in a small 
signal that needs amplification. Speeds in excess of 1 GHz are straightforward to achieve, and speeds 
of 50 GHz are not uncommon.

Thicker space-charge regions provide smaller capacitance, but too thick a space-charge region causes 
the speed to be limited by the carrier transit time. The bandwidth with a load resistor RL is given by 
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There is an optimum thickness Wi for high-speed operation. Any additional series resistance Rs or para-
sitic capacitance CP must be added by using R → RL + RS and C → C + CP. The external connections 
to the photodetector can also limit speed. The gold-bonding wire may provide additional series induc-
tance. It is important to realize that the photodiode is a high impedance load, with very high electrical 
reflection, so that an appropriate load resistor must be used. As pointed out in Chap. 26 in Vol. II, it is 
possible to integrate a matching load resistor inside the photodiode device, with a reduction in sensitiv-
ity of a factor of 2 (since half the photocurrent goes through the load resistor), but double the speed 
(since the RC time constant is halved). A second challenge is to build external bias circuits without 
high-frequency electrical resonances. Innovative design of the photodetector may integrate the neces-
sary bias capacitor and load resistor, ensuring smooth electrical response.
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Silicon photodetectors are inherently not as fast because of diffusion into the i layer of carriers 
absorbed in the highly doped p and n regions. Their photoresponse has a component with a slower 
response time governed by the carrier diffusion time: TD = WD

2/2D, where WD is the width of the 
absorbing doped region, and D is the diffusion constant for whichever carrier is dominant (usually 
holes in the n region). For silicon, D = 12 cm2/s, so that when WD = 100 μm, tD = 400 ns.

Unitraveling-Carrier Photodiode

In conventional high-speed pin photodiodes, high optical power can saturate the current output. 
The cause is the space charge due to photogenerated holes, which introduces a variation of the 
electric field in the depletion region. This space charge effect can be relieved by using a unitraveling-
carrier (UTC) design, shown in Fig. 38.

This p+ n− n+ structure utilizes only electrons as the active carriers, offering both high-speed and 
high-output simultaneously. The UTC structure separates the p+ absorption layer from the depleted 
n− collector layer, which is transparent because it has a wider bandgap. In the narrow bandgap p+

photoabsorption layer, electrons and holes are generated by photoexcitation. Minority carrier elec-
trons diffuse toward the collector, where the depletion field causes them to drift across the collector 
at high-speed. Because the electrical field vanishes in the p+ absorbing layer, intense illumination has, 
in principle, no effect on the responsivity and dynamics of the photodetector. The speed of the UTC 
structure is determined only by the electron transit times in the photoabsorption and collector layers; 
the maximum available output voltage is much higher than that of the conventional structure. The 
price to pay is a low responsivity for top-illuminated devices, since the p+ absorbing layer must be thin 
for fast collection of electrons. 

These high-speed photodetectors have accelerated the progress of optical communication systems 
and measurement systems, reaching data rates as much as 40 Gb/s in long-haul transmission systems. 
These devices simplify and improve the performance of high-speed receivers, offering reliability and 
stability. The 3-dB bandwidth has been reported as high as 310 GHz; photoreceivers of up to 160 Gb/s 
have been reported.85

When the photodetection mechanism takes place along the length of a waveguide, the field 
screening due to intense optical fields can be much less. An optical waveguide can also increase the 
absorbance of UTC detectors. Waveguide devices use either edge-coupling or evanescent-wave cou-
pling. The challenge is for the optical waveguide to match the light’s spatial profile from the fiber and 
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for this light to be coupled effectively into the absorption region of the detector. A variety of methods 
have been explored, but it is unclear that any design has found universal acceptance. One interesting 
approach developed at Alcatel is shown in Fig. 38b. The graded layer structure causes incident light to 
undertake an oscillatory path and be “focused” to the UTC p+ n− n+ structure, where it is evanescently 
coupled through the transparent n+ GaInAsP and GaInAs collecting layers into the absorbing InP 
layer.86 

Dark Current

Semiconductor diodes can pass current even in the dark, giving rise to dark current that provides a 
background present in any measurement. This current comes primarily from the thermally generated 
diffusion of minority carriers out of the n and p regions into the depleted junction region, where they 
recombine. The current-voltage equation for a pn diode (in the dark) is

 I I
eV
kTs=
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where Is is the saturation current that flows at large back bias (V large and negative). This equation 
represents the current that passes through any biased pn junction. Photodiodes use pn junctions 
reverse biased (V < 0) to avoid large leakage current.

Here b is the ideality factor, which varies from 1 to 2, depending on the diode structure. In a metal-
semiconductor junction (Schottky barrier) or an ideal pn junction in which the only current in the 
dark is due to minority carriers that diffuse from the p and n regions, then b = 1. However, if there is 
thermal generation and recombination of carriers in the space-charge region, then b tends toward the 
value 2. This is more likely to occur in long-wavelength detectors.

The saturation current Is is proportional to the area A of the diode in an ideal junction: Is = 
e(Dppn0/Lp + Dnnp0/Ln)A, where Dn, Dp are diffusion constants, Ln, Lp are diffusion lengths, and np0,
pn0 are equilibrium minority carrier densities, all of electrons and holes, respectively. The satura-
tion current Is can be related to the diode resistance at V = 0, measured in the dark through 1/R0 =
−(dI/dV)|V = 0 to give R0 = bkT/eIs. This implies that the dark resistance is inversely proportional to 
the diode area.

The diffusion current through the diode in Eq. (64) has two components that are of opposite sign 
in a forward-biased diode: a forward current Is exp(eV/bkT) and a backward current −Is. Each of these 
components is statistically independent, coming from diffusive contributions to the forward current 
and backward current, respectively. This fact is important in understanding the noise properties of 
photodiodes. 

In photodiodes under reverse bias, V < 0, so exp(eV/bkT) < 1; both currents are negative and add. 
Negative dark current has a direction that is opposite to the current flow in a forward-biased diode. 
Holes move toward the p region and electrons move toward the n region, the same as photogen-
erated carriers. These dark currents are thermally generated. Assuming e|V | >> kT, the dark current 
becomes ID = Is ≈ bkT/eRo. The dark current increases linearly with temperature and is independent of 
(large enough) reverse bias. Trap-assisted thermal generation current increases b; in this process, car-
riers trapped in impurity levels can be thermally elevated to the conduction band. The temperature 
of photodiodes should be kept moderate in order to avoid excess dark current.

When light is present in a reverse-biased photodiode with V ≡ −V′, the photocurrent is negative, 
moving in the direction of the applied voltage, and adding to the negative dark current. The net effect 
of carrier motion will be to tend to screen the internal field. Defining the magnitude of the photocur-
rent as IPC = hD(e/hn)PS, then the total current is negative:
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Noise in Photodiodes

Successful fiber optic communication systems depend on a large signal-to-noise ratio. This requires 
photodiodes with high sensitivity and low noise. Background noise comes from shot noise due 
to the discrete process of photon detection, from thermal processes in the load resistor (Johnson 
noise), and from generation-recombination noise due to carriers within the semiconductor. When 
used with a field-effect transistor (FET) amplifier, there will also be shot noise from the amplifier 
and 1/f noise in the drain current.

Shot Noise Shot noise is fundamental to all photodiodes and is due to the discrete nature of the 
conversion of photons to free carriers. The shot noise current is a statistical process. If N photons are 

detected in a time interval Δt, Poisson noise statistics cause the uncertainty in N to be N . Using the 
fact that N electron-hole pairs create a current I through I = eN/Δt, then the signal-to-noise ratio is 
N N N I t e/ /= = Δ( ). Writing the frequency bandwidth Δf in terms of the time interval through 
Δf = 1/(2Δt), the signal-to-noise ratio is: SNR = (I/2eΔf)1/2. The root mean square (rms) photon 
noise, given by N , creates an rms shot noise current of iSH = e (N/Δt)1/2 = (eI/Δt)1/2 = (2eIΔf)1/2.

Shot noise depends on the average current I; therefore, for a given photodiode, it depends on the 
details of the current-voltage characteristic. Expressed in terms of the photocurrent IPC or the opti-
cal signal power PS (when the dark current is small enough to be neglected) and the responsivity (or 
sensitivity) ℜ, the rms shot noise current is

 i eI f e P fSSH PC= Δ = Δ2 2 ℜ  (67)

The shot noise can be expressed directly in terms of the properties of the diode when all sources of 
noise are included. Since they are statistically independent, the contributions to the noise currents will 
be additive. Noise currents can exist in both the forward and backward directions, and these contribu-
tions must add, along with the photocurrent contribution. The entire noise current squared becomes
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Clearly, noise is reduced by increasing the reverse bias. When the voltage is large, the shot noise current 
squared becomes i e I I fN D

2 2= + Δ[ ]PC . The dark current adds linearly to the photocurrent in calculat-
ing the shot noise.

Thermal (Johnson) Noise In addition to shot noise due to the random variations in the detection 
process, the random thermal motion of charge carriers contributes to a thermal noise current, often 
called Johnson or Nyquist noise. It can be calculated by assuming thermal equilibrium with V = 0, b = 1, 
so that Eq. (67) becomes

 i
kT
R

fth
2 =

⎛
⎝⎜

⎞
⎠⎟

Δ4
0

 (69)

This is just thermal or Johnson noise in the resistance of the diode. The noise appears as a fluctuating 
voltage, independent of bias level.

Johnson Noise from External Circuit An additional noise component will be from the load resistor 
RL and resistance from the input to the preamplifier, Ri:

 i kT
R R

f
L i

NJ
2 = +

⎛
⎝⎜

⎞
⎠⎟

Δ4
1 1

 (70)

Note that the resistances add in parallel as they contribute to noise current.
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Noise Equivalent Power The ability to detect a signal requires having a photocurrent equal to or higher 
than the noise current. The amount of noise that detectors produce is often characterized by the noise 
equivalent power (NEP), which is the amount of optical power required to produce a photocurrent just 
equal to the noise current. Define the noise equivalent photocurrent INE, which is set equal to the noise 
current iSH. When the dark current is negligible, the noise equivalent photocurrent is i eI f ISH NE NE= =2 Δ .

Thus, the noise equivalent current is INE = 2eΔf, and depends only on the bandwidth Δf. The noise 
equivalent power can now be expressed in terms of the noise equivalent photo current:

 NEP NE= = Δ
I hv

e
hv

f
η η

2  (71) 

The second equality assumes the absence of dark current. In this case, the NEP can be decreased 
only by increasing the quantum efficiency (for a fixed bandwidth). In terms of sensitivity (amperes 
per watt): NEP = 2(e/ℜ )Δf = INE Δf. This expression is usually valid for photodetectors used in opti-
cal communication systems, which have small dark currents.

If dark current dominates, i eI fN D= Δ2 , and 

 NEP =
Δ2I f

e
hvD

η
 (72)

This is often the case in infrared detectors such as germanium. Note that the dark-current-limited 
noise equivalent power is proportional to the square root of the area of the detector, because the 
dark current is proportional to the detector area. The NEP is also proportional to the square root of 
the bandwidth Δf. Thus, in photodetectors whose noise is dominated by dark current, NEP divided 
by the square root of area times bandwidth should be a constant. The inverse of this quantity has 
been called the detectivity D∗ and is often used to describe infrared detectors. In photodiodes used 
for communications, dark current usually does not dominate and it is better to use Eq. (70), an 
expression which is independent of area, but depends linearly on bandwidth.

13.15 AVALANCHE PHOTODIODES, MSM 
DETECTORS, AND SCHOTTKY DIODES

The majority of optical communication systems use photodiodes, sometimes integrated with a 
preamplifier. Avalanche photodiodes offer an alternative way to create gain. Other detectors sometimes 
used are low-cost MSM detectors or ultrahigh-speed Schottky diodes. Systems decisions, such as 
signal-to-noise, cost, and reliability will dictate the choice. 

Avalanche Detectors

When large voltages are applied to photodiodes, the avalanche process produces gain, but at the 
cost of excess noise and slower speed. In fiber telecommunication applications, where speed and 
signal-to-noise are of the essence, avalanche photodiodes (APDs) are frequently at a disadvantage. 
Nonetheless, in long-haul systems at 2488 Mb/s, APDs may provide up to 10 dB greater sensitivity in 
receivers limited by amplifier noise. While APDs are inherently complex and costly to manufacture, 
they are less expensive than optical amplifiers and may be used when signals are weak.

Gain (Multiplication) When a diode is subject to a high reverse-bias field, the process of impact 
ionization makes it possible for a single electron to gain sufficient kinetic energy to knock another 
electron from the valence to the conduction band, creating another electron-hole pair. This enables 
the quantum efficiency to be >1. This internal multiplication of photocurrent could be compared 
to the gain in photomultiplier tubes. The gain (or multiplication) M of an APD is the ratio of the 
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photocurrent divided by that which would give unity quantum efficiency. Multiplication comes with 
a penalty of an excess noise factor, which multiplies shot noise. This excess noise is function of both 
the gain and the ratio of impact ionization rates between electrons and holes.

Phenomenologically, the low-frequency multiplication factor is

 M
V VB

nDC /
=

−
1

1 ( )
 (73)

where the parameter n varies between 3 and 6, depending on the semiconductor, and VB is the 
breakdown voltage. Gains of M > 100 can be achieved in silicon APDs, while they are more typically 
10 to 20 for longer-wavelength detectors, before multiplied noise begins to exceed multiplied signal. 
A typical voltage will be 75 V in InGaAs APDs, while in silicon it can be 400 V.

The avalanche process involves using an electric field high enough to cause carriers to gain enough 
energy to accelerate them into ionizing collisions with the lattice, producing electron-hole pairs. Then, 
both the original carriers and the newly generated carriers can be accelerated to produce further ion-
izing collisions. The result is an avalanche process.

In an intrinsic i layer (where the electric field is uniform) of width Wi, the gain relates to the funda-
mental avalanche process through M = 1/(1 − aWi), where a is the impact ionization coefficient, which 
is the number of ionizing collisions per unit length. When aWi → 1, the gain becomes infinite and 
the diode breaks down. This means that avalanche multiplication appears in the regime before the 
probability of an ionizing collision is 100 percent. The gain is a strong function of voltage, and these 
diodes must be used very carefully. The total current will be the sum of avalanching electron current 
and avalanching hole current.

In most pin diodes the i region is really low n-doped. This means that the field is not exactly constant, 
and an integration of the avalanche process across the layer must be performed to determine a. The 
result depends on the relative ionization coefficients; in III-V materials they are approximately equal. In 
this case, aWi is just the integral of the ionizing coefficient that varies rapidly with electric field.

Separate Absorber and Multiplication APDs In this design the long-wavelength infrared light is 
absorbed in an intrinsic narrow-bandgap InGaAs layer, and photocarriers move to a separate, more 
highly n-doped InP layer that supports a much higher field. This layer is designed to provide avalanche 
gain in a separate region without excessive dark currents from tunneling processes. This layer typically 
contains the pn junction, which traditionally has been diffused. Fabrication procedures such as etching a 
mesa, burying it, and introducing a guard ring electrode are all required to reduce noise and dark current. 
All-epitaxial structures provide low-cost batch-processed devices with high performance characteristics.87

Speed When the gain is low, the speed is limited by the RC time constant. As the gain increases, 
the avalanche buildup time limits the speed, and for modulated signals the multiplication factor 
decreases. The multiplication factor as a function of modulation frequency is

 M
M

M
( )ω

ω τ
= DC

DC
2 21 + 1

2
 (74)

where t1 = pt, with t  as the multiplication-region transit time and p as a number that changes from 
2 to 1/3 as the gain changes from 1 to 1000. The gain decreases from its low-frequency value when 
MDCw = 1/t1. The gain-bandwidth product describes the characteristics of an avalanche photodiode 
in a communication system.

Noise The shot noise in an APD is that of a pin diode multiplied by M2 times an excess noise factor Fe:

 i eI f M FS e
2 22= ΔPC  (75)

where  F M M
Me( ) ( )= + − −

⎛
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In this expression, b is the ratio of the ionization coefficient of the opposite type divided by 
the ionization coefficient of the carrier type that initiates multiplication. In the limit of equal 
ionization coefficients of electrons and holes (usually the case in III-V semiconductors), Fe = M 
and Fh = 1. Typical numerical values for enhanced APD sensitivity are given in Chap. 26 in Vol. II, 
Fig. 15.

Dark Current and Shot Noise In an APD, dark current is the sum of the unmultiplied 
current Idu, mainly due to surface leakage, and the bulk dark current experiencing multiplica-
tion Idm, multiplied by the gain: Id = Idu + MIdm. The shot noise from dark (leakage) current id is 
i e i I M F M fd e

2 22= + Δ[ ( )]du dm .
The proper use of APDs requires choosing the proper design, carefully controlling the voltage, 

and using the APD in a suitably designed system, since the noise is so large.

MSM Detectors

Volume II, Chap. 26, Fig. 1 of this Handbook shows that interdigitated electrodes on top of a semi-
conductor can provide a planar configuration for electrical contacts. Either a pn junction or bulk 
semiconductor material can reside under the interdigitated fingers. The MSM geometry has the 
advantage of lower capacitance for a given cross-sectional area, but the transit times may be longer, 
limited by the lithographic ability to produce very fine lines. Typically, MSM detectors are photo-
conductive. Volume II, Chap. 26, Fig. 17 shows the geometry of high-speed interdigitated photocon-
ductors. These are simple to fabricate and can be integrated in a straightforward way onto MESFET 
preamplifiers.

Consider parallel electrodes deposited on the surface of a photoconductive semiconductor with a 
distance L between them. Under illumination, the photocarriers will travel laterally to the electrodes. 
The photocurrent in the presence of Ps input optical flux at photon energy hn is: Iph = qhGP hn. The 
photoconductive gain G is the ratio of the carrier lifetime t to the carrier transit time ttr: G = t/ttr. 
Decreasing the carrier lifetime increases the speed but decreases the sensitivity.

The output signal is due to the time-varying resistance that results from the time-varying photo-
induced carrier density N(t):

 R t
L

eN t wds
e

( )
( )

=
μ

 (76)

where m is the sum of the electron and hole mobilities, w is the length along the electrodes excited by 
light, and de is the effective absorption depth into the semiconductor.

Usually, MSM detectors are not the design of choice for high-quality communication systems. 
Nonetheless, their ease of fabrication and integration with other components makes them desirable 
for some low-cost applications—for example, when there are a number of parallel channels and dense 
integration is required.

Schottky Photodiodes

A Schottky photodiode uses a metal-semiconductor junction rather than a pin junction. An abrupt con-
tact between metal and semiconductor can produce a space-charge region. Absorption of light in this 
region causes photocurrent that can be detected in an external circuit. Because metal-semiconductor 
diodes are majority carrier devices they may be faster than pin diodes (they rely on drift currents only; 
there is no minority carrier diffusion). Modulation speeds up to 100 GHz have been reported in a 
5- × 5-μm area detector with a 0.3-μm thin drift region using a semitransparent platinum film 10 nm 
thick to provide the abrupt Schottky contact. Resonant reflective enhancement of the light has been 
used to improve sensitivity.
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14.1 INTRODUCTION

The development of optical fiber amplifiers has led to dramatic increases in the transport capac-
ities of fiber communication systems. At the present time, fiber amplifiers are used in practically 
every long-haul optical fiber link and advanced large-scale network. Additional applications of fiber 
amplifiers include their use as gain media in fiber lasers, as wavelength converters, and as stand-
alone high-intensity light sources.

The original intent in fiber amplifier development was to provide a simpler alternative to the 
electronic repeater, chiefly by allowing the signal to remain in optical form throughout a link or net-
work. Fiber amplifiers as repeaters offer additional advantages, which include the ability to change 
system data rates as needed, or to simultaneously transmit multiple rates—all without the need to 
modify the transmission link. A further advantage is that signal power at multiple wavelengths can 
be simultaneously boosted by a single amplifier—a task that would otherwise require a separate 
electronic repeater for each wavelength. This latter feature contributed to the realization of dense 
wavelength division multiplexed (DWDM) systems that provide terabit per second data rates.1 As an 
illustration, the useful gain in a normally configured erbium-doped fiber amplifier (EDFA) occupies 
a wavelength range spanning 1.53 to 1.56 μm, which defines the C band. In DWDM systems this 
allows, for example, the use of some 40 channels having 100 GHz spacing.

A fundamental disadvantage of the fiber amplifier as a repeater is that dispersion is not reset. This 
requires additional efforts in dispersion management, which may include optical or electronic equal-
ization methods.2,3 More recently, special fiber amplifiers have been developed that provide com-
pensation for dispersion.4,5 The development6 and deployment7 of long-range systems that employ 
optical solitons have also occurred. The use of solitons (pulses that maintain their shape by balancing 
linear group velocity dispersion with nonlinear self-phase modulation) requires fiber links in which 
optical power levels can be adequately sustained over long distances. The use of fiber amplifiers allows 
this possibility. The deployment of fiber amplifiers in commercial networks demonstrates the move 
toward transparent fiber systems, in which signals are maintained in optical form, and in which mul-
tiple wavelengths, data rates, and modulation formats are supported.

Successful amplifiers can be grouped into three main categories. These include (1) rare-earth-
doped fibers (including EDFAs), in which dopant ions in the fiber core provide gain through stimu-
lated emission, (2) Raman amplifiers, in which gain for almost any optical wavelength can be formed 

14.1
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in conventional or specialty fiber through stimulated Raman scattering, and (3) parametric amplifi-
cation, in which signals are amplified through nonlinear four-wave mixing in fiber.

Within the first category, the most widely used are the erbium-doped fiber amplifiers, in which 
gain occurs at wavelengths in the vicinity of 1.53 μm. The amplifiers are optically pumped using light 
at either 1.48 μm or (more commonly) 0.98 μm wavelengths. Other devices include praseodymium-
doped fiber amplifiers (PDFAs), which provide gain at 1.3 μm and which are pumped at 1.02 μm.8

Ytterbium-doped fibers (YDFAs)9 amplify from 0.98 to 1.15 μm, using pump wavelengths between 
0.91 and 1.06 μm; erbium-ytterbium codoped fibers (EYDFAs) enable use of pump light at 1.06 μm
while providing gain at 1.55 μm.10 Additionally, thulium and thulium/terbium-doped fluoride fibers 
have been constructed for amplification at 0.8, 1.4, and 1.65 μm.11

In the second category, gain from stimulated Raman scattering (SRS) develops as power couples 
from an optical pump wave to a longer-wavelength signal (Stokes) wave, which is to be amplified. This 
process occurs as both waves, which either copropagate or counterpropagate, interact with vibrational 
resonances in the glass material. Raman fiber amplifiers have the advantage of enabling useful gain to 
occur at any wavelength (or multiple wavelengths) at which the fiber exhibits low loss, and for which 
the required pump wavelength is available. Long spans (typically several kilometers) are usually nec-
essary for Raman amplifiers, whereas only a few meters are needed for a rare-earth-doped amplifier. 
Incorporating Raman amplifiers in systems is therefore often done by introducing the required pump 
power into a section of the existing transmission fiber.

Finally, in nonlinear parametric amplification (arising from four-wave mixing) signals are again 
amplified in the presence of a strong pump wave at a different frequency. The process differs in that the 
electronic (catalytic) nonlinearity in fiber is responsible for wave coupling, as opposed to vibrational 
resonances (optical phonons) that mediate wave coupling in SRS. Parametric amplifiers can exhibit 
exponential gain coefficients that are twice the value of those possible for SRS in fiber.12 Achieving 
high parametric gain is a more complicated problem in practice, however, as will be discussed. A use-
ful by-product of the parametric process is a wavelength-shifted replica of the signal wave (the idler) 
which is proportional to the phase conjugate of the signal.

Table 1 summarizes doped fiber amplifier usage in the optical fiber transmission bands, in which 
it is understood that Raman or parametric amplification can in principle be performed in any of the 
indicated bands. In cases where doped fibers are unavailable, Raman amplification is indicated, along 
with the corresponding pump wavelengths.

14.2 RARE-EARTH-DOPED AMPLIFIER 
CONFIGURATION AND OPERATION

Pump Configuration and Optimum Fiber Length

A typical rare-earth-doped fiber amplifier configuration consists of the doped fiber positioned 
between polarization-independent optical isolators. Pump light is input by way of a wavelength-
selective coupler (WSC) which can be configured for forward, backward, or bidirectional pumping 
(Fig. 1). Pump absorption throughout the amplifier length results in a population inversion that 

TABLE 1 Fiber Transmission Bands Showing Fiber Amplifier Coverage

   Wavelength
Designation Meaning Range (μm) Amplifier (Pump Wavelength) [Ref]

 O Original 1.26–1.36 PDFA (1.02)8

 E Extended 1.36–1.46 Raman (1.28–1.37)
 S Short 1.46–1.53 TDFA (0.8, 1.06, or 1.56 with 1.41)11

 C Conventional 1.53–1.56 EDFA (0.98, 1.48), EYDFA (1.06)10

 L Long 1.56–1.63 Reconfigured EDFA (0.98, 1.48)13

 U (XL) Ultralong 1.63–1.68 Raman (1.52–1.56)
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varies with position along the fiber; this reaches a minimum at the fiber end opposite the pump 
laser for unidirectional pumping, or minimizes at midlength for bidirectional pumping, using equal 
pump powers. To achieve the highest overall gain for unidirectional pumping, the fiber length is 
chosen so that at the output (the point of minimum pump power), the exponential gain coefficient 
is zero—and no less. If the amplifier is too long, some reabsorption of the signal will occur beyond 
the transparency point, as the gain goes negative. With lengths shorter than the optimum, full use 
is not made of the available pump energy, and the overall gain factor is reduced. Other factors may 
modify the optimum length, particularly if substantial gain saturation occurs, or if amplified spon-
taneous emission (ASE), which can result in additional gain saturation and noise, is present.14

Isolators maintain unidirectional light propagation so that, for example, no Rayleigh backscattered 
or reflected light from further down the link can re-enter the amplifier and cause gain quenching, noise 
enhancement, or possibly lasing. Double-pass and segmented configurations are also used; in the latter, 
isolators are positioned between two or more lengths of amplifying fiber which are separately pumped. 
The result is that gain quenching and noise arising from backscattered light or from amplified sponta-
neous emission (ASE) are reduced over that of a single fiber amplifier of the combined lengths.

Regimes of Operation

There are roughly three operating regimes, the choice between which is determined by the use intended 
for the amplifier.15,16 These are (1) small-signal or linear regime, (2) saturation, and (3) deep saturation.

In the linear regime, low input signal levels (< 1 μW) are amplified with negligible gain saturation, 
using the optimum amplifier length as discussed in the last section. EDFA gains that range between 
25 and 35 dB are possible in this regime.16 Amplifier gain in decibels is defined in terms of the input 
and output signal powers as G P Ps s( ) log ( / ).dB out in= 10 10

In the saturation regime, the input signal level is high enough to cause a measurable reduction 
(compression) in the net gain. A useful figure of merit is the input saturation power, Psat

in ,  defined as 
the input signal power required to compress the net amplifier gain by 3 dB. Specifically, the gain in 
this case is G G G= −max maxdB where3 ,  is the small-signal gain. A related parameter is the saturation 
output power, Psat

out ,  defined as the amplifier output that is achieved when the overall gain is com-
pressed by 3 dB. The two quantities are thus related through G P Pmax sat

out
sat
indB− =3 10 10log ( / ). Again, it 

is assumed that the amplifier length is optimized when defining these parameters.
The dynamic range of the amplifier is defined through P Ps

in
sat
in≤ , or equivalently P Ps

out
sat
out≤ . For 

an N-channel wavelength-division multiplexed signal, the dynamic range is reduced accordingly by a 
factor of 1/N, assuming a flat gain spectrum.16

FIGURE 1 General erbium-doped fiber amplifier configuration showing bidirectional pumping.

1.55-μm
signal in

1.55-μm
signal out

Erbium-doped
fiber

Wavelength-selective
couplers

Isolator Isolator

Diode laser at
1.48 or 0.98 μm
—Forward pump

Diode laser at
1.48 or 0.98 μm
—Backward pump



14.4  FIBER OPTICS

With the amplifier operating in deep saturation, gain compressions on the order of 20 to 40 dB 
occur.15 This is typical of power amplifier applications, in which input signal levels are high, and where 
the maximum output signal power is desired. In this application, the concept of power conversion 
efficiency (PCE) between pump and signal becomes important. It is defined as PCE out in in= −( )/ ,P P Ps s p
where Pp

in is the input pump power.
Another important quantity that is pertinent to the deep saturation regime is the saturated output 

power, Ps
out(max) (not to be confused with the saturation output power described above). Ps

out(max)
is the maximum output signal power that can be achieved for a given input signal level and avail-
able pump power. This quantity would maximize when the amplifier, having previously been fully 
inverted, is then completely saturated by the signal. Maximum saturation, however, requires the input 
signal power to be extremely high, such that ultimately, P Ps s

out in(max) ,≈  representing a net gain of 
nearly 0 dB. Clearly the more important situations are those in which moderate signal powers are to 
be amplified; in these cases the choice of pump power and pumping configuration can substantially 
influence Ps

out(max).

14.3 EDFA PHYSICAL STRUCTURE AND 
LIGHT INTERACTIONS

Energy Levels in the EDFA

Gain in the erbium-doped fiber system occurs when an inverted population exists between parts of 
the 4

13 2I /  and 4
15 2I /  states, as shown in Fig. 2a.17 This notation uses the standard form, ( ) ,2 1S

JL+  where 
L, S, and J are the orbital, spin, and total angular momenta, respectively. EDFAs are manufactured by 
incorporating erbium ions into the glass matrix that forms the fiber core. Interactions between the 
ions and the host matrix induces Stark splitting of the ion energy levels, as shown in Fig. 2a. This 
produces an average spacing between adjacent Stark levels of 50 cm−1, and an overall spread of 300 
to 400 cm−1 within each state. A broader emission spectrum results, since more de-excitation path-
ways are produced, which occur at different transition wavelengths.

Other mechanisms further broaden the emission spectrum. First, the extent to which ions inter-
act with the glass varies from site to site, as a result of the nonuniform structure of the amorphous 
glass matrix. This produces some degree of inhomogeneous broadening in the emission spectrum, 
the extent of which varies with the type of glass host used.18 Second, thermal fluctuations in the 
material lead to homogeneous broadening of the individual Stark transitions. The magnitudes 
of the two broadening mechanisms are 27 to 60 cm−1 for inhomogeneous, and 8 to 49 cm−1 for 
homogeneous.18

The choice of host material strongly affects the shape of the emission spectrum, owing to 
the character of the ion-host interactions. For example, in pure silica (SiO2), the spectrum of 
the Er-doped system is narrowest and has the least smoothness. Use of an aluminosilicate host
(SiO2-Al2O3), produces slight broadening and smoothing.19 The broadest spectra, however, occur 
when using fluoride-based glass, such as ZBLAN ( ).ZrF -BaF -LaF -AlF -NaF4 2 3 3

20

Gain Formation

Figure 2b shows how the net emission spectrum is constructed from the superposition of the indi-
vidual Stark spectra; the latter are associated with the transitions shown in Fig. 2a. Similar diagrams 
can be constructed for the upward (absorptive) transitions, from which the absorption spectrum 
can be developed.20 The shapes of both spectra are further influenced by the populations within 
the Stark-split levels, which assume a Maxwell-Boltzman distribution. The sequence of events in the 
population dynamics is (1) pump light boosts population from the ground state, 4

15 2I / , to the upper 
Stark levels in the first excited state, 4

13 2 2I / ;( ) the upper state Stark level populations thermalize; and 
(3) de-excitation from 4

13 2
4

15 2I I/ /to  occurs through either spontaneous or stimulated emission.
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The system can be treated using a simple two-level (1.48 μm pump) or three-level model (0.98 μm
pump), from which rate equations can be constructed that incorporate the actual wavelength- and 
temperature-dependent absorption and emission crossections. These models have been formulated 
with and without inhomogeneous broadening. In most cases, results that are in excellent agreement 
with experiment have been achieved by assuming only homogeneous broadening.21–23

Pump Wavelength Options in EDFAs

The 1.48 μm pump wavelength corresponds to the energy difference between the two most widely 
spaced Stark levels, as shown in Fig. 2a. A better alternative is to pump with light at 0.98 μm, which 
boosts the ground state population to the second excited state, 4

11 2I / , which lies above 4
13 2I / .

FIGURE 2 (a) Emissive transitions between Stark-split levels of erbium in 
an aluminosilicate glass host. Values on transition arrows indicate wavelengths 
in micrometers. (Adapted from Ref. 17.) (b) EDFA fluorescence spectrum aris-
ing from the transitions in Fig. 2a. (Reprinted with permission from Ref. 18.)
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This is followed by rapid nonradiative decay into 4
13 2I /  and gain is formed as before. The pumping 

efficiency suffers slightly at 0.98 μm, owing to some excited state absorption (ESA) between 4
11 2I /  and 

the higher-lying 4
7 2F /  state at this wavelength.24 Use of 0.98 μm pump light as opposed to 1.48 μm, 

will nevertheless yield a more efficient system, since the 0.98 μm pump will not contribute to the 
de-excitation process, as occurs when 1.48 μm is used.

The gain efficiency of a rare-earth-doped fiber is defined as the ratio of the maximum small signal 
gain to the input pump power, using the optimized fiber length. EDFA efficiencies are typically on the 
order of 10 dB/mW for pumping at 0.98 μm. For pumping at 1.48 μm, efficiencies are about half the 
values obtainable at 0.98 μm, and require about twice the fiber length. Other pump wavelengths can 
be used,24 but with some penalty to be paid in the form of excited state absorption from the 4 13 2I /  state 
into various upper levels, thus depleting the gain that would otherwise be available. This problem is 
minimized when using either 0.98 or 1.48 μm, and so these two wavelengths are almost exclusively 
used in erbium-doped fibers.

Noise

Performance is degraded by the presence of noise from two fundamental sources. These are 
(1) amplified spontaneous emission (ASE), and (2) Rayleigh scattering. Both processes lead to addi-
tional light that propagates in the forward and backward directions, and which encounters consid-
erable gain over long amplifier lengths. The more serious of the two noise sources is ASE. In severe 
cases, involving high-gain amplifiers of long lengths, ASE can be of high enough intensity to par-
tially saturate the gain, thus reducing the available gain for signal amplification. This self-saturation
effect has been reduced by using the backward pumping geometry.25

In general, ASE can be reduced by (1) assurring that the population inversion is as high as possible 
(ideally, completely inverted), (2) operating the amplifier in the deep saturation regime, or (3) using 
two or more amplifier stages rather than one continuous length of fiber, and positioning bandpass 
filters and isolators between stages. Rayleigh scattering noise can be minimized by using multistage 
configurations, in addition to placing adequate controls on dopant concentration and confinement 
during the manufacturing stage.26

The noise figure of a rare-earth-doped fiber amplifier is stated in a manner consistant with the 
IEEE standard definition for a general amplifier (Friis definition). This is the signal-to-noise ratio 
of the fiber amplifier input divided by the signal-to-noise ratio of the output, expressed in decibels, 
where the input signal is shot noise limited. Although this definition is widely used, it has become 
the subject of a debate, arising from the physical nature of ASE noise, and the resulting awkwardness 
in applying the definition to cascaded amplifier systems.27 An in-depth review of this subject is in 
Ref. 28.

The best noise figures for EDFAs are achieved by using pump configurations that yield the highest 
population inversions. Again, the use of 0.98 μm is preferred, yielding noise figures that approach the 
theoretical limit of 3 dB. Pumping at 1.48 μm gives best results of about 4 dB.15

Gain Flattening

Use of multiple wavelength channels in WDM systems produces a strong motivation to con-
struct a fiber amplifier in which the gain is uniform for all wavelengths. Thus some means needs to 
be employed which will effectively flatten the emission spectrum as depicted in Fig. 2b. Flattening 
techniques can be classified into roughly three categories. First, intrinsic methods can be used; these 
involve choices of fiber host materials such as fluoride glass29 that yield smoother and broader gain 
spectra. In addition, by carefully choosing pump power levels, a degree of population inversion can 
be obtained which will allow some cancellation to occur between the slopes of the absorption and 
emission spectra,30 thus producing a flatter gain spectrum. Second, spectral filtering at the output of 
a single amplifier or between cascaded amplifiers can be employed; this effectively produces higher 
loss for wavelengths that have achieved higher gain. Examples of successful filtering devices include 
long-period fiber gratings31 and Mach-Zehnder filters.32 Third, hybrid amplifiers that use cascaded 
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configurations of different gain media can be used to produce an overall gain spectrum that is reason-
ably flat. Flattened gain spectra have been obtained having approximate widths that range from 12 to 
85 nm. Reference 33 is recommended for an excellent discussion and comparision of the methods.

14.4 OTHER RARE-EARTH SYSTEMS

Praseodymium-Doped Fiber Amplifiers (PDFAs)

In the praseodymium-doped fluoride system, the strongest gain occurs in the vicinity of 1.3 μm, 
with the pump wavelength at 1.02 μm. Gain formation is described by a basic three-level model, 
in which pump light excites the system from the ground state, 3

4H , to the metastable excited state, 
1

4G . Gain for 1.3 μm light is associated with the downward 1
4

3
5G H−  transition, which peaks in the 

vicinity of 1.32 to 1.34 μm. Gain diminishes at longer wavelengths, principally as a result of ground 
state absorption from 3

4H  to 3
3

18F .
The main problem with the PDFA system has been the reduction of the available gain through 

the competing 1
4

3
4G F−  transition (2900 cm−1 spacing), occurring through multiphonon relaxation.

The result is that the radiative quantum efficiency (defined as the ratio of the desired transition rate 
to itself plus all competing transition rates) can be low enough in conventional glass host materi-
als to make the system impractical. The multiphonon relaxation rate is reduced when using hosts 
having low phonon energies, such as fluoride or chalcogenide glasses. Use of the latter material has 
essentially solved the problem, by yielding radiative quantum efficiencies on the order of 90%.34 For 
comparison, erbium systems exhibit quantum efficiencies of nearly 100% for the 1.5 μm transition. 
Other considerations such as broadening mechanisms and excited state absorption are analogous to 
the erbium system. References 1 and 35 are recommended for further reading.

Ytterbium-Doped Fiber Amplifiers (YDFAs)

Ytterbium-doping provides the most efficient fiber amplifier system, as essentially no competing 
absorption and emission mechanisms exist.9 This is because in ytterbium, there are only two energy 
states that are resonant at the wavelengths of interest. These are the ground state 2

7 2F /  and the excited 
state 2

5 2F / . When doped into the host material, Stark splitting within these levels occurs as described 
previously, which leads to strong absorption at wavelengths in the vicinity of 0.92 μm, and emis-
sion between 1.0 and 1.1 μm, maximizing at around 1.03 μm. Pump absorption is very high, which 
makes side-pumping geometries practical. Because of the extremely high gain that is possible, Yb-
doped fibers are attractive as power amplifiers for 1.06-μm light, and have been employed in fiber 
laser configurations. YDFAs have also proven attractive as superfluorescent sources,36 in which the 
output is simply amplified spontaneous emission, and there is no signal input.

Accompanying the high power levels in YDFAs are unwanted nonlinear effects, which are best 
reduced (at a given power level) by lowering the fiber mode intensity. This has been accomplished to 
an extent in special amplifier designs that involve large mode effective areas (Aeff). Such designs have 
been based on either conventional fiber37 or photonic crystal fiber.38,39 The best results in both cases 
involve dual-core configurations, in which the pump light propagates in a large core (or inner cladding) 
which surrounds a smaller concentric core that contains the dopant ions, and that propagates the 
signal to be amplified. The large inner cladding region facilitates the input coupling of high-power 
diode pump lasers that have large output beam cross sections. Such designs have proven successful 
with other amplifiers (including erbium-doped) as well.

Erbium/Ytterbium-Doped Fiber Amplifiers (EYDFAs)

Erbium/ytterbium codoping takes advantage of the strong absorption of ytterbium at the conven-
tional 0.98 μm erbium pump wavelength. When codoped with erbium, ytterbium ions in their 
excited state transfer their energy to the erbium ions, and gain between 1.53 and 1.56 μm is formed 
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as before.3 Advantages of such a system include the following: With high pump absorption, side-
pumping is possible, thus allowing the use of large-area diode lasers as pumps. In addition, high 
gain can be established over a shorter propagation distance in the fiber than is possible in a conven-
tional EDFA. As a result, shorter length amplifiers having lower ASE noise can be constructed. An 
added benefit is that the absorption band allows pumping by high-power lasers such as Nd: YAG (at 
1.06 μm) or Nd: YLF (at 1.05 μm), and there is no excited state absorption. Yb-sensitized fibers are 
attractive for use as C or L band power amplifiers, and in the construction of fiber lasers, in which a 
short-length, high-gain medium is needed.40

14.5 RAMAN FIBER AMPLIFIERS

Amplification by stimulated Raman scattering has proven to be a successful alternative to rare-earth-
doped fiber, and has found wide use in long-haul fiber communication systems.41,42 Key advantages 
of Raman amplifiers include (1) improvement in signal-to-noise ratio over rare-earth-doped fiber, 
and (2) wavelengths to be amplified are not restricted to lie within a specific emission spectrum, but 
only require a pump wavelength that is separated from the signal wavelength by the Raman reso-
nance. In this way, the entire low-loss spectral range of optical fiber can in principle be covered by 
Raman amplification, as in, for example, O band applications.43 The main requirement is that a 
pump laser is available having power output on the order of 0.5 W, and whose frequency is up-shifted 
from that of the signal by the primary Raman resonance frequency of 440 cm−1 or about 13.2 THz. 
The required pump wavelength, l 2, is thus expressed in terms of the signal wavelength, l1, through

λ2
1

11 0 044
=

+
λ

λ( . )
  (1)

where the wavelengths are expressed in micrometers.
Another major difference from rare-earth-doped fiber is that Raman amplifiers may typically 

require lengths on the order of tens of kilometers to achieve the same gain that can be obtained, for 
example, in 10 m of erbium-doped fiber. The long Raman amplifier span is not necessarily a disad-
vantage because (1) Raman amplification can be carried out within portions of the existing fiber link, 
and (2) the long span may contribute to an improvement in the signal-to-noise ratio for the entire 
link. This happens if Raman amplification is used after amplifying using erbium-doped fiber; the 
Raman amplifier provides gain for the signal, while the long span attenuates the spontaneous emis-
sion noise from the EDFA. A Raman amplifier can be implemented at the receiver end of a link by 
introducing a backward pump at the output end.

The basic configuration of a Raman fiber amplifier is shown in Fig. 3. Pumping can be done in 
either the forward direction (with input pump power P20) or in the backward direction (with input P2L). 
The governing equations are Eqs. (10) and (11) in Chap. 10 of this volume, rewritten here in terms 
of wave power:

dP

dz

g

A
P P Pr1

1 2 1= −
eff

α   (2)

dP

dz

g

A
P P Pr2 2

1
1 2 2= ± ±

ω
ω

α
eff

  (3)

FIGURE 3 Beam configuration for a Raman fiber amplifier using forward or backward pumping.

0 Lz

P10

P20

P1(L)

P2L



OPTICAL FIBER AMPLIFIERS  14.9

where the plus and minus signs apply to backward and forward pumping, respectively, and where 
Aeff is the fiber mode cross-sectional area, as before. The peak Raman gain in silica occurs when 
pump and signal frequencies are spaced by 440 cm−1, corresponding to a wavelength spacing of 
about 0.1 μm (see Fig. 2 in Chap. 10 of this volume). The gain in turn is inversely proportional to 
pump wavelength, l2, and to a good approximation is given by

gr( )λ
λ2

11

2

10=
−

cm/W   (4)

with l 2 expressed in micrometers.
The simplest case is the small-signal regime, in which the Stokes power throughout the amplifier 

is sufficiently low such that negligible pump depletion will occur. The pump power dependence on 
distance is thus determined by loss in the fiber, and is found by solving Eq. (3) under the assumption 
that the first term on the right-hand side is negligible. It is further assumed that there is no sponta-
neous scattering, and that the Stokes and pump fields maintain parallel polarizations. For forward 
pumping, the solutions of Eqs. (2) and (3) thus simplified are

P z P z
g P

A
zr

1 10
20 1

( ) exp( )exp
exp( )= − − −⎛

⎝⎜
α α

αeff

⎞⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥   (5a)

P z P z2 20( ) exp( )= −α   (5b)

For backward pumping with no pump depletion, and with fiber length, L:

P z P z
g P

A
L

zr L
1 10

2( ) exp( )exp exp( )
exp(= − −α α α

eff

))−⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

1
α   (6a)

P z P z LL2 2( ) exp[ ( )]= −α   (6b)

Implicit throughout is the assumption that there is no spontaneous scattering, and that the Stokes 
and pump fields maintain parallel polarizations.

The z-dependent signal gain in decibels is Gain (dB) /= 10 10 1 10log ( ( ) ).P z P  Figure 444 shows this 
evaluated for several choices of fiber attenuation. It is evident that for forward pumping, an optimum 
length may exist at which the gain maximizes. For backward pumping, gain will always increase with 
amplifier length. It is also evident that for a specified fiber length, input pump power, and loss, the 
same gain is achieved over the total length for forward and backward pumping, as must be true with 
no pump depletion.

It is apparent in Eqs. (5a) and (6a) that increased gain is obtained for lower-loss fiber, and by 
increasing the pump intensity, given by P2/Aeff . For a given available pump power, fibers having 
smaller effective areas, Aeff , will yield higher gain, but the increased intensity may result in additional 
unwanted nonlinear effects.

In actual systems, additional problems arise. Among these is pump depletion, reducing the overall 
gain as Stokes power levels increase. This is effectively a gain saturation mechanism, and occurs as 
some of the Stokes power is back-converted to the pump wavelength through the inverse Raman effect. 
Again, maintaining pump power levels that are significantly higher than the Stokes levels maintains 
the small signal approximation, and minimizes saturation. In addition, noise may arise from several 
sources. These include spontaneous Raman scattering, Rayleigh scattering,45 pump intensity noise,46

and Raman-amplified spontaneous emission from rare-earth-doped fiber amplifiers elsewhere in the 
link.47 Finally, polarizaton-dependent gain (PDG) arises as pump and Stokes field polarizations 
randomly move in and out of parallelism, owing to the usual changes in fiber birefringence.48 This last 
effect can be reduced by using depolarized pump inputs.



14.10  FIBER OPTICS

14.6 PARAMETRIC AMPLIFIERS

Parametric amplification uses the nonlinear four-wave mixing interaction in fiber, as described in 
Sec. 10.5 (Chap. 10). Two possible configurations are used that involve either a single pump wave, 
or two pumps at different wavelengths (Fig. 5). The signal to be amplified copropagates with the 
pumps and is of a different wavelength than either pump. In addition to the amplified signal, the 
process also generates a fourth wave known as the idler, which is a wavelength-shifted and phase-
conjugated replica of the signal. In view of this, parametric amplification is also attractive for use 
in wavelength conversion applications and—owing to the phase conjugate nature of the idler—in 
dispersion compensation.

The setup is essentially the same as described in Sec. 10.5, in which we allow the possibility of two 
distinct pump waves, carrying powers P1 and P2 at frequencies w1 and w2, or a single pump at frequency 
w0 having power P0. The pumps interact with a relatively weak signal, having input power P3(0), and 
frequency w3. The signal is amplified as the pump power couples to it, while the idler (power P4 and 
frequency w4) is generated and amplified. The frequency relations are ω ω ω ω3 4 1 2+ = +  for dual 
pumps, or ω ω ω3 4 02+ =  for a single pump. In the simple case of a single pump that is nondepleted, 

FIGURE 4 Small signal Raman gain as a function of distance z in a 
single-mode fiber, as calculated using Eqs. (5a) and (6a) for selected values 
of distributed fiber loss. Plots are shown for cases of forward pumping 
(solid curves) and backward pumping (dotted curves). Parameter values 
are P P gL r20 2

12200 7 10= = = × −mW cm/W, , and Aeff
2cm= × −5 10 7 . (After 

Ref. 44.)
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and assuming continuous wave operation with a signal input of power P3(0), the power levels at the 
amplifier output (length L) are given by:49
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The parametric gain g is given by
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where n2 is the nonlinear index in m2/W, l is the average of the three wavelengths, and Aeff is the fiber 
mode cross-sectional area. The phase mismatch parameter k includes linear and power-dependent terms:

κ β
π

λ
= +Δ

2 2
0

n

A
P

eff

  (10)

where the linear part, Δβ β β β= + −3 4 02  has the usual interpretation as the difference in phase con-
stants of a nonlinear polarization wave (at either w3 or w4) and the field (at the same frequency) radiated 
by the polarization. The phase constants are expressed in terms of the unperturbed fiber mode indices 
�ni through Δβ ωi i in c= � / . The second (nonlinear) term on the right hand side of Eq. (10) represents the 
mode index change arising from the intense pump field through the optical Kerr effect. This uniformly 
changes the mode indices of all waves, and is thus important to include in the phase mismatch evaluation.

If two pumps are used, having powers P1 and P2, with frequencies w1 and w2, Eqs. (9) and (10) are 
modified by setting P P P0 1 2= + . Also, in evaluating P0

2 in Eq. (9), only the cross term (2P1P2) is retained 
in the expression. The linear term in Eq. (10) becomes Δβ β β β β= + − −3 4 1 2. With these modifica-
tions, Eqs. (7) and (8) may not strictly apply because the two-pump interaction is complicated by the 
generation of multiple idler waves, in addition to contributions from optically induced Bragg grat-
ings, as discussed in Ref. 50. The advantage of using two pumps of different frequencies is that the 
phase mismatch is possible to reduce significantly over a much broader wavelength spectrum than 
is possible using a single pump. In this manner, relatively flat gain spectra over several tens of nano-
meters have been demonstrated with the pump wavelengths positioned on opposite sides of the zero 
dispersion wavelength.51 In single-pump operation, gain spectra of widths on the order of 20 nm have 
been achieved with the pump wavelength positioned at or near the fiber zero dispersion wavelength.52

In either pumping scheme, amplification factors on the same order or greater than those available in 
Raman amplifiers are in principle obtainable, and best results have exceeded 40 dB.53 In practice, ran-
dom fluctuations in fiber dimensions and in birefringence represent significant challenges in avoiding 
phase mismatch, and in maintaining alignment of the interacting field polarizations.54
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There are many different applications for fiber optic communication systems, each with its own 
unique performance requirements. For example, analog communication systems may be subject 
to different types of noise and interference than digital systems, and consequently require different 
figures of merit to characterize their behavior. At first glance, telecommunication and data com-
munication systems appear to have much in common, as both use digital encoding of data streams; 
in fact, both types can share a common network infrastructure. Upon closer examination, however, 
we find important differences between them. First, datacom systems must maintain a much lower 
bir error rate (BER), defined as the number of transmission errors per second in the communica-
tion link (we will discuss BER in more detail in the following sections). For telecom (voice) com-
munications, the ultimate receiver is the human ear and voice signals have a bandwidth of only 
about 4 kHz; transmission errors often manifest as excessive static noise such as encountered on a 
mobile phone, and most users can tolerate this level of fidelity. In contrast, the consequences of even 
a single bit error to a datacom system can be very serious; critical data such as medical or financial 
records could be corrupted, or large computer systems could be shut down. Typical telecom systems 
operate at a BER of about 10−9, compared with about 10−12 to 10−15 for datacom systems. Another 
unique requirement of datacom systems is eye safety versus distance trade-offs. Most telecommu-
nications equipment is maintained in a restricted environment and accessible only to personell 
trained in the proper handling of high power optical sources. Datacom equipment is maintained 
in a computer center and must comply with international regulations for inherent eye safety; this 
limits the amount of optical power which can safely be launched into the fiber, and consequently 
limits the maximum distances which can be achieved without using repeaters or regenerators. For 
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the same reason, datacom equipment must be rugged enough to withstand casual use while telecom 
equipment is more often handled by specially trained service personell. Telecom systems also tend to 
make more extensive use of multiplexing techniques, which are only now being introduced into the 
data center, and more extensive use of optical repeaters.

In the following sections, we will examine the technical requirements for designing fiber optic 
communication systems suitable for these different environments. We begin by defining some figures 
of merit to characterize the system performance. Then, concentrating on digital optical communication 
systems, we will describe how to design an optical link loss budget and how to account for various 
types of noise sources in the link.

15.1 FIGURES OF MERIT

There are several possible figures of merit which may be used to characterize the performance of an 
optical communication system. Furthermore, different figures of merit may be more suitable for dif-
ferent applications, such as analog or digital transmission. In this section, we will describe some of 
the measurements used to characterize the performance of optical communication systems. Even if 
we ignore the practical considerations of laser eye safety standards, an optical transmitter is capable 
of launching a limited amount of optical power into a fiber; similarly, there is a limit as to how weak 
a signal can be detected by the receiver in the presence of noise and interference. Thus, a fundamen-
tal consideration in optical communication systems design is the optical link power budget, or the 
difference between the transmitted and received optical power levels. Some power will be lost due 
to connections, splices, and bulk attenuation in the fiber. There may also be optical power penal-
ties due to dispersion, modal noise, or other effects in the fiber and electronics. The optical power 
levels define the signal-to-noise ratio (SNR) at the receiver, which is often used to characterize the 
performance of analog communication systems. For digital transmission, the most common figure 
of merit is the bit error rate (BER), defined as the ratio of received bit errors to the total number of 
transmitted bits. Signal-to-noise ratio is related to the bit error rate by the Gaussian integral

 BER / /= ≅−
∞

−∫
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2

2 22 2

π π
e dQ
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where Q represents the SNR for simplicity of notation.1–4 From Eq. (1), we see that a plot of 
BER versus received optical power yields a straight line on semilog scale, as illustrated in Fig. 1. 
Nominally, the slope is about 1.8 dB/decade; deviations from a straight line may indicate the pres-
ence of nonlinear or non-Gaussian noise sources. Some effects, such as fiber attenuation, are 
linear noise sources; they can be overcome by increasing the received optical power, as seen from 
Fig. 1, subject to constraints on maximum optical power (laser safety) and the limits of receiver 
sensitivity. There are other types of noise sources, such as mode partition noise or relative 
intensity noise (RIN), which are independent of signal strength. When such noise is present, no 
amount of increase in transmitted signal strength will affect the BER; a noise floor is produced, as 
shown by curve B in Fig. 1. This type of noise can be a serious limitation on link performance. If 
we plot BER versus receiver sensitivity for increasing optical power, we obtain a curve similar to 
Fig. 2 which shows that for very high power levels, the receiver will go into saturation. The char-
acteristic “bathtub”-shaped curve illustrates a window of operation with both upper and lower 
limits on the received power. There may also be an upper limit on optical power due to eye safety 
considerations.

We can see from Fig. 1 that receiver sensitivity is specified at a given BER, which is often too low 
to measure directly in a reasonable amount of time (e.g., a 200 Mbit/s link operating at a BER of 10−15 
will only take one error every 57 days on average, and several hundred errors are recommended for a 
reasonable BER measurement). For practical reasons, the BER is typically measured at much higher 
error rates, where the data can be collected more quickly (such as 10−4 to 10−8) and then extrapolated 
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FIGURE 1  Bit error rate as a function of received optical power. Curve A shows typical 
performance, whereas curve B shows a BER floor.5

to find the sensitivity at low BER. This assumes the absence of nonlinear noise floors, as cautioned 
previously. The relationship between optical input power, in watts, and the BER, is the complimentary 
Gaussian error function

 BER / erfc P P /RMS noiseout signal= −1 2 ( )  (2)

where the error function is an open integral that cannot be solved directly. Several approximations 
have been developed for this integral, which can be developed into transformation functions that 
yield a linear least squares fit to the data.1 The same curve fitting equations can also be used to char-
acterize the eye window performance of optical receivers. Clock position/phase versus BER data 
are collected for each edge of the eye window; these data sets are then curve fitted with the above 
expressions to determine the clock position at the desired BER. The difference in the two resulting 
clock position on either side of the window gives the clear eye opening.1–4

In describing Figs. 1 and 2, we have also made some assumptions about the receiver circuit. Most 
data links are asynchronous, and do not transmit a clock pulse along with the data; instead, a clock 
is extracted from the incoming data and used to retime the received data stream. We have made the 
assumption that the BER is measured with the clock at the center of the received data bit; ideally, this 
is when we compare the signal with a preset threshold to determine if a logical “1” or “0” was sent. 
When the clock is recovered from a receiver circuit such as a phase lock loop, there is always some 
uncertainty about the clock position; even if it is centered on the data bit, the relative clock position 
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may drift over time. The region of the bit interval in the time domain where the BER is acceptable is 
called the eyewidth; if the clock timing is swept over the data bit using a delay generator, the BER will 
degrade near the edges of the eye window. Eyewidth measurements are an important parameter in 
link design, which will be discussed further in the section on jitter and link budget modeling.

In the design of some analog optical communication systems, as well as some digital television 
systems (e.g., those based on 64-bit Quadrature Amplitude Modulation), another possible figure of 
merit is the modulation error ratio (MER). To understand this metric, we will consider the standard 
definition of the Digital Video Broadcasters (DVB) Measurements Group.5 First, the video receiver 
captures a time record of N received signal coordinate pairs, representing the position of information 
on a two-dimensional screen. The ideal position coordinates are given by the vector (Xj , Yj). For each 
received symbol, a decision is made as to which symbol was transmitted, and an error vector (ΔXj, ΔYj)
is defined as the distance from the ideal position to the actual position of the received symbol. The 
MER is then defined as the sum of the squares of the magnitudes of the ideal symbol vector divided 
by the sum of the squares of the magnitudes of the symbol error vectors:
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when the signal vectors are corrupted by noise, they can be treated as random variables. The denom-
inator in Eq. (3) becomes an estimate of the average power of the error vector (in other words, its 
second moment) and contains all signal degradation due to noise, reflections, transmitter quadra-
ture errors, etc. If the only significant source of signal degradation is additive white Gaussian noise, 
then MER and SNR are equivalent. For communication systems which contain other noise sources, 
MER offers some advantages; in particular, for some digital transmission systems there may be a 
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very sharp change in BER as a function of SNR (a so-called “cliff effect”) which means that BER 
alone cannot be used as an early predictor of system failures. MER, on the other hand, can be used 
to measure signal-to-interference ratios accurately for such systems. Because MER is a statistical 
measurement, its accuracy is directly related to the number of vectors N used in the computation; 
an accuracy of 0.14 dB can be obtained with N = 10,000, which would require about 2 ms to accu-
mulate at the industry standard digital video rate of 5.057 Msymbols/s.

In order to design a proper optical data link, the contribution of different types of noise sources 
should be assessed when developing a link budget. There are two basic approaches to link budget 
modeling. One method is to design the link to operate at the desired BER when all the individual link 
components assume their worst case performance. This conservative approach is desirable when very 
high performance is required, or when it is difficult or inconvenient to replace failing components 
near the end of their useful lifetimes. The resulting design has a high safety margin; in some cases, it 
may be overdesigned for the required level of performance. Since it is very unlikely that all the ele-
ments of the link will assume their worst case performance at the same time, an alternative is to model 
the link budget statistically. For this method, distributions of transmitter power output, receiver sen-
sitivity, and other parameters are either measured or estimated. They are then combined statistically 
using an approach such as the Monte Carlo method, in which many possible link combinations are 
simulated to generate an overall distribution of the available link optical power. A typical approach 
is the 3-sigma design, in which the combined variations of all link components are not allowed to 
extend more than 3 standard deviations from the average performance target in either direction. The 
statistical approach results in greater design flexibility, and generally increased distance compared 
with a worst-case model at the same BER.

Harmonic Distortions, Intermodulation Distortions, 
and Dynamic Range

Fiber-optic analog links are in general nonlinear. That is, if the input electrical information is 
a harmonic signal of frequency f0, the output electrical signal will contain the fundamental fre-
quency f0 as well as high-order harmonics of frequencies nf0 (n > 2). These high-order harmonics 
comprise the harmonic distortions of analog fiber-optic links.6 The nonlinear behavior is caused 
by nonlinearities in the transmitter, the fiber, and the receiver. The same sources of nonlinearities 
in the fiber-optic links lead to intermodulation distortions (IMD), which can be best illustrated in 
a two-tone transmission scenario. If the input electrical information is a superposition of two har-
monic signals of frequencies f1 and f2, the output electrical signal will contain second-order inter-
modulation at frequencies f1 + f2 and f1 − f2 as well as third-order intermodulation at frequencies 
2f1 − f2 and 2f2 − f1.

Most analog fiber-optic links require bandwidth of less than one octave (fmax < 2 fmin). As a result 
harmonic distortions as well as second-order IMD products are not important as they can be filtered 
out electronically. However, third-order IMD products are in the same frequency range (between fmin 
and fmax ) as the signal itself and therefore appear in the output signal as the spurious response. Thus 
the linearity of analog fiber-optic links is determined by the level of third-order IMD products. In the 
case of analog links where third-order IMD is eliminated through linearization circuitry, the lowest 
odd-order IMD determines the linearity of the link.

To quantify IMD distortions, a two-tone experiment (or simulation) is usually conducted where the 
input RF powers of the two tones are equal. The linear and nonlinear power transfer functions—the 
output RF power of each of two input tones and the second or third-order IMD product as a function 
of the input RF power of each input harmonic signal—are schematically presented in Fig. 3. When 
plotted on a log-log scale, the fundamental power transfer function should be a line with a slope of 
unity. The second- (third-) order power transfer function should be a line with a slope of two (three). 
The intersections of the power transfer functions are called second- and third-order intercept points, 
respectively. Because of the fixed slopes of the power transfer functions, the intercept points can be 
calculated from measurements obtained at a single input power level. Suppose at a certain input level, 
the output power of each of the two fundamental tones, the second-order IMD product and third-order 
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IMD products are P1, P2, and P3, respectively. When the power levels are in units of dB or dBm, the 
second-order and third-order intercept points are

 IP2 1 22= −P P  (4)

and

 IP /3 1 33 2= −( )P P  (5)

The dynamic range is a measure of the ability of an analog fiber-optic link to faithfully transmit 
signals at various power levels. At the low input power end, the analog link can fail due to insufficient 
power level so that the output power is below the noise level. At the high input power end, the analog 
link can fail due to the fact that the IMD products become the dominant source of signal degrada-
tion. In term of the output power, the dynamic range (of the output power) is defined as the ratio of 
the fundamental output to the noise power. However, it should be noted that the third-order IMD 
products increase three times faster than the fundamental signal. After the third-order IMD products 
exceeds the noise floor, the ratio of the fundamental output to the noise power is meaningless as the 
dominant degradation of the output signal comes from IMD products. So a more meaningful definition 
of the dynamic range is the so-called spurious-free dynamic range (SFDR),6,7 which is the ratio of the 
fundamental output to the noise power at the point where the IMD products is at the noise level. The 
spurious-free dynamic range is then practically the maximum dynamic range. Since the noise floor 
depends on the bandwidth of interest, the unit for SFDR should be dB-Hz2/3. The dynamic range 
decreases as the bandwidth of the system is increased. The spurious-free dynamic range is also often 
defined with reference to the input power, which corresponds to SFDR with reference to the output 
power if there is no gain compression.

15.2 LINK BUDGET ANALYSIS: INSTALLATION LOSS

It is convenient to break down the link budget into two areas: installation loss and available power. 
Installation or DC loss refers to optical losses associated with the fiber cable plant, such as connector 
loss, splice loss, and bandwidth considerations. Available optical power is the difference between the 
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transmitter output and receiver input powers, minus additional losses due to optical noise sources 
on the link (also known as AC losses). With this approach, the installation loss budget may be 
treated statistically and the available power budget as worst case. First, we consider the installation 
loss budget, which can be broken down into three areas, namely, transmission loss, fiber attenuation 
as a function of wavelength, and connector or splice losses.

Transmission Loss

Transmission loss is perhaps the most important property of an optical fiber; it affects the link 
budget and maximum unrepeated distance. Since the maximum optical power launched into an 
optical fiber is determined by international laser eye safety standards,8 the number and separation 
between optical repeaters and regenerators is largely determined by this loss. The mechanisms 
responsible for this loss include material absorption as well as both linear and nonlinear scatter-
ing of light from impurities in the fiber.1–5 Typical loss for single-mode optical fiber is about 2 
to 3 dB/km near 800-nm wavelength, 0.5 dB/km near 1300 nm, and 0.25 dB/km near 1550 nm. 
Multimode fiber loss is slightly higher, and bending loss will only increase the link attenuation 
further.

Attenuation versus Wavelength

Since fiber loss varies with wavelength, changes in the source wavelength or use of sources with a 
spectrum of wavelengths will produce additional loss. Transmission loss is minimized near the 1550-
nm wavelength band, which unfortunately does not correspond with the dispersion minimum at 
around 1310 nm. An accurate model for fiber loss as a function of wavelength has been developed by 
Walker;9 this model accounts for the effects of linear scattering, macrobending, and material absorp-
tion due to ultraviolet and infrared band edges, hydroxide (OH) absorption, and absorption from 
common impurities such as phosphorous. Using this model, it is possible to calculate the fiber loss 
as a function of wavelength for different impurity levels; the fiber properties can be specified along 
with the acceptable wavelength limits of the source to limit the fiber loss over the entire operating 
wavelength range. Design tradeoffs are possible between center wavelength and fiber composition to 
achieve the desired result. Typical loss due to wavelength-dependent attenuation for laser sources on 
single-mode fiber can be held below 0.1 dB/km.

Connector and Splice Losses

There are also installation losses associated with fiber optic connectors and splices; both of these 
are inherently statistical in nature and can be characterized by a Gaussian distribution. There are 
many different kinds of standardized optical connectors, some of which have been discussed pre-
viously; some industry standards also specify the type of optical fiber and connectors suitable for 
a given application.10 There are also different models which have been published for estimating 
connection loss due to fiber misalignment;11,12 most of these treat loss due to misalignment of 
fiber cores, offset of fibers on either side of the connector, and angular misalignment of fibers. 
The loss due to these effects is then combined into an overall estimate of the connector perfor-
mance. There is no general model available to treat all types of connectors, but typical connector 
loss values average approximately 0.5 dB worst case for multimode, slightly higher for singlemode 
(see Table 1).

Optical splices are required for longer links, since fiber is usually available in spools of 1 to 5 km, 
or to repair broken fibers. There are two basic types, mechanical splices (which involve placing the 
two fiber ends in a receptacle that holds them close together, usually with epoxy) and the more com-
monly used fusion splices (in which the fiber are aligned, then heated sufficiently to fuse the two ends 
together). Typical splice loss values are given in Table 1.
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15.3 LINK BUDGET ANALYSIS: OPTICAL 
POWER PENALTIES

Next, we will consider the assembly loss budget, which is the difference between the transmitter out-
put and receiver input powers, allowing for optical power penalties due to noise sources in the link. 
We will follow the standard convention in the literature of assuming a digital optical communica-
tion link which is best characterized by its BER. Contributing factors to link performance include 
the following:

• Dispersion (modal and chromatic) or intersymbol interference

• Mode partition noise

• Mode hopping

• Extinction ratio

• Multipath interference

• Relative intensity noise (RIN)

• Timing jitter

• Radiation induced darkening

• Modal noise

Higher order, nonlinear effects including Stimulated Raman and Brillouin scattering and 
frequency chirping will be discussed elsewhere.

TABLE 1 Typical Cable Plant Optical Losses5

    Variance
Component Description Size (μm) Mean Loss (dB2)

Connector∗ Physical contact 62.5–62.5 0.40 dB 0.02
  50.0–50.0 0.40 dB 0.02
   9.0–9.0† 0.35 dB 0.06
  62.5–50.0 2.10 dB 0.12
  50.0–62.5 0.00 dB 0.01
Connector∗ Nonphysical contact 62.5–62.5 0.70 dB 0.04
 (multimode only)  50.0–50.0 0.70 dB 0.04
  62.5–50.0 2.40 dB 0.12
  50.0–62.5 0.30 dB 0.01
Splice Mechanical 62.5–62.5 0.15 dB 0.01
  50.0–50.0 0.15 dB 0.01
   9.0–9.0† 0.15 dB 0.01
Splice Fusion 62.5–62.5 0.40 dB 0.01
  50.0–50.0 0.40 dB 0.01
   9.0–9.0† 0.40 dB 0.01
Cable IBM multimode jumper 62.5 1.75 dB/km NA
 IBM multimode jumper 50.0 3.00 dB/km at NA
    850 nm
 IBM single-mode jumper  9.0 0.8 dB/km NA
 Trunk 62.5 1.00 dB/km NA
 Trunk 50.0 0.90 dB/km NA
 Trunk  9.0 0.50 dB/km NA

∗ The connector loss value is typical when attaching identical connectors. The loss can vary significantly if attaching different 
connector types.

†Single-mode connectors and splices must meet a minimum return loss specification of 28 dB.
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Dispersion

The most important fiber characteristic after transmission loss is dispersion, or intersymbol inter-
ference. This refers to the broadening of optical pulses as they propagate along the fiber. As pulses 
broaden, they tend to interfere with adjacent pulses; this limits the maximum achievable data rate. 
In multimode fibers, there are two dominant kinds of dispersion, modal and chromatic. Modal dis-
persion refers to the fact that different modes will travel at different velocities and cause pulse broad-
ening. The fiber’s modal bandwidth in units of MHz-km, is specified according to the expression

 BW BW /modal = 1 LY  (6)

where BWmodal is the modal bandwidth for a length L of fiber, BW1 is the manufacturer-specified 
modal bandwidth of a 1-km section of fiber, and g is a constant known as the modal bandwidth con-
catenation length scaling factor. The term g usually assumes a value between 0.5 and 1, depending on 
details of the fiber manufacturing and design as well as the operating wavelength; it is conservative to 
take γ =1 0. . Modal bandwidth can be increased by mode mixing, which promotes the interchange of 
energy between modes to average out the effects of modal dispersion. Fiber splices tend to increase 
the modal bandwidth, although it is conservative to discard this effect when designing a link.

The other major contribution is chromatic dispersion BWchrom which occurs because different 
wavelengths of light propagate at different velocities in the fiber. For multimode fiber, this is given by 
an empirical model of the form

 BW
| |

chrom

eff

=
+ −

L

a a

c

w o c

γ

λ λ λ( )1

 (7)

where L is the fiber length in km; λc is the center wavelength of the source in nm; λw is the source 
FWHM spectral width in nm; γ c is the chromatic bandwidth length scaling coefficient, a constant; 
λeff  is the effective wavelength, which combines the effects of the fiber zero dispersion wavelength 
and spectral loss signature; and the constants a1 and ao are determined by a regression fit of measured 
data. From Ref. 13, the chromatic bandwidth for 62.5/125-μm fiber is empirically given by

 BW
| |

chrom =
+ −
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w c
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For this expression, the center wavelength was 1335 nm and λeff was chosen midway between λc and 
the water absorption peak at 1390 nm; although λeff  was estimated in this case, the expression still 
provides a good fit to the data. For 50/125-μm fiber, the expression becomes

 BW
| |

chrom =
+ −

−10
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w c

.

( . . )λ λ
 (9)

For this case, λc was 1313 nm and the chromatic bandwidth peaked at λeff nm= 1330 . Recall that 
this is only one possible model for fiber bandwidth.1 The total bandwidth capacity of multimode 
fiber BWt is obtained by combining the modal and chromatic dispersion contributions, according to

 
1 1 1

2 2 2BW BW BWchrom modalt

= +  (10)

Once the total bandwidth is known, the dispersion penalty can be calculated for a given data rate. 
One expression for the dispersion penalty in decibel is

 Pd
t

=
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⎤

⎦
⎥1 22

2

.
bit rate(Mb/s)

BW (MHz)
 (11)

For typical telecommunication grade fiber, the dispersion penalty for a 20-km link is about 0.5 dB.
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Dispersion is usually minimized at wavelengths near 1310 nm; special types of fiber have been 
developed which manipulate the index profile across the core to achieve minimal dispersion near 1550 nm, 
which is also the wavelength region of minimal transmission loss. Unfortunatly, this dispersion-shifted 
fiber suffers from some practial drawbacks, including susceptibility to certain kinds of nonlinear noise 
and increased interference between adjacent channels in a wavelength multiplexing environment. 
There is a new type of fiber which minimizes dispersion while reducing the unwanted crosstalk effects, 
called dispersion optimized fiber. By using a very sophisticated fiber profile, it is possible to minimize 
dispersion over the entire wavelength range from 1300 nm to 1550 nm, at the expense of very high loss 
(around 2 dB/km); this is known as dispersion flattened fiber. Yet another approach is called dispersion 
conpensating fiber; this fiber is designed with negative dispersion characteristics, so that when used in 
series with conventional fiber it will offset the normal fiber dispersion. Dispersion compensating fiber 
has a much narrower core than standard singlemode fiber, which makes it susceptible to nonlinear 
effects; it is also birefringent and suffers from polarization mode dispersion, in which different states of 
polarized light propagate with very different group velocities. Note that standard singlemode fiber does 
not preserve the polarization state of the incident light; there is yet another type of specialty fiber, with 
asymmetric core profiles, capable of preserving the polarization of incident light over long distances.

By definition, single-mode fiber does not suffer modal dispersion. Chromatic dispersion is an 
important effect, though, even given the relatively narrow spectral width of most laser diodes. The 
dispersion of single-mode fiber corresponds to the first derivative of group velocity τ g  with respect 
to wavelength, and is given by

 D
d

d

Sg o
c

o

c

= = −
⎛
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λ

λ
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λ4

4

3
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where D is the dispersion in ps/(km-nm) and λc is the laser center wavelength. The fiber is char-
acterized by its zero dispersion wavelength, λo , and zero dispersion slope, So. Usually, both center 
wavelength and zero dispersion wavelength are specified over a range of values; it is necessary to 
consider both upper and lower bounds in order to determine the worst case dispersion penalty. This 
can be seen from Fig. 4 which plots D versus wavelength for some typical values of λo and λc ; the 
largest absolute value of D occurs at the extremes of this region. Once the dispersion is determined, 
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the intersymbol interference penalty as a function of link length L can be determined to a good 
approximation from a model proposed by Agrawal:14

 P BD Ld = +5 1 2 2 2log( ( ) )π λΔ  (13)

where B is the bit rate and Δλ is the root-mean-square (RMS) spectral width of the source. By 
maintaining a close match between the operating and zero dispersion wavelengths, this penalty can 
be kept to a tolerable 0.5 to 1.0 dB in most cases.

Mode Partition Noise

Group velocity dispersion contributes to another optical penalty, which remains the subject of con-
tinuing research, mode partition noise and mode hopping. This penalty is related to the properties 
of a Fabry-Perot type laser diode cavity; although the total optical power output from the laser may 
remain constant, the optical power distribution among the laser’s longitudinal modes will fluctu-
ate. This is illustrated by the model depicted in Fig. 5; when a laser diode is directly modulated with 
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FIGURE 5  Model for mode partition noise; an optical source 
emits a combination of wavelengths, illustrated by different color blocks: 
(a) wavelength-dependent loss and (b) chromatic dispersion.
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injection current, the total output power stays constant from pulse to pulse; however, the power dis-
tribution among several longitudinal modes will vary between pulses. We must be careful to dis-
tinguish this behavior of the instantaneous laser spectrum, which varies with time, from the time-
averaged spectrum which is normally observed experimentally. The light propagates through a fiber 
with wavelength-dependent dispersion or attenuation, which deforms the pulse shape. Each mode is 
delayed by a different amount due to group velocity dispersion in the fiber; this leads to additional 
signal degradation at the receiver, in addition to the intersymbol interference caused by chromatic 
dispersion alone, discussed earlier. This is known as mode partition noise; it is capable of generat-
ing bit error rate floors, such that additional optical power into the receiver will not improve the 
link BER. This is because mode partition noise is a function of the laser spectral fluctuations and 
wavelength-dependent dispersion of the fiber, so the signal-to-noise ratio due to this effect is inde-
pendent of the signal power. The power penalty due to mode partition noise was first calculated by 
Ogawa15 as

 P Qmp mp= −5 1 2 2log( )σ  (14)

where 
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The mode partition coefficient k is a number between 0 and 1 which describes how much of the 
optical power is randomly shared between modes; it summarizes the statistical nature of mode par-
tition noise. According to Ogawa, k depends on the number of interacting modes and rms spectral 
width of the source, the exact dependence being complex. However, subsequent work has shown16 
that Ogawa’s model tends to underestimate the power penalty due to mode partition noise because 
it does not consider the variation of longitudinal mode power between successive baud periods, and 
because it assumes a linear model of chromatic dispersion rather than the nonlinear model given 
in the above equation. A more detailed model has been proposed by Campbell,17 which is general 
enough to include effects of the laser diode spectrum, pulse shaping, transmitter extinction ratio, and 
statistics of the data stream. While Ogawa’s model assumed an equiprobable distribution of zeros and 
ones in the data stream, Campbell showed that mode partition noise is data dependent as well. Recent 
work based on this model18 has re-derived the signal variance:
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where the mode partition noise contributed by adjacent baud periods is defined by
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and the time-average extinction ratio E P Pav 1 0( / )= 10 log , where P P1 0,  represent the optical power by 
a 1 and 0, respectively. If the operating wavelength is far away from the zero dispersion wavelength, 
the noise variance simplifies to
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which is valid provided that, 

 β π λ= <<( )BDΔ 2 1  (21)

Many diode lasers exhibit mode hopping or mode splitting in which the spectrum appears to 
split optical power between 2 or 3 modes for brief periods of time. The exact mechanism is not fully 
understood, but stable Gaussian spectra are generally only observed for CW operation and tempera-
ture stabilized lasers. During these mode hops the above theory does not apply since the spectrum is 
non-Gaussian, and the model will overpredict the power penalty; hence, it is not possible to model 
mode hops as mode partitioning with k = 1. There is no currently published model describing a treat-
ment of mode hopping noise, although recent papers19 suggest approximate calculations based on the 
statistical properties of the laser cavity. In a practical link, some amount of mode hopping is probably 
unavoidable as a contributor to burst noise; empirical testing of link hardware remains the only reli-
able way to reduce this effect. A practical rule of thumb is to keep the mode partition noise penalty 
less than 1.0 dB maximum, provided that this penalty is far away from any noise floors.

Extinction Ratio

The receiver extinction ratio also contributes directly to the link penalties. The receiver BER is a 
function of the modulated AC signal power; if the laser transmitter has a small extinction ratio, the 
DC component of total optical power is significant. Gain or loss can be introduced in the link bud-
get if the extinction ratio at which the receiver sensitivity is measured differs from the worst case 
transmitter extinction ratio. If the extinction ratio Et at the transmitter is defined as the ratio of 
optical power when a one is transmitted versus when a zero is transmitted,

 Et =
Power

Power
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0
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then we can define a modulation index at the transmitter Mt according to 

 M
E

Et
t

t

=
−
+

1

1
 (23)

Similarly, we can measure the linear extinction ratio at the optical receiver input and define a 
modulation Mr . The extinction ratio penalty is given by
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where the subscripts T and R refer to specifications for the transmitter and receiver, respectively. 
Usually, the extinction ratio is specified to be the same at the transmitter and receiver, and is large 
enough so that there is no power penalty due to extinction ratio effects.

Multipath Interference

Another important property of the optical link is the amount of reflected light from the fiber end-
faces which returns up the link back into the transmitter. Whenever there is a connection or splice 
in the link, some fraction of the light is reflected back; each connection is thus a potential noise gen-
erator, since the reflected fields can interfere with one another to create noise in the detected optical 
signal. The phenomenon is analogous to the noise caused by multiple atmospheric reflections of 
radio waves, and is known as multipath interference noise. To limit this noise, connectors and splices 
are specified with a minimum return loss. If there are a total of N reflection points in a link and the 
geometric mean of the connector reflections is alpha, then based on the model of Duff et al.20 the 
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power penalty due to multipath interference (adjusted for bit error rate and bandwidth) is closely 
approximated by 

 
P Nampi = −10 1 0 7log( . )

 (25)

Multipath noise can usually be reduced well below 0.5 dB with available connectors, whose return 
loss is often better than 25 dB.

Relative Intensity Noise

Stray light reflected back into a Fabry-Perot type laser diode gives rise to intensity fluctuations in the 
laser output. This is a complicated phenomena, strongly dependent on the type of laser; it is called 
either reflection-induced intensity noise or relative intensity noise (RIN). This effect is important 
since it can also generate BER floors. The power penalty due to RIN is the subject of ongoing research; 
since the reflected light is measured at a specified signal level, RIN is data dependent although it 
is independent of link length. Since many laser diodes are packaged in windowed containers, it 
is difficult to correlate the RIN measurements on an unpackaged laser with those of a commercial 
product. There have been several detailed attempts to characterize RIN;21,22 typically, the RIN noise 
is assumed Gaussian in amplitude and uniform in frequency over the receiver bandwidth of interest. 
The RIN value is specified for a given laser by measuring changes in the optical power when a 
controlled amount of light is fed back into the laser; it is signal dependent, and is also influenced by 
temperature, bias voltage, laser structure, and other factors which typically influence laser output 
power.22 If we assume that the effect of RIN is to produce an equivalent noise current at the receiver, 
then the additional receiver noise σ r may be modeled as

 σ γr
gS B= 2 2  (26)

where S is the signal level during a bit period, B is the bit rate, and g is a noise exponent which defines 
the amount of signal-dependent noise. If g = 0, noise power is independent of the signal, while for 
g = 1 noise power is proportional to the square of the signal strength. The coefficient g is given by

 γ 2 2 1 1010= −Si
g

i
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where RINi is the measured RIN value at the average signal level Si , including worst case backreflec-
tion conditions and operating temperatures. The Gaussian BER probability due to the additional 
RIN noise current is given by
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where σ σ1, o represent the total noise current during transmission of a digital 1 and 0, respectively, 
and P Pe e

o1,  are the probabilities of error during transmission of a 1 or 0, respectively. The power 
penalty due to RIN may then be calculated by determining the additional signal power required to 
achieve the same BER with RIN noise present as without the RIN contribution. One approximation 
for the RIN power penalty is given by
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where the RIN value is specified in dB/Hz, BW is the receiver bandwidth, Mr is the receiver modulation 
index, and the exponent g is a constant varying between 0 and 1 which relates the magnitude of RIN noise 
to the optical power level. The maximum RIN noise penalty in a link can usually be kept below 0.5 dB.
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Jitter

Although it is not strictly an optical phenomena, another important area in link design deals with 
the effects of timing jitter on the optical signal. In a typical optical link, a clock is extracted from the 
incoming data signal which is used to retime and reshape the received digital pulse; the received pulse 
is then compared with a threshold to determine if a digital 1 or 0 was transmitted. So far, we have dis-
cussed BER testing with the implicit assumption that the measurement was made in the center of the 
received data bit; to achieve this, a clock transition at the center of the bit is required. When the clock 
is generated from a receiver timing recovery circuit, it will have some variation in time and the exact 
location of the clock edge will be uncertain. Even if the clock is positioned at the center of the bit, 
its position may drift over time. There will be a region of the bit interval, or eye, in the time domain 
where the BER is acceptable; this region is defined as the eyewidth.1–3 Eyewidth measurements are an 
important parameter for evaluation of fiber optic links; they are intimately related to the BER, as well 
as the acceptable clock drift, pulse width distortion, and optical power. At low optical power levels, the 
receiver signal-to-noise ratio is reduced; increased noise causes amplitude variations in the received 
signal. These amplitude variations are translated into time domain variations in the receiver decision 
circuitry, which narrows the eyewidth. At the other extreme, an optical receiver may become saturated 
at high optical power, reducing the eyewidth and making the system more sensitive to timing jitter. 
This behavior results in the typical “bathtub” curve shown in Fig. 2; for this measurement, the clock 
is delayed from one end of the bit cell to the other, with the BER calculated at each position. Near the 
ends of the cell, a large number of errors occur; toward the center of the cell, the BER decreases to 
its true value. The eye opening may be defined as the portion of the eye for which the BER remains 
constant; pulse width distortion occurs near the edges of the eye, which denotes the limits of the valid 
clock timing. Uncertainty in the data pulse arrival times causes errors to occur by closing the eye win-
dow and causing the eye pattern to be sampled away from the center. This is one of the fundamen-
tal problems of optical and digital signal processing, and a large body of work has been done in this 
area.23,24 In general, multiple jitter sources will be present in a link; these will tend to be uncorrelated. 
However, jitter on digital signals, especially resulting from a cascade of repeaters, may be coherent.

International standards on jitter were first published by the CCITT (Central Commission for 
International Telephony and Telegraphy, now known as the International Telecommunications 
Union, or ITU). This standards body has adopted a definition of jitter24 as short-term variations of 
the significant instants (rising or falling edges) of a digital signal from their ideal position in time. 
Longer-term variations are described as wander; in terms of frequency, the distinction between jitter 
and wander is somewhat unclear. The predominant sources of jitter include the following:

• Phase noise in receiver clock recovery circuits, particularly crystal-controlled oscillator circuits; 
this may be aggravated by filters or other components which do not have a linear phase response. 
Noise in digital logic resulting from restricted rise and fall times may also contribute to jitter.

• Imperfect timing recovery in digital regenerative repeaters, which is usually dependent on the 
data pattern.

• Different data patterns may contribute to jitter when the clock recovery circuit of a repeater 
attempts to recover the receive clock from inbound data. Data pattern sensitivity can produce as 
much as 0.5-dB penalty in receiver sensitivity. Higher data rates are more susceptible (>1 Gbit/s); 
data patterns with long run lengths of 1s or 0s, or with abrupt phase transitions between consecu-
tive blocks of 1s and 0s, tend to produce worst case jitter.

• At low optical power levels, the receiver signal-to-noise ratio Q is reduced; increased noise causes 
amplitude variations in the signal, which may be translated into time domain variations by the 
receiver circuitry.

• Low frequency jitter, also called wander, resulting from instabilities in clock sources and modula-
tion of transmitters.

• Very low frequency jitter caused by variations in the propagation delay of fibers, connectors, etc., 
typically resulting from small temperature variations. (This can make it especially difficult to 
perform long-term jitter measurements.)
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In general, jitter from each of these sources will be uncorrelated; jitter related to modulation com-
ponents of the digital signal may be coherent, and cumulative jitter from a series of repeaters or 
regenerators may also contain some well correlated components.

There are several parameters of interest in characterizing jitter performance. Jitter may be classified 
as either random or deterministic, depending on whether it is associated with pattern-dependent effects; 
these are distinct from the duty cycle distortion which often accompanies imperfect signal timing. 
Each component of the optical link (data source, serializer, transmitter, encoder, fiber, receiver, reti-
ming/clock recovery/deserialization, decision circuit) will contribute some fraction of the total sys-
tem jitter. If we consider the link to be a “black box” (but not necessarily a linear system) then we can 
measure the level of output jitter in the absence of input jitter; this is known as the “intrinsic jitter” 
of the link. The relative importance of jitter from different sources may be evaluated by measuring 
the spectral density of the jitter. Another approach is the maximum tolerable input jitter (MTIJ) for 
the link. Finally, since jitter is essentially a stochastic process, we may attempt to characterize the jitter 
transfer function (JTF) of the link, or estimate the probability density function of the jitter. When 
multiple traces occur at the edges of the eye, this can indicate the presence of data dependent jitter or 
duty cycle distortion; a histogram of the edge location will show several distinct peaks. This type of 
jitter can indicate a design flaw in the transmitter or receiver. By contrast, random jitter typically has 
a more Gaussian profile and is present to some degree in all data links.

The problem of jitter accumulation in a chain of repeaters becomes increasingly complex; how-
ever, we can state some general rules of thumb. It has been shown25 that jitter can be generally 
divided into two components, one due to repetitive patterns and one due to random data. In receiv-
ers with phase-lock loop timing recovery circuits, repetitive data patterns will tend to cause jitter 
accumulation, especially for long run lengths. This effect is commonly modeled as a second-order 
receiver transfer function. Jitter will also accumulate when the link is transferring random data; 
jitter due to random data is of two types, systematic and random. The classic model for systematic 
jitter accumulation in cascaded repeaters was published by Byrne.26 The Byrne model assumes cas-
caded identical timing recovery circuits, and then the systematic and random jitter can be com-
bined as rms quantities so that total jitter due to random jitter may be obtained. This model has 
been generalized to networks consisting of different components,27 and to nonidentical repeaters.28 
Despite these considerations, for well designed practical networks the basic results of the Byrne 
model remain valid for N nominally identical repeaters transmitting random data; systematic jitter 
accumulates in proportion to N1/2 and random jitter accumulates in proportion to N1/4. For most 
applications the maximum timing jitter should be kept below about 30 percent of the maximum 
receiver eye opening.

Modal Noise

An additional effect of lossy connectors and splices is modal noise. Because high capacity opti-
cal links tend to use highly coherent laser transmitters, random coupling between fiber modes 
causes fluctuations in the optical power coupled through splices and connectors; this phenomena 
is known as modal noise.29 As one might expect, modal noise is worst when using laser sources in 
conjunction with multimode fiber; recent industry standards have allowed the use of short-wave 
lasers (750 to 850 nm) on 50 μm fiber which may experience this problem. Modal noise is usually 
considered to be nonexistent in single-mode systems. However, modal noise in single-mode fibers 
can arise when higher-order modes are generated at imperfect connections or splices. If the lossy 
mode is not completely attenuated before it reaches the next connection, interference with the 
dominant mode may occur. The effects of modal noise have been modeled previously,29 assuming that 
the only significant interaction occurs between the LP01 and LP11 modes for a sufficiently coherent 
laser. For N sections of fiber, each of length L in a single-mode link, the worst case sigma for modal 
noise can be given by

 σ η ηm
aLN e= − −2 1( )  (30)
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where a is the attenuation coefficient of the LP11 mode, and h is the splice transmission efficiency, 
given by

 η η= −10 10( )o /  (31)

where ηo is the mean splice loss (typically, splice transmission efficiency will exceed 90%). The 
corresponding optical power penalty due to modal noise is given by

 P Q m= − −5 1 2 2log( )σ  (32)

where Q corresponds to the desired BER. This power penalty should be kept to less than 0.5 dB.

Radiation Induced Loss

Another important environmental factor as mentioned earlier is exposure of the fiber to ionizing 
radiation damage. There is a large body of literature concerning the effects of ionizing radiation on 
fiber links.30,31 There are many factors which can affect the radiation susceptibility of optical fiber, 
including the type of fiber, type of radiation (gamma radiation is usually assumed to be representa-
tive), total dose, dose rate (important only for higher exposure levels), prior irradiation history of 
the fiber, temperature, wavelength, and data rate. Optical fiber with a pure silica core is least sus-
ceptible to radiation damage; however, almost all commercial fiber is intentionally doped to control 
the refractive index of the core and cladding, as well as dispersion properties. Trace impurities are 
also introduced which become important only under irradiation; among the most important are 
Ge dopants in the core of graded index (GRIN) fibers, in addition to F, Cl, P, B, OH content, and the 
alkali metals. In general, radiation sensitivity is worst at lower temperatures, and is also made worse 
by hydrogen diffusion from materials in the fiber cladding. Because of the many factors involved, 
there does not exist a comprehensive theory to model radiation damage in optical fibers. The basic 
physics of the interaction has been described;30,31 there are two dominant mechanisms, radiation 
induced darkening and scintillation. First, high energy radiation can interact with dopants, impuri-
ties, or defects in the glass structure to produce color centers which absorb strongly at the operat-
ing wavelength. Carriers can also be freed by radiolytic or photochemical processes; some of these 
become trapped at defect sites, which modifies the band structure of the fiber and causes strong 
absorption at infrared wavelengths. This radiation-induced darkening increases the fiber attenu-
ation; in some cases, it is partially reversible when the radiation is removed, although high-levels 
or prolonged exposure will permanently damage the fiber. A second effect is caused if the radia-
tion interacts with impurities to produce stray light, or scintillation. This light is generally broad-
band, but will tend to degrade the BER at the receiver; scintillation is a weaker effect than radiation-
induced darkening. These effects will degrade the BER of a link; they can be prevented by shielding 
the fiber, or partially overcome by a third mechanism, photobleaching. The presence of intense light 
at the proper wavelength can partially reverse the effects of darkening in a fiber. It is also possible to 
treat silica core fibers by briefly exposing them to controlled levels of radiation at controlled temper-
atures; this increases the fiber loss, but makes the fiber less susceptible to future irradiation. These 
so-called radiation hardened fibers are often used in environments where radiation is anticipated to 
play an important role. Recently, several models have been advanced31 for the performance of fiber 
under moderate radiation levels; the effect on BER is a power law model of the form

 BER BER dose0= + A b( )  (33)

where BER0 is the link BER prior to irradiation, the dose is given in rads, and the constants A and b 
are empirically fitted. The loss due to normal background radiation exposure over a typical link life-
time can be held approximately below 0.5 dB.
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16.1 INTRODUCTION

Fiber-optic couplers, including splitters and wavelength division multiplexing components, have 
been used extensively over the last two decades. This use continues to grow both in quantity and in 
the ways in which the devices are used. The uses today include, among other applications, simple 
splitting for signal distribution and the wavelength multiplexing and demultiplexing multiple wave-
length signals.

Fiber-based splitters and wavelength division multiplexing (WDM) components are among the 
simplest devices. Other technologies that can be used to fabricate components that exhibit similar 
functions include the planar waveguide and micro-optic technologies. Planar waveguides are most 
suitable for highly integrated functions. Micro-optic devices are often used when complex multiple 
wavelength functionality is required. In this chapter, we will show the large number of optical func-
tions that can be achieved with simple tapered fiber components. We will also describe the physics 
of the propagation of light through tapers in order to better understand the breadth of components 
that can be fabricated with this technology. The phenomenon of coupling includes an exchange of 
power that can depend both on wavelength and on polarization. Beyond the simple 1 × 2 power 
splitter, other devices that can be fabricated from tapered fibers include 1 × N devices, wavelength 
multiplexing, polarization multiplexing, switches, attenuators, and filters.

Fiber-optic couplers have been fabricated since the early 1970s. The fabrication technologies have 
included fusion tapering,1–3 etching,4 and polishing.5–7 The tapered single-mode fiber-optic power 
splitter is perhaps the most universal of the single-mode tapered devices.8 It has been shown that 
the power transferred during the tapering process involves an initial adiabatic transfer of the power in 
the input core to the cladding air interface.9 The light is then transferred to the adjacent core-cladding 
mode. During the uptapering process, the input light will transfer back onto the fiber cores. In this 
case, it is referred to as a cladding mode coupling device. Light that is transferred to a higher-order 
mode of the core-cladding structure leads to an excess loss. This is because these higher-order modes 
are not bounded by the core and are readily stripped by the higher index of the fiber coating.

In the tapered fiber coupler process, two fibers are brought into close proximity after the protec-
tive plastic jacket is removed. Then, in the presence of a torch, the fibers are fused and stretched 
(Fig. 1.) The propagation of light through this tapered region is described using Maxwell’s vector 
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equations, but to a good approximation, the scalar wave approximation is valid. The scalar wave 
equation written in cylindrical coordinates is expressed as

[ ( ) ( )]1 22
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In Eq. (1), n1 is the index value at r = 0, b is the propagation constant, which is to be determined, 
a is the core radius, f (r/a) is a function describing the index distribution with radius, and V is the 
modal volume
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As light propagates in the single-mode fiber, it is not confined to the core region, but extends out 
into the surrounding region. As the light propagates through the tapered region, it is bounded by 
the shrinking, air-cladding boundary.

In the simplest case, the coupling from one cladding to the adjacent one can be described by 
perturbation theory.9 In this case, the cladding air boundary is considered as the waveguide outer 
boundary, and the exchange of power along z is described as
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In Eq. (6), the waveguide parameters are defined in the tapered region. Here the core of each 
fiber is small and the cladding becomes the effective core, while air becomes the cladding. Also, it 

FIGURE 1 Fusing and tapering process.
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is important to point out that Eqs. (4) and (5) are only a first approximation. These equations are 
derived using first-order perturbation theory. Also, the scalar wave equation is not strictly valid 
under the presence of large index differences, such as at a glass-air boundary. However, these equa-
tions describe a number of important effects. The sinusoidal dependence of the power coupled with 
wavelength, as well as the dependence of power transfer with cladding diameter and other depen-
dencies, is well described with the model.

Equation (4) can be described by considering the light input to one core as a superposition of 
symmetric and antisymmetric.9 These modes are eigen solutions to the composite two-core struc-
ture. The proper superposition of these two modes enables one to impose input boundary condi-
tions for the case of a two-core structure. The symmetric and antisymmetric modes are written as

ψ
ψ ψ

s =
+1 2

2
 (7)

ψ
ψ ψ

a =
−1 2

2
 (8)

Light input onto one core is described with y1 at z = 0,

ψ
ψ ψ

1
2

=
+s a  (9)

Propagation through the coupler is characterized with the superposition of ys and ya. This super-
position describes the power transfer between the two guides along the direction of propagation.10

The propagation constants of ys and ya are slightly different, and this value can be used to estimate 
excess loss under certain perturbations.

16.2 ACHROMATICITY

The simple sinusoidal dependence of the coupling with wavelength as described above is not 
always desired, and often a more achromatic dependence of the coupling is required. This can be 
achieved when dissimilar fibers10 are used to fabricate the coupler. Fibers are characterized as dis-
similar when the propagation constants of the guides are of different values. When dissimilar fibers 
are used, Eqs. (4) and (5) can be replaced with

P x P F P P C P P1 1
2

2 1 1 20 0 0 0 0( ) ( ) ( ( ) ( ) [ ][ ( ) (= + − + δβ/ ))] ]sin ( )2 2 Cz F/  (10)

where

F C= +1 1 4 2/ /[ ( )]δβ  (11)

In most cases, the fibers are made dissimilar by changing the cladding diameter of one of the 
fibers. Etching or pretapering one of the fibers can do this. Another approach is to slightly change 
the cladding index of one of the fibers.11 When dissimilar fibers are used, the total amount of power 
coupled is limited. As an example, an achromatic 3-dB coupler is made achromatic by operating at 
the sinusoidal maximum with wavelength rather than at the power of maximum power change with 
wavelength. Another approach to achieve achromaticity is to taper the device such that the modes 
expand well beyond the cladding boundaries.12 This condition greatly weakens the wavelength 
dependence of the coupling. This has been achieved by encapsulating the fibers in a third-matrix 
glass with an index very close to that of the fiber’s cladding index. The difference in index between 
the cladding and the matrix glass is in the order of 0.001. The approach of encapsulating the fibers 
in a third-index material13,14 is also useful for reasons other than achromaticity. One reason is that 
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the packaging process is simplified. Also, a majority of couplers made for undersea applications use 
this method because it is a proven approach to ultrahigh reliability.

The wavelength dependence of the couplers described above is most often explained using mode 
coupling and perturbation theory. Often, numerical analysis is required to explain the effects that 
the varying taper angles have on the overall coupling. An important numerical approach is the beam 
propagation method.15 In this approach, the propagation of light through a device is solved by an 
expansion of the evolution operator using a Taylor series and with the use of fast Fourier transforms 
to evaluate the appropriate derivatives. In this way, the propagation of the light can be studied as it 
couples to the adjacent guides or to higher-order modes.

16.3 WAVELENGTH DIVISION MULTIPLEXING

Besides power splitting, tapered couplers can be used to separate wavelengths. To accomplish this 
separation, we utilize the wavelength dependence of Eqs. (4) and (5). By proper choice of the device 
length and taper ratio, two predetermined wavelengths can be put out onto two different ports. 
Wavelengths from 60 to 600 nanometers can be split using this approach. Applications include the 
splitting and/or combining of 1480 nm and 1550 nm light, as well as multiplexing 980 and 1550 nm 
onto an erbium fiber for signal amplification. Also important is the splitting of the 1310- to 1550-nm 
wavelength bands, which can be achieved using this approach.

16.4 1 ë N POWER SPLITTERS

Often it is desirable to split a signal onto a number of output ports. This can be achieved by 
concatenating 1 × 2 power splitters. Alternatively, one can split the input simultaneously onto 
multiple output ports.16,17 Typically, the output ports are of the form 2^N (i.e., 2, 4, 8, 16, . . .). 
The configuration of the fibers in the tapered region affects the distribution of the output power 
per port. A good approach to achieve uniform 1 × 8 splitting is described in Ref. 18.

16.5 SWITCHES AND ATTENUATORS

In a tapered device, the power coupled over to the adjacent core can be significantly affected by 
bending the device at the midpoint. By encapsulating two fibers before tapering in a third index 
medium, the device is rigid and can be reliably bent in order to frustrate the coupling.19 The bend-
ing establishes a difference in the propagation constants of the two guiding media, preventing cou-
pling or power transfer.

This approach can be used to fabricate both switches and attenuators. Switches with up to 30 dB 
crosstalk and attenuators with variable crosstalk up to 30 dB as well over the erbium wavelength 
band have been fabricated. Displacing one end of a 1 cm taper by 1 mm is enough to alter the cross-
talk by the 30-dB value. Applications for attenuators have been increasing significantly over the 
last few years. An important reason is to maintain the gain in erbium-doped fiber amplifiers. This 
is achieved by limiting the amount of pump power into the erbium fiber. Over time, as the pump 
degrades, the power output of the attenuator is increased to compensate for the pump degradation

16.6 MACH-ZEHNDER DEVICES

Devices to split narrowly spaced wavelengths are very important. As mentioned above, tapers can 
be designed such that wavelengths from 60 to 600 nm can be split in a tapered device. Dense WDM 
networks require splitting of wavelengths with separations on the order of nanometers. Fiber-based 
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Mach-Zehnder devices enable such splitting. Monolithic fiber-based Mach-Zehnders can be fabri-
cated using fibers with different cores,20,21 i.e., different propagation constants. Two or more tapers 
can be used to cause light from two different optical paths to interfere (Fig. 2). The dissimilar cores 
enable light to propagate at different speeds between the tapers, causing the required constructive 
and destructive interference. These devices are environmentally stable due to the monolithic struc-
ture. Mach-Zehnders can also be fabricated using fibers with different lengths between the tapers.22

In this approach, it is the packaging that enables an environmentally stable device.
Mach-Zehnders and lattice filters can also be fabricated by tapering single-fiber devices.23,24 In 

the tapered regions, the light couples to a cladding mode. The cladding mode propagates between 
tapers since a lower-index overcladding replaces the higher-index coating material. An interesting 
application for these devices is gain-flattening filters for amplifiers.

16.7 POLARIZATION DEVICES

It is well known that two polarization modes propagate in single-mode fiber. Most optical fiber 
modules allow both polarizations to propagate, but specify that the performance of the components 
be insensitive to the polarization states of the propagating light. However, this is often not the situa-
tion for fiber-optic sensor applications. Often, the state of polarization is important to the operation 
of the sensor itself. In these situations, polarization-maintaining fiber is used. Polarization compo-
nents such as polarization-maintaining couplers and also single polarization devices are used. In 
polarization-maintaining fiber, a difference in propagation constants of the polarization modes 
prevents mode coupling or exchange of energy. This is achieved by introducing stress or shape bire-
fringence within the fiber core. A significant difference between the two polarization modes is main-
tained as the fiber twists in a cable or package.

In many fiber sensor systems, tapered fiber couplers are used to couple light from one core to 
another. Often the couplers are composed of birefringent fibers.24,25 This is done to maintain the 

MC lattice device

FIGURE 2 Fiber-based Mach-Zehnder devices.24
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alignment of the polarizations to the incoming and outgoing fibers and also to maintain the polar-
ization states within the device. The axes of the birefringent fibers are aligned before tapering, and 
care is taken not to excessively twist the fibers during the tapering process.

The birefringent fibers contain stress rods, elliptical core fibers, or inner claddings to maintain 
the birefringence. The stress rods in some birefringent fibers have an index higher than the silica 
cladding. In the tapering process, this can cause light to be trapped in these rods, resulting in an 
excess loss in the device. Stress rods with an index lower than that of silica can be used in these 
fibers, resulting in very low loss devices.

16.8 SUMMARY

Tapered fiber couplers are extremely useful devices. Such devices include 1 × 2 and 1 × N power 
splitters, wavelength division multiplexers and filters, and polarization-maintaining and -splitting 
components. Removing the fiber’s plastic coating and then fusing and tapering two or more fibers 
in the presence of heat forms these devices. The simplicity and flexibility of this fabrication process 
is in part responsible for the widespread use of these components. The mechanism involved in the 
fabrication process is reasonably understood and simple, which is in part responsible for the wide-
spread deployment of these devices. These couplers are found in optical modules for the telecom-
munication industry and in assemblies for the sensing industry. They are also being deployed as 
standalone components for fiber-to-home applications.
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17.1 GLOSSARY 

 FBG fi ber Bragg grating 

FWHM full width measured at half-maximum intensity 

Neff effective refractive index for light propagating in a single mode 

 pps pulses per second 

b propagation constant of optical fi ber mode 

Δn magnitude of photoinduced refractive index change 

k grating coupling coeffi cient 

Λ spatial period (or pitch) of spatial feature measured along optical fi ber

l vacuum wavelength of propagating light

lB Bragg wavelength

L length of grating

17.2 INTRODUCTION

A fiber Bragg grating (FBG) is a periodic variation of the refractive index of the fiber core along the 
length of the fiber. The principal property of FBGs is that they reflect light in a narrow bandwidth 
that is centered about the Bragg wavelength lB which is given by λB N= 2 eff Λ,  where Λ is the spatial 
period (or pitch) of the periodic variation and Neff is the effective refractive index for light propagat-
ing in a single mode, usually the fundamental mode of a monomode optical fiber. The refractive 
index variations are formed by exposure of the fiber core to an intense optical interference pattern 
of ultraviolet light. The capability of light to induce permanent refractive index changes in the core 
of an optical fiber has been named photosensitivity. Photosensitivity was discovered by Hill et al. in 
1978 at the Communications Research Centre in Canada (CRC).1,2 The discovery has led to tech-
niques for fabricating Bragg gratings in the core of an optical fiber and a means for manufacturing a 
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wide range of FBG-based devices that have applications in optical fiber communications and optical 
sensor systems.

This chapter reviews the characteristics of photosensitivity, the properties of Bragg gratings, the 
techniques for fabricating Bragg gratings in optical fibers, and some FBG devices. More information 
on FBGs can be found in the following references, which are reviews on Bragg grating technology,3,4

the physical mechanisms underlying photosensitivity,5 applications for fiber gratings,6 and the use of 
FBGs as sensors.7

17.3 PHOTOSENSITIVITY

When ultraviolet light radiates an optical fiber, the refractive index of the fiber is changed perma-
nently; the effect is termed photosensitivity. The change in refractive index is permanent in the sense 
that it will last for several years (lifetimes of 25 years are predicted) if the optical waveguide after 
exposure is annealed appropriately; that is, by heating for a few hours at a temperature of 50°C 
above its maximum anticipated operating temperature.8 Initially, photosensitivity was thought to be 
a phenomenon that was associated only with germanium-doped-core optical fibers. Subsequently, 
photosensitivity has been observed in a wide variety of different fibers, many of which do not con-
tain germanium as dopant. Nevertheless, optical fiber with a germanium-doped core remains the 
most important material for the fabrication of Bragg grating–based devices.

The magnitude of the photoinduced refractive index change (Δn) obtained depends on several 
different factors: the irradiation conditions (wavelength, intensity, and total dosage of irradiating 
light), the composition of glassy material forming the fiber core, and any processing of the fiber prior 
and subsequent to irradiation. A wide variety of different continuous-wave and pulsed-laser light 
sources, with wavelengths ranging from the visible to the vacuum ultraviolet, have been used to pho-
toinduce refractive index changes in optical fibers. In practice, the most commonly used light sources 
are KrF and ArF excimer lasers that generate, respectively, 248- and 193-nm light pulses (pulse width 
~10 ns) at pulse repetition rates of 50 to 100 pps. Typically, the fiber core is exposed to laser light for 
a few minutes at pulse levels ranging from 100 to 1000 mJ cm−2 pulse−1. Under these conditions, Δn is
positive in germanium-doped monomode fiber with a magnitude ranging between 10−5 and 10−3.

The refractive index change can be enhanced (photosensitization) by processing the fiber prior 
to irradiation using such techniques as hydrogen loading9 or flame brushing.10 In the case of hydrogen 
loading, a piece of fiber is put in a high-pressure vessel containing hydrogen gas at room temperature; 
pressures of 100 to 1000 atmospheres (atm; 101 kPa/atm) are applied. After a few days, hydrogen 
in molecular form has diffused into the silica fiber; at equilibrium the fiber becomes saturated (i.e., 
loaded) with hydrogen gas. The fiber is then taken out of the high-pressure vessel and irradiated 
before the hydrogen has had sufficient time to diffuse out. Photoinduced refractive index changes up 
to 100 times greater are obtained by hydrogen loading a Ge-doped-core optical fiber. In flame brush-
ing, the section of fiber that is to be irradiated is mounted on a jig and a hydrogen-fueled flame is 
passed back and forth (i.e., brushed) along the length of the fiber. The brushing takes about 10 minutes, 
and upon irradiation, an increase in the photoinduced refractive index change by about a factor of 
10 can be obtained.

Irradiation at intensity levels higher than 1000 mJ/cm2 marks the onset of a different non-linear 
photosensitive process that enables a single irradiating excimer light pulse to photo-induce a large 
index change in a small localized region near the core/cladding boundary of the fiber. In this case, the 
refractive index changes are sufficiently large to be observable with a phase contrast microscope and 
have the appearance of physically damaging the fiber. This phenomenon has been used for the writing 
of gratings using a single-excimer light pulse. 

Another property of the photoinduced refractive index change is anisotropy. This characteristic is 
most easily observed by irradiating the fiber from the side with ultraviolet light that is polarized per-
pendicular to the fiber axis. The anisotropy in the photoinduced refractive index change results in the 
fiber becoming birefringent for light propagating through the fiber. The effect is useful for fabricating 
polarization mode-converting devices or rocking filters.11
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The physical processes underlying photosensitivity have not been fully resolved. In the case of 
germanium-doped glasses, photosensitivity is associated with GeO color center defects that have 
strong absorption in the ultraviolet (~242 nm) wavelength region. Irradiation with ultraviolet light 
bleaches the color center absorption band and increases absorption at shorter wavelengths, thereby 
changing the ultraviolet absorption spectrum of the glass. Consequently, as a result of the Kramers-
Kronig causality relationship,12 the refractive index of the glass also changes; the resultant refractive 
index change can be sensed at wavelengths that are far removed from the ultraviolet region extending 
to wavelengths in the visible and infrared. The physical processes underlying photosensitivity are, 
however, probably much more complex than this simple model. There is evidence that ultraviolet 
light irradiation of Ge-doped optical fiber results in structural rearrangement of the glass matrix 
leading to densification, thereby providing another mechanism for contributing to the increase in the 
fiber core refractive index. Furthermore, a physical model for photosensitivity must also account for 
the small anisotropy in the photoinduced refractive index change and the role that hydrogen load-
ing plays in enhancing the magnitude of the photoinduced refractive change. Although the physical 
processes underlying photosensitivity are not completely known, the phenomenon of glass-fiber pho-
tosensitivity has the practical result of providing a means, using ultraviolet light, for photoinducing 
permanent changes in the refractive index at wavelengths that are far removed from the wavelength 
of the irradiating ultraviolet light.

17.4 PROPERTIES OF BRAGG GRATINGS 

Bragg gratings have a periodic index structure in the core of the optical fiber. Light propagating in 
the Bragg grating is backscattered slightly by Fresnel reflection from each successive index perturba-
tion. Normally, the amount of backscattered light is very small except when the light has a wave-
length in the region of the Bragg wavelength lB, given by 

   λB N= 2 eff Λ

where Neff is the modal index and Λ is the grating period. At the Bragg wavelength, each back 
reflection from successive index perturbations is in phase with the next one. The back reflections 
add up coherently and a large reflected light signal is obtained. The reflectivity of a strong grat-
ing can approach 100 percent at the Bragg wavelength, whereas light at wavelengths longer or 
shorter than the Bragg wavelength pass through the Bragg grating with negligible loss. It is this 
wavelength-dependent behavior of Bragg gratings that makes them so useful in optical commu-
nications applications. Furthermore, the optical pitch ( )Neff Λ  of a Bragg grating contained in a 
strand of fiber is changed by applying longitudinal stress to the fiber strand. This effect provides 
a simple means for sensing strain optically by monitoring the concomitant change in the Bragg 
resonant wavelength. 

Bragg gratings can be described theoretically by using coupled-mode equations.4,6,13 Here, we 
summarize the relevant formulas for tightly bound monomode light propagating through a uniform 
grating. The grating is assumed to have a sinusoidal perturbation of constant amplitude Δn. The
reflectivity of the grating is determined by three parameters: (1) the coupling coefficient k (2) the 
mode propagation constant β π λ= 2 Neff / , and (3) the grating length L. The coupling coefficient k
which depends only on the operating wavelength of the light and the amplitude of the index pertur-
bation Δn is given by κ π λ= ( / ) .Δn  The most interesting case is when the wavelength of the light cor-
responds to the Bragg wavelength. The grating reflectivity R of the grating is then given by the simple 
expression, R = tan h2 (kL), where k is the coupling coefficient at the Bragg wavelength and L is the 
length of the grating. Thus, the product kL can be used as a measure of grating strength. For kL =1, 2, 3, 
the grating reflectivity is, respectively, 58, 93, and 99 percent. A grating with a kL greater than one 
is termed a strong grating, whereas a weak grating has kL less than one. Figure 1 shows the typical 
reflection spectra for weak and strong gratings.
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The other important property of the grating is its bandwidth, which is a measure of the wave-
length range over which the grating reflects light. The bandwidth of a fiber grating that is most easily 
measured is its full width at half-maximum, ΔlFWHM, of the central reflection peak, which is defined 
as the wavelength interval between the 3-dB points. That is the separation in the wavelength between 
the points on either side of the Bragg wavelength where the reflectivity has decreased to 50 percent 
of its maximum value. However, a much easier quantity to calculate is the bandwidth, Δλ λ λ0 0= − B ,
where l0 is the wavelength where the first zero in the reflection spectra occurs. This bandwidth can be 
found by calculating the difference in the propagation constants, Δβ β β0 0= − B , where β π λ0 02= Neff /
is the propagation constant at wavelength l0 for which the reflectivity is first zero, and β π λB BN= 2 eff /
is the propagation constant at the Bragg wavelength for which the reflectivity is maximum.

In the case of weak gratings ( ), / ,κ β β β πL LB< = − =1 0Δ 0  from which it can be determined that 
Δ Δλ λ λFWHM

2
eff~ / ;0 2= B N L  the bandwidth of a weak grating is inversely proportional to the grating 

length L. Thus, long, weak gratings can have very narrow bandwidths. The first Bragg grating written 
in fibers1,2 was more than 1 m long and had a bandwidth less than 100 MHz, which is an astonishingly 
narrow bandwidth for a reflector of visible light. On the other hand, in the case of a strong grating 
( ),κ β β β κL B> = − =1 40 0Δ  and Δ Δλ λ λ κ πFWHM

2
eff~ / .2 40 = B N  For strong gratings, the bandwidth is 

directly proportional to the coupling coefficient k and is independent of the grating length. 

17.5 FABRICATION OF FIBER GRATINGS 

Writing a fiber grating optically in the core of an optical fiber requires irradiating the core with a 
periodic interference pattern. Historically, this was first achieved by interfering light that propagated 
in a forward direction along an optical fiber with light that was reflected from the fiber end and 
propagated in a backward direction.1 This method for forming fiber gratings is known as the internal 
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FIGURE 1 Typical reflection spectra for weak (small kL) and strong (large 
kL) fiber gratings. 
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writing technique, and the gratings were referred to as Hill gratings. The Bragg gratings, formed by 
internal writing, suffer from the limitation that the wavelength of the reflected light is close to the 
wavelength at which they were written (i.e., at a wavelength in the blue-green spectral region).

A second method for fabricating fiber gratings is the transverse holographic technique,14 which is 
shown schematically in Fig. 2. The light from an ultraviolet source is split into two beams that are 
brought together so that they intersect at an angle q. As Fig. 2 shows, the intersecting light beams form 
an interference pattern that is focused using cylindrical lenses (not shown) on the core of the optical 
fiber. Unlike the internal writing technique, the fiber core is irradiated from the side, thus giving rise 
to its name transverse holographic technique. The technique works because the fiber cladding is trans-
parent to the ultraviolet light, whereas the core absorbs the light strongly. Since the period Λ of the 
grating depends on the angle q  between the two interfering coherent beams through the relationship 
Λ = λ θUV/ sin( / ),2 2  Bragg gratings can be made that reflect light at much longer wavelengths than the 
ultraviolet light that is used in the fabrication of the grating. Most important, FBGs can be made that 
function in the spectral regions that are of interest for fiber-optic communication and optical sensing.

A third technique for FBG fabrication is the phase mask technique,15 which is illustrated in Fig. 3. 
The phase mask is made from a flat slab of silica glass, which is transparent to ultraviolet light. On 
one of the flat surfaces, a one-dimensional periodic surface relief structure is etched using photo-
lithographic techniques. The shape of the periodic pattern approximates a square wave in profile. The 
optical fiber is placed almost in contact with and at right angles to the corrugations of the phase mask, 
as shown in Fig. 3. Ultraviolet light, which is incident normal to the phase mask, passes through and 
is diffracted by the periodic corrugations of the phase mask. Normally, most of the diffracted light 
is contained in the 0, +1, and −1 diffracted orders. However, the phase mask is designed to suppress 
the diffraction into the zero order by controlling the depth of the corrugations in the phase mask. In 
practice, the amount of light in the zero order can be reduced to less than 5 percent with approxi-
mately 80 percent of the total light intensity divided equally in the ±1 orders. The two ±1 diffracted-
order beams interfere to produce a periodic pattern that photoimprints a corresponding grating in 
the optical fiber. If the period of the phase mask grating is Λmask, the period of the photoimprinted 
index grating is Λmask /2. Note that this period is independent of the wavelength of ultraviolet light 
that irradiates the phase mask.

The phase mask technique has the advantage of greatly simplifying the manufacturing process for 
Bragg gratings, while yielding high-performance gratings. In comparison with the holographic tech-
nique, the phase mask technique offers easier alignment of the fiber for photoimprinting, reduced sta-
bility requirements on the photoimprinting apparatus, and lower coherence requirements on the ultra-
violet laser beam, thereby permitting the use of a cheaper ultraviolet excimer laser source. Furthermore, 
there is the possibility of manufacturing several gratings at once in a single exposure by irradiating 
parallel fibers through the phase mask. The capability to manufacture high-performance gratings at a 

244 nm

Ge-doped core

FIGURE 2 Schematic diagram illustrating the 
writing of an FBG using the transverse holographic 
technique.
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low per-unit grating cost is critical for the economic viability of using gratings in some applications. 
A draw-back of the phase mask technique is that a separate phase mask is required for each different 
Bragg wavelength. However, some wavelength tuning is possible by applying tension to the fiber during 
the photoimprinting process; the Bragg wavelength of the relaxed fiber will shift by ~2 nm.

The phase mask technique not only yields high-performance devices, but is also very flexible in that 
it can be used to fabricate gratings with controlled spectral response characteristics. For instance, the 
typical spectral response of a finite-length grating with a uniform index modulation along the fiber 
length has secondary maxima on both sides of the main reflection peak. In applications like wave-
length-division multiplexing, this type of response is not desirable. However, if the profile of the index 
modulation Δn along the fiber length is given a bell-like functional shape, these secondary maxima can 
be suppressed.16 The procedure is called apodization. Apodized fiber gratings have been fabricated using 
the phase mask technique, and suppressions of the sidelobes of 30 to 40 dB have been achieved,17,18 

Figure 4 shows the spectral response of two Bragg gratings with the same full width at half-
maximum (FWHM). One grating exhibits large sidebands, whereas the other has much-reduced 
sidebands. The one with the reduced sidebands is a little longer and has a coupling coefficient k
apodized as a second-degree cosine (cos2) along its length. Apodization has one disadvantage: 

Silica glass phase grating
(zero order suppressed)

Grating
corrugations

Diffracted
beams

– 1st order Zero order
(<5% of throughput)

Fiber core

Fringe pattern
pitch = 1/2 grating pitch
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Optical
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ultraviolet
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FIGURE 3 Schematic diagram of the phase mask technique for the manufacture of 
fiber Bragg gratings.
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It decreases the effective length of the Bragg grating. Therefore, to obtain fiber gratings having the 
same FWHM, the apodized fiber grating has a longer length than the equivalent-bandwidth unapo-
dized fiber grating.

The phase mask technique has been extended to the fabrication of chirped or aperiodic fiber grat-
ings. Chirping means varying the grating period along the length of the grating in order to broaden its 
spectral response. Aperiodic or chirped gratings are desirable for making dispersion compensators19

or filters having broad spectral responses. The first chirped fiber gratings were made using a double-
exposure technique.20 In the first exposure, an opaque mask is positioned between the fiber and the 
ultraviolet beam blocking the light from irradiating the fiber. The mask is then moved slowly out of 
the beam at a constant velocity to increase continuously the length of the fiber that is exposed to the 
ultraviolet light. A continuous change in the photoinduced refractive index is produced that varies 
linearly along the fiber length with the largest index change occurring in the section of fiber that is 
exposed to ultraviolet light for the longest duration. In a second exposure, a fiber grating is photoim-
printed in the fiber by using the standard phase mask technique. Because the optical pitch of a fiber 
grating depends on both the refractive index and the mechanical pitch (i.e., optical pitch = Neff Λ), the 
pitch of the photoimprinted grating is effectively chirped, even though its mechanical period is con-
stant. Following this demonstration, a variety of other methods have been developed to manufacture 
gratings that are chirped permanently21,22 or that have an adjustable chirp.23,24
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The phase mask technique can also be used to fabricate tilted or blazed gratings. Usually, the cor-
rugations of the phase mask are oriented normal to the fiber axis, as shown in Fig. 3. However, if the 
corrugations of the phase mask are oriented at an angle to the axis of the fiber, the photoimprinted 
grating is tilted or blazed. Such fiber gratings couple light out from the bound modes of the fiber to 
either the cladding modes or the radiation modes. Tilted gratings have applications in fabricating 
fiber taps.25 If the grating is simultaneously blazed and chirped, it can be used to fabricate an optical 
spectrum analyzer.26

Another approach to grating fabrication is the point-by-point technique,27 also developed at CRC. 
In this method, each index perturbation of the grating is written point by point. For gratings with 
many index perturbations, the method is not very efficient. However, it has been used to fabricate 
micro-Bragg gratings in optical fibers,28 but it is most useful for making coarse gratings with pitches 
of the order of 100 μm that are required for LP01 to LP11 mode converters27 and polarization mode 
converters.11 The interest in coarse period gratings has increased lately because of their use in long-
period fiber-grating band-rejection filters29 and fiber-amplifier gain equalizers.30

17.6 THE APPLICATION OF FIBER GRATINGS 

Hill and Meltz6 provide an extensive review of the many potential applications of fiber gratings in 
lightwave communication systems and in optical sensor systems. Our purpose here is to note that a 
common problem in using FBGs is that a transmission device is usually desired, whereas FBGs func-
tion as reflection devices. Thus, means are required to convert the reflection spectral response into a 
transmission response. This can be achieved using a Sagnac loop,31 a Michleson (or Mach-Zehnder) 
interferometer,32 or an optical circulator. Figure 5 shows an example of how this is achieved for the 
case of a multichannel dispersion compensator using chirped or aperiodic fiber gratings.

In Fig. 5a, the dispersion compensator is implemented using a Michelson interferometer. Each 
wavelength channel (l1, l2, l3) requires a pair of identically matched FBGs, one in each arm of 
the interferometer. Since it is difficult to fabricate identical Bragg gratings (i.e., having the same 
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FIGURE 5 Schematic diagram of a multichannel dispersion compensator that is formed by 
using (a) a Michelson interferometer and (b) an optical circulator. 
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resonant wavelength and chirp), this configuration for the dispersion compensator has not yet been 
demonstrated. However, a wavelength-selective device that requires matched grating pairs has been 
demonstrated.33,34 An additional disadvantage of the Michelson interferometer configuration being 
an interferometric device is that it would require temperature compensation. The advantage of using 
a Michelson interferometer is that it can be implemented in all-fiber or planar-integrated optics 
versions.

Figure 5b shows the dispersion compensator implemented using an optical circulator. In opera-
tion, light that enters through the input port is routed by the circulator to the port with the Bragg 
gratings. All of the light that is reflected by the FBGs is routed to the output channel. This configura-
tion requires only one chirped FBG per wavelength channel and is the preferred method for imple-
menting dispersion compensators using FBGs. The only disadvantage of this configuration is that the 
optical circulator is a bulk optic device (or microoptic device) that is relatively expensive compared 
with the all-fiber Michelson interferometer.
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18.1 INTRODUCTION 

The optical portion of many fiber networks requires a number of functional devices, some of which 
can be fabricated using small optical components (so-called micro-optic components). Micro-optic 
components are made up of parts which have linear dimensions on the order of a few millimeters. 
The completed functional device may occupy a space a few centimeters on a side. Components to 
be described in this chapter have the common feature that the fiber transmission link is opened and 
small (micro-optic) devices are inserted into the gap between the fiber ends to produce a function 
component. Network components constructed entirely of fibers or constructed in integrated-optic 
form are described elsewhere in this handbook.

The following sections describe, in order: a generalized component, specific useful network functions, 
micro-optic subcomponents required to make up the final component, and complete components. 

18.2 GENERALIZED COMPONENTS

A generalized fiber-optic component is drawn in Fig. 1. As indicated, input fibers are on the left and out-
put fibers are on the right. Although some components have only a single input port and a single output 
port, many applications require more than one input and/or output ports. In fact, the number of ports 
in some devices can be more than 100. The coupling loss between any two ports is given, in decibels, by

L = -10 log(Pout/Pin) (1)

With respect to Fig. 1, Pin refers to the input power at any of the ports on the left and Pout refers to 
the output power at any of the ports on the right. Because we are only considering passive compo-
nents in this section, Pout will be less than Pin and the loss will be a positive number.

Insertion loss refers to the coupling loss between any two ports where coupling is desired and isolation
(or directionality) refers to the coupling loss between any two ports where coupling is unwanted. 
Excess loss is the fraction of input power that does not emerge from any of the desired output ports, as 
expressed in decibels. It is the sum of all the useful power out divided by the input power. 
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18.3 NETWORK FUNCTIONS

Functions useful for many fiber-optic communications applications are described in the following 
sections.

Attenuators

Attenuators reduce the amount of power flowing through the fiber system. Both fixed and variable 
attenuators are available. The applications include testing of receiver sensitivities (varying the atten-
uation changes the amount of power incident on the receiver) and protecting a receiver from satu-
rating due to excess incident power. Attenuation from a few tenths of a decibe to more than 50 dB 
are sometimes required.

Power Splitters and Directional Couplers

These devices distribute input power from a single fiber to two or more output fibers. The component 
design controls the fraction of power delivered to each of the output ports. Applications include power 
distribution in local area networks (LANs) and in subscriber networks. The most common splitters 
and couplers have a single input and equal distribution of power among each of two outputs, as shown 
schematically in Fig. 2a. For an ideal three-port splitter (one with no excess loss), half the input power 
emerges from each of the two output ports. The insertion loss, as calculated from Eq. (1) with a ratio of 
powers of 0.5, yields a 3-dB loss to each of the two output ports. Any excess loss is added to the 3 dB.

A splitter with more than two output ports can be constructed by connecting several three-port 
couplers in a tree pattern as indicated schematically in Fig. 2b. Adding more splitters in the same man-
ner allows coupling from one input port to 8, 16, 32 (and more) output ports. 

P1 P1'

P2 P2'

P3 P3'

P4 P4'

Pn Pn´

FIGURE 1 The generalized component.

(a)

(b)

FIGURE 2 Power splitters. (a) 1:2 split and (b) 1:4 split.
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Adding a fourth port, as in Fig. 3, creates a directional coupler. The arrows in the figure show the 
allowed directions of wave travel through the coupler. An input beam is split between two output 
ports and is isolated from the fourth. By proper component design, any desired power-splitting ratio 
can be obtained. One application of the directional coupler is to the distribution network of a local 
area network, where simultaneous transmission and reception are required. Figure 4 illustrates this 
usage at one LAN terminal. 

Isolators

An isolator is a one-way transmission line. It permits the flow of optical power in just one direc-
tion (the forward direction). Applications include protection of a transmitting laser diode from 
back reflections. Such reflections increase the noise in the system by disrupting the diode’s opera-
tion. Isolators also improve the stability of fiber amplifiers by minimizing the possibility of feedback, 
which causes unwanted oscillations in such devices.

Circulators

In a circulator, power into the first port emerges from the second, while power into the second port 
emerges from a third. This behavior repeats at each successive input port until power into the last 
port emerges from the first. Practical circulators are typically three- or four-port devices. 

Using a circulator, efficient two-way transmission (full-duplex) along a single fiber at a single 
wavelength is possible. The circulator separates the transmitting and receiving beams of light at each 
terminal, as illustrated in Fig. 5. 

FIGURE 3 Four-port directional 
coupler.

Transmitter

Network fiber

Unused fiber

Receiver

FIGURE 4 LAN terminal illustrating application 
of the directional coupler.

Transmitter

Network fiber

Receiver

FIGURE 5 An optical circulator separates 
transmitted and received messages at a terminal.
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Multiplexers/Demultiplexers/Duplexers

The multiplexer and demultiplexer are heavily utilized in fiber-optic wavelength-division multi-
plexed (WDM) systems. The multiplexer combines beams of light from the different transmitters 
(each at a slightly shifted wavelength) onto the single transmission fiber. The demultiplexer separates 
the individual wavelengths transmitted and guides the separate channels to the appropriate opti-
cal receivers. These functions are illustrated in Fig. 6. Requirements for multiplexers/demultiplexers 
include combining and separating independent channels less than a nanometer apart, accommodat-
ing numerous (in some cases over 100) channels. A frequency spacing between adjacent channels of 
100 GHz corresponds to a wavelength spacing of 0.8 nm for wavelengths near 1.55 μm. Insertion 
losses can be as low as a few tenths of a decibe and isolations of 40 dB or more. 

The duplexer allows for simultaneous two-way transmission along a single fiber. The wavelengths 
are different for the transmitting and receiving light beam. The duplexer separates the beams as indi-
cated in Fig. 7, where l1 is the transmitting wavelength and l2 is the receiving wavelength.

Mechanical Switches

Operationally, an optical switch acts just like an electrical switch. Mechanical movement of some 
part (as implied schematically in Fig. 8) causes power entering one port to be directed to one of two 

Network fiber

(a)

Network fiber

(b)

Multiplexer

Demultiplexer

l1

l2

l3

l4

ln

l1

l2

l3

l4

ln

l1, l 2, ..., ln

l1, l 2, ..., ln

FIGURE 6 (a) A multiplexer combines different wavelength channels onto 
a single fiber for transmission. (b) A demultiplexer separates several incoming 
channels at different wavelengths and directs them to separate receivers.

Network fiberl1

l2

l1

l2

FIGURE 7 A duplexer allows two-way transmis-
sion along a single network fiber.
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or more output ports. Such devices are useful in testing of fiber components and systems and in 
other applications, such as bypassing inoperative nodes in a local area network. Insertion losses less 
than 0.10 dB and isolations greater than 50 dB are reasonable requirements.

18.4 SUBCOMPONENTS

Micro-optic subcomponents which form part of the design of many complete micro-optic compo-
nent are described in this section. 

Prisms

Because of the dispersion in glass prisms, they can operate as multiplexers, demultiplexers, and 
duplexers. The dispersive property is illustrated in Fig. 9. 

Right-angle glass prisms also act as excellent reflectors, as shown in Fig. 10, owing to perfect reflec-
tion (total internal reflection) at the glass-to-air interface. The critical angle for the glass-to-air inter-
face is about 41° and the incident ray is beyond that at 45°.

The beam-splitting cube, drawn in Fig. 11, consists of two right-angle prisms cemented together 
with a thin reflective layer between them. This beam splitter has the advantage over a flat reflective 
plate in that no angular displacement occurs between the input and output beam directions. This 
simplifies the alignment of the splitter with the input and output fibers.

Gratings

Ruled reflection gratings are also used in multiplexers and demultiplexers. As illustrated in Fig. 12, 
the dispersion characteristics of the grating perform the wavelength separation function required of 
a demultiplexer. The grating has much greater dispersive power than a prism, permitting increased 

l1

l 2

lnl1, l 2, ..., ln

FIGURE 9 A dispersive prism spatially 
separates different wavelengths. This represents 
demultiplexing.  Reversing the directions of the 
arrows illustrates combining of different wave-
lengths. This is multiplexing. FIGURE 10 Totally reflecting prism.

Output 1

Input fiber

Output 2

FIGURE 8 Mechanical optical switch.
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wavelength spatial separation. The relationship between the incident and reflected beams, for an 
incident collimated light beam, is given by the diffraction equation

 sin qi + sin qr = ml/d (2)

where qi and qr are the incident and reflected beam angles, d is the separation between adjacent reflect-
ing surfaces, and m is the order of the diffraction. Typically, gratings are blazed so as to maximize the 
power into the first-order beams. As deduced from Eq. (2) for m = 1, the diffracted peak occurs at a 
different angle for different wavelengths. This feature produces the demultiplexing function needed in 
WDM systems. Reversing the arrows in Fig. 12 illustrates the multiplexing capability of the grating. 

Filters

Dielectric-layered filters, consisting of very thin layers of various dielectrics deposited onto a glass 
substrate, are used to construct multiplexers, demultiplexers, and duplexers. Filters have unique 
reflectance/transmittance characteristics. They can be designed to reflect at certain wavelengths and 
transmit at others, thus spatially separating (or combining) different wavelengths as required for 
WDM applications.

Beam Splitters

A beam-splitting plate, shown in Fig. 13, is a partially silvered glass plate. The thickness of the silvered 
layer determines the fraction of light transmitted and reflected. In this way, the input beam can be 
divided in two parts of any desired ratio. 

FIGURE 13 Beam-splitting plate.

Blazed
grating

l1, l2, l3

l1

l2

l3

FIGURE 12 Blazed reflection grating oper-
ated as a demultiplexer.

FIGURE 11 Beam-splitting cube.
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Faraday Rotators

The Faraday rotator produces a nonreciprocal rotation of the plane of polarization. The amount of 
rotation is given by

q = VHL (3)

where q is the rotation angle, V is the Verdet constant (a measure of the strength of the Faraday 
effect), H is the applied magnetic field, and L is the length of the rotator. A commonly used rotator 
material is YIG (yttrium-iron garnet), which has a high value of V.

Figure 14 illustrates the nonreciprocal rotation of the state of polarization (SOP) of the wave. The 
rotation of a beam traveling from left to right is 45°, while the rotation for a beam traveling from right 
to left is an additional 45°.

The Faraday rotator is used in the isolator and the circulator. 

Polarizers Polarizers based upon dichroic absorbers and polarization prisms using birefringent 
materials are common. The polarizing beam splitter, illustrated in Fig. 15, is useful in micro-optics 
applications, such as the optical circulator. The polarizing splitter separates two orthogonally polar-
ized beams.

GRIN-Rod Lens

The subcomponents discussed in the last few sections perform the operations indicated in their 
descriptions. The problem is that they cannot be directly inserted into a fiber transmission line. To 
insert one of the subcomponents into the fiber link requires that the fiber be opened to produce a gap. 
The subcomponent would then fit into the gap. Because the light emerging from a fiber diverges, with 

In Out

SOP

SOP

Out In

FIGURE 14 Faraday rotator. The 
dashed arrows indicate the direction of 
beam travel. The solid arrows represent the 
wave polarization in the plane perpendicu-
lar to the direction of wave travel.

Input Vertically
polarized

Horizontally
polarized

FIGURE 15 Polarizing beam splitter.
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a gap present the receiving fiber does not capture much of the transmitted light. This situation is illus-
trated in Fig. 16. The emitted diverging light must be collimated, the required subcomponent (e.g., 
beamsplitter, grating, etc.) inserted, and the light refocused. A commonly used device for performing 
this function is the graded-index rod lens (GRIN-rod lens). Its use is illustrated in Fig. 17. The diverg-
ing light emitted by the transmitting fiber is collimated by the first GRIN-rod lens. The collimated 
beam is refocused onto the receiving fiber by the second GRIN-rod lens. The collimation is sufficient 
such that a gap of 20 mm introduces less than 0.5 dB excess loss.1 This allows for the insertion of 
beam-modifying devices of the types described in the preceding sections (e.g., prisms, gratings, and 
beamsplitters) in the gap with minimum added loss.

MEMS Mirrors

Tiny mirrors are the foundation of the micro-electromechanical systems (MEMS) optical switch. These 
mirrors can be fabricated in several ways. Two examples are thin-film mirrors and bulk mirrors, sketched 
respectively in Figs. 18 and 19. In the thin-film mirror, epitaxial layers are deposited on a silicon substrate. 
The moveable mirror is formed by removing material from underneath these layers but leaving silicon 
hinges as indicated in the figure. The bulk mirror is formed by etching it from the silicon substrate. 

Mirror movement can be controlled by electrostatic, electromagnetic, piezoelectric, and thermal 
effects. In electrostatic control, two plates are oppositely charged by placing a voltage across. The 
resulting attraction causes them to attract and move toward each other. Electromagnetic control uses 
the forces of attraction between two magnetic circuits. Piezoelectric control is obtained when a volt-
age placed across a material causes the dimensions of that body to change. Thermal control uses the 
deformation of a resistive body that occurs when it is heated by passing a current through it.

GRIN lenses

Fiber Fiber

FIGURE 17 Collimating light between two fibers using 
GRIN-rod lenses.

Substrate

Mirror

Hinge

FIGURE 18 Thin-film MEMS mirror.

Substrate

Mirror

Hinge

FIGURE 19 Bulk-silicon MEMS mirror.

FIGURE 16 Diverging wave emitted from an 
open fiber couples poorly to the receiving fiber.
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18.5 COMPONENTS

The subcomponents introduced in the last section are combined into useful fiber devices in the 
manner described in this section.

Attenuators

The simplest attenuator is produced by a gap introduced between two fibers, as in Fig. 20. As the gap 
length increases, so does the loss. Loss is also introduced by a lateral displacement. A variable attenu-
ator is produced by allowing the gap (or the lateral offset) to be changeable. A disc whose absorption 
differs over different parts may also be placed between the fibers. The attenuation is varied by rotat-
ing the disk. 

In another attenuator design, a small thin flat reflector is inserted at variable amounts into the gap 
to produce the desired amount of loss.2

Power Splitters and Directional Couplers

A power splitter3 can be constructed as illustrated in Fig. 21. A beam-splitting cube (or a beam-
splitting plate) is placed in the gap between two GRIN-rod lenses to connect ports 1 and 2. A third 
combination of lens and fiber collects the reflected light at port 3. The division of power between 
the two output fibers is determined by the reflective properties of the splitter itself. Any desired ratio 
of outputs can be obtained. 

If a fourth port is added (Port 4 in Fig. 21) the device is a four-port directional coupler. 

FIGURE 20 Gap attenuator showing relative 
displacement of the fibers to vary the insertion loss. 

Port 4

GRIN-rod
lenses

Port 1 Port 2

Beam-splitting
cube

Port 3

FIGURE 21 Power splitter and (with Port 4 added) four-
port directional coupler.
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Isolators and Circulators

The isolator combines the Faraday rotator and two polarizers4 as indicated in Fig. 22. The input and 
output fibers can be coupled to the isolator using GRIN lenses. The vertically polarized beam at the 
input is rotated by 45° and passed through the output polarizer. Any reflected light is rotated an 
additional 45°, emerging cross-polarized with respect to the polarizer on the left. In this state, the 
reflected light will not pass back into the transmitting fiber. Similarly, a light beam traveling from 
right to left will be cross-polarized at the input polarizer and will not travel further in that direction. 
The polarizers can be polarizing beam splitters, dichroic polarizers, or polarizing fibers.

A circulator also requires a Faraday rotator and polarizers (polarizing beam splitters or polarizing 
fiber). Additional components include reflecting prisms, reciprocal 45° rotators, and fiber-coupling 
devices such as GRIN-rod lenses.5

Multiplexers/Demultiplexers/Duplexers

The multiplexer, demultiplexer, and duplexer are fundamentally the same device. The application 
determines which of the three descriptions is most appropriate. One embodiment is illustrated in 
Fig. 23 for a two-channel device. As a demultiplexer, the GRIN lens collimates the diverging beam from 
the network fiber and guides it onto the diffraction grating. The grating redirects the beam according to 
its wavelength. The GRIN lens then focuses the various wavelengths onto the output fibers for reception. 
As a multiplexer, the operation is just reversed with the “receiver fibers” replaced by transmitter fibers 
and all arrows reversed. As a duplexer, one of the two “receiver fibers” becomes a transmitter fiber.

Forward direction

SOP

P1 P2

Rotator
SOP

Reverse direction

FIGURE 22 Optical isolator. P1 and P2 are polarizers.

Network
fiber

Reflective
grating

Receiver
fibers

GRIN-rod lens

l1, l 2

l1
l2

FIGURE 23 Two-channel demultiplexer. Only the beam’s central rays 
are drawn. To operate as a multiplexer the arrows are reversed. To operate as 
a duplexer, the arrows for just one of the two wavelengths is reversed.
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Other configurations also use the diffraction grating, including one incorporating a concave 
reflector for properly collimating and focusing the beams between input and output fibers.6 Micro-
optic grating-based devices can accommodate more than 100 WDM channels, with wavelength spac-
ing on the order of 0.4 nm.

A filter-based multiplexer/demultiplexer appears in Fig. 24. The reflective coating transmits wave-
length l1 and reflects wavelength l2. The device is illustrated as a demultiplexer. Again, by reversing 
the directions of the arrows, the device becomes a multiplexer. Filter-based multiplexers/demultiplexers 
can be extended to several channels in the micro-optical form, essentially by cascading several devices 
of the type just described. 

Mechanical Switches7

Switching the light beam from one fiber to another one is basically easy. Simply move the transmit-
ting fiber to mechanically align it with the desired receiving fiber. The problem is that even very 
small misalignments between the two fiber cores introduce unacceptable transmission losses. Several 
construction strategies have been utilized. Some incorporate a moving fiber and other incorporate 
a moveable reflector.8 In a moveable fiber switch, the fiber can be positioned either manually or by 
using an electromagnetic force. The switching action in Fig. 25 occurs when the totally reflecting 
prism moves to align the beam with one or the other of the two output fibers. 

A two-dimensional MEMS switch can be constructed as drawn in Fig. 26.9 As indicated, light 
enters the switch from any of the fibers on the left. The mirrors are arranged in an array. Each mirror 
can be raised into the light path to deflect the beam or can be lowered to allow beam passage. In this 
manner, light entering any of the input fibers can be directed to any of the output fibers. Collimators 
(either GRIN or conventional lenses) collimate the entering beams and refocus those exiting.

Dielectric filter coating

GRIN-rod lenses

l1, l 2

l 2 l 1

FIGURE 24 Filter-based multiplexer/demultiplexer.

GRIN lensesFibers Sliding
prism

Out

In

FIGURE 25 Moveable reflecting prism switch.
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19.1 INTRODUCTION

Amplification is a useful, even necessary, function for optical systems, and laser amplifiers have been 
considered since the early days of quantum electronics. In photonic systems, semiconductor lasers are 
a fundamental light source. They have the advantage of compactness and efficiency and the ability 
to emit at many wavelengths, depending on the material system from which they are fabricated. It is 
therefore natural to make optical amplifiers based on the technology created for semiconductor lasers. 
Indeed, the first optical amplifier based on a semiconductor laser was reported as early as 1966.1

A semiconductor optical amplifier (SOA) is a device that provides optical gain based on inversion 
in a semiconductor medium. Most SOAs are electrically pumped and rely on a p-n junction structure 
to create a spatial region of optical inversion. As is generally the case for a semiconductor laser, the 
optical field in a SOA is confined within an optical waveguide, which is an integral part of the struc-
ture. In general, the SOA functions as a gain block within an optical system. Again sharing common 
attributes with the semiconductor laser, SOAs are compact and can be integrated with other elements 
into photonic integrated circuits (PICs).

SOAs were studied in the early 1980s in the AlGaAs/GaAs material system.2 As optical commu-
nication systems shifted to the “long wavelength” 1300- and 1550-nm bands, SOAs were intensely 
studied in the InGaAsP/InP material system.3–5 This chapter concentrates on SOAs for telecommu-
nication systems, and so on devices based on the InGaAsP/InP material system. However, the general 
principles and features discussed herein apply to other material systems as well.

In this chapter, Secs. 19.2 to 19.4 describe the basic principles and properties of individual SOAs. 
Section 19.2 covers the basic device physics. Section 19.3 describes the fabrication of devices and 
Sec. 19.4 provides a description of the characterization of the properties of SOAs. Sections 19.5 to 19.8 
describe some applications for SOAs, primarily related to optical communication systems and net-
works. Applications related to simple gain for optical communication signals are covered in Sec. 19.6. 
Section 19.7 covers applications where SOAs are used as gates, with moderate (for switching) and fast 
(for modulation) gating speeds. Section 19.8 covers some applications that are enabled by the nonlinear 
gain and index properties that occur within the SOAs.

The illustrative examples in this chapter correspond to devices that operate within the 1300- or 
1550-nm regions. In this chapter, when there is a difference between upper- and lower-case symbols, 
lower case corresponds to linear units and upper case corresponds to decibel (dB) units.

19.1
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19.2 DEVICE BASICS

The amplification mechanism in the semiconductor optical amplifier is based on the stimulated 
emission of photons. Just like in any laser, the arrival of a photon in the excited medium prompts 
the generation of a second photon—a perfect copy in wavelength, phase, and polarization. The 
basic mechanism of all stimulated emission is the same, but the physical interaction with 
matter depends on the specific system. For example, in neodymium-doped YAG lasers a tran-
sition between different energy levels of an excited Nd ion is used as the energy source for the 
new photon, and the emission wavelength is determined by the energy difference of those levels. 
In the SOA on the other hand, the light quantum is generated by an electron in the conduction 
band of a semiconductor that recombines with a hole in the valence band. For this reason, the 
wavelength at which photons can be amplified in a SOA is determined fully by the band struc-
ture of the semiconductor material. The energy of emitted photons is in a range beginning at the 
band gap energy, as illustrated in Fig. 1. A larger band gap results in shorter wavelength emission, 
and vice versa.

In order for amplification to occur, a population inversion must be present, that is, more carriers 
must be in the excited state (electrons in the conduction band, leaving holes in the valence band) 
than in the ground state. Otherwise, emitted photons would be readily reabsorbed. This inversion is 
usually accomplished by electrical pumping, applying a forward current to a semiconductor diode: 
electrons are injected from the n-doped side and holes from the p-doped side, and where they meet, 
they recombine.

In a good optical amplifier this recombination needs to occur in a region of the device through 
which the optical input signal is propagating, so that it can be efficiently amplified. To this end, the 
SOA consists of an optical waveguide in which the input signal is confined to a core with a higher 
index of refraction than the surrounding material. This higher index core has at the same time a 
lower band gap than the cladding, so that injected carriers are trapped in a potential well and overlap 
spatially with the signal photons (see Fig. 2). The configuration just described is equivalent to that of 
a semiconductor laser, and in fact a SOA can be viewed as a minor variation on a laser.

E > EgEc

Ev

E ~ Eg

Conduction band

Valence band

FIGURE 1 Stimulated emission of photons in a 
semiconductor as a result of population inversion. 
Recombination of electrons and holes close to the band 
edges results in emission of photons with an energy 
close to that of the band gap, while recombination of 
carriers from higher occupied states within the bands 
produces photons with a shorter wavelength.
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ASE Noise

In the absence of an input signal, photons are generated in an excited medium by spontaneous emission. 
In a pumped semiconductor this occurs due to the spontaneous recombination of electron-hole 
pairs. Without these random events, in a laser the lasing action would never start; in a SOA they are 
a source of noise.

Spontaneous emission occurs over a range of wavelengths corresponding to the occupied excited 
states of the semiconductor bands, and in all spatial directions. The fraction that couples to the wave-
guide will subsequently give rise to stimulated emission, and for this reason we speak of amplified
spontaneous emission (ASE).

In a laser, a feedback mechanism is present that causes the initial ASE to make round trips through 
the device. When enough current is injected to make this process self-sustaining, lasing action starts. 
In an optical amplifier, on the other hand, we go to great lengths to avoid optical feedback, so that 
amplification occurs in a single pass through the device, in a strictly traveling-wave fashion. In this 
case, an ASE spectrum emanates from the device without signs of lasing. An example is shown in 
Fig. 3. Any residual feedback, for example in the form of reflections from both ends of the amplifier, 
appears in the spectrum as a ripple, caused by constructive and destructive resonance.
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FIGURE 2 Confinement of carriers and photons in a double
heterostructure waveguide consisting of a lower band gap, higher 
refractive index material, the active layer, sandwiched between 
layers of higher band gap material with a lower index. By appro-
priately applying p- and n-doping, a diode structure is formed in 
which excited states are easily created by injecting a forward cur-
rent. Note that the lower index cladding material also has a larger 
band gap and is generally transparent to the emission from the 
active region.
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Gain

A complete SOA typically consists of a semiconductor chip with a waveguide in which the amplifi-
cation occurs, and two fibers that couple the signal into and out of the chip using lenses, as shown in 
Fig. 4. A signal coupled into the chip experiences gain as it propagates along the waveguide, accord-
ing to the process of stimulated emission described above. The chip gain can be written as

 g
p

p
e g L

chip
out

in

wg= = −( )α  (1)

with pin and pout the chip-coupled input and output powers, gwg the gain of the active waveguide per 
unit length, a a loss term that includes propagation loss and absorption through mechanisms other 
than producing electron-hole pairs in the active layer, and L the length of the waveguide.

We already saw in Fig. 1 that gain at different wavelengths is generated by electron-hole pairs from 
different occupied states in the bands. The gain spectrum of the SOA is determined by the semicon-
ductor band structure, and the extent to which it is filled with free carriers.
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FIGURE 3 (a) Typical amplified spontaneous emission spectrum of a traveling wave SOA. (b) ASE ripple 
caused by residual reflections from the SOA chip facets.
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FIGURE 4 (a) Typical semiconductor optical amplifier configuration: lenses or lensed fibers couple 
the signal into/out of the SOA chip. A thermoelectric cooler (TEC) controls the operating temperature. 
(b) Photograph of a SOA chip, with the active waveguide visible, as well as the p-side metallization.
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Since the ASE spectrum represents spontaneous emission that has been amplified by the same gain 
that amplifies incoming signal, ASE spectrum and gain spectrum are strongly related. Figure 5 shows 
the two plotted together. Gain spectrum and ASE spectrum depend on injected current, with higher 
current filling more states higher in the bands, which extends the gain to shorter wavelengths.

The gain of a SOA depends strongly on temperature. This is the reason why a thermoelectric 
cooler (TEC) is applied to keep the chip at a nominal operating temperature, often 20 or 25°C 
(see Fig. 4). At high temperature, free carriers higher in the bands can be ejected out of the potential 
well formed by the double heterostructure without recombining radiatively (Fig. 2), which has the 
same effect as lowering the injection current. Figure 6 shows the effect on gain and peak wavelength 
of varying the chip temperature.
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FIGURE 5 (a) Gain and ASE spectra of a SOA plotted to the same scale; only a vertical translation has 
been applied to match the curves. The mismatch toward the left conveys the larger noise figure of the device 
at shorter wavelengths. (b) ASE spectrum (of a different SOA) as a function of injected current. The gain 
near the band edge wavelength hardly changes, but higher current induces gain at shorter wavelength.

10 20 30 40 50 60 70 80

Chip temperature (°C)

0

5

10

15

20

25

30

P
ea

k 
ga

in
 (

dB
)

1500

1520

1540

1560

1580

1600

A
SE

 p
ea

k 
(n

m
)

FIGURE 6 Variation of the gain and the ASE peak 
wavelength with chip temperature. Typical coefficients of 
–0.4 dB/°C and 1 nm/°C are found in a SOA fabricated in the 
InGaAsP/InP material system with a bulk active layer.



19.6  FIBER OPTICS

In Figs. 5 and 6, gain has been plotted as a fiber-to-fiber number. The on-chip gain is a more fun-
damental quantity, but it cannot be readily measured without knowledge of the optical loss incurred 
by coupling a signal from the fiber into the chip and vice versa. Figure 7 shows fiber-to-fiber gain for 
many chips of different length but otherwise equal design, which allows us to deduce on-chip gain per 
unit length, as well as obtain an estimate for the fiber-chip coupling loss.

Confinement Factor

The gain per unit length as mentioned in the preceding paragraph is related to the material gain of 
the active region through the confinement factor Γ. This represents the fraction of the total power 
propagating in the waveguide that is confined to the active region, that is, it can be written as

 Γ = power in active region
total power

 (2)

The confinement factor thus relates the waveguide gain to the material gain as gwg = Γgmat
. In the 

example shown in Fig. 7, the confinement factor is Γ = 0.1. Therefore the waveguide gain of 22 dB/
mm implies a material gain of 220 dB/mm.

The relation between material gain and the free carrier density n can be written in first order 
approximation as

 g g n nmat = −0 0( )  (3)

where g dg dn0 = /  is the differential gain, and n0 is the free carrier density needed for material trans-
parency, that is, the number of free carriers for which the rate of absorption just equals the rate of 
stimulated emission. g0 and n0 can vary with wavelength and temperature. The waveguide loss a 
varies only very weakly with wavelength.
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FIGURE 7 Gain versus chip length, for equal chip 
design and injection current density. The slope of the fit 
shows that, for this particular chip design and injection cur-
rent, the on-chip gain is 2.2 dB per 100 μm, and at the 0 μm 
mark we find the loss caused by fiber-chip coupling, which in 
this case is about 1.5 dB per side.
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Polarization Dependence

A SOA does not always amplify light in different polarization states by the same amount. The reason 
for this is a dependence on the polarization state of the confinement factor, which in turn is caused 
by the different waveguide boundary conditions for the two polarization directions giving rise to 
different mode profiles.

The principal polarization states of a planar waveguide are those in which the light is linearly polar-
ized in the horizontal and vertical direction. The waveguide mode in which the electric field vector is pre-
dominantly in the plane of the substrate of the device is called the transverse electric (TE) polarization, 
while the mode in which the electric field is normal to the substrate is called transverse magnetic (TM).

In isotropic active material, such as the zincblende structure for common III-V crystals, the material 
gain is independent of the polarization direction, and is the same for the TE and TM modes. However, the 
rectangular shape of the waveguide, which is usually much more wide than it is high (typically around
2 μm wide while only around 100 nm thick), causes the confinement factor to be smaller for the TM 
mode than for the TE mode, sometimes by 50 percent or more. Without any mitigating measures, this 
would result in a significant polarization-dependent gain (PDG) (see Fig. 8).

Several methods exist with which polarization-independent gain can be achieved. The most 
straightforward one is to use a square active waveguide. This ensures symmetry between the TE and 
TM modes, and thus equal gain for both.6 This approach is not very practical, though, because the 
waveguide dimensions have to be kept very small (around 0 5 0 5. .× μm) to keep it from becoming 
multimode, and even though thin layers can be produced in crystal growth with high accuracy, the 
same accuracy is not available in the lithographic processes that define the waveguide width.

Another method is to introduce a material anisotropy that causes the material gain to become 
more favorable for the TM polarization direction in the exact amount needed to compensate for the 
waveguide anisotropy. This can be done by introducing tensile crystal strain in the active layer during 
material growth, a fact that was first discovered when lasers based on tensile-strained quantum wells 
were found to emit in the TM polarization direction.7

Introducing tensile strain in bulk active material modifies the shape of the light-hole and the 
heavy-hole bands comprising the valence band of the semiconductor in such a way that TE gain is 
somewhat reduced, while TM gain stays more or less constant. As a result, with increasing strain the 
PDG is reduced, and it can even overshoot, yielding devices that exhibit a TM gain higher than their 
TE gain. Appropriately optimized, this method can yield devices with a PDG close to 0 dB.8

In a multiquantum well (MQW) active layer, the same method can be used by introducing tensile strain 
into the quantum wells.9 Alternatively, a stack of QWs alternating between tensile and compressive strain 
can be used. The compressive wells amplify only TE, while the tensile wells predominantly amplify TM. This 
way, the gain of TE and TM can be separately optimized, and low-PDG structures can be obtained.10,11

1450 1500 1550 1600

Wavelength (nm)

0

5

10

15

20

25

30

35

G
ai

n
 (

dB
)

TE polarization
TM polarization

FIGURE 8 Gain versus wavelength in a SOA with 
significantly undercompensated polarization dependence.
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Gain Ripple and Feedback Reduction

Reflections from the chip facets can cause resonant or antiresonant amplification, depending on 
whether a whole number of wavelengths fit in the cavity. This behavior shows up in the ASE spec-
trum, as shown in Fig. 3b. The depth of this gain ripple is given by4

 Ripple = +
−

( )

( )

1

1

2

2

gr

gr
 (4)

in which g is the on-chip gain experienced by the guided mode, and r is the facet reflectivity. Obviously, 
gain ripple becomes more of a problem for high-gain SOAs. A device with an on-chip gain of 30 dB will 
need the facet reflectivities to be suppressed to as low as 5 × 10−6 in order to show less than 0.1 dB ripple.

Several methods are used to suppress facet reflections (see Fig. 9); the most well-known one is to 
apply antireflection (AR) coatings onto the facets. An AR coating is a dielectric layer or stack of layers 
that is designed such that destructive interference occurs among the reflections of all its interfaces.

For a planar wave, a quarter-wave layer with a refractive index that is the geometric mean of the indi-
ces of the two regions it separates is a perfect AR coating. Such a design is also a reasonable first approxi-
mation for guided waves, but for ultralow reflectivity, careful optimization to the actual mode field needs 
to be done, taking account of the fact that the optimum for the TE and TM modes may be different.

Since any light that is reflected at an interface is not transmitted through it, AR coatings also help 
lowering the coupling loss to fiber. The approximately 30 percent reflection of an InP-air interface in 
absence of a coating would represent a loss of 1.5 dB.

A second method is to angle the SOA waveguide on the chip. Such an angled stripe design makes 
the reflected field propagate backward at double the angle with respect to the waveguide, rather than 
being reflected directly into the waveguide, and therefore only a small fraction will couple back into 
the guided mode. Note that a consequence of using an angled stripe is that the output light will 
emanate from the SOA at a larger angle according to Snell’s law, and an appropriate angle of the fiber 
assemblies will have to be provisioned, which can be as large as 35° for an on-chip angle of 10°.

Another way to reduce reflections back into the waveguide is to end the waveguide a few microme-
ters before the facet and continue with only cladding material; this is often done in combination with a 
taper that enhances mode matching to the fiber. This so-called window structure allows the modal field 
to diverge before it hits the facet, so that the reflected field couples poorly back into the waveguide.

For low-gain SOAs, applying only an AR coating suffices. It has also been shown that only an 
angled stripe (without AR coating) can be sufficient.12 But when ultralow reflectivity is needed, it is 
common to find an AR coating being combined with an angled stripe, or a window region, or both. 
Reflectivities as low as 2 × 10–6 have been obtained in this way.13

It has to be noted that mode-matching techniques to enhance fiber-chip coupling efficiency, such as 
lateral tapers, have an effect on reflections. A larger (usually better-matched) mode diffracts at a smaller 
angle, improving the effectiveness of an angled stripe, but reducing the effectiveness of a window region.

Antireflection
coating

(a) (b) (c)

FIGURE 9 Suppressing facet reflections: (a) antireflection coating; (b) angled stripe; and 
(c) window structure.
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Noise Figure

An optical amplifier’s noise figure depends on its inversion factor as nf /sp= 2n iη , with nsp the inversion 
factor (equal to one for full carrier inversion) and hi the optical transmission (1 – loss) at the input 
of the amplifier. An ideal fully inverted amplifier with zero input loss ( )ηi = 1  would have a nf = 2 
(or, expressed in decibels, NF = 3 dB). In a SOA, ηi consists of the fiber-chip couping coefficient (see 
Fig. 4a), which can be significantly different from unity. This is the reason why NF is usually some-
what higher for SOAs compared to fiber amplifiers.

The conventional interpretation of the noise figure is that it is the signal-to-noise ratio at an 
amplifier’s output divided by that at its input, for a shot-noise-limited input signal. For optical 
amplifiers this definition is not very practical, since signals in optical networks are seldom shot-
noise-limited.

A more practical definition is based on the approximation that in an optically amplified, optically 
filtered transmission line, the noise in the receiver is dominated by signal-spontaneous emission beat 
noise.14 This results in a definition of noise figure as

 nf
2 ASE||=
ρ
ghv

 (5)

in which g is the gain, ρASE|| is the power spectral density of the amplifier’s ASE noise, and hn is the 
photon energy. Only the noise power copolarized with the signal is taken into account, since noise 
with a polarization orthogonal to that of the signal does not give rise to beat noise in the detector. 
All quantities in this expression can be easily measured, which allows for straightforward character-
ization of a device’s noise figure (see “Noise Figure” in Sec. 19.4).

Saturation

In an amplifier, the gain depends on the amplified signal power, which at high values causes the 
output power to saturate. A strong input signal causes the stimulated emission to reduce the carrier 
density, which decreases the gain and at the same time shifts the gain peak to longer wavelengths, 
closer to the band gap emission wavelength of the active stripe. This gain compression can be writ-
ten as a function of the output power po as follows:15

 g g e p po= −
ss

/ sat  (6)

with gss the small-signal gain (assumed to be � 1), and

 p
h A

dg dn
o

sat /
=

ν η
τ Γ

  (7)

the characteristic saturation output power, which depends on the carrier lifetime t, the confinement 
factor Γ, the differential gain dg dn/ , the cross-section area A of the active stripe, and the output cou-
pling efficiency ho.

A convenient description of the saturation power of an optical amplifier is given by the output 
power at which the gain is reduced by a factor of two, or 3 dB. This so-called 3-dB saturation output 
power can now simply be written as

 p p3 2dB sat= ⋅ln  (8)

Figure 10 shows an example of a measured gain versus output power curve, from which the small-
signal gain of the amplifier and the 3-dB saturation power can be directly determined.
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Increasing the injection current into the SOA increases the saturation power through reduction 
of the carrier lifetime t and reduction of the differential gain dg dn/ .  An increase can also be accom-
plished by using a SOA with gain peak significantly shorter than the signal wavelength. Due to band 
filling, the differential gain is smaller on the red side of the gain peak, which causes the saturation 
power to be larger at longer wavelengths (see Fig. 11).

Structurally, the saturation power of a SOA can be increased by reducing the thickness of the active 
layer.16 The optical field expands widely in the vertical direction, which decreases the optical confine-
ment factor Γ much faster than it decreases the active cross-section A.

In the horizontal direction, the field is usually much better confined. Therefore another effective 
way to increase Psat is to use a flared gain stripe, that tapers to a much larger width at the output. This 
increases the active cross-section much faster than it does the confinement factor. Since the waveguide 
at the output will typically be multimode, care has to be taken in the design of the taper.
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Material Systems

Semiconductor optical amplifiers are most commonly fabricated in the InGaAsP/InP material system. 
The active and other waveguiding layers, as well as electrical contacting layers are epitaxially grown on 
an InP substrate. InGaAsP is chosen because it allows the emission wavelength to be chosen in the range 
1250 to 1650 nm, which contains a number of bands that are important for telecommunications.

Since the gallium atom is slightly smaller than the indium atom, whereas the arsenic atom is 
slightly larger than the phosphorus atom, by choosing the element ratios In:Ga and As:P properly, a 
crystal lattice can be formed with the same lattice constant as InP. The remaining degree of freedom 
among these lattice-matched compositions is used to tune the band gap, which is direct over the full 
range from binary InP to ternary InGaAs, hence the ability to form 1250 to 1650 nm emitters. For 
emission at wavelengths such as 850 or 980 nm, the GaAs/AlGaAs material is commonly used.

A quantum well may be created by sandwiching a thin layer of material between two layers with 
wider band gap. This forms a potential well in which the free carriers may be confined, leaving them 
only the plane of the quantum-well layer to move freely (see Fig. 12). Even though quantum wells 
are used almost exclusively for the fabrication of semiconductor lasers, both quantum well and bulk 
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active structures are used for SOAs, as the advantages of quantum wells are less pronounced in ampli-
fiers than they are in lasers. Recently, active structures have been demonstrated based on quantum dots. 
These dots confine the electrons not in one, but in all three spatial directions, giving rise to delta 
function-like density of states. This property is expected to lead to devices with reduced temperature 
dependence with respect to bulk or quantum well devices.

As mentioned earlier, strain can be used in the active layer to tune the polarization-dependent 
gain of a SOA. Strain is introduced by deviating from the layer compositions that would yield the 
active layer lattice-matched, either by introducing a larger fraction of the larger elements, to produce 
compressive strain, or by emphasizing the smaller atoms, to produce tensile strain. Figure 13 shows 
the effect of strain on PDG in a bulk active SOA.

Gain Dynamics

The dynamic behavior of a SOA is governed by the time constants associated with the various pro-
cesses its free carriers can undergo. The carrier lifetime t has already been mentioned. This is the 
characteristic time associated with interband processes such as spontaneous emission and the elec-
trical pumping of the active layer, that is, with the movement of electrons between the valence and 
the conduction band. The carrier lifetime is of the order of 25 to 250 ps.

Intraband processes such as spectral hole burning and carrier heating, on the other hand, govern 
the (re)distribution of carriers inside the semiconductor bands. These processes are much faster than 
the carrier lifetime.17

Dynamic effects can be a nuisance when one only wants to amplify modulated signals, because 
they introduce nonlinear behavior that leads to intersymbol interference. But they can be used 
advantageously in various forms of all-optical processing. Using a strong signal to influence the 
gain of the amplifier, one can affect the amplitude of other signals being amplified at the same 
time. An example of this cross-gain modulation (XGM) is shown in Fig. 14. In the gain-recovery 
measurement, the gain of the SOA is reduced almost instantaneously as the pump pulse sweeps the 
free carriers out of the active region. After the pulse has passed, the gain slowly recovers back to its 
original value.

The gain-recovery time depends on the design of the SOA and the injection current, as shown in 
Fig. 15. Cross-gain modulation can support all-optical processing for signals with data rates higher 
than 100 Gb/s.
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Along with the gain change caused by a strong input signal, there is a phase change associated with 
the refractive index difference caused by the removal of free carriers, which results in heavy chirping 
of signals optically modulated by the XGM. However, this cross-phase modulation (XPM) can also be 
used to advantage. Only a small gain change is needed to obtain a p phase shift, so all-optical phase 
modulation can be obtained without adding much amplitude modulation. Using a waveguide inter-
ferometer, this phase modulation can be converted back to on-off keying.

Intraband processes give rise to effects like four-wave mixing (FWM). This is an interaction 
between wavelengths injected into a SOA that creates photons at different wavelengths (see Fig. 16). 
A straightforward way to understand FWM is as follows. Two injected pump beams create a moving 
beat pattern of intensity hills and valleys, which interacts with the SOA nonlinearities to set up a mov-
ing grating of minima and maxima in refractive index. Photons in either beam can be scattered by 
that moving grating, creating beams at lower or higher frequency, spaced by the frequency difference 
between the two pump beams.

More detail on applications of the nonlinearities will be described in Sec. 19.8.
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Gain Clamping

One possible solution to limit intersymbol interference caused by SOA nonlinearities is to resort to 
gain clamping. When controlled lasing is introduced in a SOA, the gain is clamped by virtue of the 
lasing condition, and no gain variations are caused by modulated input signals.

Lasing can be introduced in a SOA by etching short gratings at both ends of the active waveguide.18,19 
The feedback wavelength is set to fall outside the wavelength band of interest for amplification, and the 
grating strength defines the round-trip loss, and therefore the level at which the gain is clamped (see
Fig. 17). Now when an input signal is introduced into the gain-clamped SOA (GC-SOA), the gain 
will not change as long as the device is lasing. As the amplified input signal takes up more power, less 
carriers are available to support the lasing action. Only when so many carriers are used by the signal 
to make the laser go below threshold, will gain start to drop.

The steady-state picture sketched needs to be augmented to account for the dynamic behavior of 
the clamping laser. Relaxation oscillations limit the effectiveness of gain clamping. In order to sup-
port amplification of 10-Gb/s NRZ on-off keying modulated signals, the GC-SOA is designed with its 
relaxation oscillation peak at 10 GHz, where the modulation spectrum has a null.

A different type of GC-SOA has its clamping laser operating vertically. This device, called linear 
optical amplifier (LOA),20 has a vertical cavity surface emitting laser (VCSEL) integrated along the full 
length of the active stripe. This design has the advantage that the clamping laser line is not present in 
the amplifier output, as it emits orthogonally to the propagation direction of the amplified signals.
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The gain clamping laser in this case has a relaxation oscillation that varies over the length of the 
device. For this reason, no hard relaxation oscillation peak is observed. At the same time, the large 
spontaneous emission factor of the vertical laser makes the clamping level less well-defined: rather 
than staying absolutely constant up to the point of going below threshold, it causes a softer knee in 
the gain versus output power curve, somewhat in between the horizontal GC-SOA case (Fig. 17c) and 
the case of an unclamped SOA (Fig. 10).

In practice, the “sweet spot” for amplification of digitally modulated signals is at an output power 
corresponding to around 1 to 3 dB of gain compression,21 depending on data rate and modulation 
format. At this point in the gain versus output power curve, the LOA has no output power advantage 
over standard, unclamped SOAs. For analog transmission, the gain has to stay absolutely constant; 
this has only been attempted with horizontally clamped GC-SOAs.22

19.3 FABRICATION

The fabrication of SOAs is a wafer-scale process that is very similar to the manufacturing of semicon-
ductor laser diodes. First, epitaxial layers are grown on a semiconductor substrate. Then, waveguides 
are formed by etching, followed by one or more optional regrowth steps. Finally, p- and n-side metal-
lization is applied.

Waveguide Processing

InGaAsP/InP SOAs, like their laser counterparts, mostly use buried waveguide structures that are fab-
ricated in a standard buried heterostructure (BH) process: A mesa is etched in the epitaxial layer stack 
containing the gain stripe using a dielectric mask. Using this mask, selective regrowth is performed in 
the regions next to the waveguide, in order to form current blocking layers that force all injection cur-
rent to flow through the active stripe. This is accomplished either using semi-insulating material, for 
example, Fe:InP, or with a p-n structure that forms a reverse-biased diode. After removing the etching 
and regrowth mask, a p-doped InP top layer is grown to provide for the p-contact (see Fig. 18).

GaAs/AlGaAs structures are not easily overgrown. In this material system, ridge waveguides are 
usually used. Usually the epi layers are grown in a single growth step with a thick p-doped top layer 
already in place. Waveguides are formed by etching, after which the whole structure is covered with a 
passivation layer, in which contact openings are etched on top of the ridge. (See Fig. 19 for an example 
of a ridge structure grown on InP.)

The waveguide pattern on a SOA wafer usually includes angled stripes to reduce feedback into 
the waveguide from facet reflections. For the same reason, a buried waveguide may contain window 
structures, in which the waveguide ends a few micrometers before the facet, the remaining distance 
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FIGURE 18 (a) Schematic of planar buried heterostructure and (b) SEM photo-
graph of BH waveguide.
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being bridged by nonguided propagation in the regrown InP. The waveguides may contain tapers 
near the facets to shape the mode for improved fiber-chip coupling efficiency, and may be flared as 
described earlier to obtain higher saturation power.

Metallization

After waveguide processing, p-side metal is applied on top of the wafer, which is patterned to form 
contact pads. Before n-side metal is applied to the back side of the wafer, it is usually thinned in a 
lapping and polishing process to improve cleaving yield, as well as thermal conductivity between the 
active layer and the heatsink on which the devices will be mounted. Figure 20 shows a photograph 
of a finished SOA chip on submount.

Postprocessing and Package Assembly

A fully processed 2-in wafer can contain thousands of individual SOA devices. Before these can be used, 
a facet coating needs to be applied for passivation and to reduce reflections. To this end, the wafer is 
cleaved into bars containing many SOAs, which are subsequently antireflection coated. An AR coating 
is nominally a quarter-wave layer of dialectric material, which reduces reflections from the active wave-
guide back into the chip. In combination with an angled stripe and possibly a window region, both of 
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FIGURE 19 (a) Schematic of ridge waveguide structure and (b) SEM photograph of 
ridge waveguide.

FIGURE 20 SOA chip–mounted on a heatsink.
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which reduce the fraction of backreflected light that is coupled back into the waveguide, the effective 
facet reflectivity may be lower than 10–5.13 Finally, the coated bars are diced into individual chips.

Most modern SOAs come packaged in a 14-pin industry standard butterfly package (see Fig 21). 
To increase fiber-chip coupling efficiency, either lensed fibers are used, or separate lenses are aligned 
between chip and fibers. In packaging schemes with multiple lenses per side, a collimated free-space sec-
tion can be provided that allows for inclusion of polarization-independent isolators inside the package.

19.4 DEVICE CHARACTERIZATION

Chip Screening

The initial characterization of a SOA chip comprises the diode characteristic and the ASE light out-
put. This is accomplished using a L-I-V measurement, which measures the light output versus cur-
rent (L-I) and the I-V curve at the same time.

The measurement procedure is identical to the L-I-V measurement that is used to determine 
the threshold of a laser diode, the main differences being that no thresold is measured for properly 
antireflection coated SOA chips, and facet emission is monitored on both sides. Figure 22 shows 
an example measurement: A current sweep is applied to the chip, and the voltage across the chip is 
measured, while facet emission is monitored using broad-area photodiodes.

(a) (b)

FIGURE 21 (a) Fiber-coupled chip and (b) SOA in industry-standard butterfly package.
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Gain Measurement

Measuring device gain requires coupling an input signal into the chip, and measuring output power 
divided by input power. This is easily done in a packaged device. Measuring an unpackaged chip 
requires aligning lenses or lensed fibers in front of the facets using nanopositioning stages.

In small signal gain measurements, the ASE noise the amplifier produces will typically overwhelm 
the output signal power. Therefore, a filter has to be used in the output. Depending on filter width, 
signal power, and accuracy required, it might even be necessary to measure noise level and subtract 
out the noise power transmitted through the filter, to avoid overestimating the gain.

A gain versus output power measurement like Fig. 10 is easily accomplished by stepping the input 
power. From Eq. (6) it appears that small signal gain and 3-dB saturation power can be easily extracted 
by a linear fit to

 G G p po= −ss dB/3 3  (9)

where the measured gain values G are expressed in decibels and the measured output powers po are 
expressed in milliwatts. The fit parameter Gss is the small-signal gain and p3 dB is the 3-dB saturation 
output power as defined before. However, this expression assumes that the differential gain and the 
carrier lifetime remain constant upon saturation, which is not the case in practice. A second-order 
fit is necessary to accurately characterize the saturation behavior of the amplifier, in which case the 
1-dB and 3-dB saturation powers can be used as figures of merit.13

Polarization-Dependent Gain Measurement

Signals of controlled polarization need to be applied to the SOA in order to measure its PDG. If a 
device has been pigtailed using polarization-maintaining fiber, all that is needed is to connect a hor-
izontally polarized signal and then a vertically polarized signal. However, standard single-mode fiber 
does not preserve the polarization state, so more complicated measurement techniques are required 
in most cases.

Methods and systems available to measure polarization-dependent loss (PDL) in passive devices 
are usually applicable to PDG measurements, with one caveat: the device under test generates ASE 
noise, which has to be filtered out prior to the detector stage of the system. Because one is usually 
interested in the absolute value of the gain in addition to the PDG, the insertion loss of the filter needs 
to be well calibrated.

An often used method is polarization scrambling. A fast polarization scrambler scans through 
many different polarization states, evenly covering the Poincaré sphere. By measuring the output 
power of the SOA using a fast power meter with a min/max hold function, the highest and lowest 
gain over all polarizations can be found, and thus the PDG. Note that if an optical spectrum analyzer 
(OSA) is used as the power meter (in which case the detector is the filter), often a min/max function 
is not available, and having to coordinate the scans of the polarization scrambler and the OSA makes 
this method of PDG measurement inconvenient.

The Mueller matrix method23 is an alternative that does not suffer from this problem. In this case, a 
polarization controller is needed that can synthesize any desired polarization state in the input signal, 
although a limited variant of the method works with a polarization controller that can access only the 
principal states on the Poincaré sphere: horizontal, vertical, 45°, –45°, right-hand circular, left-hand 
circular. Note that these states are defined as launched in the fiber directly following the polarization 
controller. Due to the nonpolarization-maintaining nature of the fiber, the states launched into the 
SOA chip are unknown, although their relative properties are maintained, that is, orthogonal states 
remain orthogonal, etc.

The essence of the method is to first measure the gain corresponding to an unpolarized signal 
by averaging the gain of two orthogonally polarized states, for example horizontal and vertical. 
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Next, gain is measured for three states that are orthogonal to each other on the Poincare sphere, 
for example, horizontal, 45°, and right-hand circular. The differences between these three gain 
values on the one hand, and the average gain measured in the first step on the other hand, con-
tain the information needed to determine the polarization transformation the light has under-
gone in the fiber between the polarization controller and the chip. The gains in the maximum 
and minimum polarization states can now be calculated, or alternatively those two polarization 
states can be synthesized in the polarization controller and the corresponding gains measured 
directly.

In practice, therefore, the Mueller method allows for rapid measurement of both gain and PDG 
of a SOA by measuring output signal powers for four predetermined polarization states. Note that 
both this method and the polarization scrambling method only yield the highest gain and lowest 
gain over polarization; not information on which of these gains belongs to TE and TM polarization 
in the waveguide, respectively. In other words, the methods yield the absolute value of the PDG but 
not its sign. The Mueller method, but not the scrambling method, can yield the sign of the PDG 
by comparing the calculated polarization transformations for a device under test (DUT) relative 
to a device with a large PDG of which the sign is known, for example, a device with unstrained 
or compressively strained active layer. The fiber leading up to the facet needs to remain relatively 
undisturbed when replacing the DUT with the reference chip, in order to preserve the polarization 
transformation.

Gain Ripple

Gain ripple can be measured either directly, by sampling gain at closely spaced wavelength points, 
or by proxy by measuring ASE ripple. If the gain ripple period is known (e.g., by deriving it from 
the length of the chip), the number of gain measurements can be greatly reduced. Since the ripple is 
caused by a Fabry-Pérot cavity formed by the gain stripe and the two facets, the curve of reciprocal 
gain (1/g) versus wavelength is a sinusoid. Measuring three points on this sinusoid separated by one-
third of the gain ripple period, the average and standard deviation are invariant for translation over 
wavelength. The inverted average now corresponds to the single pass gain, while the standard devia-
tion can be worked into the ripple amplitude13 (see Fig. 23a).

Alternatively, the amplitude of the ripple on the ASE spectrum can be found by measuring a small 
wavelength span with sufficiently narrow resolution bandwidth (see Fig. 23b.)
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Noise Figure

If the noise level has been measured during a gain measurement, all ingredients are present to calcu-
late noise figure. If G P Po i= −  is converted to linear units and ρASE  is given in watts per hertz, noise 
figure in linear units is given by

  nf
/ASE= +

2 2 1( )ρ
ghv g

  (10)

The rightmost term was neglected in Eq. (5); it is only of importance for low-gain devices. The 
factor 1/2 expresses the assumption that half the total ASE power is copolarized with the signal. This is 
a good approximation for a polarization-insensitive SOA. For devices with considerable polarization 
dependence, the value of the PDG can be used to partition the total ASE power into two polarization 
components. Combined with the corresponding gain, the above expression will then yield two equal 
values for the NF. An actual measurement of the NF associated with each polarization state requires 
measurement of the output signal and ASE power through a polarization analyzer.

Complete Characterization

Figure 24 schematically shows a measurement system that allows full steady-state characterization of 
a SOA that includes all of the above measurements. The input source is a tunable laser to allow for 
measurement of gain versus wavelength. A variable attenuator and a polarization controller enable 
measurement of a saturation curve and of the PDG. Input power is referenced to a power meter, 
while output power and noise levels are measured on an optical spectrum analyzer.

An additional pair of power meters is provided on both sides for measuring the total ASE power. 
Comparing the ASE powers thus measured with direct power measurement of the DUT fibers with 
a reference power meter allows calibration of the loss of the connectors indicated in Fig. 24. This 
ensures a true fiber-to-fiber measurement. For chip measurements, the two extra power meters are 
helpful during optimization of the fiber position in front of the facets.

An example of a complete dataset measured for a SOA is shown in Fig. 25.

High-Performance SOA Properties

The gain of a SOA is only limited by the quality of the antireflection coatings, and by the rising 
ASE noise power which may cause the amplifier to autosaturate. Devices with fiber-to-fiber gain 
as high as 36 dB (at l = 1310 nm, using a strained-layer MQW active layer) have been reported in 
the literature.13 High gain is not hard to obtain, by extending the device length and proportionally 
increasing the injection current. The difficult parameters to optimize are usually PDG, saturation 
output power, and noise figure. In this section, we will cite some state of the art results; unless stated 
otherwise, numbers quoted are fiber-coupled values.
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FIGURE 24 Measurement system to characterize gain versus wavelength, polarization, 
and input power.
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A tensile strained bulk active device with a saturation output power of 17 dBm at an injec-
tion current of I = 500 mA was reported, having a gain of 19 dB at l = 1550 nm.24 Polarization 
dependence was 0.2 dB thanks to the tensile strain, and NF was 7 dB. The high saturation power 
was reached mainly thanks to the thin active layer (50 nm). At 600 mA injection current, a similar 
device, implemented using a MQW structure with tensile strained barriers and unstrained wells, 
reached a saturation power of 20 dBm.25 Gain was 11 dB and PDG was 0.6 dB at 1550 nm, and NF 
was 6 dB.

A compressively strained MQW structure reached a chip output power of 24 dBm at 1590 nm.26 

This is a single-polarization device, having a peak chip gain of 18 dB. The 1.8 mm long structure was 
injected with a current of 1 A. The minimum chip NF was 3.6 dB, only 0.6 dB above the theoreti-
cal minimum, thanks to low cladding absorption. This chip was built into a polarization diversity 
module, in which a gain of 15 dB with a PDG of 0.5 dB was obtained. P3 dB and NF were 22 dBm and 
5.7 dB, respectively.27

A very large saturation output power of 29 dBm has been obtained in a slab-coupled optical wave-
guide amplifier (SCOWA), thanks to an ultralow confinement factor (Γ < 0.005).28 At an injection 
current of 5 A, the 10 mm long device exhibits a gain of 13.8 dB. The single-polarization device has 
a NF of 5.5 dB.29

The above results have been obtained with MQW or bulk active layers. Quantum dot (QD) active 
layers show promise because of their ultrafast gain dynamics (a few picoseconds) and ultrawide gain 
bandwidth. A high-performance device has been demonstrated with a gain of 25 dB, a NF of 5 dB, 
and a P3 dB of 19 dBm, all over a bandwidth of 1410 to 1500 nm.30 The 6-mm long device was pumped 
with a current of 2.5 A. These are chip-referenced numbers, and the device amplifies one polarization 
only. Recently, a polarization-independent QD device was demonstrated, which uses dots arranged 
in columns, surrounded by tensile strained barriers, to obtain a PDG of 0.5 dB.31 At a length of 6 mm 
and an injection current of 1.2 A, a fiber-to-fiber gain of 4 dB and a saturation power of 16.5 dBm 
were obtained. The chip NF of 9.5 dB was relatively high due to the low gain.
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19.5 APPLICATIONS

Applications for SOAs make use of the gain provided by the device, as well as the high-speed inter-
nal dynamics, which can be used for various optical signal–processing applications. The gain and 
index dynamics within the SOA must be managed to enhance the desired application. In a first set 
of applications, the SOA is used for linear amplification. Here, the operating regime of the device 
is managed to reduce nonlinear effects to acceptable levels, which benefits from devices with large 
saturation powers. For nonlinear applications, operating conditions are chosen to enhance the non-
linear gain and/or index nonlinearities. Both the SOA design and its configuration within a system 
are chosen to produce the desired nonlinear functionality. For nonlinear applications, smaller values 
of saturation power can be a benefit. Also, incorporation of the SOA into a subsystem with other 
optical elements, such as filters, interferometers, and the like, is used to create the nonlinear func-
tional devices.

In the following sections, we characterize the applications of SOAs under three main headings: 
amplification of signals, switching and modulation, and nonlinear applications.

19.6 AMPLIFICATION OF SIGNALS

The function of amplification in a transmission system is performed in several places, as shown in
Fig. 26, in which the amplifier can be a power amplifier, an in-line amplifier, or a preamplifier. As 
shown, the transmission system is divided into three parts: the transmitter, the transmission line, 
and the receiver. The power amplifier is used in the transmitter, the in-line amplifier is used in the 
transmission line, and the preamplifier is used in the receiver.

Single-Channel Systems

The power amplifier is located in the transmitter to boost the optical signal level before it enters the 
transmission system. (In Fig. 26, two possible locations are shown before or after the modulator.) 
In most cases, the power amplifier is placed before the signal modulator, so that the optical signal is 
either continuous wave (CW) or a pulse train. In this case, the properties of concern for the SOA are 
its output power and broadband ASE. The signal injected into the SOA is relatively large, so if the 
broadband ASE is filtered to allow only a narrow band around the signal channel, noise degradation 
by the SOA is minimal in the power amplifier. Because the polarization of the system is controlled at 
this location, polarization sensitivity of the amplifier is not of concern. Because the signal is either 
CW or a train of equally spaced pulses, the gain recovery time will not influence the temporal prop-
erties of the amplified signal. The SOA can be operated in saturation to maximize the output power.
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FIGURE 26 Placement of amplifiers in a WDM optical transmission system. The system is 
divided into transmitter, receiver, and transmission line blocks. SOAs here and in other figures are 
indicated by shaded triangles. E/O and O/E are electronic-to-optical converters (e.g., lasers) and 
optical-to-electronic converters (e.g., optical receivers), respectively.
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However, when the SOA is used after the signal has been modulated and operated in saturation, it 
can distort the signal because the finite gain recovery time will introduce a time-dependent gain for 
each bit, which depends on the pattern of bits preceding it. For single-channel, intensity-modulated 
systems, this produces intersymbol interference (ISI). Because the gain recovery time is on the order 
of 100 ps, this will be a problem for multi-gigabit/s systems, where the bit period is comparable to 
the gain recovery time. An illustration of this is shown in Fig. 27, which shows an RZ bit sequence 
at 12.5 Gb/s, under conditions of minimal and 6-dB gain compression. The pattern-dependent gain 
produces significant eye closure, as shown. When the SOA is used as a power amplifier for analog-
modulated signals, gain saturation can introduce second and higher-order distortions.19 To control 
ISI and analog distortions, such as composite second order (CSO) and composite triple beat (CTB), 
requires operating the SOA in a region of small gain compression, commensurate with the overall 
system application. Gain-clamped SOAs have been used for this application.19 Clearly, SOAs with 
large saturation powers offer advantages because they operate at higher output power for a given level 
of gain compression.

The pre-amp SOA is used in front of the receiver, as shown in Fig 26. At this point, the signal 
level is low so saturation of the amplifier is not an issue. The role of the SOA is to increase the opti-
cal power in the signal to make the received electrical power far exceed the thermal noise power in 
the receiver. Hence, the gain and noise figure are the important issues for the SOA when used as a 
pre-amp. To achieve maximum receiver sensitivity, the noise in the receiver should be dominated 
by signal-spontaneous beat noise, which requires a narrow-band optical filter after the SOA that is 
centered on the signal wavelength. At the receiver, the signal polarization has become randomized, 
so the polarization-dependence of the gain of the SOA pre-amp should be minimal (practically, less 
than about 1 dB).

(a)

(b)

(c)

(d)

FIGURE 27 Effects of gain compression on bit sequences. Bottom traces show 
single-channel bit sequences at 12.5 Gb/s and top traces are corresponding eye diagrams. 
(a) and (b) correspond to the SOA operating under < 0.5 dB gain compression, while 
(c) and (d) correspond to the case of 6 dB gain compression. The effect of finite gain 
recovery on the pattern sequence and the corresponding eye diagrams is significant.
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The function of the in-line SOA is to compensate for the loss in the fiber and other components in 
the transmission link. Issues of gain, ASE noise, gain recovery and its effect on ISI, and polarization-
dependent gain arise for the in-line amplifiers. The output power level is determined by the operating 
characteristics for the transmission line, which require power levels compatible with management of 
fiber nonlinearities. Nevertheless, high-gain permits amplification to overcome the loss in long fiber 
links. The saturation power should be large, so that the amplifier can be operated at most lightly into 
the saturation regime. The ASE noise added to the signal by the SOA will degrade the optical signal-
to-noise ratio and will ultimately limit the system. The noise figure of the SOA can be a limit on the 
number of SOAs that could be cascaded.

The ASE noise power in a single polarization from an optical amplifier is given by Eq. (11), which 
follows from Eq. (5), where

 p g hvBASE nf= −1
2

1 0( )  (11)

where pASE is the ASE power ( ),p BASE ASE= ρ 0  nf is the noise figure, g is the gain, hn is the photon 
energy, and B0 is the optical bandwidth within which the ASE power is measured. Figure 28 shows a 
transmission line, which is composed of n fiber spans and n amplifiers. The loss of each fiber span, l, 
is exactly compensated by the gain g of each amplifier, so that the signal power is ps at the output of 
each amplifier. Each amplifier adds ASE noise given by Eq. (11), so that the optical signal-to-noise 
ratio (OSNR), at the end of the line is given by

 OSNR
nfASE

= =
−

p

np

p

n g hvB
s s

( )1 0

 (12)

Converting Eq. (12) to logarithmic units and referencing power levels to 1 mW (power is given in 
dBm), produces the very useful equation:

 OSNR dB NF( ) log= + − − −58 10P G ns  (13)

In Eq. (13), Ps is the signal output power in dBm, G is the gain (and span loss L) in decibels, and 
NF is the noise figure in decibels. In arriving at Eq. (13), the gain is assumed much larger than unity 
and the optical bandwidth B0 is taken to be 0.1 nm (at 1550-nm wavelength). Equations (12) and (13) 
also assume that the dominant optical noise is signal-spontaneous beat noise.14

Single-channel systems using SOAs to compensate fiber and other loss illustrate the general com-
ments above. An early single-channel demonstration of a link amplified using SOAs was reported in 
1996,32 for a 10-Gb/s RZ signal transmitted over 420 km at 1310 nm. In this experiment, there were 
10 in-line SOAs (compensating ≈17-dB loss from 40-km spans and other components), a power 
amplifier, and a preamplifier. The signal level was maintained below 10 dBm, well below the amplifier 
saturation power of 18 dBm. The signal degradation for this experiment is fully described by noise 
accumulation from the cascaded SOAs.

Successful demonstration of analog signals has been reported when the signal level is kept well 
below the saturation power. When used as a preamplifier for a CATV demonstration, which used a 
single wavelength carrying 23 QPSK subcarriers, a polarization-insensitive non-gain-clamped SOA 
enabled an 11-dB improvement for an 85-km link, (compared to a receiver without preamplifier).33 
Again, the main degradation arises from the SOA ASE noise.

Span 1 Span 2 Span 3 Span NG

LPs

...

FIGURE 28 An amplified transmission line. Each fiber span has loss l 
(L in decibels), each SOA has gain g (G in decibels), and the power at the output 
of each SOA is ps (Ps in decibels).
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DWDM Systems

In DWDM systems, channels are typically spaced by 50 to 200 GHz. In the range around 1.55 μm, 
an eight-channel system spaced at 200 GHz can cover a spectral wavelength range of 11.2 nm. Over 
this wavelength range, while the gain and saturation power of the SOA can vary by a few decibels, 
as can be seen from Figs. 5a and 11, insight can be obtained by considering the gain and saturation 
powers to have averaged values.

In DWDM systems, power amplifiers can be used before combining channels, so their use is equivalent 
to the single-channel systems above. If the power amplifier is used after combining intensity-modulated 
signals, cross-gain modulation from one channel to the others will impress crosstalk onto the signals. 
This effect is mitigated by operating the amplifier under the conditions of small (at most ≈ 1 dB) gain 
compression. For equally spaced (in frequency) channels, four-wave mixing can potentially also cause 
crosstalk between channels. Except for systems that use short pulses at high bit rates (and large peak 
powers), four-wave mixing in the power amplifier is small compared to cross-gain modulation.34

At the end of the system where the SOA can be used as a preamplifier, it is unlikely that the signals 
will saturate the amplifier, whether a single SOA is used to amplify many channels before they are 
separated or used for amplifying a single channel. The issues are the same as for a single-channel 
preamplifier: noise addition and polarization-dependent gain.

In-line amplifiers compensate for the span losses, which include losses due to dispersion compen-
sation and other elements in nodes. As for the single-channel systems discussed above, the output 
power should be as large as possible to ensure overall large OSNR for the system. As the output power 
approaches the saturation power, the amplifier gain dynamics lead to time-dependent gain and cross-
talk between channels caused by cross-gain compression. A variety of mitigation techniques have 
been proposed, including operation in a region of low saturation (≈ 1 dB gain compression),21,35,36 
use of a reservoir channel that biases the SOA into a region of gain compression for which cross-gain 
modulation is reduced,36,37 use of a gain-clamped amplifier,38 and the use of a pair of complementary 
signals to maintain a constant signal power into the amplifier.39,40

An illustration of the effects of gain compression on systems using SOAs is shown in Fig. 29, 
which shows results for a system of eight channels at 40Gb/s, operating over two 80-km spans. As the 
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FIGURE 29 System results for 40-Gb/s transmission. The trans-
mission line consists of two amplified 80-km fiber spans. Open symbols 
correspond to single-channel transmission, closed symbols correspond 
to transmission of eight channels, spaced at 200 GHz. Optimum Q is 
achieved in both cases for launch power in a single channel of ≈ –13 dBm.
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optical power is increased, the OSNR increases, although the system performance, as measured by the 
Q-factor41 reaches a peak and declines at higher power levels, due to cross-gain modulation effects. 
The peak in input powers for one-channel and eight-channel systems is separated by ≈ 9 dB, and in 
both cases corresponds to the same total input power to the SOA of –5 dBm, which corresponds to 
about 1-dB gain compression for the SOA that is used in the experiment.

The system capacity is limited by the OSNR at about 1 dB of gain compression. In a rough way, for 
similar systems before the onset of nonlinearities, Q is almost linearly related to the OSNR. Also, for 
different bit rates, the optical bandwidth for the optimized receiver depends linearly on the bit rate. 
Assuming these linear relationships, and noting that the relevant signal output power in Eq. (13) is 
the sum of powers for all channels (and assuming a single value for gain and saturation power), Eq. (13) 
can be manipulated to give

 10 58 101log logc k P L n= − − − − −dB NF  (14)

In Eq. (14) c is the overall system capacity in number of channels × bit-rate, P1 dB is the 1-dB gain 
compression power for the SOA, L is the span loss in dB (spans × loss/span), and k is a constant relating 
optimal Q to OSNR. The value of P1 dB for the output power has been used because this is the operat-
ing point for which nonlinearities caused by gain compression are minimal. Figure 30 shows a set of 
experiments for a variety of bit rates and links using similar SOAs. For these experiments, each systems 
capacity is determined for Q ≈ 16 dB, corresponding to a bit-error rate ≈ 1 ⋅ 10–9. The horizontal axis is 
the total link loss, which is the number of spans times the loss per span. In these experiments, the span 
losses were in the range of 15 to 17 dB and channel separations were either 100 or 200 GHz. The results 
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FIGURE 30 Results of a series of DWDM system experiments over multiple fiber 
spans, using a set of nominally similar SOAs. Overall system capacity, which is the num-
ber of channels times the bit-rate per channel, is plotted against the total link loss, which 
includes loss of dispersion compensating fiber for each span. The systems use NRZ 
intensity modulation and capacity is determined where all signals achieve a bit-error 
rate of 10–9 (Q ≈ 15.8 dB). The two curves show expectations for all spans with 20-dB 
loss (solid line) and 15-dB loss (dashed line). TW: TrueWave fiber.
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show that the analysis in terms of OSNR captures the main systems limitations and describes the overall 
system capacity.

When SOA systems are used with forward error correction (FEC) coding, Q values as low as 8 dB can 
be corrected to essentially error-free operation. This permits operation at lower OSNR (about 8 dB) and 
from Eq. (14), this will enable the overall system loss (and therefore length or capacity) to be increased 
by about 8 dB from the results shown in Fig. 30.

For phase-modulated signals, the lack of temporal intensity-dependence of the input signals will 
reduce the effects of time-dependent gain and cross-gain compression. In this case, the dominant 
nonlinearity, which will limit transmission, will be four-wave mixing. Thus, large system capacity 
and distance have been achieved using differential phase shift keying (DPSK) modulation, but larger 
channel separation is required to reduce four-wave mixing effects. Using DPSK modulation and SOAs 
operating under 3-dB gain compression, it was possible to operate an eight-channel, 10.7-Gb/s system 
over 1050 km, with a FEC margin of 6 dB.42 Because of four-wave mixing, the channels were spaced 
by 400 GHz. Four-wave mixing can also lead to system penalties comparable to those from cross-gain 
modulation for high bit-rate systems using short RZ pulses.38

CWDM Systems

Coarse WDM (CWDM) systems are envisioned to be inexpensive and environmentally tolerant for 
access and metro applications, with a reach of up to about 100 km. To this end, the channel spac-
ing is set to 20 nm in a wavelength range that spans the window from about 1250 to 1650 nm—a 
window that could include 20 channels. The coarse spacing allows for very reduced temperature and 
wavelength stability requirements on the components, and requires filters with large, almost 20-nm 
bandwidths. Amplification can extend the reach of such systems.

The broad gain bandwidth of SOAs is advantageous for application to CWDM systems, although 
a single SOA is incapable of covering the entire 1200- to 1600-nm window. Nevertheless, a broadband 
LOA has been used to amplify eight CWDM channels covering the range from 1470 to 1610 nm.43 To 
cover the full range, a set of SOAs designed to amplify different gain bands can be used.

Because the channel wavelength is specified only to within a band of 20 nm, filters that separate the 
different channels are much wider than the filters used in DWDM systems. Therefore, in addition to signal-
spontaneous beat noise, the component of optical noise due to beating of the ASE from the SOA with 
itself, within the signal bandwidth, (spontaneous-spontaneous beat noise) is also significant. Equations 
(12) and (13) are no longer valid. For filter bandwidths of 13 nm, the addition of the spontaneous-
spontaneous beat noise will reduce the sensitivity of a preamplified receiver by about 3 dB, assuming 
about 25-dB amplifier gain and a bit rate ≈5 Gb/s.14 Other issues for SOAs used in CWDM systems are 
the wavelength variation of the gain and saturation powers. Because the gain will vary by more than 3 dB 
over the SOA bandwidth used, a cascade of amplifiers would quickly lead to very unbalanced channels. 
With only one amplifier in the system, and only ≈100 km of fiber, this does not lead to much difficulty. 
For a cascade of amplifiers and fiber spans, however, weaker channels would rapidly degrade in OSNR 
and fiber nonlinearities would build up rapidly for the stronger channels.

Cross-gain modulation becomes an impairment when the amplifier is operated in saturation. All 
input wavelengths can contribute to saturation and reduction of the carrier density, but for equal 
input power in each channel, the channels nearest the gain peak will cause the largest effect. Because 
the differential gain is largest on the short-wavelength side of the gain peak, the carrier density changes 
will cause the largest gain compression for these channels. Therefore, the short wavelength channels 
will be most affected by cross-gain modulation. The nonlinearity caused by four-wave mixing will not 
be significant in CWDM systems, because the wavelengths are so widely separated and the four-wave 
mixing interaction falls off rapidly with wavelength (see Fig. 37).

For broader bandwidth coverage, a hybrid amplifier composed of an SOA and a fiber Raman 
amplifier, has been applied to CWDM systems.44 Here, the Raman pump is chosen to that the Raman 
gain peak lies to longer wavelength than the SOA peak. The composite amplifier can have a 3-dB gain 
bandwidth of over 120 nm. Wireless over fiber transmission has also been demonstrated in a CWDM 
system, employing a bidirectional SOA.45
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19.7 SWITCHING AND MODULATION

An unbiased SOA is strongly attenuating. The difference in output of a signal emerging from an 
SOA with gain compared to one attenuated by an unpumped SOA can be as high as 60 dB. This 
forms the basis of an optical switch, with very high extinction ratio.46 Figure 31 shows a 2 × 2 switch 
fabric, where the switching elements are SOAs. For this simple switch matrix, the bar state is enabled 
by supplying bias, and therefore gain, to SOAs 1 and 4, while SOAs 2 and 3 are unbiased. Thus, the 
cross state is highly attenuated. For the cross state, the opposite set of biases are applied—SOAs 2 
and 3 are biased and SOAs 1 and 4 are not biased.

The SOA-based switch is capable of moderately fast reconfiguration. The temporal response 
of an SOA between full on and full off states is several times the gain recovery time (to achieve 
high extinction), but can generally be ≈ 1 ns. To switch the state of the SOA by adjusting its drive 
current, the response must also include electrical parasitics, which can have bandwidths of up 
to a few gigahertz (or less), depending on device design. Thus, gigahertz rearrangements for 
switching fabrics based on SOAs are possible, and this is one of their significant benefits. For 
a switching application, the signal transmitting the fabric should not be distorted and should 
have minimal noise degradation. Thus, signals passing through SOAs in a switch fabric are in 
these regards similar to signals passing through cascades of SOAs in the transmission systems 
described above.

The fabric above is intensive in the number of SOA gates required per port. Other switch geom-
etries, involving combinations with AWGs, can reduce this requirement.47–50 Because of the high-speed 
response of the SOA switch fabrics, they are often used in space-switching stages of larger all-optical 
cross-connects, which may have additional features of wavelength interchange (using wavelength con-
verters, such as discussed below). Impressive all-optical nodes, including all-optical packet switching 
nodes, have been constructed using these switches.51–53

Because the gain of the SOA varies with the bias current, the SOA could be used as an optical 
modulator. The response speed of an SOA as a modulator is significantly slower than the response 
of a directly modulated laser, because there is no optical resonator and hence the response has no 
relaxation oscillation peak. The modulation bandwidth can be ≈2 GHz, and direct modulation has 
been achieved for a 2 Gb/s bit rate.54 Of course, the optical signal would be highly chirped. The 
amplifier does provide gain and its simplicity could be advantageous for some applications. The 
concept of a reflective SOA (RSOA) as a modulator was introduced for simple access systems, where 
the RSOA at the user node could amplify and modulate a wavelength that originates from the central 
office.55 Various improvements and applications use RSOAs in access networks with bit rates beyond 
1 Gb/s.56

SOA 1

SOA 4

SOA 3

SOA 2

FIGURE 31 2 × 2 switch fabric based 
on SOA gates.
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19.8 NONLINEAR APPLICATIONS

The gain and index of refraction within the SOA depend on several different physical processes with 
different time scales. The magnitudes and particular time responses will depend on material, struc-
tures (multiple quantum well vs. quantum dot vs. bulk) and operating conditions, such as wavelength, 
power, bit-rate, modulation format, and the like. There is a rich variety of effects and their applica-
tions. The general applications of these nonlinearities lead to optically controlled optical gates. The 
three most significant nonlinearities in SOAs are cross-gain modulation, cross-phase modulation and 
four-wave mixing. XGM and XPM depend on the optical intensity, while FWM depends on the 
optical field. The following sections describe the application of these nonlinearities.

Cross-Gain Modulation

The principle of XGM is shown in Fig. 32. In this process, a strong, saturating input (pump) signal 
at l1 and a weaker input at l2 (probe) are simultaneously injected into the SOA. The injection of the 
strong optical signal at l1 reduces the carrier density, which compresses the gain at all wavelengths. 
When the pump signal is turned off, the gain recovers. Thus, an inverted copy of the intensity mod-
ulation on the pump signal is copied onto the probe signal, as in Fig. 32. The device has functioned 
as a wavelength converter.57,58 Note that if probes at several wavelengths are input to the SOA, each 
probe experiences gain compression and the pump signal can be copied simultaneously onto each.59 
The schematic shows that the pump and probe signals copropagate and are separated by an external 
filter. It is possible to avoid the filter by counter-propagating the two signals. This reduces the high-
est speed capabilities of XGM, however, due to traveling-wave effects.

As the free carrier density is reduced, the gain compression depends on wavelength, as can be 
seen by comparing ASE curves for different pumping currents (related to carrier density) in Fig. 5b. 
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FIGURE 32 Principle of cross-gain modulation in a SOA. 
(a) In basic operation, a strong, modulated pump beam and a 
CW probe beam are input to the SOA. (b) The pump power is 
intense enough to compress the gain of the SOA, which creates 
an inverse of its intensity modulation on the probe. In this col-
linear arrangement, the outputs are separated by a filter (a).
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Thus, the gain is compressed more for shorter wavelengths than for longer wavelengths, and so the 
extinction ratio (which is the gain compression) for the converted signal will be larger for conversion 
from longer to shorter wavelength than vice versa. At different wavelengths, the power required for 
gain compression will scale with the saturation power, which increases with longer wavelength (Fig. 11). 
To achieve an extinction ratio of 10 dB or larger, the pump output power must be several times the 
saturation power, as can be seen from Fig. 10.

The polarization sensitivity for wavelength conversion by XGM depends on the polarization 
dependence of the SOA gain. For SOAs with minimal polarization dependence, there is minimal 
polarization sensitivity for XGM. Dynamical processes that are faster than carrier recombination can 
lead to anisotropies even in nominally polarization-insenstive SOAs,60 but these processes are fast and 
are not significant in cross-gain modulation wavelength conversion for multi-gigabit/s signals.

The temporal response of a wavelength converter based on XGM depends on the gain recovery 
time, which is dominated by the carrier recovery time. For SOAs, which operate with carrier densities 
in the range of 5 1018 3× × −to10 10 cm18 ,  the gain recovery is dominated by Auger recombination 
and is typically in the range of 100 ps (which is consistent with the data of Fig. 14). This would seem 
to support an operating bit rate of up to 10 Gb/s. To enable operation at higher bit-rates requires 
reducing the gain recovery time, which has been accomplished in several ways. Adding another sig-
nificant recombination process speeds up gain recovery and can be accomplished by using stimulated 
emission. If the input signal powers are high enough, stimulated emission can become strong enough 
to exceed the Auger recombination rate and reduce the gain recovery time to enable operation at 40 
Gb/s.61 Use of a long amplifier also helps, as the overall gain increases the stimulated emission rate and 
relatively enhances the gain for high-frequency signal components.62,63 In practice, stimulated emis-
sion can be increased by using a relatively high-power probe beam64 or using a third beam, the control 
beam, to set the rate of stimulated emission.65 Different materials can also affect the gain recovery 
time by carrier recombination. Recently, quantum dot material has shown promise for high-speed 
operation, because of its short-gain recovery time.66 SOAs based on p-type modulation-doped MQW 
active regions have shown a fast intrinsic carrier recombination time, which can be exploited for 
high-speed nonlinear devices.67 Another method for higher-speed operation of XGM involves filtering, 
which will be described next.

The carrier density affects not only the gain, but also the refractive index of the inverted semi-
conductor material. Thus, the temporal variation of the gain will impose a temporal variation on the 
refractive index within the SOA, which will lead to chirp on the wavelength-converted signal.68 For 
large gain compression, the refractive index change can be several times p radians. The phase change 
corresponding to a gain change can be given approximately by17

 
Δ
Δ

φ α
G

= − /8 68.  (15)

where ΔG is the gain change in decibels and a is the linewidth enhancement factor for semiconduc-
tor lasers and amplifiers.69 For a value of a ≈ 8, a phase-change of p requires about 3.4 dB of gain 
compression.

Because the wavelength-converted output at l2 is chirped, filtering can reduce both the excess 
spectral content of the output and its temporal response. Thus, narrow-band filtering at the output of 
the SOA can be used to effectively speed up the response of the wavelength converter.70 This approach 
has been used to achieve 100-Gb/s operation71 and up to 320-Gb/s operation of a wavelength con-
verter based on XGM.72

Cross-Phase Modulation

The refractive index changes with carrier density (and gain) led to chirp for signals created by XGM. The 
phase change caused by the refractive index change is the basis for another set of optical-optical gates and 
wavelength converters based on cross-phase modulation. To use XPM with intensity-modulated signals 
requires converting phase to amplitude and thus requires an interferometric structure.
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The operating principle is shown in Fig. 33. An input intensity-modulated signal will reduce the 
carrier density within the SOA by stimulated emission and reduces the gain as well, resulting in XGM. 
The refractive index within the active region depends on the free carrier density and increases as 
the free carrier density decreases. This produces a phase change Δf = ΔnL, for a device of length L
(assuming uniform Δn), as shown in the bottom of Fig. 33. This phase change can be read out by a 
second optical signal, if the SOA is placed in some kind of interferometric structure through which 
the second signal propagates.

The Mach-Zehnder structure, with an SOA in each arm, is used for many applications based on 
XPM.73 Fig. 34a shows a Mach-Zehnder interferometer with an SOA in each arm and three input 
waveguides. A CW probe at l2 is input from the left. The relative phases in each arm can be adjusted 
by controlling the carrier density in each SOA by its bias current. If the phases of the two arms are 
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Carrier density

FIGURE 33 Principle underlying cross-phase modu-
lation. An intense input optical signal (top) passes through 
the SOA. This signal reduces the carrier density by stimu-
lated emission (middle). The refractive index of the active 
region depends on the free carrier density, increasing when 
the carrier density decreases (bottom). The phase change 
experienced by the probe propagating through the SOA is 
used for cross-phase modulation switching. Note that the 
temporal response is assumed instantaneous for this figure.
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FIGURE 34 Mach-Zehnder interferometer used for cross-phase modulation wavelength conver-
sion. (a) The arrangement shows the input (pump) signal and the probe signal counter-propagating. 
The input signal modulates the phase in SOA 1, switching the output state of the interferometer for the 
probe signal. (b) The output signal for inverting and noninverting operation, under CW conditions. 
Because of the nonlinear shape of the switch curves, it is possible to increase the extinction ratio from 
input to converted output.
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equal, the two arms constructively interfere at the output port, producing a maximum for the probe 
at the output port. Note that each SOA also has gain, so that the output probe has greater intensity 
than the input. If the two arms have a phase difference of p, the probe experiences destructive inter-
ference at the output port and a minimum intensity. The values of the maxima and minima for points 
of constructive and destructive interference also depend on the gain in each arm. The greatest static 
extinction ratio occurs when the gains of the arms are equal. When an intensity-modulated signal at 
l1 is input into one arm of the interferometer (Fig. 34a), it changes the phase in that arm. If the phase 
is changed by p, the output of the probe signal can be switched from on to off, for the case of initial 
constructive interference, and from off to on, for the case of initial destructive interference. These 
cases correspond to inverting and noninverting operation, respectively. Figure 34b shows switching 
curves for inverting and noninverting operation. The extinction ratio for such static switching can be 
in excess of 25 dB (sometimes as large as 40 dB).

The free carrier density dependence of the refractive index has a very weak dependence on wave-
length. Therefore, for a given gain compression, the extinction ratio and wavelength conversion 
penalties are almost independent of the direction and magnitude of wavelength shift (as long as it 
remains within the gain bandwidth of the SOA). In operation, the dynamic extinction ratio is not as 
large as the static extinction ratio, because of carrier dynamics which, at multi-gigabit/s bit rates, do 
not permit the device to reach a steady state. Nevertheless, dynamic extinction ratios of 15 dB are 
generally achieved.

The carrier density is varying during the pump intensity transitions, so chirp is imposed on the 
converted signal transitions. For the case of noninverting operation, the sign of the chirp leads to 
pulse compression in standard single-mode fibers in the 1550-nm regime.62 For inverting operation, 
the sign of the chirp leads to immediate pulse broadening in standard SMF.

The polarization dependence of XPM in the Mach-Zehnder structure depends on the polarization-
dependence of its components. For polarization-independent operation, the SOAs and the wave-
guides must be made polarization-insensitive. It is possible to optimize the Mach-Zehnder structures 
in many other ways, to permit counter-propagation of pump and probe signals, to separate pump and 
probe signals without need of an external filter, and to maximize the overlaps of optical fields inside 
the SOA active regions.74, 75 Other interferometer structures, such as Michelson and Sagnac, have also 
been used for nonlinear applications of XPM.

The gain recovery time in the SOA also affects the phase recovery time, which limits the response 
speed for XPM. To increase the operating speed of the optical-optical gate based on XPM in a Mach-
Zehnder interferometer, it is possible to operate the device in a differential mode,76 as illustrated in 
Fig. 35. By supplying pump inputs into the SOA in each arm, but with a delay t between them, it is 
possible to carve a gating window of duration t. Figure 35b shows that the phase dynamics of the 
SOA in the upper arm can be balanced by the phase dynamics in the lower arm. The output phase 
is determined by the difference in phase between the two arms, which creates the gating window. 
Of course, the relative amplitudes of the pumps in each arm must also be properly balanced so that 
full cancellation of the time-varying phase in each arm can be achieved, to create a gate with high 
extinction. Figure 35c shows the gating windows that can be carved by varying the relative delays 
between pump inputs to the upper and lower SOAs. Using this device as an optical demultiplexer, a 
10.5-Gb/s signal has been demultiplexed from a 168-Gb/s data stream.76

XPM in interferometric structures that require only a single SOA have also been demonstrated. 
The ultrafast nonlinear interferometer (UNI) device77 operates by creating an interferometer based 
on orthogonal polarization states propagating through the SOA. By proper timing of the pump pulse 
with respect to temporally delayed probe pulses in the orthogonal polarizations, the pump can affect 
the index of only one polarization state. Thus, when the two orthogonal polarizations are recombined, 
switching is effected. In a different arrangement, a single SOA in which a pump and probe copropagate 
is combined with a 1-bit delay interferometer to convert XPM to intensity modulation, effectively copy-
ing the signal from the pump to the probe.78 This can be fast and the SOA and delay interferometer can 
be integrated monolithically, but it does operate for a fixed bit rate, set by the delay interferometer.

In all of the above discussions, intensity modulated signals were required for both XGM and XPM. 
Wavelength conversion of phase-modulated signals has also been demonstrated, in a sophisticated two-
stage device based on XPM, using a delay interferometer and a Mach-Zehnder wavelength converter.79
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Four-Wave Mixing

Four-wave mixing is the fastest nonlinearity in SOAs, but it is very sensitive to polarization and to 
the wavelength separation between inputs. This is a c(3) nonlinearity, which depends on the opti-
cal field rather than optical intensity.80 Figure 36 shows a schematic for four-wave mixing in a SOA 
with two input wavelengths. As explained previously, in four-wave mixing the two input fields 
interfere in the SOA to produce phase and index gratings. Each of the input fields then scatters off 
these gratings, producing longer and shorter wavelength sidebands, as shown in Fig. 16. If the two 
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FIGURE 35 Differential operation of the Mach-Zehnder wavelength converter. (a) The 
input pulses, separated by a time delay t, are sent into SOA 1 and SOA 2. The first pulse, to 
SOA 1, creates a phase change in the top arm, which switches the interferometer output for 
the CW probe input. The second pulse, to SOA 2, creates a phase change in the bottom arm, 
which cancels the remaining phase change in the top arm, closing the interferometer output. 
(b) Schematic of the gain recovery and the creation of a gating window. (c) Examples of tuning 
the switching window by varying the separation of pulses. The horizontal scale is 20 ps/division.
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FIGURE 36 Four-wave mixing in a SOA. A strong pump and a signal are 
input to the SOA. Nonlinear mixing creates sidebands separated from the input 
pair by the difference in frequency between inputs (bottom). The desired signal, 
the conjugate signal, is separated from the inputs and the other sideband by a 
filter (top).
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input wavelengths are lp and ls, for pump and signal, respectively, conservation of energy produces 
a converted signal lc at

 
1 2 1
λ λ λc p s

= −  (16)

If the pump signal is CW, the converted signal will carry both the amplitude and the phase-
conjugate information of the original signal. Thus, FWM is an optical-optical gate that, when used 
for wavelength conversion, straightforwardly works for both amplitude and phase-modulated sig-
nals. The converted signal described by Eq. (16) is created using one photon from the input signal 
and two from the input pump. The other sideband at l–c, which is created from two signal photons 
and one pump photon ( ),1 2 1/ / /λ λ λ− = −c s p  has a more complicated amplitude and phase relation 
to the original signal.

An example of the dependence of four-wave mixing efficiency as a function of wavelength sepa-
ration between the signal and pump beams is shown in Fig. 37. The conversion efficiency is weak, 
depends strongly on wavelength separation, and is asymmetric to longer or shorter wavelength. The 
shape and asymmetry arises because the nonlinear gratings formed within the SOA arise from several 
dynamical processes.81 Carrier density modulation, which has a characteristic lifetime of ≈100 ps, is 
responsible for the highest efficiency mixing process, but only to frequency shifts of ≈10 GHz (≈0.1 nm 
at 1550 nm). Carrier heating and cooling processes, which have a time constant ≈1 ps, are responsible 
for frequency shifts to ≈1 THz (≈8 nm), while the interband Kerr effect, with a characteristic time 
constant of ≈1 fs, is responsible for frequency shifts beyond 1 THz. Each dynamical process has its 
own amplitude-phase coupling constant and the overall four-wave mixing process is the coherent 
addition of nonlinear interactions from each process. Because of the different amplitude-phase cou-
pling constants, the conversion efficiency is asymmetric with wavelength. Four-wave mixing requires 
phase-matching as well as energy conservation [Eq. (16)]. For typical SOA lengths below ≈ 1 mm 

–60 –40 –20 0 20 40 60

Wavelength shift (nm)

–60

–50

–40

–30

–20

–10

0

C
on

ve
rs

io
n

 e
ffi

ci
en

cy
 (

dB
)

FIGURE 37 Four-wave mixing efficiency as a function of wave-
length separation between pump and signal inputs, for a SOA operating 
near 1550 nm. For this experiment, the two inputs have equal intensity. 
Note the asymmetry and that conversion efficiency is larger to the shorter 
wavelength (higher frequency) side.
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and for frequency shifts of less than several terahertz, phase-matching requirements are satisfied. 
For wavelength shifts greater than ≈100 GHz, the dynamical processes responsible are on the 1-ps or 
shorter time scale, so the response speed of FWM is very fast.

The FWM process is capable of shifting multiple signal wavelengths simultaneously, with a single 
pump wavelength. Each signal produces a converted output as described by Eq. (16). Thus, a band of 
wavelengths may be shifted simultaneously (but the wavelengths are not shifted independently).

The conversion process is weak: typically for input signals of a few dBm, conversion efficiency var-
ies from –10 to –40 dB, as the wavelength shift increases. Because the SOA also produces ASE noise, 
the signal-to-noise ratio of the converted output can be affected. For conditions of small saturation, 
in addition to the wavelength shift, the converted power depends on g p pp s

3 2 , where g, pp, and ps are 
the gain, pump power, and signal power, respectively, while the ASE noise depends on g.82 For satu-
rated conditions, the converted power can increase more rapidly with pump power.83 The efficiency 
of FWM can be enhanced by using long SOAs, up to 2 mm in length.84,85 This effect can be understood 
by noting that in a long SOA, the later portion is saturated and provides little gain. However, the non-
linearity is active in this region and the FWM fields grow coherently and quadratic in the SOA length, 
while the ASE adds incoherently and grows linearly in SOA length.86 Therefore, the efficiency and the 
signal-to-noise ratio for FWM are enhanced in a long SOA.

FWM is very polarization sensitive—the results in Fig. 37 are obtained with all polarizations par-
allel. More complicated arrangements, involving two nondegenerate pump wavelengths, have been 
used to make the FWM process polarization-insensitive and to flatten the wavelength dependence of 
the conversion efficiency.87, 88

FWM in SOAs has been used for a variety of optical-optical gate functions, including wavelength 
conversion,89 optical sampling,90 optical logic, and the like. Because the converted signal preserves the 
phase information of the input signal, but is its phase-conjugate, FWM in SOAs has also been applied 
to dispersion compensation in fiber transmission systems.91,92

Further Comments for Nonlinear Applications

The optimum length of the SOA depends on the application.86 For linear applications, high-gain, 
high saturation power, and low noise figure are desirable properties. For short amplifiers with high 
gain, the carrier density (and therefore pumping current density) is high. This will lead to a large 
inversion factor and therefore low noise figure. Also, the carrier lifetime will be short because of the 
large carrier density, and the differential gain coefficient may be small because of band-filling, result-
ing in a good saturation power. However, if the SOA is too short, the required pumping current 
density to produce the desired gain may be unsustainable without damaging the SOA. Alternatively, 
large saturation power for a given gain can be achieved in a long amplifier with a lower gain coef-
ficient. This can be achieved using a thin active region, which increases the saturation power by 
decreasing the mode confinement factor, Γ, increasing the carrier density, which reduces the car-
rier lifetime, and again decreasing the differential gain coefficient because of band-filling. In long 
SOAs, however, the ends of the SOA can be saturated by the amplifier’s own ASE, which results in 
decreased inversion and higher noise figure. Additionally, the effects of internal loss in the SOA are 
more significant when the gain coefficient is low (because of Γ), which also effects the carrier inver-
sion and noise figure. SOAs of various lengths have therefore been used for linear applications.

For nonlinear applications, it is desirable to have amplifiers with lower saturation input powers 
(the input power that would produce 3-dB gain compression of the amplifier gain), to enable XGM 
and XPM with smaller pump power requirements. This is achieved in high-gain amplifiers, with 
relatively longer lengths. Because the probe signal is input with high power, the ASE noise is of less 
significance for XGM and XPM than for linear systems. Also, for longer SOAs the high rate of stimu-
lated emission can shorten the carrier lifetime, leading to shorter gain-recovery times. To fully under-
stand the temporal response of an SOA for XGM or XPM, however, requires modeling the SOA as a 
distributed amplifier, which shows that the modulation frequency response varies along the length 
of the amplifier and depends on the magnitude of the internal loss.62,63,93 The final, output section of 
the SOA, where the gain is compressed significantly, has a gain response with larger bandwidth than 
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the preceding sections, which leads to high-speed operation. In general, the temporal response of the 
SOA for XGM or XPM is enhanced for a long amplifier and enhanced by large Γ, large differential 
gain coefficient, high current (for large carrier density), and large input power. For FWM applica-
tions, a long amplifier is also beneficial. The front portion of the SOA can amplify the input signals, 
while the latter, saturated section can build up the nonlinear interactions, as discussed in “Four-Wave 
Mixing” in Sec. 19.8.

The nonlinear applications for SOAs were illustrated above mostly for the function of all-optical 
wavelength conversion. But in general, the application is that of an optical-optical gate, which can be 
used for various all-optical logic functions, such as optical demultiplexers (as illustrated for a Mach-
Zehnder based device, above,76 XOR and other logic gates, optical header processors, optical sampling, 
and all-optical regeneration. The optical transfer function for an interferometer, such as the Mach-
Zehnder wavelength converter in Fig. 34, is decidedly nonlinear, so it can be used as a 2R (reamplifying 
and reshaping) regenerator. When it is combined with optical retiming, it becomes a key element in a 
3R optical regenerator (reamplify, reshape, retime). There is a significant body of work on all-optical 
regeneration, which often uses nonlinear SOAs as a fundamental gating and shaping mechanism.94

19.9 FINAL REMARKS

This chapter has described the properties, technology, and applications for SOAs. It is not meant to 
be a complete literature review on the subject, but rather to describe the principles underlying the 
devices and their basic applications. The technology of semiconductor optical amplifiers has reached 
a level of maturity where devices with well-defined properties are supplied and characterized. They 
are capable of supplying linear gain for a number of applications and systems of low to moderate 
complexity. As stand-alone gain blocks, the fact that, unlike fiber amplifiers, their gain spectrum can 
be tuned by their stoichiometry, permits them to be used in systems with many wavelength ranges 
or broad wavelength ranges, such as CWDM.

Increasingly, SOAs are key elements in photonic integrated circuits, both for applications of their 
nonlinear functionality as well as for gain blocks. PICs of moderate size are being developed and can 
incorporate tens of active elements, including SOAs. For example, SOAs have been used as power 
amplifiers for ten-channel 40 Gb/s per channel transmitter-PICs.95 SOAs are used as gain blocks and 
also the basic nonlinear elements in medium-size PICs for functionality such as optical packet for-
warding,96 wavelength selection,50 and wavelength conversion.97
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20.1 GLOSSARY

Definitions

Bandwidth. A measure of the frequency spread of a signal, system, or information-carrying capacity. 

Chirping. The time dependence of the instantaneous frequency of a signal.

Commutator/decommutator. Devices that assist in the sampling, multiplexing, and demultiplexing 
of time domain signals.

Homogeneous broadening. Physical mechanism that broadens the linewidth of a laser transition. 
The amount of broadening is exactly the same for all excited states.

Kerr effect. Dependence of a material’s index of refraction on the square of an applied electric fi eld.

Mode partition noise. Noise associated with mode competition in a multimode laser.

Multiplexing/demultiplexing. Process of combining and separating several independent signals 
that share a common communication channel.

Passband. Range of frequencies allowed to pass in a linear system.

Picosecond. One trillionth of a second.

Pockel’s effect. Dependence of a material’s index of refraction on an applied electric fi eld.

Photon lifetime. Time associated with the decay in light intensity within an optical resonator.

p-n junction. Region that joins two materials of opposite doping. This occurs when n-type and p-
type materials are joined to form a continuous crystal.

Quantum-confi ned Stark effect (QCSE). Optical absorption induced by an applied electric fi eld 
across a semiconductor quantum well.

Quantum well. Thin semiconductor layer sandwiched between material with a larger bandgap. The 
relevant dimension of the layer is on the order of 10 nm.

Sampling. The process of acquiring discrete values of a continuous signal.

Spontaneous emission. Energy decay mechanism to reduce the energy of excited states by the emis-
sion of light.
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Spatial hole burning. The resultant nonuniform spatial distribution of optical gain in a material, 
owing to standing waves in an optical resonator.

Stimulated emission. Energy decay mechanism that is induced by the presence of light in matter to 
reduce the energy of excited states by the emission of light. 

Terabit. Information equivalent to one trillion bits of information.

Abbreviations

 ADC analog to digital converter

 APD avalanche photodetector

 CMI code mark inversion

 DFB distributed feedback

 DBR distributed Bragg refl ector

 DS digital signal

 EDFA erbium-doped fi ber amplifi er

 FP fabry-Perot

 FDM frequency division multiplexing

 LED light-emitting diode

 NRZ non-return-to-zero

 OOK on-off keying

 OC-N optical carrier (Nth level)

 PCM pulse code modulation

 PLM pulse length modulation

 PAM pulse amplitude modulation

 PPM pulse position modulation

 RZ return-to-zero

 SONET synchronous optical network

 SDH synchronous digital hierarchy

 STS synchronous transmission signal

 SPE synchronous payload envelope

 TOAD terahertz optical asymmetric demultiplexer

 SLALOM semiconductor laser amplifi er loop optical mirror

 UNI unbalanced nonlinear interferometer

 TDM time-division multiplexing

 TDMA time domain multiple access

 WDM wavelength division multiplexing

 VCO voltage-controlled oscillator

Symbols

 W(Hz) bandwidth of a signal in units of hertz

 xS(t) sampled version of a continuous function of time

x(t) continuous analog signal

 T period

 fS sampling frequency

 pT periodic sampling pulse train
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 d delta function

 n index of refraction

 n integer

 X(w) frequency spectrum of the signal x(t)

 w angular frequency (rad/s)

N number of levels in an analog-to-digital converter

B number of bits respresenting N levels in an analog-to-digital converter

 Λ grating period

 l wavelength 

 j phase shift

 tD or tP photon decay time or photon lifetime

 tRT round trip propagation time of an optical cavity

 R1,2 mirror refl ectivities

20.2 INTRODUCTION

Information and data services, such as voice, data, video, and Internet, are integral parts of our 
everyday personal and business lives. In 2001, the worldwide telecommunication traffic began being 
dominated by the fast-growing Internet traffic, as compared to the slow-growing voice traffic that 
dominated networks in years prior. In 2008, the amount of data traffic being transported over fiber 
optic networks is about 100 Tb/s, up from 1 Tb/s in 2001. The growth of and demand for bandwidth 
and communication services is growing steadily at about 80 percent per year globally, and high-
speed photonic technologies must evolve to meet this demand. Currently deployed high-speed opti-
cal data transmission links are based on electrical time domain multiplexed (ETDM) transmission, 
where only electronic-signal-processing is performed at the transmitter and receiver to multiplex and 
demultiplex multiple users to and from the communication channel, respectively. In contrast, opti-
cal time domain multiplexing (OTDM) uses optical components and subsystems to multiplex and 
demultiplex user information at the transmitter and receiver. 

The general organization of this chapter is to initially provide the reader with a brief review of 
digital signals and sampling. Following this introduction, time-division multiplexing (TDM) is intro-
duced. These two sections provide the reader with a firm understanding of the overall system perspec-
tive as to how these networks are designed. To provide an understanding of the current state of the 
art, a review of selected high-speed optical and optoelectronic device technologies is given. Before a 
final summary and outlook toward future directions, a specific ultrahigh-speed optical time-division 
optical link is discussed, to coalesce the concepts with the discussed device technology. 

20.3 MULTIPLEXING AND DEMULTIPLEXING

Fundamental Concepts

Multiplexing is a technique used to combine the information of multiple communication sites or 
users over a common communication medium and sending the information over a communication 
channel where the bandwidth, or information carrying capacity, is shared between each user. In the 
case where the shared medium is time, a communication link is created by combining the informa-
tion from several independent sources and transmitting the information from each source simulta-
neously. This is done by temporally interleaving the bits of each source of information so that each 
user sends data for a very short period of time over the communication channel. The user waits 
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until all other users transmit their data before the first user can transmit another bit of information. 
At the receiver end, the data is demultiplexed for an intended user, while the rest of the information 
continues to its destination.

Sampling

An important concept in time-division multiplexing is being able to have a simple and effective 
method for converting real-world information into a form that is suitable for transmission by light. 
This process of transforming real signals into a form that is suitable for reliable transmission requires 
one to sample the analog signal to be sent and digitize and convert the analog signal to a stream of 
1s and 0s. This process is usually performed by a sample and hold circuit, followed by an analog to 
digital converter (ADC). In the following section the concepts of signal sampling and digitization is 
reviewed, with the motivation to convey the idea of the robustness of digital communications. 

Sampling Theorem 

Time-division multiplexing relies on the fact that an analog bandwidth–limited signal may be exactly 
specified by taking samples of the signal, if the samples are taken sufficiently frequently. Time multi-
plexing is achieved by interleaving the samples of the individual signals. To see that any signal can be 
exactly represented by a sequence of samples, an understanding of the sampling theorem is needed. 
The theorem states that a real-valued bandwidth-limited signal that has no spectral components 
above a frequency of W hertz is determined uniquely by its value at uniform intervals spaced no 
greater than 1/(2W) s apart. This means that an analog signal can be completely reconstructed from 
a set of uniformly spaced discrete samples in time. The signal samples xS(t) are usually obtained by 
multiplying the signal x(t) by a train of narrow pulses pT(t), with a time period T = 1/fS ≤ 1/2W. The 
process of sampling can be mathematically represented as
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where it is assumed that the sampling pulses are ideal impulses and n is an integer. Defining the 
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one can show that the spectrum XS(w) of the signal xS(t) is given by
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In the case of the sampling pulses, p, being perfect delta functions, and given that the Fourier trans-
form of d (t) is 1, the signal spectrum is given by

X X n
TS = −

⎛
⎝⎜

⎞
⎠⎟∑ ω π2  (5)

This is represented pictorially in Fig. 1a to c. In Fig. 1a and b an analog signal and its sampled ver-
sion, where the sample intervals is ~8 times the nominal sample rate of 1/(2W) are repersented. From 
Fig. 1c it is clear that the spectrum of the signal is repeated in frequency every 2p/T Hz, if the sample 
rate T is 1/(2W). By employing (passing the signal through) an ideal rectangular low-pass filter, that is, 
a uniform (constant) passband with a sharp cutoff, centered at dc with a bandwidth of 2p/T, the signal 
can be completely recovered. This filter characteristic implies an impulse response of 
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V(t)

(a)

(b)

(c)

Time (s)

V(t)

Time (s)

X(w)

2p/T

• •

Frequency (Hz)

FIGURE 1 An analog bandwidth-limited signal (a), along with 
its sampled counterpart, sampled at a rate of ~8 times the Nyquist rate 
(b), and (c) frequency spectrum of a band-limited signal that has been 
sampled at a rate T = 1/2W, where W is the bandwidth of the signal.
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The reconstructed signal can now be given as
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This reconstruction is shown in Fig. 2. It should be noted that the oscillating nature of the impulse 
response h(t) interferes destructively with other sample responses, for times away from the centroid 
of each reconstructed sample. 

Interleaving

The sampling principle can be exploited in time-division multiplexing by considering the ideal case 
of a single point-to-point link connecting N users to N other users over a single communication 
channel (see Fig. 3). As the rotary arm of the switch swings around, it samples each signal sequen-
tially. The rotary switch at the receiving end is in synchronism with the switch at the sending end. 
The two switches make contact simultaneously at a similar number of contacts. With each revolu-
tion of the switch one sample is taken of each input signal and presented to the correspondingly 
numbered contact of the receiving end switch. The train of samples at Receiver 1, pass through a 
low-pass filter and at the filter output the original signal m(t) appears reconstructed. 

When the signals to be multiplexed vary rapidly in time, electronic switching systems are employed, 
as opposed to simple mechanical switches. The transmitter commutator samples and combines sam-
ples, while the receiver decommutator separates or demultiplexes samples belonging to individual 
signals so that these signals may be reconstructed. 

The interleaving of the samples that allow multiplexing is shown in Fig. 4. For illustrative pur-
poses, only two analog signals are considered. Both signals are repetitively sampled at a sample rate 
of T; however, the instant at which the samples of each signal are taken are different. The input signal 
to Receiver 1 in Fig. 3, is the train of samples from Transmitter 1 and the input signal to Receiver 2 is 

2

1

V(t)

Time (s)

−2

−1

FIGURE 2 Temporal reconstruction of the sampled signal after passing 
the samples through a rectangular filter.
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the train of samples from Transmitter 2. The relative timing of the sampled signals of Transmitter 1 
has been drawn to be exactly between the samples of Transmitter 2 for clarity; however, in practice, 
these samples would be separated by a smaller timing interval to accommodate additional temporally 
multiplexed signals. 

Demultiplexing—Synchronization 
of Transmitter and Receiver 

In any type of time-division multiplexing system, it is required that the sampling at the transmit-
ter end and the demultiplexing at the receiver end be synchronized to each other. As an example, 
consider the diagram of the commutator of Fig. 3. When the transmitting multiplexer is set in a 
position that samples and transmits information from Transmitter 1, the receiving demultiplexer 
must be in a position to demultiplex and receive information that is intended for Receiver 1. To 
accomplish this timing synchronization, the receiver has a local clock signal that controls the timing 
of the commutator to switch from one time slot to the next. The clock signal may be a narrow band 
sinusoidal signal from which an appropriate clocking signal, with sufficiently fast rising edges of the 
appropriate signal strength, can be derived. The repetition rate of the clock in a simple configuration 
would then be equal to the sample rate of an individual channel times the number of channels being 
multiplexed, thereby assigning one time slot per clock cycle. 

At the receiver end, the clock signal is required to keep the decommutator synchronized to the 
commutator, that is, running at the same rate. In addition, there must be additional timing informa-
tion to provide agreement as to the relative positions, or phase of the commutator-decommutator 
pair, which ensures that information from Transmitter 1 is guaranteed to be received at the desired 
destination of Receiver 1. The time interval from the beginning of the time slot allocated to a particu-
lar channel, until the next recurrence of that particular time slot is commonly referred to as a frame.
As a result, timing information is required at both the bit (time slot) and frame levels. A common 
arrangement in time-division-multiplexed systems is to allow for one or more time slots per frame to 
provide timing information, depending on the temporal duration of the transmitted frame. It should 

Commutator Decommutator

Transmitter 1

Transmitter 2

Receiver 1

Receiver 2

Transmission medium

Transmitter 8 Receiver 8

FIGURE 3 Illustration of a time multiplexer/demultiplexer based on simple mechanical switches, called 
commutators and decommutators.
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be noted that there are a variety of methods for providing timing information, such as directly using 
a portion of the allocated bandwidth, as mentioned above, or alternatively, recovering a clock signal 
by deriving timing information directly from the transmitted data.

Digital Signals—Analog to Digital Conversion 

The sampled signal, as shown in Fig. 4, represent the actual values of the analog signal at the sam-
pling instants. In a practical communication system or in a realistic measurement setup, the received 
or measured values can never be absolutely correct, because of the noise introduced by the transmis-
sion channel or small inaccuracies impressed on the received data owing to the detection or mea-
surement process. It turns out that it is sufficient to transmit and receive only the quantized values 
of the signal samples. The quantized values of sampled signals represented to the nearest digit, may 
be represented in a binary form or in any coded form using only 1s and 0s. For example, sampled 
values of a signal between 2.5 and 3.4 would be represented by the quantized value of 3, and could 
be represented as 11, using 2 bits (in base 2 arithmetic). This method of representing a sampled ana-
log signal is known as pulse code modulation. An error is introduced on the signal by this quantiza-
tion process. The magnitude of this error is given by

ε = 0 4.
N

 (8)

where N is the number of levels determined by N = 2B, and B is the B-bit binary code, for example, 
B = 8 for 8-bit words representing 256 levels. Thus one can minimize the error by increasing the 
number of levels, which is achieved by reducing the step size in the quantization process. It is inter-
esting to note that using only 4 bit (16 levels), a maximum error of 2.5 percent is achieved, while 
increasing the number of bits to 8 (256 levels) gives a maximum error of 0.15 percent. 

Optical Representation of Binary Digits and Line Coding 

The binary digits can be represented and transmitted on an optical beam and passed through an opti-
cal fiber or transmitted in free space. The optical beam is modulated to form pulses to represent the 
sampled and digitized information. A family of four such representations is shown in Fig. 5. There are 
two particular forms of data transmission that are quite common in optical communications owing 
to the fact that their modulation formats occur naturally in both direct and externally modulated 
optical sources. These two formats are referred to as “non-return-to-zero” (NRZ), or “return-to-zero” 
(RZ). In addition to NRZ and RZ data formats, pulse-code-modulated data signals are transmitted 
in other codes that are designed to optimize the link performance, owing to channel constraints. 

V(t)

Time (s)

FIGURE 4 Two band-limited analog signals and their respec-
tive samples occurring at a rate of approximately six times the 
highest frequency, or three times the Nyquist rate.
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Some important data transmission formats for optical time-division-multiplexed networks are code 
mark inversion (CMI), and Manchester coding or biphase coding. In CMI, the coded data has no 
transitions for logical 1 levels. Instead, the logic level alternates between a high and low level. For logi-
cal 0, on the other hand, there is always a transition from low to high at the middle of the bit interval. 
This transition for every logical 0 bit ensures proper timing recovery. For Manchester coding, logic 1 
is represented by a return-to-zero pulse with a 50 percent duty cycle over the bit period (a half-cycle 
square wave), and logic 0 is represented by a similar return-to-zero waveform of “opposite phase,” 
hence the name biphase. The salient feature of both biphase and CMI coding is that their power spec-
tra have significant energy at the bit rate, owing to the guarantee of a significant number of transi-
tions from logic 1 to 0. This should be compared to the power spectra of RZ and NRZ data, which 
are shown in Fig. 6. The NRZ has no energy at the bit rate, while the RZ power spectrum does 
have energy at the bit rate, but the spectrum is also broad, having a width twice as large as NRZ. 

1 0 1 1 0 0 1 0 1 1 1PCM

NRZ

RZ

Biphase

CMI

Time

FIGURE 5 Line-coded representations of the pulse-code-modulated 
logic signal “10110010111.” NRZ: non-return to zero; RZ: return to zero; 
biphase, also commonly referred to as Manchester coding; CMI: code 
mark inversion.

1

NRZ

0.5
RZ

P
ow

er
 s

pe
ct

ru
m

 (
W

)

Biphase

Frequency (Hz)

-2p/T 2p/T

FIGURE 6 Power spectra of NRZ, RZ, and biphase line-coded 
data. Note the relative power at the bit rate.



20.10  FIBER OPTICS

The received data power spectra is important for TDM transmission links, where at the receiver end, 
a clock or synchronization signal is required to demultiplex the data. It is useful to be able to recover 
a clock or synchronization signal derived from the transmitted data, instead of using a portion of the 
channel bandwidth to send a clock signal. Therefore by choosing a transmission format with a large 
power spectral component at the transmitted bit rate, provides an easy method to recover a clock 
signal. 

Timing Recovery

Time-division multiplexing and time-division multiple access networks inherently require timing 
signals to assist in demultiplexing individual signals from their multiplexed counterparts. One pos-
sible method is to utilize a portion of the communication bandwidth to transmit a timing signal. 
Technically, this is feasible, however, (1) this approach requires hardware dedicated to timing func-
tions distributed at each network node that performs multiplexing and demultiplexing functions, 
and (2) network planners want to optimize the channel bandwidth without resorting to dedicating 
a portion of the channel bandwidth to timing functions. The desired approach is to derive a timing 
signal directly from the transmitted data. This allows the production of the required timing signals 
for multiplexing and demultiplexing without the need of using valuable channel bandwidth. 

As suggested by Fig. 7, a simple method for recovering a timing signal from transmitted return-to-
zero data is to use a bandpass filter to pass a portion of the power spectrum of the transmitted data. 
The filtered output from the tank circuit is a pure sinusoid that provides the timing information. 

T
T

Time (s)Time (s)

2p/T Frequency (Hz)

P(W)

2p/T Frequency (Hz)

P(W)

FIGURE 7 Principle of clock recovery using line filtering. Upper left: Input RZ data stream. Lower left: Power spectrum 
of a periodic RZ sequence. Center: Schematic of an electrical tank circuit for realizing a bandpass filter. Lower right: Power 
spectrum of the filtered signal. Upper right: Filtered time domain clock signal. 
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An important parameter to consider in line filtering is the quality factor, designated as the filter Q.
Generally, the Q factor is defined as

Q o=
ω

ωΔ
 (9)

where wo is the resonant frequency and Δw is the bandwidth of the filter. It should also be noted that 
the Q is a measure of the amount of energy stored in the bandpass filter, such that the output from 
the filter decays exponentially at a rate directly proportional to Q. In addition, for bandpass filters 
based on passive electrical circuits, the output peak signal is directly proportional to Q. These two 
important physical features of passive line filtering imply that the filter output will provide a large 
and stable timing signal if the Q factor is large. However, since Q is inversely proportional to the filter 
bandwidth, a large Q typically implies a small filter bandwidth. As a result, if the transmitter bit rate 
and the resonant frequency of the tank circuit do not coincide, the clock output could be zero. In 
addition the clock output is very sensitive to the frequency offset between the transmitter and reso-
nant frequency. Therefore, line filtering can provide a large and stable clock signal for large filter Q,
but the same filter will not perform well when the bit rate of the received signal has a large frequency 
variation. In TDM bit timing recovery, the ability to recover the clock of an input signal over a wide 
frequency range is called frequency acquisition or locking range, and the ability to tolerate timing 
jitter and a long interval of zero transitions is called frequency tracking or hold over time. Therefore, 
the trade-off exists between the locking range (low Q) and hold over time (large Q) in line filtering.

A second general scheme to realize timing recovery and overcome the drawbacks of line filtering 
using passive linear components is the use of a phase-locked loop in conjunction with a voltage-
controlled oscillator (VCO) (see Fig. 8a). In this case, two signals are fed into the mixer. One signal is 
derived from the data, for example, from a line-filtered signal possessing energy at the bit rate, while 
the second signal is a sinusoid generated from the VCO. The mixer is used as a phase detector and 
produces a DC voltage that is applied to the VCO to adjust its frequency of operation. The overall 
design of the PLL is to adjust the voltage of the PLL to track the frequency and phase of the input data 
signal. Owing to the active components in the PLL, this approach for timing recovery can realize a 
broad locking range, low insertion loss, and good phase-tracking capabilities. It should be noted that 
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FIGURE 8 (a) Schematic diagram of a phase-locked loop using a mixer as a phase detector and a voltage-controlled oscil-
lator to provide the clock signal that can track phase wander in the data stream. (b) Data format conversion between input NRZ 
data to RZ output data using an electronic logic gate. The subsequent RZ output is then suitable for use in a clock recovery device.
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while the concepts for timing recovery described in this section were illustrated using techniques that 
are not directly applicable to ultrahigh-speed optical networking, the underlying principles will still 
hold for high-speed all-optical techniques. These approaches are discussed in more detail later in the 
section on device technology.

While both these techniques require the input data to be in the return-to-zero format, many data 
transmission links use nonreturn-to-zero line coding owing to its bandwidth efficiency. Unfortunately, 
in NRZ format there is no component in the power spectrum at the bit rate. As a result, some prepro-
cessing of the input data signal is required before clock recovery can be performed. A simple method 
for achieving this is illustrated in Fig. 8b. The general concept is to present the data signal with a 
delayed version of the data at the input ports of a logic gate that performs the exclusive OR operation. 
The temporal delay, in this case, should be equal to 1/2 bit. The output of the XOR gate is a pseudo RZ 
data stream that can then be line filtered for clock recovery. 

20.4 INTRODUCTION TO DEVICE TECHNOLOGY 

Thus far, a general description of the concepts of digital communications and the salient features of 
TDM and TDMA have been presented. Next we address specific device technology that is employed 
in OTDM networks, for example, sources, modulators, receivers, clock recovery oscillators, demul-
tiplexers, to provide an understanding of how and why specific device technology may be employed 
in a system to either optimize the network performance, to minimize cost, or to provide the maxi-
mum flexibility in supporting a wide variety of user applications.

Optical Time division Multiplexing—Serial versus Parallel 

Optical time division multiplexing can generally be achieved by two main methods. The first 
method is referred as parallel multiplexing, while the second method classified as serial multiplexing.
These two approaches are schematically illustrated in Fig. 9. The advantage of the parallel type of 
multiplexer is that it employs simple, linear passive optical components, not including the inten-
sity modulator, and that the limitation in the transmission speed is not limited by the modulator 
or any other high-speed switching element. The drawback, however, is that the relative temporal 
delays between each channel must be accurately controlled and stabilized, which increases the com-
plexity of this approach. Alternatively, the serial approach to multiplexing is simple to configure. In 
this approach a high-speed optical clock pulse train and modulation signal pulses are combined and 
introduced into an all-optical switch to create a modulated channel on the high bit-rate clock signal. 
Cascading this process allows all the channels to be independently modulated, with the requirement 
that the relative delay between each channel must be appropriately adjusted.

Device Technology—Transmitters

For advanced lightwave systems and networks, it is the semiconductor laser that dominates as the 
primary optical source that is used to generate the light that is modulated and transmitted as infor-
mation. The reason for their dominance is that these devices are very small, typically a few hundred 
micrometers on a side, have excellent efficiency in converting electrons to photons, and are low cost. 
In addition, semiconductor diode lasers can generate optical signals at wavelengths of 1.3 and 1.55 μm. 
These wavelengths are important because they correspond to the spectral regions where optical 
signals experience minimal dispersion (spreading of the optical data bits) and minimal loss.

These devices initially evolved from simple light-emitting diodes, comprising a simple p-n junction, 
to Fabry-Perot (FP) semiconductor lasers, to distributed feedback (DFB) lasers and distributed Bragg 
reflector (DBR) lasers, and finally to mod-locked semiconductor diode lasers and optical fiber lasers. 
Below, a simple description of each of these devices is given, along with advantages and disadvantages 
that influence how these optical transmitter are deployed in current optical systems and networks.
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Fabry-Perot Semiconductor Lasers The Fabry-Perot semiconductor laser diode comprises a 
semiconductor p-n junction that is heavily doped and fabricated from a direct-gap semiconductor 
material. The injected current is sufficiently large to provide optical gain. The optical feedback is 
provided by mirrors, which are usually obtained by cleaving the semiconductor material along its 
crystal planes. The large refractive index difference between the crystal and the surrounding air 
causes the cleaved surfaces to act as reflectors. As a result, the semiconductor crystal acts as both the 
gain medium and as an optical resonator, or cavity (see Fig. 10). Provided that the gain coefficient is 
sufficiently large, the feedback transforms the device into an optical oscillator or laser diode. 

Considering that the physical dimensions of the semiconductor diode laser are quite small, the 
short length of the diode forces the longitudinal mode spacing c/2nL to be quite large. Here, c is the 
speed of light, L is the length of the diode chip, and n is the refractive index. Nevertheless, many of 
these modes can generally fit within the broad gain bandwidth allowed in a semiconductor diode 
laser. As an example, consider a FP laser diode operating at 1.3 μm, fabricated from the InGaAsP 
material system. If n = 3.5 and L = 400 μm, the modes are spaced by 107 GHz, and corresponds to a 
wavelength spacing of 0.6 nm. In this device, the gain bandwidth can be 1.2 THz, corresponding to 
a wavelength spread of 7 nm, and as many as 11 modes can oscillate. Given that the mode spacing 
can be modified by cleaving the device so that only one axial mode exists within the gain bandwidth, 
the resulting device length would be approximately 36 μm, which is difficult to achieve. It should be 
noted that if the bias current is increased well above threshold, the device can tend to oscillate on a 
single longitudinal mode. However for telecommunications, it is very desirable to directly modulate 
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FIGURE 9 Schematic of optical time-division multiplexing for interleaving high-speed RZ optical pulses: (a) Parallel imple-
mentation and (b) serial implementation.
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the laser, thus avoiding the cost of an external modulator. However, in the case of direct modulation, 
the output emission spectrum will be multimode, and as a result, effects of dispersion will broaden the 
optical data bits, and force the data rate to be reduced to avoid intersymbol interference. Given this 
effect, Fabry–Perot lasers tend to have a more limited use in longer optical links.

Distributed Feedback Lasers The effects of dispersion and the broad spectral emission from semi-
conductor LEDs and semiconductor Fabry-Perot laser diodes tend to reduce the overall optical 
data transmission rate. Thus, methods have been developed to design novel semiconductor laser 
structures that will only operate on a single longitudinal mode. This then will allow these devices to 
be directly modulated and allow for longer transmission paths since the overall spectral width is nar-
rowed, and the effect of dispersion is minimized.

The preferred method of achieving single frequency operation from semiconductor diode lasers 
is to incorporate frequency-selective reflectors at both end of the diode chip or, alternately, fabricate 
the grating directly adjacent to the active layer. These two approaches result in devices referred to as 
distributed Bragg reflector lasers and distributed feedback lasers, respectively. In practice, it is easier to 
fabricate a single grating structure above the active layer, as opposed to two separate gratings at each 
end and as a result, the DFB laser has become the laser of choice for telecommunication applications. 
These devices operate with spectral widths on the order of a few megahertz, and have modulation 
bandwidths over 10 GHz. Clearly, the high modulation bandwidth and low spectral width make these 
devices well suited for direct modulation, or on-off keyed (OOK) optical networks. It should be noted 
that the narrow linewidth of a few megahertz is for the device operating in a continuous wave mode, 
while modulating the device will necessarily broaden the spectral width. 

In DFB lasers, Bragg reflection gratings are employed along the longitudinal direction of the laser 
cavity and are used to suppress the lasing of additional longitudinal modes. As shown in Fig. 11a,
a periodic structure, similar to a corrugated washboard, is fabricated over the active layer, where 
the periodic spacing is denoted as Λ. Owing to this periodic structure, both forward and backward 
traveling waves must interfere constructively with each other. In order to achieve this constructive 
interference between the forward and backward waves, the round trip phase change over one period 
should be 2pm, where m is an integer and is called the order of the Bragg diffraction. With m = 1, the 
first-order Bragg wavelength, lB, is

 2p = 2Λ(2pn/lB) (10)

or

 lB = 2Λn (11)

Metal contact
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Light output
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FIGURE 10 Schematic illustration of a simple Fabry-Perot semiconductor diode laser.
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where n is the refractive index of the semiconductor. Therefore, the period of the periodic struc-
ture determines the wavelength for the single mode output. In reality, a periodic DFB structure gen-
erates two main modes, symmetrically placed on either side of the Bragg wavelength lB. In order 
to suppress this dual frequency emission, and generate only one mode at the Bragg wavelength, a 
phase shift of l/4 can be used to remove the symmetry. As shown in Fig. 11b, the periodic structure 
has a phase discontinuity of p/2 at the middle, which gives an equivalent l/4 phase shift. Owing to 
the ability of the l/4 DFB structure to generate a single frequency, narrow spectral linewidth, these 
devices are the preferred device for present telecommunications.

Mode-Locked Lasers Mode locking is a technique for obtaining very short bursts of light from 
lasers, and can be easily achieved employing both semiconductor and fiber gain media. As a result 
of mode locking, the light that is produced is automatically in a pulsed form that produces RZ data 
if passed through an external modulator being electrically driven with NRZ data. More importantly, 
the temporal duration of the optical bits produced by mode locking is much shorter than the period of 
the driving signal. To contrast this, consider a DFB laser whose light is externally modulated. In this 
case, the temporal duration of the optical bits will be equal to the temporal duration of the electri-
cal pulses driving the external modulator. As a result, the maximum possible data transmission rate 
achievable from the DFB will be limited to the speed of the electronic driving signal. With mode 
locking; however, a low frequency electrical drive signal can be used to generate ultrashort optical 
bits. By following the light production with external modulation and optical bit interleaving, one 
can realize the ultimate in OTDM transmission rates. To show the difference between a mode-locked 

(a) Conventional DFB laser

(b) l/4 DFB laser

FIGURE 11 Schematic illustrations of distrib-
uted feedback lasers (DFB): (a) Conventional DFB and 
(b) Quarter-wave DFB, showing the discontinuity of 
the Bragg grating structure to achieve single wavelength 
operation.
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pulse train and its drive, Fig. 12 plots a sinusoid and a mode-locked pulse train consisting of five 
locked optical modes.

To understand the process of mode locking, it should be recalled that a laser can oscillate on many 
longitudinal modes that are equally spaced by the longitudinal mode spacing, c/(2nL). Normally, 
these modes oscillate independently; however, techniques can be employed to couple and lock their 
relative phases together. The modes can then be regarded as the components of a Fourier-series 
expansion of a periodic function of time of period T = (2nL)/c, which represents a periodic train of 
optical pulses. Consider, for example, a laser with multiple longitudinal modes separated by c/2nL.
The output intensity of a perfectly mode-locked laser, as a function of time t, and axial position z, with 
M locked longitudinal modes, each with equal intensity, is given by

I t z M A
c M t z c T

c t z c
( , ) | |

sin [ ( / )/ ]

sin [( / )
= −

−
2 2

2

2 TT]
 (12)

where T is the periodicity of the optical pulses, and sin c(x) is sin (x)/x. In practice, there are several 
methods to generate optical pulse trains by mode locking and generally fall into two categories: 
(1) active mode locking and (2) passive mode locking. In both cases, to lock the longitudinal modes 
in phase, the gain of the laser is allowed to increase above its threshold for a short duration, by open-
ing and closing a shutter that is placed within the optical cavity. This allows a pulse of light to form. 
By allowing the light to propagate around the cavity and continually reopening and closing the shutter 
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FIGURE 12 Optical intensity distribution of five coherent, phase-locked modes of a laser (a), 
and a schematic diagram of an external cavity mode-locked laser (b). Superimposed on the opti-
cal pulse train is a typical sinusoid that could be used to mode-lock the laser, showing that much 
shorter optical pulses can be obtained from a low-frequency signal.
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at a rate inversely proportional to the round-trip time forms a stable, well-defined optical pulse is 
formed. If the shutter is realized by using an external modulator, the technique is referred to as active 
mode locking, where as if the shutter is realized by a device or material that is activated by the light 
intensity itself, the process is called passive mode locking. Both techniques can be used simultane-
ously and is referred to as hybrid mode locking (see Fig. 12b).

Direct and Indirect Modulation

To transmit information in OTDM networks, the light output of the laser source must be modu-
lated in intensity. Depending on whether the output light is modulated by directly modulating the 
current source to the laser or whether the light is modulated external to, or after the light has been 
generated, the process of modulation can be classified as either (1) direct modulation or (2) indirect 
or external modulation (see Fig. 13a and b). With direct modulation, the light is directly modulated 
inside the light source, while external modulation, uses a separate external modulator placed after 
the laser source. 

Direct modulation is used in many optical communication systems owing to its simple and cost-
effective implementation. However, owing to the physics of laser action and the finite response of 
populating the lasing levels owing to current injection, the light output under direct modulation 
cannot respond to the input electrical signal instantaneously. Instead, there are turn-on delays and 
oscillations that occur when the modulating signal, which is used as the pumping current, has large 
and fast changes. As a result, direct modulation has several undesirable effects, such as frequency 
chirping and linewidth broadening. In frequency chirping, the spectrum of the output-generated 
light is time varying, that is, the wavelength and spectrum changes in time. This is owing to the fact 
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FIGURE 13 Illustrative example of direct modulation (a) and external 
modulation (b) of a laser diode.
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that as the laser is turned on and off, the gain is changed from a very low value to a high value. Since 
the index of refraction of the laser diode is closely related to the optical gain of the device, as the gain 
changes, so does its index. It is this time varying refractive index that leads to frequency chirping, and 
is sometimes referred to as phase modulation. 

External Modulation

To avoid the undesirable frequency chirping effects in DFB lasers and mode partition noise in FP 
lasers associated with direct modulation, external modulation provides an alternative approach 
to achieve light modulation with the added benefit of avoiding these detrimental effects. A typical 
external modulator consists of an optical waveguide in which the incident light propagates through 
and the refractive index or absorption of the medium is modulated by a signal that represents the 
data to be transmitted. Depending on the specific device, one can realize three basic types of exter-
nal modulators: (1) electro-optic, (2) acousto-optic, and (3) electroabsorption. Generally, acousto-
optic modulators respond slowly, on the order of several nanoseconds, and as a result are not used 
for external modulators in telecommunication applications. Electroabsorption (EA) modulators rely 
on the fact that the band edge of a semiconductor can be frequency shifted to realize an intensity 
modulation for a well-defined wavelength that is close to the band edge of the modulator. Linear 
frequency responses up to 50 GHz are possible; however, the fact that both the wavelength of the 
laser and the modulator must be accurately matched makes this approach more difficult to imple-
ment with individual devices. It should be noted, however, that EA modulators and semiconductor 
lasers can be integrated in the same device, helping to remove restrictions on matching the transmit-
ter’s and modulator’s wavelength.

The typical desirable properties of an external modulator, from a communications perspective, are 
that these devices should possess a large modulation bandwidth, a large depth of modulation, a small 
insertion loss or loss of the signal light passing through the device, and a low electrical drive power. In 
addition, for some types of communication TDM links, a high degree of linearity between the drive 
signal and modulated light signal is required (typical for analog links), and an independence of input 
polarization (polarization diversity) is desired. Finally, low cost and small size of these devices are 
extremely useful for cost-effective and wide-area deployment. 

Electro-Optic Modulators An electro-optic modulator can be a simple optical channel or waveguide 
that the light to be modulated propagates. The material that is chosen to realize the electro-optic 
modulator must possess an optical birefringence that can be controlled or adjusted by an external 
electrical field that is applied along or transverse to the direction of propagation of the light to be 
modulated. This birefringence means that the index of refraction is different for light that propagates 
in different directions in the crystal. If the input light has a well-defined polarization state, this light 
can be made to see, or experience, a different refractive index for different input polarization states. 
By adjusting the applied voltage to the electro-optic modulator, the polarization can be made to 
rotate, or the speed of the light can be slightly varied. This modification of the input light property 
can be used to realize a change of the output light intensity, by using a crossed polarizer or by inter-
fering the modulated light with an exact copy of the unmodulated light. This can easily be achieved 
by using a waveguide interferometer, such as a Mach-Zehnder interferometer. If the refractive index 
is directly proportional to the applied electric field, the effect is referred to as the Pockel’s effect.

Generally, for high-speed telecommunication applications, device designers employ the use of 
the electro-optic effect as a phase modulator in conjunction with an integrated Mach-Zehnder 
interferometer or an integrated directional coupler. Phase modulation (or delay/ retardation mod-
ulation) does not effect the intensity of the input light beam. However, by incorporating a phase 
modulator in one branch of an interferometer, the resultant output light from the interferometer 
will be intensity modulated. Consider an integrated Mach-Zehnder interferometer in Fig. 14. If the 
waveguide divides the input optical power equally, the transmitted intensity is related to the output 
intensity by the well-known interferometer equation Io = IIcos2(j/2), where j is the phase differ-
ence between the two light beams, and the transmittance function is defined as Io/II = cos2(j/2). 
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Owing to the presence of the phase modulator in one of the interferometer arms, and with the 
phase being controlled by the applied voltage in accordance with a linear relation for the Pockel’s 
effect, for example, j = jo − pV/Vp. In this equation, jo is determined by the optical path difference 
between the two beams and Vp is the voltage required to achieve a p phase shift between the two 
beams. The transmittance of the device, therefore becomes a function of the applied voltage V,

 T(V) = cos2(j/2 - pV/2Vp) (13)

This function is plotted in Fig. 15 for an arbitrary value of jo. Commercially available integrated 
devices operate at speeds up to 40 GHz and are quite suitable for OTDM applications such as modula-
tion and demultiplexing.
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FIGURE 14 Illustration of an integrated lithium niobate Mach-Zehnder modulator.
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FIGURE 15 Input–output relations of an external modulator based on the 
Pockel’s effect. Superimposed on the transfer function is a modulated drive signal 
and the resultant output intensity from the modulator.



20.20  FIBER OPTICS

Electroabsorption Modulators Electroabsorption modulators are intensity modulators that rely on 
the quantum confined Stark effect. In this device, thin layers of semiconductor material are grown 
on a semiconductor substrate to generate a multiplicity of semiconductor quantum wells or multiple 
quantum wells (MQW). For telecommunication applications, the semiconductor material family 
that is generally used is InGaAsP/InP. The number of quantum wells can vary, but is typically on the 
order of 10, with an overall device length of a few hundred micrometers. Owing to the dimensions of the
thin layers, typically 100 Å or less, the electron and holes bind to form excitons. These excitons have 
sharp, and well-defined, optical absorption peaks that occur near the bandgap of the semiconductor 
material. By applying an electric field, or bias voltage, in a direction perpendicular to the quantum 
well layers, the relative position of the exciton absorption peak can be made to shift to longer wave-
lengths. As a result, an optical field that passes through these wells can be preferentially absorbed, 
if the polarization of the light field is parallel to the quantum well layers. Therefore, by modulating 
the bias voltage across the MQWs, the input light can be modulated. These devices can theoretically 
possess modulation speeds as high as 50 GHz, with contrasts approaching 50 dB. A typical device 
schematic and absorption curve is show in Fig. 16a and b.
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FIGURE 16 (a) Schematic diagram of an electro-absorption modula-
tor. Light propagation occurs along the fabricated waveguide structure, in the 
plane of the semiconductor multiple quantum wells. (b) Typical absorption 
spectrum of a multiple quantum well stack under reverse bias and zero bias. 
Superimposed is a spectrum of a laser transmitter, showing how the shift in 
the absorption edge can either allow passage or attenuate the transmitted light.



OPTICAL TIME-DIVISION MULTIPLEXED COMMUNICATION NETWORKS  20.21

Optical Clock Recovery

In time-division-multiplexed and multiple-access networks, it is necessary to regenerate a timing 
signal to be used for demultiplexing. Above, a general discussion of clock extraction was given, and 
in this section, an extension to those concepts are outlined for clock recovery in the optical domain. 
As in the conventional approaches to clock recovery, optical clock extraction has three general 
approaches: (1) the optical tank circuit, (2) high-speed phase-locked loops, and (3) injection locking 
of pulsed optical oscillators. The optical tank circuit can be easily realized by using a simple Fabry-
Perot cavity. For clock extraction, the length L of the cavity must be related to the optical transmis-
sion bit rate. For example, if the input optical bit rate is 10 Gb/s, the effective length of the optical 
tank cavity is 15 mm. While the concept of the optical tank circuit is intuitively pleasing, since it has 
many of the same features as electrical tank circuits, that is, a cavity Q and its associated decay time. 
In the case of a simple Fabry-Perot cavity as the optical tank circuit, the optical decay time, or photon 
lifetime, is given by

τ
τ

D R R
=

−
RT

1 1 2

 (14)

where tRT is the round-trip time given as 2L/c, and R1 and R2 are the reflection coefficients of the 
cavity mirrors. One major difference between the optical tank circuit and its electrical counterpart is 
that the output of the optical tank circuit never exceeds the input optical intensity (see Fig. 17a). 

A second technique that builds on the concept of the optical tank is optical injection seeding or 
injection locking. In this technique, the optical data bits are injected into a nonlinear device such as 
a passively mode-locked semiconductor laser diode (see Fig. 17b). The key difference between this 
approach and the optical tank circuit approach is that the injection-locking technique has internal 
gain to compensate for the finite photon lifetime, or decay, of the empty cavity. In addition to the 
gain, the cavity also contains a nonlinear element, for example, a saturable absorber to initiate and 
sustain pulsed operation. Another important characteristic of the injection-locking technique, using 
passively mode-locked laser diodes is that clock extraction can be prescaled, that is, a clock signal can 
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FIGURE 17 All optical clock recovery based on optical injection of (a) an optical tank circuit (Fabry-Perot cavity), 
and (b) a mode-locked semiconductor diode laser.
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be obtained at bit rates exactly equal to the input data bit rate or at harmonics or subharmonics of 
the input bit rate. In this case of generating a prescaled clock signal at a subharmonic of the input 
data stream, the resultant signal can directly be used for demultiplexing, without any addition signal 
processing. 

The operation of the injection-seeded optical clock is as follows. The passively mode-locked laser 
produces optical pulses at its natural rate, which is proportional to the longitudinal mode spacing 
of the device cavity, c/(2L). Optical data bits from the transmitter are injected into the mode-locked 
laser, where the data transmission rate is generally a harmonic of the clock rate. This criteria immedi-
ately provides the prescaling required for demultiplexing. The injected optical bits serve as a seeding 
mechanism to allow the clock to build up pulses from the injected optical bits. As the injected opti-
cal bits and the internal clock pulse compete for gain, the continuous injection of optical bits force 
the internal clock pulse to evolve and shift in time to produce pulses that are synchronized with the 
input data. It should be noted that it is not necessary for the input optical bit rate to be equal to or 
greater than the nominal pulse rate of the clock, for example, the input data rate can be lower than 
the nominal bit rate of the clock. This is analogous to the transmitter sending data with primarily 0s, 
with logic 1 pulses occurring infrequently. The physical operating mechanism can also be understood 
by examining the operation in the frequency domain. From a frequency domain perspective, since 
the injected optical data bits are injected at a well-defined bit rate, the optical spectrum has a series of 
discrete line spectra centered around the laser emission wavelength, and separated in frequency by the 
bit rate. Since the optical clock emits a periodic train of optical pulses, its optical spectra is also a series 
of discrete line spectra, separated by the clock-repetition frequency. If the line spectra of the injected 
data bits fall within optical gain bandwidth of the optical clock, the injected line spectra will serve as 
seeding signals to force the optical clock to emit line spectra similar to the injected signals. Since the 
injected data bits are repetitively pulsed, the relative phase relation between the discrete line spectra 
have the proper phase relation to force the clock to emit synchronously with the injected data.

All-Optical Switching for Demultiplexing 

In an all-optical switch, light controls light with the aid of a nonlinear optical material. It should 
be noted here that all materials will exhibit a nonlinear optical response, but the strength of the 
response will vary widely depending on the specific material. One important effect to realize an all-
optical switch is the optical Kerr effect, where the refractive index of a medium is proportional to 
the square of the incident electric field. Since light is inducing the nonlinearity, or in other words, 
providing the incident electric field, the refractive index becomes proportional to the light intensity. 
Since the intensity of a light beam can change the refractive index, the speed of a second weaker 
beam can be modified owing to the presence of the intense beam. This effect is used extensively in 
combination with an optical interferometer to realize all-optical switching (see section on electro-
optic modulation using a Mach-Zehnder interferometer). Consider, for example, a Mach-Zehnder 
interferometer that includes a nonlinear optical material that possess the optical Kerr effect (see 
Fig. 18). If data to be demultiplexed is injected into the interferometer, the relative phase delay in 
each arm can be adjusted so that the entire injected data signal is present only at one output port. 
If an intense optical control beam is injected into the nonlinear optical medium, synchronized with 
a single data bit passing through the nonlinear medium, that bit can be slowed down, such that 
destructive interference occurs at the original output port and constructive interference occurs at 
the secondary output port. In this case, the single bit has been switched out of the interferometer, 
while all other bits are transmitted.

Optical switches have been realized using optical fiber in the form of a Sagnac interferometer, and 
the fiber itself is used as the nonlinear medium. These devices are usually referred to as nonlinear 
optical loop mirrors (NOLM). Other versions of all-optical switches may use semiconductor optical 
amplifiers as the nonlinear optical element. In this case, it is the change in gain induced by the control 
pulse that changes the refractive index owing to the Kramers-Kronig relations. Devices such as these 
are referred to as a terahertz asymmetric optical demultiplexers (TOAD), semiconductor laser ampli-
fier loop optical mirrors (SLALOM), and unbalanced nonlinear interferometers (UNI). 
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Ultrahigh-Speed Optical Time-Division-Multiplexed Optical 
Link—A Tutorial Example

To demonstrate how the ultrafast device technology can realize state-of-the-art performance in 
optical time domain multiplexed systems, the following is an example that incorporates the device 
technology discussed in this chapter. Figure 19 shows a schematic illustration of an ultrahigh-speed 
OTDM transmission experiment that was used by a collaborative research team of scientists at the 
Heinrich Hertz Institute in Germany and Fujitsu Laboratories in Japan, to demonstrate 2.56-Tb/s 
transmission over an optical fiber span of 160 km. The transmitter comprised a 10-GHz mode-
locked laser operating at 1550-nm wavelength, generating pulses of 0.42 ps. The pulse train was 
modulated and temporally multiplexed in two multiplexing stages to realize a maximum data trans-
mission rate of 2.56 Tb/s. This signal is transmitted through 160 km of dispersion-managed optical 
fiber. At the receiver, the data generates a timing reference signal that drives a mode-locked fiber 

(a)

Input clock pulse

Input data stream

(b)

Demultiplexed pulse

Transmitted data

Input data

Clock recovery
optical control pulse

Nonlinear optical loop mirror

Demultiplexed data

Transmitted data

FIGURE 18 Schematic diagram of an all optical switch. (a) Simple configuration 
based on a Mach-Zehnder interferometer and a separate nonlinear material activated by an 
independent control pulse. (b) An optical fiber implementation of an all optical switch. This 
implementation relies on the inherent nonlinearity of the fiber that is induced by an inde-
pendent control pulse.
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laser that is used as an optical gate in a nonlinear optical loop mirror. The resulting demultiplexed 
data is then detected using a DQPSK photodetection scheme. The robustness of this experiment is 
quantified by the ratio of the number of errors received to the data pulse period. Error-free opera-
tion is defined as less than 10−9. The system performed error free with a received optical power of 
less than 0.1 mW.

20.5 SUMMARY AND FUTURE OUTLOOK 

This chapter reviewed the fundamental basics of optical time-division-multiplexed communication 
networks, starting from an elementary perspective of digital sampling. Given this as an underlying 
background, specific device technology was introduced to show how the system functionality can be 
realized using ultrahigh-speed optics and photonic technologies. Finally, as an example of how these 
system and device technologies are incorporated into a functioning ultrahigh-speed optical time-
division-multiplexed system, a 2.56-Tb/s link was discussed.

In the introduction, the difference between ETDM and OTDM was described. To have an idea 
of what the future may provide, it should be noted that 100-Gb/s ETDM are now being currently 
tested in laboratories, while the same data rates were investigated using OTDM techniques nearly 

Transmitter

DQPSK modulator
and multiplexer
10 → 80 Gb/s

Optical amplifier

10-GHz mode-locked
laser and pulse compressor

Delay line
multiplexer

(80 Gb/s → 2.56 Tb/s)

160-km dispersion-managed
fiber link
2.56 Tb/s

Receiver

Demultiplexed port
10 (40)Gb/s

Optical amplifier

DQPSK
receiver

Nonlinear optical loop mirror

Mode-locked laser
10 (40) GHz

clock recovery oscillator

FIGURE 19 Schematic diagram of a 640-Gb/s optical fiber link, using all the critical components described in this chapter, 
for example, mode-locked laser, high-speed modulator, temporal interleaver, optical clock recovery, all optical switching for 
demultiplexing and an optical photoreceiver.
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a decade earlier. As electronic technology continues to improve in speed, OTDM techniques are 
replaced by their electronic counterparts in commercially deployed systems. As a result, we have seen 
OTDM transmission technology pushing the boundaries of ultrahigh-speed data transmission in 
optical fibers, thus providing a roadmap for the development of commercial ETDM transmission over 
optical fiber. As we have shown, OTDM techniques are demonstrating transmission rates in excess 
of 2.5 Tb/s today, and perhaps suggest similar data rates for ETDM fiber optic transmission in the 
next decade.
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21.1 INTRODUCTION

The progress in optical communications over the past 30 years has been astounding. It has expe-
rienced many revolutionary changes since the days of short-distance multimode transmission at 
0.8 μm.1 In 1980, AT&T could transmit 672 two-way conversations along a pair of optical fibers.2

In 1994, an AT&T network connecting Florida with the Virgin Islands was able to carry 320,000 
two-way conversations along two pairs of optical fibers. The major explosion came after the matu-
rity of fiber amplifiers and wavelength-division multiplexing (WDM) technologies. By 2003, the 
transoceanic system of Tyco Telecommunications is able to transmit 128 wavelengths per fiber pair 
at 10 Gb/s/wavelength with the total capacity 10 Tb (eight fiber pairs)—a capability of transmit-
ting more than 100 million simultaneous voice circuits on a eight-fiber pair cable. In experiments, 
a recent notable report demonstrated a record of 25.6-Tb/s WDM transmission using 160 channels 
within 8000 GHz fiber bandwidth.3

High-speed single-channel systems may offer compact optical systems with a minimized footprint 
and a maximized cost-per-bit efficiency.4 Transmission of single-channel 1.28 Tb/s signal over 70 km was 
achieved by traditional return-to-zero (RZ) modulation format using optical time-division multiplexing 
(OTDM) and polarization multiplexing.5 Although single-channel results are quite impressive, they have 
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two disadvantages: (1) they make use of only a very small fraction of the enormous bandwidth available 
in an optical fiber, and (2) they connect two distinct end points, not allowing for a multiuser environment. 
Since the required rates of data transmission among many users have been increasing at an impressive 
pace for the past several years, it is a highly desirable objective to connect many users with a high-
bandwidth optical communication system. 

WDM-related technologies have been growing rapidly and clearly dominated the research field 
and the telecommunications market. For instance, the new fiber bands (S and L) are being opened up, 
new modulation schemes are being deployed, unprecedented bit-rate/wavelength (≥ 40 Gb/s) is being 
carried over all-optical distance. Over 100 WDM channels are being simultaneously transmitted over 
ultralong distances.6–9 It is difficult to overstate the impact of fiber amplifiers and WDM technologies 
in both generating and supporting the telecommunications revolution during last 10 years. 

Due to its high capacity and performance, optical fiber communications have already replaced 
many conventional communication systems in point-to-point transmission and networks. Driven by 
the rising capacity demand and the need to reduce cost, in addition to the fixed WDM transmission 
links with point-to-point configuration, the next step of the network migration is to insert the recon-
figurable optical add/drop multiplexers (OADMs) in the links and network nodes. An automatically 
switching network can support the flexibility of the transmission. Hence, the necessary bandwidth 
can be provided to the customers on demand.10,11

This chapter intends to review the state-of-the-art WDM technologies and reflect the tremendous 
progress over the past few years.

Fiber Bandwidth

The driving factor for the use of multichannel optical systems is the abundant bandwidth available 
in the optical fiber. The attenuation curve as a function of optical carrier wavelength is shown in 
Fig. 1.12 There are two low-loss windows: one near 1.3 μm and an even lower-loss one near 1.55 μm. 
Consider the window at 1.55 μm, which is approximately 25,000 GHz wide. (Note that due to the 
extremely desirable characteristics of the erbium-doped fiber amplifier (EDFA), which amplifies 
only near 1.55 μm, most systems would use EDFAs and therefore not use the dispersion-zero 1.3-
μm band of the existing embedded conventional fiber base.) The high-bandwidth characteristic 
of the optical fiber implies that a single optical carrier at 1.55 μm can be baseband-modulated at 
approximately 25,000 Gb/s, occupying 25,000 GHz surrounding 1.55 μm, before transmission losses 
of the optical fiber would limit transmission. Obviously, this bit rate is impossible for present-day 
electrical and optical devices to achieve, given that even heroic lasers, external modulators, switches, 
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and detectors all have bandwidths less than or equal to 100 GHz. Practical data links today are sig-
nificantly slower, perhaps no more than tens of gigabits per second per channel. Since the single
high-speed channel makes use of an extremely small portion of the available fiber bandwidth, an effi-
cient multiplexing method is needed to take full advantage of the huge bandwidth offered by optical 
fibers. As we will see in this chapter, WDM has been proven to be the most appropriate approach.

Introduction to WDM Technology

In real systems, even a single channel will probably be a combination of many lower-speed signals 
since few individual applications today utilize this high bandwidth. These lower-speed channels 
are multiplexed together in time to form a higher-speed channel. This time-division multiplexing 
(TDM) can be accomplished in either the electrical or optical domain. In TDM, each lower-speed 
channel transmits a bit (or a collection of bits known as a packet) in a given time slot and then 
waits its turn to transmit another bit (or packet) after all the other channels have had their oppor-
tunity to transmit. Until the late 1980s, fiber communication was mainly confined to transmitting a 
single optical channel using TDM technology. Due to fiber attenuation, this channel required peri-
odic regeneration which included detection, electronic processing, and optical retransmission. Such 
regeneration causes a high-speed optoelectronic bottleneck, is bit-rate specific, and can only handle 
a single wavelength. The need for these single-channel regenerators (i.e., repeaters) was replaced 
when the EDFA was developed, enabling high-speed repeaterless single-channel transmission. We 
can think of this single approximate gigabits per second channel as a single high-speed “lane” in a 
highway in which the cars represent packets of optical data and the highway represents the optical 
fiber. It seems natural to dramatically increase the system capacity by transmitting several different 
independent wavelengths simultaneously down a fiber in order to more fully utilize this enormous 
fiber bandwidth.13,14 Therefore, the intent was to develop a multiple-lane highway, with each lane 
representing data traveling on a different wavelength. 

In the most basic WDM arrangement as shown in Fig. 2, the desired number of lasers, each emit-
ting a different wavelength, are multiplexed together by a wavelength multiplexer (or a combiner) 
into the same high-bandwidth fiber.13–16 Each of N different-wavelength lasers is operating at the 
slower gigabits per second speeds, but the aggregate system is transmitting at N times the individual 
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laser speed providing a significant capacity enhancement. After being transmitted through a high-
bandwidth optical fiber, the combined optical signals must be demultiplexed by a wavelength demul-
tiplexer at the receiving end by distributing the total optical power to each output port and then 
requiring that each receiver selectively recovers only one wavelength. Therefore, only one signal is 
allowed to pass and establish a connection between source and destination. WDM allows us to make 
use much of the available fiber bandwidth, although various device, system, and network issues will 
still limit utilization of the full fiber bandwidth.

Figure 3 shows the continuous capacity growth in optical fiber systems over the past 30 years. The 
highest capacity has been achieved using WDM. One interesting point about this trend predicted two 
decades ago by T. Li of AT&T Bell Labs is that the transmission capacity doubles every 2 years. WDM 
technology has provided the platform for this trend to continue, and there is no reason to assume that 
WDM won’t continue to produce dramatic progress.

21.2 BASIC ARCHITECTURE OF WDM NETWORKS

We have explained how WDM enables the utilization of a significant portion of the available fiber 
bandwidth by allowing many independent signals to be transmitted simultaneously in one fiber. 
In fact, WDM technology also enables wavelength routing and switching of data paths in an opti-
cal network. By utilizing wavelength-selective components, each data channel’s wavelength can be 
routed and detected independently through the network. The wavelength determines the commu-
nication path by acting as the signature address of the origin, destination, or routing. Data can then 
be presumed not traveling on optical fiber but on wavelength-specific “light-paths” from source to 
destination that can be arranged by a network controller to optimize throughput. Therefore, the 
basic system architecture that can take the full advantage of WDM technology is an important issue, 
and will be discussed in this section.

Point-to-Point Links

As shown in Fig. 2, in a simple point-to-point WDM system, several channels are multiplexed at one 
node, the combined signals are then transmitted across some distance of fiber, and the channels are 
demultiplexed at a destination node. This point-to-point WDM link facilitates the high-bandwidth 
fiber transmission without routing or switching in the optical data path.
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Wavelength-Routed Networks

Figure 4 shows a more complex multiuser WDM network structure, where the wavelength is used 
as the signature address for either the transmitters or the receivers, and determines the routing path 
through an optical network. In order for each node to be able to communicate with any other node 
and facilitate proper link setup, the transmitters or the receivers must be wavelength tunable; we 
have arbitrarily chosen the transmitters to be tunable in this network example. Note that the wave-
lengths are routed passively in wavelength-routed networks.

WDM Stars, Rings, and Meshes

Three common WDM network topologies are star, ring, and mesh networks.17–19 In the star topol-
ogy, each node has a transmitter and receiver, with the transmitter connected to one of the passive 
central star’s inputs and the receiver connected to one of the star’s outputs, as is shown in Fig. 5a.
Rings, as shown in Fig. 5b, are also popular because: (1) many electrical networks use this topology, 
and (2) rings are easy to implement for any geographical network configuration. In this example, 
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FIGURE 4 A generic multiuser network in which the 
communications links and routing paths are determined by 
the wavelengths used within the optical switching fabric.
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each node in the unidirectional ring can transmit on a specific signature wavelength, and each node 
can recover any other node’s wavelength signal by means of a wavelength-tunable receiver. Although 
not depicted in the figure, each node must recover a specific channel. This can be performed: (1) where 
a small portion of the combined traffic is tapped off by a passive optical coupler, thereby allowing 
a tunable filter to recover a specific channel, or (2) in which a channel-dropping filter completely 
removes only the desired signal and allows all other channels to continue propagating around the 
ring. Furthermore, a synchronous optical network (SONET) dual-ring architecture, with one ring 
providing service and the other protection, can provide automatic fault detection and protection 
switching.20

In both the star and ring topologies, each node has a designated wavelength, and any two nodes 
can communicate with each other by transmitting and recovering that wavelength. This implies that 
N wavelengths are required to connect N nodes. The obvious advantage of this configuration, known 
as a single-hop network, is that data transfer occurs with an uninterrupted optical path between the 
origin and destination; the optical data starts at the originating node and reaches the destination node 
without stopping at any other intermediate node. A disadvantage of this single-hop WDM network 
is that the network and all its components must accommodate N wavelengths, which may be difficult 
(or impossible) to achieve in a large network, that is, the present fabrication technology cannot pro-
vide and the transmission capability cannot accommodate 1000 distinct wavelengths for a 1000-user 
network.

It is important to address that the reliability is a problem in fiber ring. If a station is disabled or if 
a fiber breaks, the whole network goes down. To address this problem, a double-ring optical network, 
also called a “self-healing” ring, is used to bypass the defective stations and loops back around a fiber 
break, as shown in Fig. 6. Each station has two inputs and two outputs connected to two rings that 
operate in opposite directions.

An alternative to require N wavelengths to accommodate N nodes is to have a multihop network 
(mesh network) in which two nodes can communicate with each other by sending data through a third 
node, with many such intermediate hops possible, shown in Fig. 5c. In the mesh network, the nodes 
are connected by reconfigurable optical crossconnects (OXCs).21 The wavelength can be dynamically 
switched and routed by controlling the OXCs. Therefore, the required number of wavelengths and 
the tunable range of the components can be reduced in this topology. Moreover, the mesh topology 
can also provide multiple paths between two nodes to make the network protection and restoration 
easier to realize. If a failure occurs in one of the paths, the system can automatically find another path 
and restore communications between any two nodes. However, OXCs with large numbers of ports are 
extremely difficult to obtain, which limits the scalability of the mesh network.

In addition, there exist several other network topologies, such as tree network, which is widely 
used in broadcasting or distributing systems. At the “base” of the tree is the source transmitter from 
which emanates the signal to be broadcast throughout the network. From this base, the tree splits 

Switching node
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FIGURE 6 A self-healing ring network.
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many times into different “branches,” with each branch either having nodes connected to it or further 
dividing into subbranches. This continues until all the nodes in the network can access the base trans-
mitter. Whereas the other topologies are intended to support bidirectional communication among 
the nodes, this topology is useful for distributing information unidirectionally from a central point 
to a multitude of users. This is a very straightforward topology and is in use in many systems, most 
notably cable television (CATV).

By introducing Fig. 7 in which a larger network is composed of smaller ones, we have also intro-
duced the subject of the architecture of the network which depends on the network’s geographical 
extent. The three main architectural types are the local-, metropolitan-, and wide-area networks, 
denoted by LAN, MAN, and WAN, respectively.22 Although no rule exists, the generally accepted 
understanding is that a LAN interconnects a small number of users covering a few kilometers (i.e., 
intra- and interbuilding), a MAN interconnects users inside a city and its outlying regions, and a 
WAN interconnects significant portions of a country (100 of kilometers). Based on Fig. 7, the smaller 
networks represent LANs, the larger ones MANs, and the entire figure would represent a WAN. In 
other words, a WAN is composed of smaller MANs, and a MAN is composed of smaller LANs. Hybrid 
systems exist, and typically a wide-area network will consist of smaller local-area networks, with mix-
ing and matching between the most practical topologies for a given system. For example, stars and 
rings may be desirable for LANs whereas buses may be the only practical solution for WANs. It is, at 
present, unclear which network topology and architecture will ultimately and most effectively take 
advantage of high-capacity optical systems.

Circuit and Packet Switching

The two fundamental types of underlying telecommunication network infrastructures, based on 
how traffic is multiplexed and switched, are circuit-switched and packet switched. A circuit-switched 
network provides circuit-switched connections to its customers. Once the connection is established, 
a guaranteed amount of bandwidth is allocated to each connection and become available to the 
connection anytime. The network is also transparent and the nodes seem to be directly connected. 
In addition, circuit switching requires a lower switching speed (more than milliseconds). Many 
types of communication links and distribution systems may satisfactorily be interconnected by 
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FIGURE 7 Hybrid network topologies and architectures 
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circuit switching which is relatively simple to operate. The problems with circuit switching include 
(1) it is not efficient at handling bursty data traffic (low utilization for traffic with changing intensity 
or short lived connections); (2) there is a delay before the connection can be used; (3) the resources 
are permanently allocated to a connection and cannot be used for any other users, and (4) circuit-
switched networks are more sensitive to faults (e.g., if a part of the connection fails, the whole 
transfer fails).

Since optical circuit switching is the relatively mature technology today, the current deployed 
WDM wavelength-routing network is generally circuit-switched. The basic mechanism of commu-
nication in a wavelength-routed network is a lightpath (corresponding to a circuit), which is an all 
optical connection (communication channel) linking multiple optical segments from a source node 
to a destination node over a wavelength on each intermediate link. At each intermediate node of the 
network, the lightpath is routed and switched from one link to another link. A lightpath can use either 
the same wavelength throughout the whole link or a concatenation of different wavelengths after 
undergoing wavelength conversion at intermediate optical nodes. In the absence of any wavelength 
conversion device, a lightpath is required to be on the same wavelength channel throughout its path 
in the network; this requirement is referred to as the wavelength continuity property of the lightpath. 
Once the setup of a lightpath is completed, the whole lightpath is available during the connection. 
Note that different lightpaths can use the same wavelength as long as they do not share any common 
links (i.e., same wavelength can be reused spatially in different parts of the network).

As shown in Fig. 8, the key network elements in the wavelength-routing network are optical line 
terminal, OADM (see Fig. 9), and OXC (see Fig. 10). There are many different OADM structures 
such as parallel or serial, fixed or reconfigurable. In general, an ideal OADM would add/drop any 
channel and any number of channels, and would be remotely controlled and reconfigured without 
disturbance to unaffected channels. There will be more discussion on reconfigurable in “Network 
Reconfigurability” section. The other requirements for an OADM include low and fixed loss, inde-
pendent of set of wavelengths dropped, and low cost. An OXC can switch the channels from input 
to output ports and input to output wavelengths. The functions in an OXC node include provid-
ing lightpath, rerouting (switching protection), restoring failed lightpath, monitoring performances, 
accessing to test signals, wavelength conversion, and multiplexing and grooming. An OXC can be either 
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electrical (performing O-E-O conversion for each WDM channels) or optical, transparent or opaque. 
To accomplish all these functions, the OXC needs three building blocks: (1) fiber switching, to route 
all of the wavelengths on an incoming fiber to a different outgoing fiber (optical space switches); 
(2) wavelength switching, to switch specific wavelengths from an incoming fiber to multiple outgoing 
fibers (multiplexing/demultiplexing); and (3) wavelength conversion, to take incoming wavelengths 
and convert them to another optical frequency on the outgoing port. This is essential to achieve 
strictly nonblocking architectures when using wavelength switching. 

In packet switched networks, the data stream is broken into small packets. These data packets 
are multiplexed together with packets from other data stream inside the network. The packets are 
switched inside the network based on their destination. To facilitate this switching, a packet header is 
added to the payload in each packet. The header carries addressing information. The switching nodes 
read the header and then determine where to switch the packet. At the receiver end, packets belonging 
to a particular stream are put back together. Therefore, packet switching requires switching speeds of 
microseconds or less. For high-speed optical transmission, packet switching holds the promise for 
more efficient data transfer, for which no long-distance handshaking is required. The high-bandwidth 
links are used more efficiently. 

As shown in Fig. 11, an optical packet switching node is generally composed of three parts: control 
unit, switching unit, and input/output interfaces. The control unit retains information about network 
topology, the forwarding table, scheduling, and buffering. It decides the switching time and is in 
charge of resolving contentions at a node. The switching unit allows the data to remain in the optical 
domain during the routing process. It is especially important for optical packet-switched networks 
that the switching speed be fast enough to minimize overhead. The input/output interface is where 
optical technologies are utilized to deal with contention problems. Optical buffers and wavelength 
converters are the building blocks of time and wavelength domain contention resolution modules, 
respectively, and are housed in the interface units. In addition, other physical layer functionalities 
required for an optical switching node such as synchronization are realized at the interface.

Note that network packet switching can be accomplished in a conceptually straightforward man-
ner by requiring a node to optoelectronically detect and retransmit each and every incoming optical 
data packet. The control and routing information is contained in the newly detected electronic packet, 
and all the switching functions can occur in the electrical domain prior to optical retransmission of 
the signal. Unfortunately, this approach implies that an optoelectronic speed bottleneck will eventu-
ally occur in this system. On the other hand, it is extremely difficult to accomplish the signal process-
ing in the optical domain currently. Alternatively, much research is focused toward maintaining an 
all-optical data path and performing the switching functions all-optically with only some electronic 
control of the optical components. The reason is that the control unit detects and processes only the 
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header of a packet (not the payload). Therefore it is possible to transmit the header at a lower bit rate 
to facilitate the processing. As a result, the presence of electronics at the control unit does not neces-
sarily pose a limitation on the data transmission rate. Figure 12 shows a generic solution which pas-
sively taps an incoming optical signal. Information about the signal is made known electrically to the 
node but the signal itself remains in the optical domain. The routing information may be contained 
in the packet header or in some other form (i.e., wavelength, etc.). Header information can be trans-
mitted in several different ways. For example, the baseband header can be transmitted as a data field 
inside a packet either at the same bit rate as the data, or at a lower rate to relax the speed requirement 
on the electronics for header detection. It can also be located out-of-band either on a subcarrier on 
the same wavelength or on a different wavelength, altogether. 

The various functions that may be performed in an optical switching node include (1) address/
label recognition to determine the intended output port, (2) header updating or label swapping 
to prepare the packet header for the next node, (3) bit and/or packet synchronization to the local 
node to time the switching process, (4) routing-table caching as a reference for routing decisions, 
(5) output-port contention resolution via buffering and/or wavelength conversion, (6) signal 
monitoring to assess the signal quality, (7) signal regeneration to combat the accumulated distor-
tion of the signal, and (8) optical switching to direct packets to the appropriate output ports. 

It is very important to mention that in the past several years, data traffic has been growing at a 
much faster rate than voice traffic. Data traffic is “bursty” in nature, and reserving bandwidth for 
bursty traffic could be very inefficient. Circuit-switching networks are not optimized for this type 
of traffic. On the other hand, packet-switching networks require a complex processing unit and fast 
optical switches. Therefore, optical burst switching (OBS) was introduced to reduce the processing 
required for switching at each node and to avoid optical buffering. OBS is somewhere between packet 
switching and circuit switching with the switching period on the order of many packets. OBS takes 
advantage of time domain statistical multiplexing to utilize the large bandwidth of a single channel 
to transmit several lower-bandwidth bursty channels. At the network edge, packets are aggregated to 
generate bursts that are sent over the network core. In almost all OBS schemes, the header is sent sepa-
rately from the payload with an offset time that is dependent on the scheme.23,24 The header is sent to 
the switches, and the path is then reserved for the payload that follows. The loose coupling between 
the control packet and the burst alleviates the need for optical buffering and relaxes the requirement 
for switching speed.

Many challenging optical switching issues require solutions,25 such as routing control,26–28 contention 
resolution,29–40 and optical header processing.41–48 Most of these issues will relate to packet switching, 
although circuit switching will also require attention. Due to the limited space, we give only some 
references to facilitate further study by the reader.
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Network Reconfigurability

In addition to high capacity, the reconfigurable WDM network could offer flexibility and availabil-
ity. A reconfigurable network is highly desirable to meet the requirements of high bandwidth and 
bursty traffic in future networks. Through the reconfigurable network, service providers and net-
work operators could respond quickly and cost-effectively to new revenue opportunities. As shown 
in Fig. 9, a fixed add/drop multiplexing node can only process the signal(s) at a given wavelength 
or a group of wavelengths. While in the dynamic reconfigurable node, operators could add or drop 
any number of wavelengths. This added flexibility would save operating and maintenance costs and 
improve network efficiency. In general, a network is reconfigurable if it can provide the following 
functionality for multichannel operations: (1) channel add/drop and (2) path reconfiguration for 
bandwidth allocation or restoration. It appears that a reconfigurable network is highly desirable to 
meet the requirements of high bandwidth and bursty traffic in future networks. 

Since a reconfigurable network allows dynamic network optimization to accommodate changing 
traffic patterns, it provides more efficient use of network resources. Figure 13 shows blocking prob-
ability as a function of call arrival rate in a WDM ring network with 20 nodes.49 A configurable topol-
ogy can support 6 times the traffic of a fixed WDM topology for the same blocking probability. 

Among many different solutions, the reconfigurable optical add/drop multiplexers (ROADMs) 
have emerged as key building blocks for the next-generation WDM systems with the goal of any wave-
length anywhere. ROADMs add the ability to remotely switch traffic at the wavelength layer in WDM 
network, thus allowing individual data channels to be added or dropped without optical-electrical-
optical (O-E-O) conversion of all WDM channels.50–55 Figure 14 shows a few ROADM architectures 
based on different switching technologies: discrete switches or switch matrix plus filters [mux/switch/
demux, variable optical attenuators (VOA)]; wavelength blockers (WB); integrated planar lightwave 
circuits (iPLC); and wavelength-selective switches (WSS). With the exception of mux-switch-demux 
design, the devices are typically implemented in broadcast-and-select optical architectures with pas-
sive splitters in the pass-through path. A relevant attribute of ROADM technology is the integration 
of multiplexing/demultiplexing and switching into a single component. This integration can signifi-
cantly lower pass-through losses when compared with multiple discrete components.53

ROADM networks can deliver considerable operation benefits such as simplified planning and 
engineering, and improved network utilization. Its applications include optical multicast/broadcast, 
scalable colorless add/drop capacity, capacity/service upgrade without traffic disruption, cost-effective 
optical protection and restoration, and low cost of ownership.50,53

The key component technologies enabling network reconfigurability include wavelength-tunable 
lasers and laser arrays, wavelength routers, optical switches, OXCs, OADMs, optical amplifiers, and 
tunable optical filters, and the like. Although huge benefits are possible with a reconfigurable topology, 
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the path to reconfigurability is paved with various degrading effects. As shown in Fig. 4, the signal 
may pass through different lengths of fiber links due to the dynamic routing, causing some degrad-
ing effects in reconfigurable networks to be more critical than in static networks, such as nonstatic 
dispersion and nonlinearity accumulation due to reconfigurable paths, EDFA gain transients, chan-
nel power nonuniformity, cross-talk in optical switching and cross-connects, and wavelength drift 
of components. We will discuss some of these important effects in Sec. 21.3, followed by selected 
advanced technologies to dealing with these effects in WDM systems.

21.3 FIBER SYSTEM IMPAIRMENTS

One key benefit of reconfigurable WDM networks might be the transparency to bit rate, protocol 
and modulation format of all the various wavelength channels propagating in the system. However, 
key challenges exist when determining an optimum path through the network, since an optical 
wavelength might accumulate different physical impairments as it is switched through the network. 
These nonidealities will be imposed by both the transmission links and the optical switching nodes. 
Since system performance depends on many different optical impairments, a network-layer rout-
ing and wavelength assignment algorithm might rapidly provision a lightpath that cannot meet the 
signal-quality requirement.56–59 In this section, we will give a brief review of different physical-layer 
impairments, including fiber attenuation and power loss, fiber chromatic dispersion, fiber polariza-
tion mode dispersion, and fiber nonlinear effects. The management of both fiber dispersion and 
nonlinearities will also be discussed at the end of this section. Note that EDFA-related impairments, 
such as noise, fast power transients, and gain peaking in EDFA cascades will be described in Sec. 21.5.

Fiber Attenuation and Optical Power Loss

The most basic characteristic of a link is the power loss, which is caused by fiber attenuation and 
connections.60 Attenuation, defined as the ratio of the input power to the output power, is the loss of 
optical power as light travels along the fiber. Attenuation in an optical fiber is caused by absorption, 
scattering, and bending losses. The fundamental physical limits imposed on the fiber attenuation are 
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due to scattering off the silica atoms at shorter wavelengths and the material absorption at longer 
wavelengths. There are two minima in the loss curve: one near 1.3 μm and an even lower one near 
1.55 μm (see Fig. 1). Fiber bending can also induce power loss because radiation escapes through its 
bends. The bending loss is inversely proportional to the bend radius and is wavelength dependent. 

Power loss is also present at fiber connections, such as connectors, splices, and couplers. Coupling 
of light into and out of a small-core fiber is much more difficult to achieve than coupling electrical 
signals in copper wires since: (1) photons are weakly confined to the waveguide whereas electrons are 
tightly bound to the wire, and (2) the core of a fiber is typically much smaller than the core of an elec-
trical wire. First, light must be coupled into the fiber from a diverging laser beam, and two fibers must 
be connected to each other. Second, connecting two different fibers in a system must be performed 
with great care due to the small size of the cores. One wishes to achieve connections exhibiting: (1) low 
loss, (2) low back reflection, (3) repeatability, and (4) reliability. Two popular methods of connecting 
fibers are the permanent splice and the mechanical connector. The permanent “fusion” splice can be 
accomplished by placing two fiber ends near each other, generating a high-voltage electric arc which 
melts the fiber ends, and “fusing” the fibers together. Losses and back reflections tend to be extremely 
low, being less than 0.1 dB and less than −60 dB, respectively. Disadvantages of these fusion splices 
include (1) the splice is delicate and must be protected, and (2) the splice is permanent. Alternatively, 
there are several types of mechanical connectors, such as ST and FC/PC. Losses and back reflections 
are still fairly good, and are typically less than 0.3 dB and less than −45 dB, respectively. 

Low loss is extremely important since a light pulse must contain a certain minimum amount of power 
in order to be detected, such that “0” or “1” data bit can be unambiguously detected. If not for dispersion, 
we would clearly prefer to operate with 1.55 μm light due to its lower loss for long-distance systems.

Chromatic Dispersion

In fact, in any medium (other than vacuum) and in any waveguide structure (other than ideal infi-
nite free space), different electromagnetic frequencies travel at different speeds. This is the essence 
of chromatic dispersion. As the real fiber-optic world is rather distant from the ideal concepts of 
both vacuum and infinite free space, dispersion will always be a concern when one is dealing with 
the propagation of electromagnetic radiation through fiber. The velocity in fiber of a single mono-
chromatic wavelength is constant. However, data modulation causes a broadening of the spectrum 
of even the most monochromatic laser pulse. Thus, all modulated data has a nonzero spectral width 
which spans several wavelengths, and the different spectral components of modulated data travel 
at different speeds. In particular, for digital data intensity modulated on an optical carrier, chro-
matic dispersion leads to pulse broadening—which in turn leads to chromatic dispersion limiting 
the maximum data rate that can be transmitted through optical fiber (see Fig. 15). 

Considering that the chromatic dispersion in optical fibers is due to the frequency-dependent 
nature of the propagation characteristics for both the material and the waveguide structure, the speed 
of light of a particular wavelength l can be expressed as follows using a Taylor series expansion of the 
value of the refractive index as a function of the wavelength.
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where co is the speed of light in vacuum, lo is a reference wavelength, and the terms in ∂ ∂n/ λ and 
∂ ∂2 2n/ λ  are associated with the chromatic dispersion and the dispersion slope (i.e., the variation of 
the chromatic dispersion with wavelength), respectively. Transmission fiber has positive dispersion, 
that is, longer wavelengths see longer propagation delays. The units of chromatic dispersion are pico-
seconds per nanometer per kilometer, meaning that shorter time pulses, wider frequency spread due 
to data modulation, and longer fiber lengths will each contribute linearly to temporal dispersion. 
Figure 16 shows the dispersion coefficient, D (ps/nm.km), of a conventional single-mode fiber with 
the material and waveguide contributions plotted separately.60 For a given system, a pulse will disperse 
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more in time for a wider frequency distribution of the light and for a longer length of fiber. Higher 
data rates inherently have both shorter pulses and wider frequency spreads. Therefore, as network 
speed increases, the impact of chromatic dispersion rises precipitously as the square of the increase 
in data rate. The quadratic increase with the data rate is a result of two effects, each with a linear con-
tribution. On one hand, a doubling of the data rate makes the spectrum twice as wide, doubling the 
effect of dispersion. On the other hand, the same doubling of the data rate makes the data pulses only 
half as long (hence twice as sensitive to dispersion). The combination of a wider signal spectrum and 
a shorter pulse width is what leads to the overall quadratic impact—when the bit rate increases by a 
factor of 4, the effects of chromatic dispersion increase by a whopping factor of 16!61
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FIGURE 15 The origin of chromatic dispersion in data transmission. 
(a) Chromatic dispersion is caused by the frequency-dependent refractive index in 
fiber. (b) The nonzero spectral width due to data modulation. (c) Dispersion leads 
to pulse broadening, proportional to the transmission distance and the data rate. 
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The data rate and the data-modulation format can significantly affect the sensitivity of a system 
to chromatic dispersion. For example, the common non-return-to-zero (NRZ) data format, in which 
the optical power stays high throughout the entire time slot of a “1” bit, is more robust to chromatic 
dispersion than is the return-to-zero (RZ) format, in which the optical power stays high in only part 
of the time slot of a “1” bit. This difference is due to the fact that RZ data has a much wider channel 
frequency spectrum compared to NRZ data, thus incurring more chromatic dispersion. However, in 
a real WDM system, the RZ format increases the maximum allowable transmission distance by virtue 
of its reduced duty cycle (compared to the NRZ format) making it less susceptible to fiber nonlineari-
ties. We will discuss some robust modulation formats in Sec. 21.4 too.

A rule for the maximum distance over which data can be transmitted is to consider a broadening 
of the pulse equal to the bit period. For a bit period B, a dispersion value D and a spectral width Δl,
the dispersion-limited distance is given by 

L
D B D B cB BD =

⋅ ⋅
=

⋅ ⋅
∝1 1 1

2Δλ ( )
 (2)

(see Fig. 17). For example, for single mode fiber, D = 17 ps/nm⋅km, so for 10 Gb/s data the distance is 
LD equal to 52 km. In fact, a more exact calculation shows that for 60 km, the dispersion induced power 
penalty is less than 1 dB.62 The power penalty for uncompensated dispersion rises exponentially with 
transmission distance, and thus to maintain good signal quality, dispersion compensation is required.

Polarization-Mode Dispersion

Single-mode fibers actually support two perpendicular polarizations of the original transmitted signal 
(fundamental mode). In an ideal fiber (perfect) these two modes are indistinguishable, and have the 
same propagation constants owing to the cylindrical symmetry of the waveguide. However, the core of 
an optical fiber may not be perfectly circular, and the resultant ellipse has two orthogonal axes. The 
index-of-refraction of a waveguide, which determines the speed of light, depends on the shape of the 
waveguide as well as the glass material itself. Therefore, light polarized along one fiber axis travels at a 
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different speed as does light polarized along the orthogonal fiber axis (see Fig. 18). This phenomenon 
is called polarization mode dispersion (PMD). Fiber asymmetry may be inherent in the fiber from the 
manufacturing process, or it may be a result of mechanical stress on the deployed fiber. The inherent 
asymmetries of the fiber are fairly constant over time, while the mechanical stress due to movement 
of the fiber can vary, resulting in a dynamic aspect to PMD. Since the light in the two orthogonal axes 
travel with different group velocities, to the first order, this differential light speed will cause a temporal 
spreading of signals, which is termed the differential group delay (DGD).

Because of random variations in the perturbations along a fiber span, PMD in long fiber spans accu-
mulates in a random-walk-like process that leads to a square root of transmission-length dependence.63

Moreover, PMD does not have a single value for a given span of fiber. Rather, it is described in terms of 
average DGD, and a fiber has a distribution of DGD values over time. The probability of the DGD of a 
fiber section being a certain value at any particular time follows a maxwellian distribution (see Fig. 19). 
The probability of DGD = Δτ  given by

prob( ) expΔ Δ Δτ
π

τ
α

τ
α

= −
⎛
⎝⎜

⎞
⎠⎟

2

2

2

3

2

2
 (3)

with mean value 〈 〉 =Δτ πα8/ . PMD is usually expressed in ps/km1/2 in long fiber spans, and the 
typical PMD parameter (Dp) is 0.1 to 10 ps/km1/2.64,65
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FIGURE 18 Illustration of polarization mode dispersion caused by imperfect round fiber 
core. An input optical pulse has its power transmitted on two orthogonal polarization modes, 
each arriving at different times.
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Today’s fiber has a very low PMD value and is well characterized. But there is still a small resid-
ual asymmetry in the fiber core. Moreover, slight polarization dependencies exist in discrete inline 
components such as isolators, couplers, filters, erbium-doped fiber, modulators, and multiplexers. 
Therefore, even under the best of circumstances, PMD still significantly limit the deployment of more 
than or equal to 40 Gb/s systems (see Fig. 20).67

Other polarization-related impairments, such as polarization-dependent loss (PDL), and polarization-
dependent gain (PDG), may also cause deleterious effects in a fiber transmission link.68 Moreover, the 
interaction between PMD and PDL/PDG may lead to significant overall performance degradation, 
which dramatically surpasses the result of adding the degradations induced by the two impairments 
independently.69–73 The readers can find more in-depth discussion in the related literatures.

Fiber Nonlinearities

Most nonlinear effects originate from the nonlinear refractive index of fiber. The refractive index 
not only depends on the frequency of light but also on the intensity (optical power), and it is related 
to the optical power as74

�n P n n I n n
P

Ao o( , ) ( ) ( )ω ω ω= + = +2 2
eff

 (4)

where no(w) is the linear refractive index of silica, n2 is the intensity-dependent refractive index coef-
ficient, P is the optical power inside the fiber, and Aeff is the effective mode area of the fiber. The 
typical value of n2 is 2.6 × 10−20 m2/W. This number takes into account the averaging of the polariza-
tion states of the light as it travels in the fiber. The intensity dependence of the refractive index gives 
rise to three major nonlinear effects.

Self-Phase Modulation A million photons “see” a different glass than does a single photon, and a 
photon traveling along with many other photons will slow down. Self-phase modulation (SPM) occurs 
because of the varying intensity profile of an optical pulse on a single WDM channel (see Fig. 21a). 
This intensity profile causes a refractive index profile and, thus, a photon speed differential. The result-
ing phase change for light propagating in an optical fiber is expressed as

ΦNL eff= γ PL  (5)
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where the quantities g and Leff are defined as
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where a is the fiber attenuation loss, Leff is the effective nonlinear length of the fiber that accounts for 
fiber loss, and g is the nonlinear coefficient measured in radians per kilometer per watt. A typical range of 
values for g is about 10−30 rad/km ⋅ W. Although the nonlinear coefficient is small, the long transmission 
lengths and high optical powers that have been made possible by the use of optical amplifiers can cause a 
large enough nonlinear phase change to play a significant role in state-of-the-art lightwave systems.

Cross-Phase Modulation When considering many WDM channels copropagating in a fiber, pho-
tons from channels 2 through N can distort the index profile that is experienced by channel 1. The 
photons from the other channels “chirp” the signal frequencies on channel 1, which will interact 
with fiber chromatic dispersion and cause temporal distortion (see Fig. 21b). This effect is called 
cross-phase modulation (XPM). In a two-channel system, the frequency chirp in channel 1 due to 
power fluctuation within both channels is given by
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eff effγ γ1 22  (7)

where, dP1/dt and dP2/dt are the time derivatives of the pulse powers of channels 1 and 2, respec-
tively. The first term on right hand side of the above equation is due to SPM, and the second term is 
due to XPM. Note that the XPM-induced chirp term is double that of the SPM-induced chirp term. 
As such, XPM can impose a much greater limitation on WDM systems than can SPM, especially in 
systems with many WDM channels.

Four-Wave-Mixing The optical intensity propagating through the fiber is related to the electric 
field intensity squared. In a WDM system, the total electric field is the sum of the electric fields of each 
individual channel. When squaring the sum of different fields, products emerge that are beat terms 
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FIGURE 21 (a) Self-phase modulation: the photons in the 
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at various sum and difference frequencies to the original signals. Figure 22 depicts that if a WDM 
channel exists at one of the four-wave-mixing (FWM) beat-term frequencies, the beat term will 
interfere coherently with this WDM channel and potentially destroy the data.

Other Nonlinear Effects The nonlinear effects described above are governed by the power depen-
dence of refractive index, and are elastic in the sense that no energy is exchanged between the 
electromagnetic field and the dielectric medium. A second class of nonlinear effects results from 
stimulated inelastic scattering in which the optical field transfers part of its energy to the nonlinear 
medium. Two important nonlinear effects fall in this category:74 (1) stimulated Raman scattering 
(SRS) and (2) stimulated Brillouin scattering (SBS). The main difference between the two is that 
optical phonons participate in SRS, while acoustic phonons participate in SBS. In a simple quan-
tum-mechanical picture applicable to both SRS and SBS, a photon of the incident field is annihi-
lated to create a photon at a downshifted frequency. The downshifted frequency range where new 
photons can be generated is approximately 30 THz in SRS and only approximately 30 MHz in SBS. 

The fiber nonlinearities, including SPM, XPM, FWM as well as stimulated scattering, will start 
to degrade the optical signals when the optical power in fiber becomes high. An important param-
eter when setting up spans in optical systems is the launch power to the fiber. The power must be 
large enough to provide an acceptable optical signal-to-noise ratio (OSNR) at the output of the span 
but below the limit where excited fiber nonlinearities distort the signal. The specific limit depends on 
several different factors such as the type of fiber used, the bit rate, amplifier spacing, and the applied 
dispersion map. In dense WDM systems, the trade-off relationship between OSNR degradation by 
accumulation of amplified spontaneous emission (ASE) noise from optical amplifiers and nonlinear 
waveform-distortion in transmission fibers determines the optimum transmission power and together 
they limit the regenerative repeater spacing.76

Dispersion and Nonlinearities Management 

In this section, we will address the concepts of chromatic dispersion and fiber nonlinearities man-
agement followed by some examples highlighting the need for tunability to enable robust optical 
WDM systems in dynamic environments.
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In the preceding section, we saw that although chromatic dispersion is generally considered a nega-
tive characteristic, it is not always bad for fiber transmission. It is, in fact, a necessary evil for the deploy-
ment of WDM systems. When the fiber dispersion is near zero in a WDM system, different channels 
travel at almost the same speed. Any nonlinear effects that require phase matching between the differ-
ent wavelength channels will accumulate at a higher rate than if wavelengths travel at widely different 
speeds (the case of higher dispersion fiber). Therefore, it may not be a good idea to reduce the fiber 
dispersion to zero by using dispersion-shifted fiber, which has both the dispersion zero and the loss 
minimum located at 1.55 μm. As an alternative, we keep the local dispersion along the transmission link 
high enough to suppress nonlinear effects, while managing the total dispersion of the link to be close to 
zero, as shown in Fig. 23. This is a very powerful concept: at each point along the fiber the dispersion has 
some nonzero value, eliminating FWM and XPM, but the total dispersion at the end of the fiber link is 
zero, so that no pulse broadening is induced. The most advanced systems require periodic dispersion 
compensation, as well as pre- and postcompensation (before and after the transmission fiber). 

The addition of negative dispersion to a standard fiber link has been traditionally known as “dispersion 
compensation,” however, the term “dispersion management” is more appropriate. Standard single-
mode fiber (SMF) has positive dispersion, but some new varieties of nonzero dispersion-shifted fiber 
(NZDSF) come in both positive and negative dispersion varieties, as shown in Fig. 24. Reverse dispersion 
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fiber is also now available, with a large dispersion comparable to that of SMF, but with the opposite 
sign. When such flexibility is available in choosing both the magnitude and sign of the dispersion of 
the fiber in a link, dispersion-managed systems can fully be optimized to the desired dispersion map 
using a combination of fiber and dispersion compensation devices (see Fig. 24). Dispersion is a linear 
process, so the first-order-dispersion maps can be understood as linear systems. However, the effects 
of nonlinearities cannot be ignored, especially in WDM systems with many tens of channels where 
the launch power may be very high. In particular, in systems deploying dispersion compensating fiber 
(DCF), the large nonlinear coefficient of the DCF can dramatically affect the dispersion map. We will 
review and highlight a few different dispersion management solutions in the following sections.

Fixed Dispersion Compensation From a systems point of view, there are several requirements for 
a dispersion compensating module: low loss, low optical nonlinearity, broadband (or multichannel) 
operation, small footprint, low weight, low power consumption, and clearly low cost. It is unfortu-
nate that the first dispersion compensation modules, based on DCF only met two of these require-
ments: broadband operation and low power consumption. On the other hand, several solutions have 
emerged that can complement or even replace these first-generation compensators.

Dispersion compensating fiber One of the first dispersion compensation techniques was to 
deploy specially designed sections of fiber with negative chromatic dispersion. The technology for 
DCF emerged in the 1980s and has developed dramatically since the advent of optical amplifiers 
in 1990. DCF is the most widely deployed dispersion compensator, providing broadband opera-
tion and stable dispersion characteristics, and the lack of a dynamic, tunable DCF solution has not 
reduced its popularity.77 In general, the core of the average DCF is much smaller than that of stan-
dard SMF, and beams with longer wavelengths experience relatively large changes in mode size (due 
to the waveguide structure) leading to greater propagation through the cladding of the fiber, where 
the speed of light is greater than that of the core. This leads to a large negative dispersion value. 
Additional cladding layers can lead to improved DCF designs that can include negative dispersion 
slope to counteract the positive dispersion slope of standard SMF.

In spite of its many advantages, DCF has a number of drawbacks. First of all, it is limited to a fixed 
compensation value. In addition, DCF has a weakly guiding structure and has a much smaller core 
cross-section, approximately 19 μm2, compared to the 85 μm2 (approximately) of SMF. This leads to 
higher nonlinearity, higher splice losses, as well as higher bending losses. Secondly, the length of DCF 
required to compensate for SMF dispersion is rather long, about one-fifth of the length of the trans-
mission fiber for which it is compensating. Thus DCF modules induce loss, and are relatively bulky 
and heavy. The bulk is partly due to the mass of fiber, but also due to the resin used to hold the fiber 
securely in place. Another contribution to the size of the module is the higher bending loss associ-
ated with the refractive index profile of DCF; this limits the radius of the DCF loop to 6 to 8 inches, 
compared to the minimum bend radius of 2 inches for SMF.

Traditionally, DCF-based dispersion compensation modules are usually located at amplifier sites. 
This serves several purposes. First, amplifier sites offer relatively easy access to the fiber, without 
requiring any digging or unbraiding of the cable. Second, DCF has high loss (usually at least double 
that of standard SMF), so a gain stage is required before the DCF module to avoid excessively low 
signal levels. DCF has a cross section 4 times smaller than SMF, hence a higher nonlinearity, which 
limits the maximum launch power into a DCF module. The compromise is to place the DCF in the 
midsection of a two-section EDFA. This way, the first stage provides pre-DCF gain, but not to a 
power level that would generate excessive nonlinear effects in the DCF. The second stage amplifies 
the dispersion compensated signal to a power level suitable for transmission through the fiber link. 
This launch power level is typically much higher than the one that could be transmitted through DCF 
without generating large nonlinear effects. Many newer dispersion compensation devices have better 
performance than DCF, in particular lower loss and lower nonlinearities. For this reason, they may 
not have to be deployed at the midsection of an amplifier. 

Chirped fiber bragg gratings Fiber Bragg gratings (FBGs) have emerged as major components 
for dispersion compensation because of their low loss, small footprint, and low optical nonlinearities.78
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When the periodicity of the grating is varied along its length, the result is a chirped grating which 
can be used to compensate for chromatic dispersion. The chirp is understood as the rate of change 
of the spatial frequency as a function of position along the grating. In chirped gratings the Bragg 
matching condition for different wavelengths occurs at different positions along the grating length. 
Thus, the roundtrip delay of each wavelength can be tailored by designing the chirp profile appro-
priately. Figure 25 compares the chirped FBG with uniform FBG. In a data pulse that has been 
distorted by dispersion, different frequency components arrive with different amounts of relative 
delay. By tailoring the chirp profile such that the frequency components see a relative delay which 
is the inverse of the delay of the transmission fiber, the pulse can be compressed back. The disper-
sion of the grating is the slope of the time delay as a function of wavelength, which is related to 
the chirp. An optical circulator is traditionally used to separate the reflected output beam from the 
input beam.

The main drawback of Bragg gratings is that the amplitude profile and the phase profile as a func-
tion of wavelength have some amount of ripple. Ideally, the amplitude profile of the grating should 
have a flat (or rounded) top in the passband, and the phase profile should be linear (for linearly 
chirped gratings) or polynomial (for nonlinearly chirped gratings). The grating ripple is the deviation 
from the ideal profile shape. Considerable effort has been expended on reducing the ripple. While 
early gratings were plagued by more than 100 ps of ripple, published results have shown vast improve-
ment to values close to ±3 ps.

Ultimately, dispersion compensators should accommodate multichannel operation. Several WDM 
channels can be accommodated by a single chirped FBG in one of two ways: fabricating a much longer 
(i.e., meters-length) grating, or using a sampling function when writing the grating, thereby creating 
many replicas of transfer function of the FBG in the wavelength domain.79

Tunable Dispersion Compensation

The need for tunability In a perfect world, all fiber links would have a known, discrete, and 
unchanging value of chromatic dispersion. Network operators would then deploy fixed dispersion 
compensators periodically along every fiber link to exactly match the fiber dispersion. Unfortunately, 
several vexing issues may necessitate that dispersion compensators have tunability, that is, they have 
the ability to adjust the amount of dispersion to match system requirements.

First, there is the most basic business issue of inventory management. Network operators typi-
cally do not know the exact length of a deployed fiber link nor its chromatic dispersion value. 
Moreover, fiber plants periodically undergo upgrades and maintenance, leaving new and nonexact 
lengths of fiber behind. Therefore, operators would need to keep in stock a large number 
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of different compensator models, and even then the compensation would only be approximate. 
Second, we must consider the sheer difficulty of 40 Gb/s signals. The tolerable threshold for accu-
mulated dispersion for a 40 Gb/s data channel is 16 times smaller than that at 10 Gb/s. If the com-
pensation value does not exactly match the fiber to within a few percent of the required dispersion 
value, then the communication link will not work. Tunability is considered a key enabler for this 
bit rate (see Fig. 26). Third, the accumulated dispersion changes slightly with temperature, which 
begins to be an issue for 40 Gb/s systems and 10 Gb/s ultralong haul systems. In fiber, the zero-
dispersion wavelength changes with temperature at a typical rate of 0.03 nm/°C. It can be shown 
that a not-uncommon 50°C variation along a 1000-km 40-Gb/s link can produce significant deg-
radation (see Fig. 27). Fourth, we are experiencing the dawn of reconfigurable optical networking. 
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In such systems, the network path, and therefore the accumulated fiber dispersion, can change. It is 
important to note that even if the fiber spans are compensated for span-by-span, the pervasive use 
of compensation at the transmitter and receiver suggests that optimization and tunability based on 
path will still be needed.

Other issues that increase the need for tunability include (1) laser and (de)mux wavelength drifts 
for which a data channel no longer resides on the flat-top portion of a filter, thereby producing a chirp 
on the signal that interacts with the fiber’s chromatic dispersion, (2) changes in signal power that 
change both the link’s nonlinearity and the optimal system dispersion map, and (3) small differences 
that exist in transmitter-induced signal chirp.

Approaches to tunable dispersion compensation A host of techniques for tunable dispersion 
compensation have been proposed in recent years. Some of these ideas are just interesting research 
ideas, but several have strong potential to become viable technologies. We will discuss FBG-based 
technology as an example.

If a FBG has a refractive-index periodicity that varies nonlinearly along the length of the fiber, it 
will produce a time delay that also varies nonlinearly with wavelength (see Fig. 28). Herein lays the 
key to tunability. When a linearly chirped grating is stretched uniformly by a single mechanical ele-
ment, the time delay curve is shifted toward longer wavelengths, but the slope of the ps versus nm 
curve remains constant at all wavelengths within the passband. When a nonlinearly chirped grating is 
stretched, the time delay curve is shifted toward longer wavelengths, but the slope of the ps versus nm 
curve at a specific channel wavelength changes continuously.80

Another solution was also reported, which is based on differential heating of the substrate. The 
thermal gradient induced a chirp gradient, which could be altered electrically81 and has a major 
advantage: no moving parts. However, this is countered by the disadvantage of slow tuning, limited 
to seconds or minutes. Additionally, the technology requires accurate deposition of a thin film of 
tapered thickness. The process of deposition of the tapered film seems to have some yield issues, 
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making it rather difficult to manufacture. A 32-channel, 100-GHz channel spacing, FBG-based tunable 
dispersion compensator is demonstrated recently, with ±400 ps/nm range.82 The parameters of the 
compensator are shown in Fig. 29. We can see that the tunable dispersion compensator exhibits uniform 
channel profiles, with flat top, steep edges, and low crosstalk. 

Although currently no technology is a clear winner, the trend of dispersion compensation is 
toward tunable devices, or even actively self-tunable compensators, and such devices will allow system 
designers to cope with the shrinking system margins and with the emerging rapidly reconfigurable 
optical networks. 

Electronic Solutions It is worth to mention that some of the most promising solutions of disper-
sion are electronic signal processing such as electronic equalizers and forward error correction 
(FEC) coding.83,84 The electronic equalizers rely on post-detection signal processing including filter-
ing and adaptive signal processing to sharpen up distorted data pulses. Because the detection itself 
is nonlinear, the job of compensating for the linear distortions of chromatic dispersion is quite a bit 
more complicated. Many of the high-performance 40 Gb/s systems also incorporate FEC coding. 
Such coding adds some redundancy into the bits of a data stream to more easily find and correct 
errors. FEC is implemented using electronic chips, and it adds a system power margin that can ease 
the deleterious problems associated with fiber nonlinearities, chromatic dispersion, signal-to-noise 
ratio, and PMD. Note that electronic processing is potentially very cheap, and much easily scalable 
to large volume production, at least at data less than 10 Gb/s.

Analog equalizers that can combat the distortion produced by chromatic dispersion and PMD 
have been demonstrated at bit rates up to 43 Gb/s.85 Hardware-implemented maximum likelihood 
sequence estimation (MLSE) has been demonstrated to reduce penalties from intersymbol interfer-
ence and to extend the chromatic-dispersion-limited transmission length.86,87 Using electrical pre-
equalization, 10-Gb/s transmission is demonstrated over 5120-km SMF without optical dispersion 
compensation.88 The electrically precompensating transmitter is shown in Fig. 30a and Fig. 30b shows 
the BER measurement after transmission.

Another greatest trend in electronic signal processing for optical transmission is digital sam-
pling and signal processing techniques for optical receivers.89 Digital sampling techniques move 
several of the largest problems in optical transmission into the electrical domain. High-speed sam-
pling followed by offline processing has been used in most experimental demonstrations of coher-
ent detection with digital signal processing.90–93 It is still challenging for the benefits of coherent 
detection and digital signal processing to outweigh the cost of implementing real-time processing 
at high data rates.
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21.4 OPTICAL MODULATION FORMATS 
FOR WDM SYSTEMS

Most of current fiber systems use binary modulation with error-control coding schemes. The spec-
tral efficiency cannot exceed 1 b/s ⋅ Hz per polarization regardless of detection technique. With the 
increase of bit rate and decrease of channel spacing in WDM systems, higher special efficiency is 
required. To achieve spectral efficiencies above 1 b/s ⋅ Hz and increase overall capacity of a WDM 
transmission system, more advanced modulation formats will be needed. The types of data modula-
tion formats also have substantial impacts on fiber impairments. Due to the fact that optical signals 
propagating in fibers offer several degrees of freedom, including amplitude, frequency, phase, polar-
ization, and time, intense research efforts have been made toward the combination coding over these 
degrees of freedom as a means to increase fiber transmission capacity, especially as a way to combat 
or benefit from fiber impairments. In this section, we will discuss the optical modulation formats of 
digital signals in WDM systems. We will highlight a few examples and present their advantages and 
disadvantages based on fiber system performance characterization.

Basic Concepts

The digital signal, which may be modulated at approximately gigabits per second rates, is being 
transmitted on an optical carrier wave whose frequency is in the multiterahertz regime. This optical 
carrier wave, A(t), has an intensity amplitude, A0, an angular frequency, wc, and a phase f:94

A t A c( ) cos( )= +0 ω φ  (8)
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A binary digital signal implies transmitting two different quantities of anything which can subse-
quently be detected as representing a “1” and “0,” that is, we can transmit blue and red, and this can 
represent “1” and “0” in the receiver electronics if blue and red can be distinguished. We can therefore 
modulate either the amplitude, frequency, or phase of the optical carrier between two different values 
to represent either a “1” or “0,” known respectively as amplitude-, frequency-, and phase-shift keying 
(ASK, FSK, and PSK), with the other two variables remaining constant:

A t A m A tcASK( ) [ ( )]cos( )= + +0 Δ ω φ m = {−
+

1 0
1 1

," "
," "

A t A m tcFSK( ) cos{[ ( )] }= + +0 ω ω φΔ

A A t mcPSK = + +0 cos[ ( )]ω φ π  (9)

where ΔA is the amplitude modulation and is less than A0, and Δw is the FSK frequency deviation. 
ASK has two different light amplitude levels; FSK has two different optical carrier wavelengths; and 
PSK has two different phases which can be detected as an amplitude change in the center of the bit 
time for which a “1” or “0” bit can be determined. It is important to emphasize that the differential-
phase-shift-keying (DPSK) format, in which the phase of the preceding bit is used as a relative phase 
reference, has been reemerged in the last few years due to its less OSNR requirement and robustness 
to fiber nonlinearities.95–97 The DPSK modulation signal is not the binary code itself, but a code that 
records changes in the binary stream. The PSK signal can be converted to a DPSK signal by the fol-
lowing rules: a “1” in the PSK signal is denoted by no change in the DPSK, a “0” in the PSK signal is 
denoted by a change in the DPSK signal. For a DPSK signal, optical power appears in each bit slot, 
and can occupy the entire bit slot (NRZ-DPSK) or can appear as an optical pulse (RZ-DPSK).

Figure 31 shows the impression of a simple digital signal on the optical carrier. These three for-
mats can be implemented by appropriately changing the optical source, whether by modulating the 
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FIGURE 31 ASK, FSK, and PSK (DPSK) time modulation while employing an 
optical carrier wave.
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light amplitude, laser output wavelength, or using an external phase shifter. ASK is important since 
it is the simplest to implement, FSK is important because a smaller chirp is incurred when direct 
modulation of a laser is used, and PSK is important because it, in theory, requires the least amount of 
optical power to enjoy error-free data recovery.98

It should be mentioned that ASK, which is by far the most common form, is called on-off-keying 
(OOK) if the “0” level is really at zero amplitude. Figure 32 shows NRZ and RZ OOK. NRZ is the 
simplest format in which the amplitude level is high during the bit-time if a “1” is transmitted and 
is low if a “0” is transmitted. RZ format requires that a “1” always return to the low state during the 
bit-time even when two “1”s are transmitted in sequence, whereas the “0” bit remains at a low level. 
This eliminates the possibility of a long string of “1”s producing a constant high level but does not 
eliminate a long string of “0”s from producing a constant low level. The main attraction of the RZ 
format is its demonstrated improved immunity to fiber nonlinearities relative to NRZ. Note that the 
frequency of the optical carrier is so high that the optical detector, whose electronic bandwidth is 
usually << 100 GHz, will not detect it and only the envelope of the gigabits per second data will be 
electrically recovered. 

Once a signal has been modulated and transmitted, it must be accurately detected. Two detection 
schemes include direct detection and coherent detection.99,100 Direct detection can be used for ASK 
and FSK modulation. PSK generally requires complicated coherent detection, which is based on mix-
ing of two light waves to detect the phase information.

Direct detection, which is by far the simpler of the two schemes, involves detecting the amount 
of optical power incident on the optical detector. Direct detection of an ASK (or OOK) signal, 
that is, light “on” or light “off,” is extremely simple to accomplish using a detector and a high-
bandwidth power meter (see Fig. 33a). This ASK signal is recovered by a detector of a certain elec-
trical low-pass-filtering bandwidth. The electrical spectrum of the recovered ASK signal, which 
is sent in random NRZ format and can be measured on an RF spectrum analyzer, is shown in 
Fig. 33b. Only the first lobe of RF spectrum is necessary for recovering the data since only the 
transition edges would be affected by cutting off the higher lobes. The first lobe is considered the 
baseband signal representing the data stream.101 It is important to mention that the sensitivity of 
a direct detection receiver can be improved significantly by using a low noise optical preamplifier 
that is just before the photodetector. The output of the optical amplifier needs to be high enough 
so that at the photodetector the noise is dominated by the signal-spontaneous beat noise of the 
optical preamplifier.
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Carrier-Suppressed Return-to-Zero and Duobinary

It is important to note that the type of data modulation formats have substantial impacts on the 
fiber dispersive and nonlinear effects. Some of these formats carry information through OOK, but 
also modulate the optical phase in a noninformation-bearing way in order to enhance the signals’ 
robustness to chromatic dispersion, optical filtering, and/or nonlinearities. This group includes for-
mats such as optical duobinary, chirped return-to-zero (CRZ), and alternating-phase OOK formats 
such as carrier-suppressed return-to-zero (CS-RZ). We will highlight a few examples here and present 
their advantages and disadvantages based on fiber system performance characterization.

CS-RZ optical signals have the feature of presenting bits that are p phase-shifted relative to neigh-
boring bits such that on average all the phases cancel each other out for a net phase of zero. A CSRZ 
optical data stream may consist of a plurality of pulses where half of the pulses have an alternating 
phase relationship with the other half of the pulses, which leads to carrier suppression, as shown in 
Fig. 34a. Because of this phase inversion between adjacent bit periods that reduces interbit interfer-
ence, CSRZ signals show increased tolerance dispersion and nonlinear penalties (see Fig. 34b).102

The CS-RZ format can be generated by using a sinusoidal signal to drive the Mach-Zehnder modu-
lator; the drive frequency is one half of the bit rate (fr/2) and the amplitude is 2Vp . As shown in Fig. 35, 
the generated pulse has the repetition rate of fr , and the phase of the pulses alternates between 0 and p.

Optical duobinary has been proven more resilient to dispersion for more than 10 Gb/s data and 
is reasonably simple to implement. As shown in Fig. 36, optical duobinary signal is commonly gen-
erated by applying a baseband duobinary (three-level) electrical signal to the RF input of a lithium 
niobate (LiNbO3) Mach-Zehnder modulator biased at maximum distinction (at Vp). The result is a 
binary, intensity-modulated optical signal, with a duobinary-modulated optical electric field caused 
by p-radian shift. With a zero (ck = 1) input, no light is transmitted, but the +1 (ck = 2) and −1(ck = 0) 
inputs are transmitted as +E and −E electrical fields. While this is a three-level signal in terms of the 
electric field, it is a two-level signal in terms of optical power. The same receiver that is used for a NRZ 
modulation scheme can be used for duobinary modulation. The power detector squares the electric 
field to detect power and hence the +E and –E outputs of the fiber get mapped to the same power level 
and are detected as logical 1s. Note that the received data is the invert of the original binary input. This 
choice significantly reduces the complexity of the receiver (the first optical duobinary system used a 
mapping that requires three levels of optical power). One of the key components is a driver that can 
produce a voltage swing of 2Vp V at high data rates such as more than 10 Gb/s in order to drive the 
Mach-Zehnder modulator. 
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The combination of the duobinary encoder and the above mapping of electric fields help reduce 
the effects of dispersion in the fiber. The pulses spread out as they travel down the fiber. In an NRZ 
scheme, a data sequence of 1 0 1 is mapped onto the optical domain as +E 0 +E. In the encoded duobi-
nary sequence, a 1 0 1 sequence cannot occur, but a 1 0 −1 does occur, which is mapped to +E 0 −E in 
the optical domain. The effect of dispersion in the two cases is shown in Fig. 37, which depicts why the 
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resulting dispersion is less in the case of duobinary modulation. Figure 37 also shows an experimental 
result that optical duobinary technique expands the transmission distance to more than 150 km 
SMF for 10 Gb/s data.103

The optical duobinary technique has been proven in experiment to expand the usable bandwidth 
and transmission distance in a four-channel multiplexed 40-Gb/s-based WDM system without indi-
vidual channel dispersion slope compensation. That 160-Gb/s WDM transmission using four 40-Gb/s 
optical duobinary channels over a 100-km DSF is successful by virtue of the high dispersion tolerance of 
the optical duobinary signal.104 Furthermore, the narrow optical spectrum of optical duobinary signals 
provides high spectral efficiency and reduces the coherent crosstalks in the ultradense WDM system.105

DPSK and DQPSK

With the transmission capacity increases in WDM systems, PSK systems regain much interest in 
recent years. As we mentioned in the early section, PSK formats carry the information in the optical 
phase itself and DPSK formats carry the information in optical phase changes between bits. Since 
photodetector is inherently insensitive to the optical phase; a detector only converts the optical sig-
nal power into an electrical signal, directly detecting PSK signal is impractical due to the lack of an 
absolute phase reference. Therefore, PSK systems generally require complicated coherent detection 
which needs a local oscillator (laser) to mix with the received signal light.106 However, we can detect 
the DPSK signal using a 1-bit delayed Mach-Zehnder interferometer followed by a balanced direct-
detection system. A DPSK signal records the phase changes in the binary stream. Thus the demodu-
lator only needs to determine these changes in the coming signal phase. A typical balanced DPSK 
receiver is shown in Fig. 38. The optical DPSK signal is first sent to a Mach-Zehnder interferometer 
(MZI) with the 1-bit period differential delay between the two arms. The MZI lets two adjacent bits 
interfere with each other at its output ports. This interference leads to the presence (absence) of 
power at an MZI output port if two adjacent bits interfere constructively (or destructively) with 
each other. Thus, the preceding bit in a DPSK-encoded bit stream acts as the phase reference for the 
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current bit. No phase change between these two bits will generate a “1” (or “0”) at the constructive 
port (or destructive port). Recall the generation of DPSK from PSK signals, this process is exactly 
the reverse process. Ideally, one of the MZI output ports is adjusted for destructive interference in 
the absence of phase modulation (destructive port), while the other output port then automatically 
exhibits constructive interference due to energy conservation (constructive port). For the same rea-
son, the two MZI output ports will carry identical, but logically inverted data streams under DPSK 
modulation.95

Using the balanced direct-detection scheme, the DPSK system has the advantage of requiring a 
lower OSNR than OOK to reach a given BER. Intuitively, this can be understood by comparing the 
signal constellations for DPSK and OOK.99 To achieve the same symbol distance, the average optical 
power in DPSK is only half as compared to OOK. At 40 Gb/s, a sensitivity of about 38 photons/bit 
has been reported using RZ-DPSK.107 This is approximately 3 dB better than the best OOK results 
of 78 photons/bit.108 The lower OSNR requirement of DPSK can be used to extend transmission 
distance, reduce optical power requirements, or relax component specifications. Both numerical 
simulations and experiments have also shown DPSK to be more robust to some nonlinear effects 
than OOK97 due to the following facts: (1) the optical power is evenly distributed (power is present 
in every bit slot for DPSK, which reduces bit-pattern-dependent nonlinear effects), and (2) the 
optical peak power is 3 dB lower for DPSK than for OOK for the same average optical power. Figure 39 
shows the simulation results of comparison of the transmission of 43 Gb/s signals, NRZ, CSRZ and 
RZ-DPSK.109

To further increase the bit rates and spectral efficiency in WDM systems, an extension to dif-
ferential quadrature phase-shift keying (DQPSK) is introduced.95 It transmits the four phase shifts 
{0, p/2, −p/2, p} at a symbol rate of half the aggregate bit. DQPSK requires relatively complicated 
transmitter and receiver. As shown in Fig. 40, the transmitter consists of two parallel DPSK modula-
tors that are integrated together in order to achieve phase stability. The receiver essentially consists 
of two DPSK receivers, although the phase difference in the arms of the delay interferometers is now 
set to p/4 and −p/4. 

As compared to DPSK, the required OSNR to reach a given BER is increased by about 1 to 2 dB, 
depending on the BER.110 Also, the frequency offset tolerance between the laser and the delay inter-
ferometer is about 6 times less than for DPSK,111 making the delay interferometer design and stabili-
zation somewhat challenging. The benefit of DQPSK is that, for the same data rate, the symbol rate 
is reduced by a factor of two. Consequently, the spectral occupancy is reduced, the transmitter and 
receiver bandwidth requirements are reduced, and the chromatic dispersion and PMD limitations are 
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extended. The tolerance of DQPSK signal to PMD enables polarization-multiplexed data transmis-
sion to increase the spectral efficiency further. As shown in Fig. 41, a recent experiment demonstrated 
of 1.6-b/s ⋅ Hz spectrally efficient transmission over 1700-km single-mode fiber, using 40-channel 
85.6-Gb/s (totally 3.2-Tb/s) polarization-multiplexed RZ-DQPSK.112

Even higher spectral efficiency can be achieved using various combinations of phase- and amplitude-
shift keying.113–115 Such multilevel modulation can also improve system tolerance to chromatic 
dispersion and PMD. However, these schemes quickly become quite complicated to implement, 
require higher OSNR, and are sensitive to nonlinear phase noise. 
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Table 1 gives an overview of some key characteristics of the optical modulation formats.116 The 
second and third columns summarize the transmitter and receiver hardware complexities, respec-
tively, in terms of the optoelectronic component requirements. The fourth column specifies required 
OSNR for BER equal to 10−3 based on BER simulations that properly take into account the non-
gaussian noise statistics of beat-noise-limited detection. The assumed 42.7 Gb/s are representative of 
a 40-Gb/s per-channel bit rate, including a 7 percent overhead for FEC, as standardized for terrestrial 
fiber transmission systems. The fifth column quantifies the accumulated chromatic dispersion that 
yields a 2-dB penalty in OSNR, and the sixth column quantifies the tolerance (1-dB OSNR penalty) 
of different modulation formats to the first-order PMD.

While actually measured values for required OSNR may differ somewhat from the numbers given in 
Table 1 due to various optical and electronic hardware implementation aspects, some general facts are

 1. RZ formats in general require 1 to 3 dB less OSNR for identical BER than their NRZ equivalents, 
which is mostly due to the reduced impact of intersymbol interference (ISI) on RZ formats.

 2. Using DPSK instead of intensity modulation, OSNR requirements are significantly reduced. 
The gain of balanced-detection DPSK over OOK is generally independent of the target BER and 
typically amounts to around 3 dB. Depending on the modulation waveforms, extinction ratios, 
and optical as well as electrical filters, the gain of DPSK can also even exceed 3 dB.

 3. DQPSK requires only 1 to 1.5 dB higher OSNR than DPSK at poor BER (e.g., 10−3), though the 
OSNR gap between DPSK and DQPSK increases at good BER (e.g., 10−12).117 The good OSNR 
performance at FEC error ratios makes DQPSK an attractive candidate for optically routed net-
works that require narrow optical signal spectra.118

 4. Duobinary and DQPSK have significantly better dispersion tolerance than other formats due to 
their narrower spectra.

 5. For most modulation formats, a 1-dB penalty occurs at a DGD between 30 and 40 percent of 
the symbol duration, with RZ formats being in general more resilient to PMD than NRZ for-
mats.119 Since the tolerance to the first-order PMD scales linearly with symbol duration. DQPSK 
has about twice the PMD tolerance of binary modulation formats at the same bit rate.

Table 2 shows a summary comparison of the various modulation formats relative to NRZ-OOK.120

Note that the performance of a modulation format may depend significantly on its implementation 
details. The choice of the most suitable format depends on the application (metropolitan, regional, or 
long-haul), bit rate, wavelength spacing, optical power level, fiber type and dispersion map, the number 
of pass-through nodes and associated multiplexing filtering technique, the amplification scheme, as 
well as other system requirements.121 The “optimum” implementation characteristics of a modula-
tion format often depend on a subtle interplay of several parameters and require extensive studies to 
maximize system performance.122

TABLE 1 Overview of Modulation Formats and Some Performance Values at 42.7 Gb/s (Required OSNR at 
BER = 10−3)116

 Modulation    Required  CD (ps/nm)  DGD (ps) 
 Format TX Complexity RX Complexity OSNR (dB) (2-dB Penalty) (1-dB Penalty)

NRZ-OOK 1 MZM 1 PD 15.9  54  8
50% RZ-OOK 1–2 MZMs 1 PD 14.4  48 10
67% CSRZ-OOK 2 MZMs 1 PD 14.9  42 11
Duobinary 1 MZM 1 PD 16.6 211  6
NRZ-DPSK 1 MZM 1 DI + 2 PDs 11.7  74 10
50% RZ-DPSK 1–2 MZMs 1 DI + 2 PDs 11.1  50 10
NRZ-DQPSK 2 nested MZMs 2 DI + 4 PDs 13.2 168 20
50% RZ-DQPSK 2 nested MZMs 2 DI + 4 PDs 12.2 161 21

PD: photodiode; OF: optical filter; DI: delay interferometer; MZM: Mach–Zehnder modulator; PC: pulse carver; CD: chromatic 
dispersion; DGD: differential group delay.
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21.5 OPTICAL AMPLIFIERS IN WDM NETWORKS

The optical amplifier is ideally a transparent box which provides gain and is also insensitive to the 
bit-rate, modulation-format, power, and wavelengths of the signal(s) passing through it. The signals 
remain in optical form during amplification. Optical amplifiers have played a key role in the optical 
telecommunications world due to rapid device progress and revolutionary systems results.123 In fact, 
much of advances in optical communications can be traced to the incorporation of optical amplifiers.

EDFA is the most widely used optical amplifier. In this section, we will consider some important 
issues about EDFAs with regards to their implementation in WDM systems. EDFAs have been used in 
multichannel WDM systems to compensate for: (1) fiber attenuation losses in transmission, (2) com-
ponent excess losses, and (3) optical network splitting losses. These optical splitting losses can occur 
in a passive star, in which the optical power is divided by the number of users (N), or in a ring/bus in 
which there may possibly be optical tapping losses at each node.

Figure 42a shows WDM transmission in a conventional electrically regenerated system. Regenerators 
can correct for fiber attenuation and chromatic dispersion by detecting an optical signal and then 

TABLE 2 Comparison of the Various Modulation Formats Relative to NRZ-OOK at 40 Gb/s120

 Mod. Format  
Performance vs. NRZ CS-RZ Duobinary DPSK DQPSK DPSK-RZ DQPSK-RZ

OSNR sensitivity Slightly  Slightly  Much  Slightly  Much  Better 
  better  worse  better  better  better
CD tolerance and  Slightly  Much  Slightly  Much  Slightly Much
 spectral efficiency  worse  better  better  better  worse  better
PMD tolerance Better Equivalent Slightly  Much  Better Much
    better  better   better
Nonlinearity  Better Equivalent Better Equivalent Much  Equivalent
 tolerance      better
Cost and complexity Slightly  Equivalent Slightly  Much  Worse Much
  worse   worse  worse   worse

(a)

Reg l1

l1, . . ., l4

l1, . . ., l4

l1, . . ., l4

l1, . . ., l4

Reg l1

Reg l1

Reg l1

D
e
m
u
x

M
u
x

Reg = receiver + transmitter

(b)

OA

FIGURE 42 Wideband amplifiers enable WDM: (a) regeneration and 
(b) optical amplification.



21.38  FIBER OPTICS

retransmitting it as a new signal using an internal laser. However, regenerators (being a hybrid of 
optics and electronics) are expensive, bit-rate and modulation-format specific, and waste much power 
and time in converting from photons to electrons and back again to photons. In contrast, as shown in 
Fig. 42b, the EDFA is ideally a transparent box which is insensitive to the bit-rate, modulation-format, 
power, and wavelengths of the signal(s) passing through it, and most importantly, provides gain for 
all the WDM channels simultaneously. Since all the channels remain in optical form during amplifi-
cation, optically amplified WDM systems are potentially cheaper and more reliable than electrically 
regenerated systems. 

Gain Peaking in EDFA Cascades

The EDFA is an almost ideal optical amplifier for WDM systems except for one major flaw: the 
gain is not uniform with wavelength, whereas the inter-amplifier losses are nearly wavelength 
independent.124–127 For a single amplifier, as shown in Fig. 43, the gain exhibits a peak at 1530 nm and 
a relatively flat region near 1555 nm. Moreover, the gain shape of an EDFA is dependent on the 
inversion of Er3+ in the Erbium-doped fiber.128 When the inversion is low, which can be achieved 
by operating the amplifier in deep saturation, the gain peak at 1530 nm can be suppressed and the 
gain flatness around 1555 nm would become quite flat.

If several channels are located on the relatively flat shoulder region of the gain spectrum, then 
the gain differential after a single amplifier will be within a few decibels. However, when a cascade of 
EDFAs is used to periodically compensate for losses, the differential in gain and resultant OSNR can 
become quite severe. A large differential in SNR among many channels can be deleterious for proper 
system performance. Figure 43 shows the gain spectrum after a single amplifier and after 13 cascaded 
amplifiers. The gain does not accumulate linearly from stage to stage, and the resultant wavelength-
dependent gain shape dramatically changes in a cascade. Along the cascade, gain is gradually “pulled” 
away from the shorter wavelengths and made available at the longer wavelengths, resulting in a usable 
bandwidth of only several nanometers.

EDFA Gain Flattening

We have shown the bandwidth reduction due to nonuniform gain in a cascade of EDFAs. It is clear 
that gain flattening is an important issue in optically amplified networks. Several methods have been 
reported for equalizing nonuniform EDFA gain. These methods include
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 1. Long period grating filters: A long period grating (LPG) with an index-varying period of 
approximately 100 μm provides coupling between the core modes and the cladding modes, cre-
ating a wavelength-dependent loss to equalize the EDFA gain shape,129–131 as shown in Fig. 44. 

 2. Mach-Zehnder filters: The wavelength dependent transmission characteristics of cascaded 
Mach-Zehnder filters can be tailored to compensate for the gain nonuniformity of EDFAs.132

 3. Special designed EDFAs: A new coaxial dual-core gain-flattened EDF refractive index profile 
(RIP) is demonstrated recently, which is based on resonant coupling analogous to that in an 
asymmetric directional coupler. It has median gains more than 28 dB and gain excursion within 
± 2 dB across the C-band.133

Fast Power Transients

The lifetime of a stimulated erbium ion is generally approximately 10 ms, which seems to be long 
enough to be transparent to signals modulated by data at the rates of several gigabits per second or 
higher. However, the EDFAs could be critically affected by the adding or dropping of WDM chan-
nels, network reconfiguration, or link failures, as illustrated in Fig. 45. To achieve optimal channel 
SNRs, the EDFAs are typically operated in the gain-saturation regime where all channels must share 
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the available gain.134,135 Therefore, when channels are added or dropped, the power of the remaining 
channels will increase resulting transient effects. 

The transients can be very fast in EDFA cascades.136 As shown in Fig. 46, with an increase in the 
number of cascaded EDFAs, the transients can occur in approximately 2 μs. These fast power tran-
sients in chain-amplifier systems should be controlled dynamically, and the response time required 
scales as the size of the network. For large-scale networks, response times shorter than 100 ns may be 
necessary.

From a system point of view, fiber nonlinearity may become a problem when too much channel 
power exists, and a small SNR at the receiver may arise when too little power remains.137 The corre-
sponding fiber transmission penalty of the surviving channel is shown in Fig. 47 in terms of the Q factor, 
for varying numbers of cascaded EDFAs. When 15 channels are dropped or added, the penalties are 
quite severe. Note that this degradation increases with the number of channels N simply because of 
enhanced SPM due to a large power excursion as a result of dropping N − 1 channels. 
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In order to maintain the quality of service, the surviving channels must be protected when channel 
add or drop or network reconfiguration occurs. The techniques include (1) optical attenuation, by 
adjusting optical attenuators between the gain stages in the amplifier to control the amplifier gain,138

(2) pump power control, by adjusting the drive current of the pump lasers to control the amplifier 
gain,139 (3) link control, using a power-variable control channel propagating with the signal channels 
to balance the amplifier gain,140 and (4) EDFA gain clamping, by an automatic optical feedback con-
trol scheme to achieve all-optical gain clamping.141

Static Gain Dynamic and Channel Power Equalization

We just discussed EDFA gain flattening, which is a passive channel power equalization scheme effec-
tive only for a static link. However, in the nonstatic optical networks, the power in each channel 
suffers from dynamic network changes, including wavelength drift of components, changes in span 
loss, and channel add or drop. As an example, Fig. 48 shows how the gain shape of a cascaded EDFA 
chain varies significantly with link loss changes due to environmental problems. This is because the 
EDFA gain spectra are dependent on the saturation level of the amplifiers. The results in Fig. 48 are 
for a cascade of 10 gain-flattened EDFAs, each with 20-dB gain, saturated by 16 input channels with 
−18 dBm per channel.

System performance can be degraded due to unequalized WDM channel power. These degrading 
effects include SNR differential (reduced system dynamic range), widely varying channel crosstalk, non-
linear effects, and low signal power at the receiver. Therefore, channel power needs to be equalized 
dynamically in WDM networks to ensure stable system performance. To obtain feedback for control 
purposes, a channel power monitoring scheme is very important. A simple way to accomplish this is 
to demultiplex all the channels and detect the power in each channel using different photodetectors or 
detector arrays. To avoid the high cost of many discrete components in WDM systems with large num-
bers of channels, other monitoring techniques that take advantage of wavelength-to-time mapping have 
also been proposed including the use of concatenated FBGs or swept acousto-optic tunable filters.

Various techniques have been proposed for dynamic channel power equalization, including parallel 
loss elements,142 individual bulk devices (e.g., AOTFs),143 serial filters,144 micro-optomechanics (MEMS),145

and integrated devices.146,147 As an example, Fig. 49 shows the parallel loss element scheme, where the 
channels are demultiplexed and attenuated by separate loss elements. An additional advantage of this 
scheme is that ASE noise is reduced by the WDM multiplexer and demultiplexer. Possible candidates 
for the loss elements in this scheme include optomechanical attenuators, acousto-optic modulators, 
and FBGs.
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Raman Amplifier

Raman amplifier is another important type of optical amplifier for WDM systems. The fundamental 
principles are based on Raman scattering as follows. The pump light photon is absorbed and sets the 
fiber molecules into mechanical vibrations. A photon is again radiated at the Stokes frequency, but since 
mechanical vibrations are not uniform in a fiber, the Stokes frequency is not a set number. Furthermore, 
the pump and signal may co- or counter-propagate in the fiber. It is worth to mention that practical, effi-
cient, and high-power pump sources have diminished the disadvantage of the relatively poor efficiency 
of the Raman process over the last few years. Interest in Raman amplification has steadily increased.148,149

The most important feature of Raman amplifiers is their capability to provide gain at any signal 
wavelength, as opposed to EDFAs based on the doped ions in the fibers. The position of the gain 
bandwidth within the wavelength domain can be adjusted simply by tuning the pump wavelength. 
Thus, Raman amplification potentially can be achieved in every region of the transmission window 
of the optical transmission fiber. It only depends on the availability of powerful pump sources at the 
required wavelengths. Figure 50 illustrates the Raman gain coefficient in a few different fibers. 
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The disadvantage of Raman amplification is the need for high pump powers to provide a reasonable 
gain. However, the Raman effect can be used for signal amplification in transmission windows that 
cannot be covered properly by EDFAs. The upgrade of already existing systems by opening another 
transmission window where Raman amplification is applied could be an attractive application. 
Another application of the Raman effect is given with hybrid EDFA/Raman amplifiers characterized 
by a flat gain over especially large bandwidths. Repeaters can be built that compensate for the nonflat-
ness of the EDFA gain with a more flexible Raman gain. Multiwavelength pumping could be used to 
shape the Raman gain such that it equalizes for the EDFA gain shaping. 

Figure 51 shows a typical Raman amplifier that is backward pumped and the gain is distributed 
over the long transmission fibers.148,149 The spectral flexibility of Raman amplification allows the gain 
spectrum to be shaped by combining multiple pump wavelengths to make a polychromatic pump 
spectrum. There have been many studies searching for optimization approaches that give the flattest 
gain with the fewest number of pumps. Using this broadband pumping approach, amplifiers with 
gain bandwidths greater than 100 nm have been demonstrated.150 When designing such broadband 
Raman amplifiers, one must consider the strong Raman interaction between the pumps. The short 
wavelength pumps amplify the longer wavelengths, and so more power is typically needed at the 
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shortest wavelengths (see Fig. 51b). This interaction between the pumps also affects the noise proper-
ties of broadband amplifiers.

Another advantage of Raman amplifier is the feature of distributed amplification, since the trans-
mission fiber itself can be used as a gain medium. As shown in Fig. 52a, in the conventional EDFA 
repeater systems, the signal monotonically attenuates in the fiber span, which is amplified at a point 
of the EDFA (lumped amplifier) location to recover the original level before entering the next fiber 
span. On the other hand, Raman amplifiers are mostly used in a distributed configuration, as shown 
in Fig. 52b. The transmission impairments are caused mostly by signal quality degradation due to 
optical nonlinearity in the transmission fiber and ASE noise entailed by optical amplifiers. In the 
presence of distributed Raman amplifier, the magnitude of the signal level excursion is smaller than 
the case with EDFA only, which can reduce both nonlinearity and degradation of OSNR due to ASE 
noise.151,152 A transmission of 6.4 Tb/s (160 × 42.7 Gb/s) over 3200 km of fiber has been demonstrated 
in a distributed Raman amplified system.153

21.6 SUMMARY

In this chapter, we have covered many different aspects of high-speed WDM fiber-optic communica-
tion networks. We have endeavored to treat the most important topics—those that will likely impact 
these networks for years to come. The enormous growth of these systems is due to the revolutionary 
introduction of the EDFA. With the increasing knowledge, more development, higher data rates, and 
increasing channel count, WDM network limitations are being continually redefined. Network recon-
figurability can offer great benefits for future WDM networks. However, a number of new degrading 
effects must be solved before reconfigurable networks become a reality. Yet the push for more band-
width in WDM systems continues due to the enormous inherent potential of the optical fiber.
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22.1 INTRODUCTION

To understand why optical solitons are needed in optical fiber communication systems, we should 
consider the problems that limit the distance and/or capacity of optical data transmission. A fiber-
optic transmission line consists of a transmitter and a receiver connected with each other by a 
transmission optical fiber. Optical fibers inevitably have chromatic dispersion, losses (attenuation 
of the signal), and nonlinearity. Dispersion and nonlinearity can lead to the distortion of the sig-
nal. Because the optical receiver has a finite sensitivity, the signal should have a high-enough level 
to achieve error-free performance of the system. On the other hand, by increasing the signal level, 
one also increases the nonlinear effects in the fiber. To compensate for the fiber losses in a long dis-
tance transmission, one has to periodically install optical amplifiers along the transmission line. By 
doing this, a new source of errors is introduced into the system—an amplifier spontaneous emission 
noise. (Note that even ideal optical amplifiers inevitably introduce spontaneous emission noise.) 
The amount of noise increases with the transmission distance (with the number of amplifiers). To 
keep the signal-to-noise ratio (SNR) high enough for the error-free system performance, one has to 
increase the signal level and hence the potential problems caused by the nonlinear effects. Note that 
the nonlinear effects are proportional to the product of the signal power P and the transmission 
distance L, and both of these multipliers increase with the distance. Summarizing, we can say that all 
the problems—dispersion, noise, and nonlinearity—grow with the transmission distance. The prob-
lems also increase when the transmission bit rate (speed) increases. It is important to emphasize that 
it is very difficult to deal with the signal distortions when the nonlinearity is involved, because the 
nonlinearity can couple all the detrimental effects together [nonlinearity, dispersion, noise, polar-
ization mode dispersion (i.e., random birefringence of the fiber), polarization-dependent loss/gain, 
etc.]. That happens when the nonlinear effects are out of control. The idea of soliton transmission is 
to guide the nonlinearity to the desired direction and use it for your benefit. When soliton pulses are 
used as an information carrier, the effects of dispersion and nonlinearity balance (or compensate) 
each other and thus don’t degrade the signal quality with the propagation distance. In such a regime, 
the pulses propagate through the fiber without changing their spectral and temporal shapes. This 
mutual compensation of dispersion and nonlinear effects takes place continuously with the distance 
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in the case of “classical” solitons and periodically with the so-called dispersion map length in the 
case of dispersion-managed solitons. In addition, because of the unique features of optical solitons, 
soliton transmission can help to solve other problems of data transmission, like polarization mode 
dispersion. Also, when used with frequency guiding filters (sliding guiding filters in particular), the 
soliton systems provide continuous all-optical regeneration of the signal suppressing the detrimen-
tal effects of the noise and reducing the penalties associated with wavelength-division multiplexed 
(WDM) transmission. Because the soliton data looks essentially the same at different distances 
along the transmission, the soliton type of transmission is especially attractive for all-optical data 
networking. Moreover, because of the high quality of the pulses and return-to-zero (RZ) nature of 
the data, the soliton data is suitable for all-optical processing.

22.2 NATURE OF THE CLASSICAL SOLITON

Signal propagation in optical fibers is governed by the nonlinear Schroedinger equation (NSE) for 
the complex envelope of the electric field of the signal.1–3 This equation describes the combined 
action of the self-phase modulation and dispersion effects, which play the major role in the signal 
evolution in most practical cases. Additional linear and nonlinear effects can be added to the mod-
ified NSE.4 Mathematically, one can say that solitons are stable solutions of NSE.1,2 In this paper, 
however, we will give a qualitative physical description of the soliton regimes of pulse propagation, 
trying to avoid mathematics as much as possible.

Consider first the effect of dispersion. An optical pulse of width t has a finite spectral bandwidth 
BW /≈1 τ .  When the pulse is transform limited, or unchirped, all the spectral components have the 
same phase. In time domain, one can say that all the spectral components overlap in time, or sit on 
top of each other (see Fig. 1). Because of the dispersion, different spectral components propagate 
in the fiber with different group velocities, Vgr. As a result of the dispersion action alone, the initial 
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FIGURE 1 (a) Transform-limited pulse: all spectral components of the pulse “sit” 
on top of each other. (b) Effect of group velocity dispersion on a transform-limited pulse.
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unchirped pulse broadens and gets chirped (frequency modulated). The sign of the chirp depends on 
the sign of the fiber group velocity dispersion (see Fig. 1).

  D d
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/ λ   (1)

(l is the light wavelength). A characteristic fiber length called the dispersion length, at which the 
pulse broadens by a factor sqrt (2), is determined both by the fiber dispersion and the pulse width:
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(c is the speed of light). Note that the pulse spectral bandwidth remains unchanged because the dis-
persion is a linear effect.

Consider now the nonlinear effect of self-phase modulation (SPM).5 Due to the Kerr effect, the 
fiber refractive index depends on the signal intensity, n I n n I( ) = + ,0 2  where n2 is the nonlinear refrac-
tive index and intensity is I P A= / , P is the signal power and A is the fiber effective cross-section mode 
area. During a pulse propagation through the fiber, different parts of the pulse acquire different values 
of the nonlinear phase shift: φ π λ( ) ( ) .t n I t L= 2 2/  Here I(t) is the intensity pulse shape in time domain 
and L is the transmission distance. This time-dependent nonlinear phase shift means that different 
parts of the pulse experience different frequency shifts:

  δω φ π
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dt
n L

dI t
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= = − 2
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As one can see, the frequency shift is determined by the time derivative of the pulse shape. Because 
the nonlinear refractive index in silica-based fibers is positive, the self-phase modulation effect always 
shifts the front edge of the pulse to the “red” spectral region (downshift in frequency), and the trail-
ing edge of the pulse to the “blue” spectral region (upshift in frequency). This means that an initially 
unchirped pulse spectrally broadens and gets negatively chirped (Fig. 2). A characteristic fiber length 
called the nonlinear length, at which the pulse spectrally broadens by a factor of two, is

   z n INL =
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−
2

2 0

1
π
λ

  (4)

Note that, when acting alone, SPM does not change the temporal intensity profile of the pulse.
As it was mentioned earlier, when under no control, both SPM and dispersion may be very harm-

ful for the data transmission distorting considerably the spectral and temporal characteristics of the 
signal. Consider now how to control these effects by achieving the soliton regime of data transmission 
when the combined action of these effects results in a stable propagation of data pulses without 
changing their spectral and temporal envelopes.

FIGURE 2 Effect of self-phase modulation on a transform-
limited pulse.

Transform-limited pulse Spectrally broadened pulse
with negative chirp

SPM



22.4  FIBER OPTICS

In our qualitative consideration, consider the combined action of dispersion and nonlinearity 
(SPM) as an alternative sequence of actions of dispersion and nonlinearity. Assume that we start 
with a chirp-free pulse (see Fig. 3). The self-phase modulation broadens the pulse spectrum and 
produces a negative frequency chirp: The front edge of the pulse becomes red-shifted, and the trailing 
edge becomes blue-shifted. When positive GVD is then applied to this chirped pulse, the red spectral 
components are delayed in time with respect to the blue ones. If the right amount of dispersion is 
applied, the sign of the pulse chirp can be reversed to negative: The blue spectral components shift in 
time to the front pulse edge, while the red spectral components move to the trailing edge. When the 
nonlinearity is applied again, it shifts the frequency of the front edge to the red spectral region and 
upshifts the frequency of the trailing edge. That means that the blue front edge becomes green again, 
the red trailing edge also becomes green, and the pulse spectrum bandwidth narrows to its original 
width. The described regime of soliton propagation is achieved when the nonlinear and dispersion 
effect compensate each other exactly. In reality, the effects of dispersion and SPM act simultaneously, 
so that the pulse spectral and temporal widths stay constant with the distance, and the only net effect 
is a (constant within the entire pulse) phase shift of 0.5 rad per dispersion length of propagation.6 The 
condition of the soliton regime is equality of the nonlinear and dispersion lengths: z zd = NL. One can 
rewrite this expression to find a relationship between the soliton peak power, pulse width, and fiber 
dispersion:

  P
DA

cn0

3

2
2

20 3224
= λ

π τ.
  (5)

Here, P0 is the soliton peak power and t is the soliton FWHM. Soliton pulses have a sech2 form. Note 
that as it follows from our previous consideration, classical soliton propagation in fibers requires a 
positive sign of the fiber’s dispersion, D (assuming that n2 is positive). Consider a numerical example. 
For a pulse of width τ = 20 ps propagating in a fiber with D = − −0 5 1 1. ,ps nm km  fiber cross-section 
mode area A = =50 1 552μ μm m,, .λ  and typical value of n2

22 6= . ,cm /W  one can find the soliton 
peak power is 2.4 mW. The dispersion length is zd = 200 km in this case.

22.3 PROPERTIES OF SOLITONS

The most important property of optical solitons is their robustness.6–20 Consider what robustness 
means from a practical point of view. When a pulse is injected into the fiber, the pulse does not have 
to have the exact soliton shape and parameters [Eq. (5)] to propagate as a soliton. As long as the 
input parameters are not too far from the optimum, during the nonlinear propagation the pulse 
“readjusts” itself, shaping into a soliton and shedding off nonsoliton components. For example, 
an unchirped pulse of width t will be reshaped into a single soliton as long as its input power P, is 
greater than P0/4 and less than 2.25P0. Here, P0 is the soliton power determined by Eq. (5).3

SPM D>0 SPM

FIGURE 3 Qualitative explanation of classical soliton. Combined action of disper-
sion and nonlinearity (self-phase modulation) results in a stable pulse propagation with 
constant spectral and temporal widths. See text.
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Solitons are also robust with respect to the variations of the pulse energy and of the fiber param-
eters along the transmission line. As long as these variations are fast enough (period of perturbations 
is much smaller than the soliton dispersion length zd), the soliton “feels” only the average values of 
these parameters. This feature is extremely important for practical systems. In particular, it makes 
it possible to use solitons in long distance transmission systems where fiber losses are periodically 
compensated by lumped amplifiers. As long as the amplifier spacing is much less than the soliton dis-
persion length L zdamp << ,  classical solitons work very well in these systems. Note that all soliton per-
turbations result in a loss of some part of the soliton energy, which is radiated into dispersive waves.

Consider now a case of slow variations of parameters along the transmission when a characteristic 
length at which a fiber parameter (or pulse energy) changes considerably is much longer than the 
soliton dispersion length. Soliton parameters follow adiabatically these changes. That means that all 
the parameters in Eq. (5) can be considered as distance dependent, and Eq. (5) remains valid. It can 
be rewritten in the following form:

  τ
τ

( )
( ) ( )
( ) ( )

( ) ( )
z

D z A z
P z z

D z A z= =const const
enerrgy( )z

  (6)

One can derive many important consequences from this equation.13–22 One example would be the pulse 
broadening (and spectral narrowing) in a fiber with loss [assuming D(z) and A(z) are constant].13–15 

Note that the soliton broadening can be used in repeaterless data transmission systems when high-
input signal power is required.15 On the other hand, one can get a pulse compression in a fiber with 
adiabatic gain. Similar effects can be obtained by changing the fiber dispersion and/or mode area 
along the length. For example, adiabatic soliton compression can be obtained in a fiber with slowly 
decreasing dispersion (dispersion-tapered fiber).16–22 

It is important to emphasize that the adiabatic soliton propagation does not necessarily require 
that each of these parameters—pulse energy, fiber dispersion, and mode area—changes adiabatically 
with the distance, as long as the whole expression, [D(z) A(z)]/[energy(z)] changes adiabatically with 
the distance. For example, soliton propagation in a dispersion-tapered fiber with losses is equivalent 
to transmission in a lossless, constant-dispersion fiber if the dispersion decreases with the same rate 
with the distance as the pulse energy [i.e., if D(z)/energy(z) = const]. Note that this is true no matter 
what the fiber loss and the pulse width are.

So far, we’ve been discussing a single pulse propagation. In communication systems, one has to 
deal with streams of pulses. When two or more soliton pulses propagate in the fiber at the same 
wavelength, they can interact with each other: Tails from one soliton pulse may overlap with the other 
pulse. Due to the cross-phase modulation effect, this overlap leads to the frequency shifts of the inter-
acting solitons. The signs of the frequency shifts are opposite for the two solitons. Through the fiber 
dispersion, the frequency changes result in the changes of the soliton group velocities. The strength 
of the interaction decreases very fast with the soliton separation and for most practical applications 
can be considered to be negligible when the separation is 4 to 5 times greater than the soliton pulse 
width t.23,24 The character of interaction depends on the mutual optical phases of the solitons: When 
they are the same, the solitons attract to each other; when they are out of phase, the solitons repel 
from each other; when the phase difference is p /2, the solitons do not interact.

22.4 CLASSICAL SOLITON TRANSMISSION SYSTEMS

The soliton properties described earlier determine the engineering rules for designing the soliton-
based transmission systems. First, to make sure that every individual pulse is stable in the trans-
mission line with constant fiber dispersion and loss periodically compensated by lump amplifiers, 
the amplifier spacing Lamp should be much smaller than the soliton dispersion length zd. To avoid 
considerable pulse-to-pulse interaction, the minimum distance between adjacent pulses should be 
T ≥ 4τ , where 1/T is the transmission bit rate and t is the soliton pulse width. The pulse power 
determined from Eq. (5) should be considered as a path-average power Pav. If the signal energy 
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decreases with the distance in the fiber spans between the amplifiers as exp (g z) (here, g  is the loss 
rate), the path-average power is related to the pulse power at the output of each amplifier (input to 
the fiber span) Pin, as

  P P
L

L0

1
=

−
in

amp

amp| |

exp( )γ
γ

  (7)

Here, Lamp is the amplifier spacing. As it was stated earlier, the dispersion and nonlinear effects “com-
pensate” each other in the soliton regime of transmission, so that the pulses propagate practically 
without changing their temporal and spectral shapes. As long as the length scale of perturbations 
of the transmission parameters is much shorter than the soliton dispersion length, the pulses “feel” 
only the average parameters. Note, however, that perturbations may lead to shedding of dispersive 
waves by solitons.12

There are two main sources of errors in the soliton transmission systems: fluctuations of the pulse 
energies and fluctuations of the pulse arrival times.25 The origin of the energy fluctuations is the 
same as in the other types of systems—spontaneous emission noise generated by the amplifiers. Each 
amplifier contributes a noise with a spectral density (power per unit bandwidth):

  P G n hν ν= −( )1 sp  (8)

Here, G is the power gain of the amplifier, hn is the photon energy, and nsp ≥1 is the spontaneous 
emission factor that characterizes the quality of the amplifier. In the best case, when the amplifier 
is highly inverted, nsp is close to unity. In a broadband transmission system (i.e., without in-line 
spectral filters), when the lumped amplifiers compensate exactly for the fiber loss, the noise grows 
linearly with the distance (with the number of amplifiers). At the output of a transmission line of 
length L, the path-averaged spectral density is

  P L n h F Gν γ νav sp| |= ( )  (9)

Here, function F(G) describes the penalty one has to pay for having high-gain amplifiers (or long 
amplifier spacing):

  F G
G

G G
( )

( )

ln
= −1 2

2
  (10)

The penalty function has its minimum [ ( ) ]F G =1  in the case of distributed amplification (when G → 1) 
and grows with G. The SNR at the output of transmission should be high enough to have error-free 
transmission. Note that the noise spectral density Pn has units of energy. It is also the noise energy 
received in any time T in a spectral bandwidth 1/T. That is why Pn is also called the equipartition 
energy. To have the error probability less than 10−9 and 10−15, the ratio of the pulse energy to the 
equipartition energy should be, correspondently, 100 and 160. For example, consider a transmission 
system with the average loss of 0.21 dB/km, nsp =1 5. , amplifier spacing of 50 km. The minimum 
pulse energy at the input of each fiber span to have the error probability less than 10−9 in such a system 
of length L = 5000 km is 20 f J, and for L = 10,000 km, it is 40 fJ.

Another type of error in the soliton systems is the fluctuation in the pulse arrival times, or tim-
ing jitter. The timing jitter can be caused by several factors. The adjacent pulse-to-pulse interactions 
can cause the pulses to shift in time. As we have stated earlier, interaction problems can be practi-
cally eliminated by spacing the solitons in time by more than 4 or 5 of their width. A very important 
source of the timing jitter is the spontaneous emission noise. Every time the noise is added to the 
signal, it modulates the carrier frequencies of the solitons at random. The chromatic dispersion of 
the fiber then converts these frequency variations in a variation of the pulses’ arrival times. This effect 
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is known as the Gordon-Haus effect.6,26 The variance of the timing jitter produced by the Gordon-
Haus effect is

  σ γ
τGH

2
sp

| |≈ 0 2 2
3. ( )n hn F G

A
D

L   (11)

An error occurs when a pulse arrives outside of the acceptance time window W of the detection system 
(this window is usually slightly less than the bit slot, T). To have the error probability less than 10−9, the 
acceptance window should be greater than 12 standard deviations of the timing jitter:

  W ≥12σGH   (12)

The Gordon-Haus jitter limits the maximum bit rate and transmission distance. As one can see from
Eq. (11), the jitter increases very fast with the distance; it also increases when t decreases. Another factor 
that limits the maximum transmission distance is that σGH

2  is proportional to the pulse energy [because 
the pulse energy is proportional to (D/t)], and long-distance transmission systems should have high-
enough pulse energies to keep the SNR high. Consider a numerical example, L = =9000 20km ps, ,τ  
nsp =1 4. , γ = − −0 048 1. ,km  amplifier spacing = 30 km, D = 0.5 ps/(nm−1 km−1), A = 50 μm2. Equation 
(11) then gives the standard deviation of the Gordon-Haus timing jitter σ =11 7. ps. As one can see, 
according to Eq. (12), this jitter is too high for 10 Gbit/s transmission (1/T = 100 ps) to be error-free, 
because 12 1σGH /> T  in this case.

Another source of the timing jitter is the acoustic interaction of pulses.27–30 Due to the electrostric-
tion effect in the fiber, each propagating pulse generates an acoustic wave in the fiber. Other pulses 
experience the refractive index change caused by the acoustic wave. The resultant frequency changes 
of the pulses lead, through the effect of the fiber chromatic dispersion, to the fluctuation in the arrival 
times. The acoustic effect causes a “long-range” interaction: Pulses separated by a few nanoseconds 
can interact through this effect. One can estimate the acoustic timing jitter from the following simpli-
fied equation:

   σ
τa

D
R L≈ −4 3 0 99

2
1 2 2. ( . ) /   (13)

Here, standard deviation σa is in picoseconds; dispersion D is in picoseconds per nanometer per 
kilometer; the bit rate R T=1/ , is in gigabits per second; and the distance L, is in megameters. 
Equation (13) also assumes the fiber mode area of A = 50 2μm . The acoustic jitter increases with the 
bit rate, and it has even stronger dependence on the distance than the Gordon-Haus jitter.

As it follows from the previous considerations, the timing jitter can impose severe limitations on 
the distance and capacity of the systems, and it has to be controlled.

22.5 FREQUENCY-GUIDING FILTERS

The Gordon-Haus and acoustic timing jitters originate from the frequency fluctuations of the 
pulses. That means that by controlling the frequency of the solitons, one can control the timing jitter 
as well. The frequency control can be done by periodically inserting narrowband filters (so-called 
frequency-guiding filters) along the transmission line, usually at the amplifier locations.31,32 If, for 
some reason, the center frequency of a soliton is shifted from the filter peak, the filter-induced dif-
ferential loss across the pulse spectrum “pushes” the pulse frequency back to the filter peak. As a 
result, the pulse spectrum returns back to the filter peak in a characteristic damping length Δ. If the 
damping length is considerably less that the transmission distance L the guiding filters dramatically 
reduce the timing jitter. To calculate the timing jitter in a filtered system, one should replace L3 by 
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3LΔ2 in Eq. (11), and L2 in Eq. (13) should be replaced by 2LΔ. Then, we get the following expression 
for the Gordon-Haus jitter:

  σ γ
τGH, sp

| |
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2

20 6≈ . ( ) Δ  (14)

The damping properties of the guiding filters are determined mainly by the curvature of the filter 
response in the neighborhood of its peak. That means that shallow Fabry-Perot etalon filters can 
be used as the guiding filters. Fabry-Perot etalon filters have multiple peaks, and different peaks can 
be used for different WDM channels. The ability of the guiding filters to control the frequency jitter 
is determined both by the filter characteristics and by the soliton spectral bandwidth. In the case 
of Fabry-Perot filters with the intensity mirror reflectivity R, and the free spectral range (FSR), the 
damping length is

  Δ = −
0 483

12
2
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( )τ FSR

R
R

Lf   (15)

Here, Lf  is the spacing between the guiding filters; usually, Lf  equals the amplifier spacing Lamp. 
Note that the Gordon-Haus and acoustic jitters are not specific for soliton transmission only. Any 

kind of transmission systems, including so-called linear transmission, are subject to these effects. 
However, the guiding filters can be used in the soliton systems only. Every time a pulse passes through 
a guiding filter, its spectrum narrows. Solitons can quickly recover their bandwidth through the fiber 
nonlinearity, whereas for a linear transmission the filter action continuously destroys the signal.

Note that even a more effective reduction of the timing jitter can be achieved if, in addition to the 
frequency-guiding filters, an amplitude and/or phase modulation at the bit rate is applied to the signal 
periodically with the distance. “Error-free” transmission over practically unlimited distances can be 
achieved in this case (1 million kilometers at 10 Gbit/s has been demonstrated).33,34 Nevertheless, this 
technique is not passive, high-speed electronics is involved, and the clock recovery is required each 
time the modulation is applied. Also, in the case of WDM transmission, all WDM channels have to be 
demultiplexed before the modulation and then multiplexed back afterward; each channel has to have 
its own clock recovery and modulator. As one can see, this technique shares many drawbacks of the 
electronic regeneration schemes.

The frequency-guiding filters can dramatically reduce the timing jitter in the systems. At the same 
time, though, in some cases they can introduce additional problems. Every time a soliton passes 
through the filter, it loses some energy. To compensate for this loss, the amplifiers should provide an 
additional (excess) gain. Under this condition, the spontaneous emission noise and other nonsoliton 
components with the spectrum in the neighborhood of the filter peak experience exponential growth 
with the distance, which reduces the SNR and can lead to the soliton instabilities. As a result, one has 
to use weak-enough filters to reduce the excess gain. In practice, the filter strength is chosen to mini-
mize the total penalty from the timing jitter and the excess gain.

22.6 SLIDING FREQUENCY-GUIDING FILTERS

As one can see, the excess gain prevents one from taking a full advantage of guiding filters. By using 
the sliding frequency-guiding filters,35 one can essentially eliminate the problems associated with the 
excess gain. The trick is very simple: The transmission peak of each guiding filter is shifted in fre-
quency with respect to the peak of the previous filter, so that the center frequency slides with the 
distance with the rate of ′ =f df dz/ . Solitons, thanks to the nonlinearity, can follow the filters and 
slide in frequency with the distance. But all unwanted linear radiation (e.g., spontaneous emission 
noise, nonsoliton components shedded from the solitons, etc.) cannot slide and eventually is killed 
by the filters. The sliding allows one to use strong guiding filters and even to reduce the amount of 
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noise at the output of transmission in comparison with the broadband (no guiding filters) case. The 
maximum filter strength36 and maximum sliding rate35 are determined by the soliton stability. The 
error-free transmission of 10 Gbit/s signal over 40,000 km and 20 Gbit/s over 14,000 km was dem-
onstrated with the sliding frequency-guiding filters technique.37,38

It is important to emphasize that by introducing the sliding frequency-guiding filters into the 
transmission line, one converts this transmission line into an effective, all-optical passive regenera-
tor (compatible with WDM). Solitons with only one energy (and pulse width) can propagate stably 
in such a transmission line. The parameters of the transmission line (the filter strength, excess gain, 
fiber dispersion, and mode area) determine the unique parameters of these stable solitons. The system 
is opaque for a low-intensity radiation (noise, for example). However, if the pulse parameters at the 
input of the transmission line are not too far from the optimum soliton parameters, the transmission 
line reshapes the pulse into the soliton of that line. Note, again, that the parameters of the resultant 
soliton do not depend on the input pulse parameters, but only on the parameters of the transmission 
line. Note also that all nonsoliton components generated during the pulse reshaping are absorbed 
by the filters. That means, in particular, that the transmission line removes the energy fluctuations 
from the input data signal.6 Note that the damping length for the energy fluctuations is close to the 
frequency damping length of Eq. (15). A very impressive demonstration of regenerative properties of 
a transmission line with the frequency-guiding filters is the conversion of a nonreturn-to-zero (NRZ) 
data signal (frequency modulated at the bit rate) into a clean soliton data signal.39 Another important 
consequence of the regenerative properties of a transmission line with the frequency-guiding filters is 
the ability to self-equalize the energies of different channels in WDM transmission.40 Negative feed-
back provided by frequency-guiding filters locks the energies of individual soliton channels to values 
that do not change with distance, even in the face of considerable variation in amplifier gain among 
the different channels. The equilibrium values of the energies are independent of the input values. 
All these benefits of sliding frequency-guiding filters are extremely valuable for practical systems. 
Additional benefits of guiding filters for WDM systems will be discussed later.

22.7 WAVELENGTH DIVISION MULTIPLEXING

Due to the fiber chromatic dispersion, pulses from different WDM channels propagate with different 
group velocities and collide with each other.41 Consider a collision of two solitons propagating at dif-
ferent wavelengths (different channels). When the pulses are initially separated and the fast soliton (the 
soliton at shorter wavelength, with higher group velocity) is behind the slow one, the fast soliton even-
tually overtakes and passes through the slow soliton. An important parameter of the soliton collision 
is the collision length Lcoll, the fiber length at which the solitons overlap with each other. If we let the 
collision begin and end with the overlap of the pulses at half power points, then the collision length is

  L
Dcoll = 2τ

λΔ
 (16)

Here, Δl is the solitons wavelengths difference. Due to the effect of cross-phase modulation, the 
solitons shift each other’s carrier frequency during the collision. The frequency shifts for the two 
solitons are equal in amplitudes (if the pulse widths are equal) and have opposite signs. During the 
first half of collision, the fast accelerates even faster (carrier frequency increases), while the slow soli-
ton slows down. The maximum frequency excursion δ fmax, of the solitons is achieved in the middle 
of the collision, when the pulses completely overlap with each other:
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Here, Δ Δf c= − λ λ/ 2 is the frequency separation between the solitons, and ε τ=1 13 0. P  is the soliton 
energy. In the middle of collision, the accelerations of the solitons change their signs. As a result, the 
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frequency shifts in the second half of collision undo the frequency shifts of the first half, so that the 
soliton frequency shifts go back to zero when the collision is complete. This is a very important and 
beneficial feature for practical applications. The only residual effect of complete collision in a loss-
less fiber is the time displacements of the solitons:
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The symmetry of the collision can be broken if the collision takes place in a transmission line with 
loss and lumped amplification. For example, if the collision length Lcoll is shorter than the amplifier 
spacing Lamp, and the center of collision coincides with the amplifier location, the pulses intensities 
are low in the first half of collision and high in the second half. As a result, the first half of colli-
sion is practically linear. The soliton frequency shifts acquired in the first half of collision are very 
small and insufficient to compensate for the frequency shifts of opposite signs acquired by the pulses 
in the second half of collision. This results in nonzero residual frequency shifts. Note that similar 
effects take place when there is a discontinuity in the value of the fiber dispersion as a function of 
distance. In this case, if a discontinuity takes place in the middle of collision, one half of the collision 
is fast (where D is higher) and the other half is slow. The result is nonzero residual frequency shifts. 
Nonzero residual frequency shifts lead, through the dispersion of the rest of the transmission fiber, to 
variations in the pulses arrival time at the output of transmission. Nevertheless, if the collision length 
is much longer than the amplifier spacing and of the characteristic length of the dispersion variations 
in the fiber, the residual soliton frequency shifts are zero, just like in a lossless uniform fiber. In prac-
tice, the residual frequency shifts are essentially zero as long as the following condition is satisfied:41

   L Lcoll amp≥ 2   (19)

Another important case is so-called half-collisions (or partial collisions) at the input of the trans-
mission.42 These collisions take place if solitons from different channels overlap at the transmission 
input. These collisions result in residual frequency shifts of δ fmax and the following pulse timing 
shifts δtpc, at the output of transmission of length L:
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One can avoid half-collisions by staggering the pulse positions of the WDM channels at the trans-
mission input.

Consider now the time shifts caused by all complete collisions. Consider a two-channel transmis-
sion, where each channel has a 1/T bit rate. The distance between subsequent collisions is

  l
T

Dcoll =
Δλ

 (21)

The maximum number of collisions that each pulse can experience is L/lcoll. This means that the 
maximum time shift caused by all complete collisions is
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It is interesting to note that δtΣcc does not depend on the fiber dispersion. Note also that Eq. (22) 
describes the worst case when the pulse experiences the maximum number of possible collisions. 
Consider a numerical example. For a two-channel transmission, 10 Gbit/s each (T = 100 ps), pulse 
energy ( ),ε = 50 fJ  channel wavelength separation (Δl = 0.6 nm), fiber mode area (A = 50 μm2 

and L = 10 mm), we find δtΣcc ps.= 45  Note that this timing shift can be reduced by increasing the 
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channel separation. Another way to reduce the channel-to-channel interaction by a factor of two 
is to have these channels orthogonally polarized to each other. In WDM transmission, with many 
channels, one has to add timing shifts caused by all other channels. Note, however, that as one can 
see from Eq. (22), the maximum penalty comes from the nearest neighboring channels.

As one can see, soliton collisions introduce additional jitter to the pulse arrival time, which can 
lead to considerable transmission penalties. As we saw earlier, the frequency-guiding filters are very 
effective in suppressing the Gordon-Haus and acoustic jitters. They can also be very effective in sup-
pressing the timing jitter induced by WDM collisions. In the ideal case of parabolical filters and 
the collision length being much longer than the filter spacing Lcoll >> Lf , the filters make the residual 
time shift of a complete collision δtcc exactly zero. They also considerably reduce the timing jitter 
associated with asymmetrical collisions and half-collisions. Note that for the guiding filters to work 
effectively in suppressing the collision penalties, the collision length should be at least a few times 
greater than the filter spacing. Note also that real filters, such as etalon filters, do not always perform 
as good as ideal parabolic filters. This is true especially when large-frequency excursions of solitons 
are involved, because the curvature of a shallow etalon filter response reduces with the deviation of 
the frequency from the filter peak. In any case, filters do a very good job in suppressing the timing 
jitter in WDM systems.

Consider now another potential problem in WDM transmission, which is the four-wave mixing. 
During the soliton collisions, the four-wave mixing spectral sidebands are generated. Nevertheless, in 
the case of a lossless, constant-dispersion fiber, these sidebands exist only during the collision, and 
when the collision is complete, the energy from the sidebands regenerates back into the solitons. That 
is why it was considered for a long time that the four-wave mixing should not be a problem in soliton 
systems. But this is true only in the case of a transmission in a lossless fiber. In the case of lossy fiber 
and periodical amplification, these perturbations can lead to the effect of the pseudo-phase-matched 
(or resonance) four-wave mixing.43 The pseudo-phase-matched four-wave mixing lead to the soliton 
energy loss to the spectral sidebands and to a timing jitter (we called that effect an extended Gordon-
Haus effect).43 The effect can be so strong that even sliding frequency-guiding filters are not effective 
enough to suppress it. The solution to this problem is to use dispersion-tapered fiber spans. As we 
have discussed earlier, soliton propagation in the condition:
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is identical to the case of lossless, constant-dispersion fiber. That means that the fiber dispersion 
in the spans between the amplifiers should decrease with the same rate as the signal energy. In the 
case of lumped amplifiers, this is the exponential decay with the distance. Note that the dispersion-
tapered spans solve not just the four-wave mixing problem. By making the soliton transmission per-
turbation-free, they lift the requirements to have the amplifier spacing much shorter than the soliton 
dispersion length. The collisions remain symmetrical even when the collision length is shorter than 
the amplifier spacing. (Note, however, that the dispersion-tapered fiber spans do not lift the require-
ment to have guiding filter spacing as short as possible in comparison with the collision length and with 
the dispersion length.) The dispersion-tapered fiber spans can be made with the present technology.22 

Stepwise approximation of the exact exponential taper made of fiber pieces of constant dispersion 
can also be used.43 It was shown numerically and experimentally that by using fiber spans with only 
a few steps one can dramatically improve the quality of transmission.44,45 In the experiment, each 
fiber span was dispersion tapered typically in three or four steps, the path-average dispersion value was 
0.5 ± 0.05 ps nm−1 km−1 at 1557 nm. The use of dispersion-tapered fiber spans together with sliding 
frequency-guiding filters allowed transmission of eight 10-Gbit/s channels with the channel spac-
ing, Δl = 0.6 nm, over more than 9000 km. The maximum number of channels in this experiment was 
limited by the dispersion slope, dD/dl, which was about 0.07 ps nm−2 km−1. Because of the disper-
sion slope, different WDM channels experience different values of dispersion. As a result, not only 
the path average dispersion changes with the wavelength, but the dispersion tapering has exponen-
tial behavior only in a vicinity of one particular wavelength in the center of the transmission band. 
Wavelength-division multiplexed channels located far from that wavelength propagate in far from 
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the optimal conditions. One solution to the problem is to use dispersion-flattened fibers (i.e., 
fibers with dD d/ λ = 0). Unfortunately, these types of fibers are not commercially available at this 
time. This and some other problems of classical soliton transmission can be solved by using dispersion-
managed soliton transmission.46–63

22.8 DISPERSION-MANAGED SOLITONS

In the dispersion-managed (DM) soliton transmission, the transmission line consists of the fiber 
spans with alternating signs of the dispersion. Let the positive and negative dispersion spans of the 
map have lengths and dispersions, L+, D+ and L−, D−, respectively. Then, the path-average dispersion 
Dav is

  D D L L D Lav map/= ++ + − −( )   (24)

Here, Lmap is the length of the dispersion map:

 L L Lmap = ++ −   (25)

Like in the case of classical soliton, during the DM soliton propagation, the dispersion and non-
linear effects cancel each other. The difference is that in the classical case, this cancellation takes place 
continuously, whereas in the DM case, it takes place periodically with the period of the dispersion 
map length Lmap. The strength of the DM is characterized by a parameter S, which is determined 
as47,50,52
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The absolute values of the local dispersion are usually much greater than the path average dispersion: 
| |, | _| >> | |.avD D D+  As one can see from Eq. (26), the strength of the map is proportional to the num-
ber of the local dispersion lengths of the pulse in the map length: S L zd≈ map local/ , . The shape of the 
DM solitons are close to Gaussian. A very important feature of DM solitons is the so-called power 
enhancement. Depending on the strength of the map, the pulse energy of DM solitons, eDM, is greater 
than that of classical solitons, e0, propagating in a fiber with constant dispersion, D D= av : ,47 50  

   ε εDM ≈ +0
21 0 7( . )S   (27)

Note that this equation assumes lossless fiber. The power enhancement effect is very important for 
practical applications. It provides an extra degree of freedom in the system design by giving the possi-
bility to change the pulse energy while keeping the path-average fiber dispersion constant. In particu-
lar, because DM solitons can have adequate pulse energy (to have a high-enough SNR) at or near zero 
path average dispersion, timing jitter from the Gordon-Haus and acoustic effects is greatly reduced 
(e.g., the variance of the Gordon-Haus jitter, σ 2 , scales almost as 1/ DMε ).49 Single-channel high-
bit-rate DM soliton transmission over long distances with weak guiding filters and without guiding 
filters was experimentally demonstrated.46,51

Dispersion-managed soliton transmission is possible not only in transmission lines with positive 
dispersion, Dav > 0, but also in the case of Dav = 0 and even Dav < 0.52 To understand this, consider 
qualitatively the DM soliton propagation (Fig. 4). Locally, the dispersive effects are always stronger 
than the nonlinear effect (i.e., the local dispersion length is much shorter than the nonlinear length). 
In the zero approximation, the pulse propagation in the map is almost linear. Let’s call the middle of 
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the positive D sections “point a,” the middle of the negative sections “point c,” transitions between 
positive and negative sections “point b,” and transitions between negative and positive sections “point d.” 
The chirp-free (minimum pulse width) positions of the pulse are in the middle of the positive- and 
negative-D sections (points a and c). The pulse chirp is positive between points a, b, and c (see Fig. 4). 
That means that the high-frequency (blue) spectral components of the pulse are at the front edge of 
the pulse, and the low-frequency (red) components are at the trailing edge. In the section c-d-a, the pulse 
chirp is negative. The action of the nonlinear SPM effect always downshifts in frequency the front 
edge of the pulse and up shifts in frequency the trailing edge of the pulse. That means that the non-
linearity decreases the spectral bandwidth of positively chirped pulses (section a-b-c) and increases 
the spectral bandwidth of negatively chirped pulses (section c-d-a). This results in the spectral band-
width behavior also shown in Fig. 4: The maximum spectral bandwidth is achieved in the chirp-free 
point in the positive section, whereas the minimum spectral bandwidth is achieved in the chirp-free 
point in the negative section. The condition for the pulses to be DM solitons is that the nonlinear 
phase shift is compensated by the dispersion-induced phase shift over the dispersion map length. 
That requires that ∫ >D dzBW2 0 (here, BW is the pulse spectral bandwidth). Note that in the case 
of classical solitons, when spectral bandwidth is constant, this expression means that dispersion D
must be positive. In the DM case, however, the pulse bandwidth is wider in the positive-D section 
than in the negative-D section. As a result, the integral can be positive, even when D Ddz Lav map/= ∫  
is zero or negative. Note that the spectral bandwidth oscillations explain also the effect of power 
enhancement of DM solitons.

Consider interaction of adjacent pulses in DM systems.54 The parameter that determines the 
strength of the interaction is the ratio t /T (here, t  is the pulse width and T is the spacing between 
adjacent pulses). As in the case of classical soliton transmission, the cross-phase modulation effect 
(XPM) shifts the frequencies of the interacting pulses, ΔfXPM, which, in turn, results in timing jitter at 
the output of the transmission. As it was discussed earlier, the classical soliton interaction increases 

FIGURE 4 Qualitative description of dispersion-managed (DM) soliton trans-
mission. Distance evolution of the fiber dispersion [D(z)], pulse chirp, pulse width 
[ ( )],τ z  and pulse bandwidth [BW(z)]. Evolution of the pulse shape in different fiber 
sections is shown in the bottom.
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very quickly with t /T. To avoid interaction-induced penalties in classical soliton transmission systems, 
the pulses should not overlap significantly with each other: t /T should be less than 0.2 to 0.3. In the 
DM case, the situation is different. The pulse width in the DM case oscillates with the distance t (z); 
that means that the interaction also changes with distance. Also, because the pulses are highly chirped 
when they are significantly overlapped with each other, the sign of the interaction is essentially inde-
pendent of the mutual phases of the pulses. Cross-phase modulation always shifts the leading pulse 
to the red spectral region, and the trailing pulse shifts to the blue spectral region. The XPM-induced 
frequency shifts of interacting solitons per unit distance is

  
d f

dz

n

T A
T

Δ
ΦXPM /≈ ± 0 15

2 2
2

. ( )
π ε

λ
τ   (28)

The minus sign in Eq. (28) corresponds to the leading pulse, and the plus sign corresponds to the 
trailing pulse. Numerically calculated dimensionless function, Φ( ),τ /T  is shown in Fig. 5. As it fol-
lows from Eq. (28), Φ( )τ /T  describes the strength of the XPM-induced interaction of the pulses as a 
function of the degree of the pulse overlap. One can see that the interaction is very small when t /T is 
smaller than 0.4 (i.e., when the pulses barely overlap), which is similar to the classical soliton propa-
gation. The strength of the interaction of DM solitons also increases with t /T, but only in the region 
0 1< <τ /T . In fact, the interaction reaches its maximum at τ /T ≈1 and then decreases and becomes 
very small again when τ /T >> 1 (i.e., when the pulses overlap nearly completely). There are two rea-
sons for such an interesting behavior at τ /T >> 1. The XPM-induced frequency shift is proportional 
to the time derivative of the interacting pulse’s intensity, and the pulse derivative reduces with the 
pulse broadening. Also, when the pulses nearly completely overlap, the sign of the derivative changes 
across the region of overlap so that the net effect tends to be canceled out. 

Based on Eq. (28) and Fig. 5, one can distinguish three main regimes of data transmission in DM 
systems. In all these regimes, the minimum pulse width is, of course, less than the bit slot, T. The 
regimes differ from each other by the maximum pulse breathing with the distance. In the first, “non-
pulse-overlapped,” regime, adjacent pulses barely overlap during most of the transmission, so that the 
pulse interaction is not a problem in this case. This is the most stable regime of transmission. In the 
“partially-pulse-overlapped” regime, the adjacent pulses spend a considerable portion of the transmis-
sion being partially overlapped [t (z) being around T]. Cross-phase modulation causes the frequency 
and timing jitter in this case. In the third, “pulse-overlapped,” regime, the adjacent pulses are almost 
completely overlapped with each other during most of the transmission [ ( ) ].min ,τ L z Tdmap local/ >>  

FIGURE 5 Dimensionless function Φ( )τ /T  describing the XPM-
induced frequency shift of two interacting chirped Gaussian pulses as 
a function of the pulse width normalized to the pulse separation.
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The XPM-induced pulse-to-pulse interaction is greatly reduced in this case in comparison with the pre-
vious one. The main limiting factor for this regime of transmission is the intrachannel four-wave mixing 
taking place during strong overlap of adjacent pulses.54 The intrachannel four-wave mixing leads to the 
amplitude fluctuations of the pulses and “ghost” pulse generation in the “zero” slots of the data stream.

22.9 WAVELENGTH-DIVISION MULTIPLEXED 
DISPERSIONMANAGED SOLITON 
TRANSMISSION

One of the advantages of DM transmission over classical soliton transmission is that the local dis-
persion can be very high (|D+|, |D−| >> |Dav|), which efficiently suppresses the four-wave mixing 
from soliton-soliton collisions in WDM. Consider the timing jitter induced by collisions in the non-
pulse-overlapped DM transmission. The character of the pulse collisions in DM systems is quite dif-
ferent from the case of a transmission line with uniform dispersion: In the former, the alternating 
sign of the high local dispersion causes the colliding solitons to move rapidly back and forth with 
respect to each other, with the net motion determined by Dav.

56–59 Because of this rapid breathing of 
the distance between the pulses, each net collision actually consists of many fast or “mini” collisions. 
The net collision length can be estimated as59

  L
D

D D L

D D Dcoll
av
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av av
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Δ Δ
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Here, t  is the minimum (unchirped) pulse width. Here, we also defined the quantity τ λeff ≡ + +L D Δ , 
which plays the role of an effective pulse width. For strong dispersion management, t eff is usually much 
bigger than t . Thus, Lcoll becomes almost independent of Δl and much longer than it is for classical 
solitons subject to the same Dav. As a result, the residual frequency shift caused by complete pulse 
collisions tends to become negligibly small for transmission using strong maps.58 The maximum 
frequency excursion during the DM soliton collision is59

  δ
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Now, we can estimate the time shift of the solitons per complete collision:

  δ λ δ α δ λ α
ε

t D c fdz D L f c
n

cc av av coll/ /≈ ≈ ≈ ±∫2 2 22
max

λλ
λcADavΔ 2  (31)

Here, a ≤ 1 is a numerical coefficient that takes into account the particular shape of the frequency 
shift as a function of distance. Consider now the time shifts caused by all collisions. In a two-channel 
transmission, the distance between subsequent collisions is l T Dcoll av/= ( ).Δλ  The maximum num-
ber of complete collisions at the transmission distance L is ( )L L l− coll coll/  (we assume that L > Lcoll), and 
the number of incomplete collisions at the end of transmission is Lcoll/lcoll. The timing shift caused 
by all these collisions can be estimated as

  δ δ α
ελ

λ
t t L L l

n

cAT
L LΣ Δc cc coll coll/ /≈ − = ± −( ) (2

2 2
ccoll /2)   (32)

Consider the problem of initial partial collisions. As it was discussed earlier for the case of classical 
solitons, initial partial collisions can be a serious problem by introducing large timing jitter at the 
output of transmission. On the other hand, for the classical case, one could avoid the half-collisions 
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by staggering the pulse positions of the WDM channels at the transmission input. The situation 
is very different for the DM case. In the DM case, the collision length is usually longer than the 
distance between subsequent collisions (i.e., Lcoll > lcoll). Thus, a pulse can collide simultaneously
with several pulses of another channel. The maximum number of such simultaneous collisions 
is N L l Tsc coll coll/ /≈ = 2τ  + −+ +[( ) ] .D D L Tav /Δλ  Note that Nsc increases when the channel spacing 
Δl increases. The fact that the collision length is greater than the distance between collisions also 
means that initial partial collisions are inevitable in DM systems. Moreover, depending on the data 
pattern in the interacting channel, each pulse can experience up to Nsc initial partial collisions with 
that channel (not just one as in the classical case). As a consequence, the residual frequency shifts can 
be bigger than d fmax. The total time shift caused by the initial partial collisions at distance L > Lcoll 
can be estimated as

   δτ βδ λ β
ελ

pc sc coll av/ /= − ≈ ±f N L L D c
n

cATmax ( )2
2

2 2

ΔΔλ
( )L L− coll /2   (33)

Here, b ≤ 1 is a numerical coefficient that takes into account the particular shape of the frequency 
shift as a function of distance for a single collision.

Equations (32) and (33) assume that the transmission distance is greater than the collision length. 
When L > Lcoll, these equations should be replaced by

   δ α β δ λ α β
ελ

t D f
c

L
l

n
Σc, pc av
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2
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L
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  (34)

Note that the signs of the timing shifts caused by initial partial collisions and by complete collisions 
are opposite. Thus, the maximum (worst-case) spread of the pulse arriving times caused by pulse 
collisions in the two-channel WDM transmission is described by:

   δ δ δt t tmax = +| | | |pc cΣ   (35)

In a WDM transmission with more than two channels, one has to add contributions to the time 
shift from all the channels. Note that the biggest contribution makes the nearest neighboring channels, 
because the time shift is inversely proportional to the channel spacing, Δl. Now, we can summarize 
the results of Eqs. (32) through (35) as follows. When L > Lcoll [Eqs. (32) to (33)], corresponding to 
very long distance transmission, δtmax increases linearly with the distance and almost independently 
of the path-average dispersion Dav. When L < Lcoll [Eq. (34)], which corresponds to short-distance 
transmission and/or very low path-average dispersion, δtmax increases quadratically with the distance 
and in proportion to Dav. Note also that the WDM data transmission at near zero path-averaged dis-
persion Dav = 0, may not be desirable, because Lcoll → ∞ and frequency excursions δ fmax → ∞ when 

D → 0 [see Eq. (30)]. Thus, even though Eq. (34) predicts the time shift to be zero when Dav is exactly 
zero, the frequency shifts of the solitons can be unacceptably large and Eq. (34) may be no longer 
valid. There are also practical difficulties in making maps with Dav < 0.1 ps nm−1 km−1 over the wide 
spectral range required for dense WDM transmission. 

It is interesting to compare these results with the results for the case of classical solitons [Eqs. (17) 
to (22)]. The time shifts per complete collisions [Eqs. (18) and (31)] are about the same, the time 
shifts from all initial partial collisions [Eqs. (20) and (33)] are also close to each other. The total maxi-
mum time shifts from all collisions are also close to each other for the case of long distance transmis-
sion. That means that, similar to the classical case, one has to control the collision-induced timing jit-
ter when it becomes too large. As it was discussed earlier, the sliding frequency-guiding filters are very 
effective in suppressing the timing jitter. Because the collision length in DM systems is much longer 
than in classical systems, and, at the same time, it is almost independent of the channel wavelength 
separation, the requirement that the collision length is much greater than the filter spacing, Lcoll >> 
Lf , is easy to meet. As a result, the guiding filters suppress the timing jitter in DM systems even more 
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effective than in classical soliton systems. The fact that the frequency excursions during collisions are 
much smaller in DM case, also makes the filters to work more effectively. 

As we have discussed previously, many important features of DM solitons come from the fact that 
the soliton spectral bandwidth oscillates with the distance. That is why guiding filters alter the disper-
sion management itself and give an additional degree of freedom in the system design.60 Note also 
that the position of the filters in the dispersion map can change the soliton stability in some cases.61 

It should also be noted that because of the weak dependence of the DM soliton spectral bandwidth 
on the soliton pulse energy, the energy fluctuations damping length provided by the guided filters is 
considerably longer than the frequency damping length.62 This is the price one has to pay for many 
advantages of DM solitons. From the practical point of view, the most important advantage is the 
flexibility in system design and freedom in choosing the transmission fibers. For example, one can 
upgrade existing systems by providing an appropriate dispersion compensation with dispersion com-
pensation fibers or with lumped dispersion compensators (fiber Bragg gratings, for example). The 
biggest advantage of DM systems is the possibility to design dispersion maps with essentially zero 
dispersion slope of the path-average dispersion, dDav/dl, by combining commercially available fibers 
with different signs of dispersion and dispersion slopes. (Note that it was a nonzero dispersion slope 
that limited the maximum number of channels in classical soliton long distance WDM transmission.) 
This was demonstrated in the experiment where almost flat average dispersion Dav = 0.3 ps nm−1 km−1 was 
achieved by combining standard, dispersion-compensating, and True-Wave (Lucent nonzero disper-
sion-shifted) fibers.63 By using sliding frequency-guiding filters and this dispersion map, “error-free” 
DM soliton transmission of twenty-seven 10-Gbit/s WDM channels was achieved over more than 
9000 km without using forward error correction. It was shown that once the error-free transmis-
sion with about 10 channels is achieved, adding additional channels practically does not change per-
formance of the system. (This is because, for each channel, only the nearest neighboring channels 
degrade its performance.) The maximum number of WDM channels in this experiment was limited 
only by the power and bandwidth of optical amplifiers used in the experiment. One can expect that 
the number of channels can be increased by a few times if more powerful and broader-bandwidth 
amplifiers are used.

22.10 CONCLUSION

We considered the basic principles of soliton transmission systems. The main idea of the “soliton 
philosophy” is to put under control, balance, and even to extract the maximum benefits from other-
wise detrimental effects of the fiber dispersion and nonlinearity. The “soliton approach” is to make 
transmission systems intrinsically stable. Soliton technology is a very rapidly developing area of 
science and engineering, which promises a big change in the functionality and capacity of optical 
data transmission and networking.
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23.1 INTRODUCTION

This chapter presents a brief overview of several major industry standards for optical communica-
tions, including the following:

• ESCON/SBCON (Enterprise System Connection/Serial Byte Connection)

• FDDI (Fiber Distributed Data Interface)

• Fibre Channel Standard

• ATM (Asynchronous Transfer Mode)/SONET (Synchronous Optical Network)

• Ethernet (including Gigabit, 10 Gigabit, and other variants)

• InfiniBand 

23.2 ESCON

The Enterprise System Connection (ESCON)∗ architecture was introduced on the IBM System/390 
family of mainframe computers in 1990 as an alternative high-speed I/O channel attachment.1,2 The 
ESCON interface specifications were adopted in 1996 by the ANSI X3T1 committee as the serial 
byte connection (SBCON) standard.3

The ESCON/SBCON channel is a bidirectional, point-to-point 1300-nm fiber-optic data link with 
a maximum data rate of 17 Mbytes/s (200 Mbit/s). ESCON supports a maximum unrepeated distance 
of 3 km using 62.5 μm multimode fiber and LED transmitters with an 8-dB link budget, or a maxi-
mum unrepeated distance of 20 km using single-mode fiber and laser transmitters with a 14-dB link 
budget. The laser channels are also known as the ESCON extended distance feature (XDF). Physical 
connection is provided by an ESCON duplex connector, illustrated in Fig. 1. Recently, the single-mode 
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∗ESCON is a registered trademark of IBM Corporation, 1991.
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ESCON links have adopted the SC duplex connector as standardized by Fibre Channel. With the use 
of repeaters or switches, an ESCON link can be extended up to 3 to 5 times these distances, and using 
wavelength division multiplexing (WDM) they can be extended even further, up to 100 km or more. 
However, performance of the attached devices in channel-to-channel applications typically falls off 
quickly at longer distances due to the longer round-trip latency of the link, making this approach 
suitable only for applications that can tolerate a lower effective throughput, such as remote backup 
of data for disaster recovery. There are some applications which can run over an ESCON physical 
layer without experiencing this performance degradation, such as virtual tape servers (VTS). ESCON 
devices and CPUs may communicate directly through a channel-to-channel attachment, but more 
commonly attach to a central nonblocking dynamic crosspoint switch. The resulting network topol-
ogy is similar to a star-wired ring, which provides both efficient bandwidth utilization and reduced 
cabling requirements. The switching function is provided by an ESCON director, a nonblocking cir-
cuit switch. Although ESCON uses 8B/10B encoded data, it is not a packet-switching network; instead, 
the data frame header includes a request for connection that is established by the director for the dura-
tion of the data transfer. An ESCON data frame includes a header, payload of up to 1028 bytes of data, 
and a trailer. The header consists of a 2-character start-of-frame delimiter, 2-byte destination address, 
2-byte source address, and 1 byte of link control information. The trailer is a 2-byte cyclic redundancy 
check (CRC) for errors, and a three-character end-of-frame delimiter. ESCON uses a DC-balanced 
8B/10B coding scheme developed by IBM.

23.3 FDDI

The fiber distributed data interface (FDDI) was among the first open networking standards to specify 
optical fiber. It was an outgrowth of the ANSI X3T9.5 committee proposal in 1982 for a high-speed 
token passing ring as a back-end interface for storage devices. While interest in this application 
waned, FDDI found new applications as the backbone for local area networks (LANs). The FDDI 
standard was approved in 1992 as ISO standards IS 9314/1-2 and DIS 9314-3; it follows the architec-
tural concepts of IEEE standard 802 (although it is controlled by ANSI, not IEEE, and therefore has 
a different numbering sequence) and is among the family of standards (including token ring and 
ethernet) that are compatible with a common IEEE 802.2 interface. FDDI is a family of four speci-
fications, namely, the physical layer (PHY), physical media dependent (PMD), media access control 
(MAC), and station management (SMT). These four specifications correspond to sublayers of the 
data link and physical layer of the OSI reference model; as before, we will concentrate on the physical 
layer implementation.

The FDDI network is a 100-Mbit/s token passing ring, with dual counterrotating rings for fault 
tolerance. The dual rings are independent fiber-optic cables; the primary ring is used for data trans-
mission, and the secondary ring is a backup in case a node or link on the primary ring fails. Bypass 
switches are also supported to reroute traffic around a damaged area of the network and prevent the 
ring from fragmenting in case of multiple node failures. The actual data rate is 125 Mbit/s, but this 
is reduced to an effective data rate of 100 Mbit/s by using a 4B/5B coding scheme. This high speed 

FIGURE 1 ESCON duplex fiber-optic connector.
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allows FDDI to be used as a backbone to encapsulate lower speed 4, 10, and 16 Mbit/s LAN protocols; 
existing ethernet, token ring, or other LANs can be linked to an FDDI network via a bridge or router. 
Although FDDI data flows in a logical ring, a more typical physical layout is a star configuration with 
all nodes connected to a central hub or concentrator rather than to the backbone itself. There are two 
types of FDDI nodes, either dual attach (connected to both rings) or single attach; a network supports 
up to 500 dual-attached nodes, 1000 single-attached nodes, or an equivalent mix of the two types. 
FDDI specifies 1300-nm LED transmitters operating over 62.5 μm multimode fiber as the reference 
media, although the standard also provides for the attachment of 50, 100, 140, and 185 μm fiber. Using 
62.5 μm fiber, a maximum distance of 2 km between nodes is supported with an 11-dB link budget; 
since each node acts like a repeater with its own phase-lock loop to prevent jitter accumulation, the 
entire FDDI ring can be as large as 100 km. However, an FDDI link can fail due to either excessive 
attenuation or dispersion; for example, insertion of a bypass switch increases the link length and may 
cause dispersion errors even if the loss budget is within specifications. For most other applications, 
this does not occur because the dispersion penalty is included in the link budget calculations or 
the receiver sensitivity measurements. The physical interface is provided by a special media interface 
connector (MIC), illustrated in Fig. 2. The connector has a set of three color-coded keys which are 
interchangable depending on the type of network connection;1 this is intended to prevent installation 
errors and assist in cable management.

An FDDI data frame is variable in length and contains up to 4500 8-bit bytes, or octets, including 
a preamble, start of frame, frame control, destination address, data payload, CRC error check, and 
frame status/end of frame. Each node has an MAC sublayer that reviews all the data frames looking 
for its own destination address. When it finds a packet destined for its node, that frame is copied into 
local memory; a copy bit is turned on in the packet; and it is then sent on to the next node on the ring. 
When the packet returns to the station that originally sent it, the originator assumes that the packet 
was received if the copy bit is on; the originator will then delete the packet from the ring. As in the IEEE 
802.5 token ring protocol, a special type of packet called a token circulates in one direction around the 
ring, and a node can only transmit data when it holds the token. Each node observes a token retention 
time limit, and also keeps track of the elapsed time since it last received the token; nodes may be given 
the token in equal turns, or they can be given priority by receiving it more often or holding it longer 
after they receive it. This allows devices having different data requirements to be served appropriately.

Because of the flexibility built into the FDDI standard, many changes to the base standard have 
been proposed to allow interoperability with other standards, reduce costs, or extend FDDI into the 
MAN or WAN. These include a single-mode PMD layer for channel extensions up to 20 to 50 km. 
An alternative PMD provides for FDDI transmission over copper wire, either shielded or unshielded 
twisted pairs; this is known as copper distributed data interface, or CDDI. A new PMD was also devel-
oped to adapt FDDI data packets for transfer over a SONET link by stuffing approximately 30 Mbit/s 
into each frame to make up for the data rate mismatch (we will discuss SONET as an ATM physical 
layer in a later section). An enhancement called FDDI-II uses time-division multiplexing to divide 
the bandwidth between voice and data; it accommodates isochronous, circuit-switched traffic as well 
as existing packet traffic. An option known as low cost (LC) FDDI uses the more common SC duplex 
connector instead of the more expensive MIC connectors, and a lower-cost transceiver with a 9-pin 
footprint similar to the single-mode ESCON parts.

FIGURE 2 FDDI duplex fiber-optic connector.
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23.4 FIBRE CHANNEL STANDARD

Development of the ANSI Fibre Channel (FC) Standard began in 1988 under the X3T9.3 Working 
Group, as an outgrowth of the Intelligent Physical Protocol Enhanced Physical Project. The motiva-
tion for this work was to develop a scaleable standard for the attachment of both networking and I/O 
devices, using the same drivers, ports, and adapters over a single channel at the highest speeds cur-
rently achievable. The standard applies to both copper and fiber-optic media, and uses the English 
spelling fibre to denote both types of physical layers. In an effort to simplify equipment design, FC 
provides the means for a large number of existing upper-level protocols (ULPs), such as IP, SCI, and 
HIPPI, to operate over a variety of physical media. Different ULPs are mapped to FC constructs, 
encapsulated in FC frames, and transported across a network; this process remains transparent to 
the attached devices. The standard consists of five hierarchical layers,4 namely a physical layer, an 
encode/decode layer which has adopted the DC-balanced 8B/10B code, a framing protocol layer, a 
common services layer (at this time, no functions have been formally defined for this layer), and a 
protocol-mapping layer to encapsulate ULPs into FC. Physical layer specifications for 1, 2, 4, and 
8 Gbit/s links have been defined (refer to the ANSI standard for the most recent specifications). If 
the two link endpoints have different data rate capabilities, the links will auto-negotiate to the high-
est available rate between either 1, 2, and 4 Gbit/s rates or between 2, 4, and 8 Gbit/s rates. Note that 
the 10 Gbit/s data rate specifies a 64B/66B encoding scheme, rather than 8B/10B, and consequently 
is not backward compatible with lower data rates; this rate is typically reserved for inter-switch 
links (ISLs). The second layer defines the Fibre Channel data frame; frame size depends upon the 
implementation and is variable up to 2148 bytes long. Each frame consists of a 4-byte start-of-frame 
delimiter, a 24-byte header, a 2112-byte pay-load containing from 0 to 64 bytes of optional headers 
and 0 to 2048 bytes of data, a 4-byte CRC, and a 4-byte end-of-frame delimiter. In October 1994, 
the Fibre Channel physical and signaling interface standard FC-PH was approved as ANSI standard 
X3.230-1994.

Logically, Fibre Channel is a bidirectional point-to-point serial data link. Physically, there are 
many different media options (see Table 1) and three basic network topologies. The simplest, default 
topology, is a point-to-point direct link between two devices, such as a CPU and a device controller. 
The second, Fibre Channel Arbitrated Loop (FC-AL), connects between 2 and 126 devices in a loop 
configuration. Hubs or switches are not required, and there is no dedicated loop controller; all nodes 
on the loop share the bandwidth and arbitrate for temporary control of the loop at any given time. 
Each node has equal opportunity to gain control of the loop and establish a communications path; 
once the node relinquishes control, a fairness algorithm ensures that the same node cannot win 
control of the loop again until all other nodes have had a turn. As networks become larger, they may 
grow into the third topology, an interconnected switchable network or fabric, in which all network 
management functions are taken over by a switching point, rather than each node. An analogy for a 
switched fabric is the telephone network; users specify an address (phone number) for a device with 
which they want to communicate, and the network provides them with an interconnection path. In 
theory there is no limit to the number of nodes in a fabric; practically, there are only about 16 million 
unique addresses. Fibre Channel also defines three classes of connection service, which offer options 
such as guaranteed delivery of messages in the order they were sent and acknowledgment of received 
messages.

As shown in Table 1, FC provides for both single-mode and multimode fiber-optic data links using 
longwave (1300-nm) lasers and LEDs as well as short-wave (780 to 850 nm) lasers. The physical con-
nection is provided by an SC duplex connector defined in the standard (see Fig. 3), which is keyed to 
prevent misplugging of a multimode cable into a single-mode receptacle. This connector design has 
since been adopted by other standards, including ATM, low-cost FDDI, and single-mode ESCON. 
The requirement for international class 1 laser safety is addressed using open fiber control (OFC) on 
some types of multimode links with shortwave lasers. This technique automatically senses when a full 
duplex link is interrupted, and turns off the laser transmitters on both ends to preserve laser safety. 
The lasers then transmit low-duty cycle optical pulses until the link is reestablished; a handshake 
sequence then automatically reactivates the transmitters.



FIBER-OPTIC COMMUNICATION STANDARDS  23.5

TABLE 1 Examples of the Fiber Channel Standard Physical Layer

 Data Rate  Maximum  Signaling Rate
   Media Type (Mbytes/s) Distance (Mbaud) Transmitter

SMF 800  10 km 8500.0 LW laser
 400  10 or 4 km 4250.0 LW laser
 200  10 km  2125.0 LW laser
 100  10 km 1062.5 LW laser
  50  10 km 1062.5 LW laser
  25  10 km 1062.5 LW laser
50-μm multimode fiber 800  10 km 8500.0 SW laser
 400  10 or 4 km 4250.0 SW laser
 200  10 km  2125.0 SW laser
 100 500 m 1062.5 SW laser
  50   1 km 531.25 SW laser
  25   2 km 265.625 SW laser
  12.5  10 km 132.8125 LW LED
62.5-μm multimode fiber 100 300 m 1062.5 SW laser
  50 600 m 531.25 SW laser
  25   1 km 265.625 LW LED
  12.5   2 km 132.8125 LW LED
105-Ω type 1 shielded  25  50 m 265.125 ECL
 twisted pair electrical 12.5 100 m 132.8125 ECL
75 Ω mini coax 100  10 m 1062.5 ECL
  50  20 m 531.25 ECL
  25  30 m 265.625 ECL
  12.5  40 m 132.8125 ECL
75 Ω video coax 100  25 m 1062.5 ECL
  50  50 m 531.25 ECL
  25  75 m 265.625 ECL
  12.5 100 m 132.8125 ECL
150 Ω twinax or STP 100  30 m 1062.5 ECL
  50  60 m 531.25 ECL
  25 100 m 265.625 ECL

LW = long wavelength, SW = short wavelength, ECL = emitter-coupled logic.

FIGURE 3 Single-mode SC duplex fiber-
optic connector, per ANSI FC Standard speci-
fications, with one narrow key and one wide 
key. Multimode SC duplex connectors use two 
wide keys.
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23.5 ATM/SONET

Developed by the ATM Forum, this protocol promised to provide a common transport media 
for voice, data, video, and other types of multimedia. ATM is a high-level protocol that can run 
over many different physical layers including copper; part of ATM’s promise to merge voice and 
data traffic on a single network comes from plans to run ATM over the synchronous optical network 
(SONET) transmission hierarchy developed for the telecommunications industry. SONET is 
really a family of standards defined by ANSI T1.105-1988 and T1.106-1988, as well as by several 
CCITT recommendations.5–8 Several different data rates are defined as multiples of 51.84 Mbit/s, 
known as OC-1. The numerical part of the OC-level designation indicates a multiple of this fun-
damental data rate, thus 155 Mbit/s is called OC-3. The standard provides for incremental data 
rates including OC-3, OC-9, OC-12, OC-18, OC-24, OC-36, and OC-48 (2.48832 Gbit/s). Both 
single-mode links with laser sources and multimode links with LED sources are defined for OC-1 
through OC-12; only single-mode laser links are defined for OC-18 and beyond. SONET also 
contains provisions to carry sub-OC-1 data rates, called virtual tributaries, which support tele-
com data rates including DS-1 (1.544 Mbit/s), DS-2 (6.312 Mbit/s), and 3.152 Mbit/s (DS1C). 
The basic SONET data frame is an array of nine rows with 90 bytes per row, known as a synchronous-
transport signal level 1 (STS-1) frame. In an OC-1 system, an STS-1 frame is transmitted once 
every 125 μs (810 bytes per 125 μs yields 51.84 Mbit/s). The first three columns provide overhead 
functions such as identification, framing, error checking, and a pointer which identifies the start 
of the 87-byte data payload. The payload floats in the STS-1 frame, and may be split across two 
consecutive frames. Higher speeds can be obtained either by concatenation of N frames into an 
STS-Nc frame (the “c” stands for concatenated) or by byte-interleaved multiplexing of N frames 
into an STS-N frame.

ATM technology incorporates elements of both circuit and packet switching. All data is broken 
down into a 53-byte cell, which may be viewed as a short fixed-length packet. Five bytes make up 
the header, providing a 48-byte payload. The header information contains routing information 
(cell addresses) in the form of virtual path and channel identifiers; a field to identify the payload type; 
an error check on the header information; and other flow control information. Cells are generated 
asynchronously; as the data source provides enough information to fill a cell, it is placed in the 
next available cell slot. There is no fixed relationship between the cells and a master clock, as in con-
ventional time-division multiplexing schemes; the flow of cells is driven by the bandwidth needs 
of the source. ATM provides bandwidth on demand; for example, in a client-server application the 
data may come in bursts; several data sources could share a common link by multiplexing during 
the idle intervals. Thus, the ATM adaptation layer allows for both constant and variable bit rate 
services. The combination of transmission options is sometimes described as a pleisosynchronous 
network, meaning that it combines some features of multiplexing operations without requiring a 
fully synchronous implementation. Note that the fixed cell length allows the use of synchronous 
multiplexing and switching techniques, while the generation of cells on demand allows flexible use 
of the link bandwidth for different types of data, characteristic of packet switching. Higher-level 
protocols may be required in an ATM network to ensure that multiplexed cells arrive in the correct 
order, or to check the data payload for errors (given the typical high reliability and low BER of mod-
ern fiber-optic technology, it was considered unnecessary overhead to replicate data error checks 
at each node of an ATM network). If an intermediate node in an ATM network detects an error in 
the cell header, cells may be discarded without notification to either end user. Although cell loss 
priority may be defined in the ATM header, for some applications the adoption of unacknowledged 
transmission may be a concern.

ATM data rates were intended to match SONET rates of 51, 155, and 622 Mbit/s; an FDDI-compliant 
data rate of 100 Mbit/s was added, in order to facilitate emulation of different types of LAN traffic 
over ATM. In order to provide a low-cost copper option and compatibility with 16-Mbit/s token ring 
LANs to the desktop, a 25-Mbit/s speed has also been approved. For premises wiring applications, 
ATM specifies the SC duplex connector, color coded beige for multimode links and blue for single-mode 
links. At 155 Mbit/s, multimode ATM links support a maximum distance of 3 km while single-mode 
links support up to 20 km.
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23.6 ETHERNET

Ethernet was originally a local area network (LAN) communication standard developed for copper 
interconnections on a common data bus; it is an IEEE standard 802.3.9 The basic principle used in 
Ethernet is carrier sense multiple access with collision detection (CSMA/CD). Ethernet LANs may 
be configured as a bus, often wired radially through a central hub. A device attached to the LAN 
that intends to transmit data must first sense whether another device is transmitting. If another 
device is already sending, then it must wait until the LAN is available; thus, the intention is that 
only one device will be using the LAN to send data at a given time. When one device is sending, 
all other attached devices receive the data and check to see if it is addressed to them; if it is not, 
then the data is discarded. If two devices attempt to send data at the same time (e.g., both devices 
may begin transmission at the same time after determining that the LAN is available; there is a gap 
between when one device starts to send and before another potential sender can detect that the 
LAN is in use), then a collision occurs. Using CSMA/CD as the media access control protocol, when 
a collision is detected attached devices will detect the collision and must wait for different lengths 
of time before attempting retransmission. Since it is not always certain that data will reach its desti-
nation without errors or that the sending device will know about lost data, each station on the LAN 
must operate an end-to-end protocol for error recovery and data integrity. Data frames begin with 
an 8-byte preamble used for determining start-of-frame and synchronization, and a header consist-
ing of a 6-byte destination address, 6-byte source address, and 2-byte length field. User data may 
vary from 46 to 1500 bytes, with data shorter than the minimum length padded to fit the frame; the 
user data is followed by a 2-byte CRC error check. Thus, an Ethernet frame may range from 70 to 
1524 bytes.

The original Ethernet standard, known also as 10Base-T (10 Mbit/s over unshielded twisted pair 
copper wires) was primarily a copper standard, although a specification using 850-nm LEDs was also 
available. Subsequent standardization efforts increased this data rate to 100 Mbit/s over the same 
copper media (100Base-T), while once again offering an alternative fiber specification (100Base-FX). 
Recently, the standard has continued to evolve with the development of Gigabit Ethernet (1000Base-
FX), which operates over fiber as the primary medium. Standardized as IEEE 802.3z, Gigabit Ethernet 
includes changes to the MAC layer in addition to a completely new physical layer operating at 1.25 
Gbit/s. Switches rather than hubs predominate, since at higher data rates throughput per end user and 
total network cost are both optimized by using switched rather than shared media. The minimum 
frame size has increased to 512 bytes; frames shorter than this are padded with idle characters (car-
rier extension). The maximum frame size remains unchanged, although devices may now transmit 
multiple frames in bursts rather than single frames for improved efficiency. The physical layer will use 
standard 8B/10B data encoding. The standard allows several different physical connector types for 
fiber, including the SC duplex and various small-form-factor connectors about the size of a standard 
RJ-45 jack, although the LC duplex has become the most commonly used variant. Early transceivers 
were packaged as gigabit interface converters, or GBICs, which allows different optical or copper 
transceivers to be plugged onto the same host card. This has been replaced by small form factor plug-
gable transceivers (either SFP or SFP+). Some variants of the standard allow operation of long-wave 
(1300 nm) laser sources over both single-mode and multimode fiber. When a transmitter is optimized 
for a single-mode launch condition, it will underfill the multimode fiber; this causes some modes to 
be excited and propagate at different speeds than others, and the resulting differential mode delay 
significantly degrades link performance. One solution involves the use of special optical cables known 
as optical mode conditioners with offset ferrules to simulate an equilibrium mode launch condition 
into multimode fiber.

Ethernet continues to evolve as one of the predominant protocols for data center networking. 
Standards are currently being defined for both 40 Gbit/s and 100 Gbit/s Ethernet links. Other emerg-
ing standards allow transport of Fibre Channel over Ethernet, in an effort to converge two common 
types of optical networks. In an effort to make the Ethernet links more robust, other new standards 
known as Converged Enhanced Ethernet (CEE) are under development. The CEE standards add 
features such as new types of fine grained flow control, enhanced quality of service, and lossless 
transmission. 
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23.7 INFINIBAND

The InfiniBand standards was developed by the InfiniBand Trade Association (IBTA) in an attempt 
to converge multiple protocol networks. Currently, it is most widely used for low-latency, high-per-
formance applications in data communication. InfiniBand specifies 8B/10B encoded data, and both 
serial and parallel optical links, some of which are illustrated in Table 2.10 These are referred to by 
the number of lanes in the physical layer interface; for example, a 4X link employs four optical fibers 
in each direction of a bidirectional link. The industry standard multifiber push-on (MPO) connec-
tor is specified for parallel optical links, while the SC duplex connector is commonly used for single 
fiber links (note that the 10 Gbit/s serial IB link physical layer is very similar to the 10-Gbit Ethernet 
link specification). InfiniBand is a switched point-to-point protocol, although some data communi-
cation applications employ the InfiniBand physical layer only, and are therefore not compatible with 
InfiniBand switches (e.g., the Parallel Sysplex IB links developed for IBM mainframes). Although 
InfiniBand links are not designed for operation at distances beyond 10 km, with sufficiently large 
receive buffers or other flow control management techniques they can be extended to much longer 
distances. This can be done using protocol independent wavelength multiplexing, or by encapsulat-
ing InfiniBand into another protocol such as SONET. 
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24.1 INTRODUCTION

Optical fiber sensors are a broad topic. The objective of this chapter is to briefly summarize the 
fundamental properties of representative types of optical fiber sensors and how they operate. Four 
different types of sensors are evaluated systematically on the basis of performance criteria such as 
resolution, dynamic range, cross-sensitivity to multiple ambient perturbations, fabrication, and 
demodulation processes. The optical fiber sensing methods that will be investigated include well-
established technologies such as fiber Bragg grating (FBG)–based sensors, and rapidly evolving mea-
surement techniques such as those involving long-period gratings (LPGs). Additionally, two popular 
versions of Fabry-Perot interferometric sensors (intrinsic and extrinsic) are evaluated.

The outline of this chapter is as follows. The principles of operation and fabrication processes 
of each of the four sensors are discussed separately. The sensitivity of the sensors to displacement 
and simultaneous perturbations such as temperature is analyzed. The overall complexity and perfor-
mance of a sensing technique depends heavily on the signal demodulation process. Thus, the detec-
tion schemes for all four sensors are discussed and compared on the basis of their complexity. Finally, 
a theoretical analysis of the cross-sensitivities of the four sensing schemes is presented and their per-
formance is compared. 

Measurements of a wide range of physical measurands by optical fiber sensors have been investi-
gated for more than 20 years. Displacement measurements using optical fiber sensors are typical of 
these, and both embedded and surface-mounted configurations have been reported by researchers in 
the past.1 Fiber-optic sensors are small in size, are immune to electromagnetic interference, and can be 
easily integrated with existing optical fiber communication links. Such sensors can typically be easily 
multiplexed, resulting in distributed networks that can be used for health monitoring of integrated, 
high-performance materials and structures. 

Optical fiber sensors of displacement are perhaps the most basic of all fiber sensor types because 
they may be configured to measure many other related environmental factors. They should possess 
certain important characteristics. First, they should either be insensitive to ambient fluctuations in 
temperature and pressure or should employ demodulation techniques that compensate for changes 
in the output signal due to these additional perturbations. In an embedded configuration, the sen-
sors for axial strain measurements should have minimum cross-sensitivity to other strain states. The 
sensor signal should itself be simple and easy to demodulate. Nonlinearities in the output require 
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expensive decoding procedures or necessitate precalibration and sensor-to-sensor incompatibility. 
The sensor should ideally provide an absolute and real-time displacement or strain measurement in a 
form that can be easily processed. For environments where large strain magnitudes are expected, the 
sensor should have a large dynamic range while at the same time maintaining the desired sensitivity. 
We now discuss each of the four sensing schemes individually and present their relative advantages 
and shortcomings.

24.2 EXTRINSIC FABRY-PEROT 
INTERFEROMETRIC SENSORS 

The extrinsic Fabry-Perot interferometric (EFPI) sensor, proposed by a number of groups and 
authors, is one of the most popular fiber-optic sensors used for applications in health monitoring 
of smart materials and structures.2,3 As the name suggests, the EFPI is an interferometric sensor in 
which the detected intensity is modulated by the parameter under measurement. The simplest con-
figuration of an EFPI is shown in Fig. 1.

The EFPI system consists of a single-mode laser diode that illuminates a Fabry-Perot cavity 
through a fused biconical tapered coupler. The cavity is formed between an input single-mode fiber 
and a reflecting target element that may be a fiber. Since the cavity is external to the lead-in/lead-out 
fiber, the EFPI sensor is independent of transverse strain and small ambient temperature fluctua-
tions. The input fiber and the reflecting fiber are typically aligned using a hollow core tube as shown 
in Fig. 10. For optical fibers with uncoated ends, Fresnel reflection of approximately 4 percent results 
at the glass-to-air and air-to-glass interfaces that define the cavity. The first reflection at the glass-air 
interface R1, called the reference reflection, is independent of the applied perturbation. The second 
reflection at the air-glass interface R2, termed the sensing reflection, is dependent on the length of 
the cavity d, which in turn is modulated by the applied perturbation. These two reflections interfere 
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FIGURE 1 Extrinsic Fabry-Perot interferometric sensor and system.



OPTICAL FIBER SENSORS  24.3

(provided 2d < Lc, the coherence length of the light source) and the intensity I at the detector varies 
as a function of the cavity length,

I I d= ⎛
⎝⎜

⎞
⎠⎟0

4
cos

π
λ

  (1)

where I0 is the maximum value of the output intensity and l is the center wavelength of the light 
source, here assumed to be a laser diode.

The typical intensity-versus-displacement transfer function curve [Eq. (1)] for an EFPI sensor is 
shown in Fig. 2. Small perturbations that result in operation around the quiescent or Q point of the 
sensor lead to an approximately linear variation in output intensity versus applied displacement. For 
larger displacements, the output signal is not a linear function of the input signal, and the output 
signal may vary over several sinusoidal periods. In this case, a fringe in the output signal is defined as 
the change in intensity from a maximum to a maximum, or from a minimum to a minimum, so each 
fringe corresponds to a change in the cavity length by half of the operating wavelength l. The change 
in the cavity length Δd is then employed to calculate the strain using the expression

ε = Δd

L
 (2)

where L is defined as the gauge length of the sensor and is typically the distance between two points 
where the input and reflecting fibers are bonded to the hollow-core support tube.

The EFPI sensor has been used for the analysis of materials and structures.1,3 The relatively low tem-
perature sensitivity of the sensor element, due to the opposite directional expansion of the fiber and 
tube elements, makes it attractive for the measurement of strain and displacement in environments 
where the temperature is not anticipated to change over a wide range. The EFPI sensor is capable of 
measuring subangstrom displacements with strain resolution better than 1 me and a dynamic range 
greater than 10,000 me. Moreover, the large bandwidth simplifies the measurement of highly cyclical 
strain. The sensor also allows single-ended operation and is hence suitable for applications where ingress 
to and egress from the sensor location are important. The sensor requires simple and inexpensive fab-
rication equipment and an assembly time of a few minutes. Additionally, since the cavity is external to 
the fibers, transverse strain components that tend to influence the response of similar intrinsic sensors 
through Poisson-effect cross-coupling have negligible effect on the EFPI sensor output.

FIGURE 2 EFPI transfer function curve.
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24.3 INTRINSIC FABRY-PEROT 
INTERFEROMETRIC SENSORS

The intrinsic Fabry-Perot interferometric (IFPI) sensor is similar in operation to its extrinsic counter-
part, but significant differences exist in the configurations of the two sensors.4 The basic IFPI sensor is 
shown in Fig. 3. An optically isolated laser diode is used as the optical source to one of the input arms 
of a bidirectional 2 × 2 coupler. The Fabry-Perot cavity is formed internally by fusing a small length 
of single-mode fiber to one of the output legs of the coupler. As shown in Fig. 3, the reference (R) and 
sensing (S) reflections interfere at the detector to again provide a sinusoidal intensity variation versus 
cavity path length modulation. The cavity can also be implemented by introducing two Fresnel or other 
reflectors along the length of a single fiber. The photosensitivity effect in germanosilicate fibers has been 
used in the past to fabricate broadband grating-based reflector elements to define such an IFPI cavity.5

Since the cavity is formed within an optical fiber, changes in the refractive index of the fiber due to the 
applied perturbation can significantly alter the phase of the sensing signal S. Thus the intrinsic cavity 
results in the sensor being sensitive to ambient temperature fluctuations and all states of strain.

The IFPI sensor, like all other interferometric signals, has a nonlinear output that complicates the 
measurement of large-magnitude strain. This can again be overcome by operating the sensor in the 
linear regime around the Q point of the sinusoidal transfer function curve. The main limitation of 
the IFPI strain sensor is that the photoelastic-effect-induced change in index of refraction results in 
a nonlinear relationship between the applied perturbation and the change in cavity length. For most 
IFPI sensors, the change in the propagation constant of the fundamental mode dominates the change 
in cavity length. Thus IFPIs are highly susceptible to temperature changes and transverse strain 
components.6 In embedded applications, the sensitivity to all of the strain components can result 
in complex signal output. The process of fabricating an IFPI strain sensor is more complicated than 
that for the EFPI sensor since the sensing cavity of the IFPI sensor must be formed within the optical 
fiber by some special procedure. The strain resolution of IFPI sensors is approximately 1 me with an 
operating range greater than 10,000 me. IFPI sensors also suffer from drift in the output signal due to 
variations in the polarization state of the input light.

Thus the preliminary analysis shows that the extrinsic version of the Fabry-Perot optical fiber sen-
sor seems to have an overall advantage over its intrinsic counterpart. The extrinsic sensor has negli-
gible cross-sensitivity to temperature and transverse strain. Although the strain sensitivities, dynamic 
ranges, and bandwidths of the two sensors are comparable, the IFPIs can be expensive and cumber-
some to fabricate due to the intrinsic nature of the sensing cavity. 

The extrinsic and intrinsic Fabry-Perot interferometric sensors possess nonlinear sinusoidal out-
puts that complicate signal processing at the detector. Although intensity-based sensors have a sim-
ple output variation, they suffer from limited sensitivity to strain or other perturbations of interest. 
Grating-based sensors have recently become popular as transducers that provide wavelength-encoded 
output signals that can typically be easily demodulated to derive information about the perturba-
tion under investigation. We next discuss the advantages and drawbacks of Bragg grating sensing 
technology. The basic operating mechanism of Bragg grating-based strain sensors is then reviewed 

FIGURE 3 The intrinsic Fabry-Perot interferometric (IFPI) sensor.
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and the expressions for strain resolution are obtained. These sensors are then compared to the recently 
developed long-period grating devices in terms of fabrication process, cross-sensitivity to multiple 
measurands, and simplicity of signal demodulation. 

24.4  FIBER BRAGG GRATING SENSORS 

The phenomenon of photosensitivity was discovered by Hill and coworkers in 1978.7 It was found that 
permanent refractive index changes could be induced in optical fibers by exposing the germanium-
doped core of a fiber to intense light at 488 or 514 nm. Hill found that a sinusoidal modulation of 
index of refraction in the core created by the spatial variation of such an index-modifying beam gives 
rise to refractive index grating that can be used to couple the energy in the fundamental guided mode 
to various guided and lossy modes. Later Meltz et al.8 suggested that photosensitivity is more efficient 
if the fiber is side-exposed to a writing beam at wavelengths close to the absorption wavelength (242 nm) 
of the germanium defects in the fiber. The side-writing process simplified the fabrication of Bragg 
gratings, and these devices have recently emerged as highly versatile components for optical fiber com-
munication and sensing systems. Recently, loading of the fibers with hydrogen prior to writing has 
been used to produce order-of-magnitude larger changes in index in germanosilicate fibers.9

Principle of Operation 

Bragg gratings in optical fibers are based on a phase-matching condition between propagating opti-
cal modes. This phase-matching condition is given by 

k k kg c B+ =   (3)

where kg, kc, and kB are, respectively, the wave vectors of the coupled guided mode, the resulting cou-
pling mode, and the grating. For a first-order interaction, kB = 2π/ ,Λ  where Λ is the spatial period of 
the grating. In terms of propagation constants, this condition reduces to the general form of interac-
tion for mode coupling due to a periodic perturbation

Δ
Λ

β π= 2
 (4)

where Δb is the difference in the propagation constants of the two modes involved in mode cou-
pling, where both modes are assumed to travel in the same direction.

Fiber Bragg gratings (FBGs) involve the coupling of the forward-propagating fundamental LP01 in 
a single-mode fiber to the reverse-propagating LP01 mode.10 Here, consider a single-mode fiber with 
b01 and −b01 as the propagation constants of the forward- and reverse-propagating fundamental LP01
modes. To satisfy the phase-matching condition,

Δ
Λ

β β β π= − − =01 01

2
( )   (5)

where β π λ01 2= n neff eff/ ,  is the effective index of the fundamental mode, and l is the free-space 
wavelength of the source. Equation (5) reduces to10

λB n= 2Λ eff   (6)

where lB is termed the Bragg wavelength—the wavelength at which the forward-propagating LP01
mode couples to the reverse-propagating LP01 mode. Such coupling is wavelength dependent, since 
the propagation constants of the two modes are a function of the wavelength. Hence, if an FBG ele-
ment is interrogated using a broadband optical source, the wavelength at which phase matching 
occurs is back-reflected. This back-reflected wavelength is a function of the grating period Λ and the 
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effective index neff of the fundamental mode as shown in Eq. (6). Since strain and temperature effects 
can modulate both of these parameters, the Bragg wavelength is modulated by both of these external 
perturbations. The resulting spectral shifts are utilized to implement FBGs for sensing applications.

Figure 4 shows the mode-coupling mechanism in fiber Bragg gratings using a b-plot. Since the 
difference in propagation constants (Δb) between the modes involved in coupling is large, we see from 
Eq. (4) that only a small period, Λ, is needed to induce this mode coupling. Typically for optical fiber 
communication system applications the value of lB is approximately 1.5 μm. From Eq. (6), Λ is thus 
approximately 0.5 μm for neff = 1.5, the approximate index of refraction of the glass in a fiber. Due to 
the small period, on the order of 1 μm, FBGs are typically classified as short-period gratings (SPGs).

Bragg Grating Sensor Fabrication

Fiber Bragg gratings have commonly been manufactured using two side-exposure techniques, 
namely interferometric and phase mask methods. The interferometric method, shown in Fig. 5, uses 
an ultraviolet (UV) writing beam at 244 or 248 nm, split into two parts of approximately the same 
intensity by a beam splitter.8 The two beams are focused on a portion of the Ge-doped fiber, whose 
protective coating has been removed using cylindrical lenses. The period of the resulting interfer-
ence pattern, and hence the period of the Bragg grating element to be written, is varied by altering 
the mutual angle q. A limitation of this method is that any relative vibration of the pairs of mirrors 
and lenses can lead to the degradation of the quality of the fringe pattern and the fabricated grating; 
thus the entire system has a stringent stability requirement. To overcome this drawback, Kashyap10

proposed a novel interferometer technique in which the path difference between the interfering UV 
beams is produced by propagation through a right-angled prism, as shown in Fig. 6. This geometry 
is inherently stable because both beams are perturbed similarly by any prism vibration.

FIGURE 4 Mode-coupling mechanism in fiber Bragg gratings. The 
large value of Δb in FBGs requires a small value of the grating periodicity Λ.
The hatched regions represent the guided modes in the forward (b > 0) and 
reverse (b > 0) directions.
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The phase mask technique has gained popularity as an efficient holographic side-writing proce-
dure for grating fabrication.11 In this method, shown in Fig. 7, an incident UV beam is diffracted into 
−1, 0, and +1 orders by a relief grating typically generated on a silica plate by electron beam exposure 
and plasma etching. The two first diffraction orders undergo total internal reflection at the glass-air 
interface of a rectangular prism and interfere at the location of the fiber placed directly behind the 
mask. This technique is wavelength specific, since the period of the resulting two-beam interference 
pattern is uniquely determined by the diffraction angle of −1 and +1 orders and thus the properties 
of the phase mask. Obviously, different phase masks are required for the fabrication of gratings at dif-
ferent Bragg wavelengths. A setup for actively monitoring the growth of a grating in the transmission 
mode during fabrication is shown in Fig. 8.

Bragg Grating Sensors 

From Eq. (6) we see that a change in the value of neff and/or Λ can cause the Bragg wavelength l to 
shift. This fractional change in the resonance wavelength Δl/l is given by 

Δ ΔΛ
Λ

Δλ
λ

= +
n

n
eff

eff

  (7)

where ΔΛ/Λ and Δneff/neff are the fractional changes in the period and the effective index, respectively. 
The relative magnitudes of the two changes depend on the type of perturbation to which the grating is 
subjected. For most applications the effect due to change in effective index is the dominating mechanism.

An axial strain e in the grating changes the grating period and the effective index and results in a 
shift in the Bragg wavelength, given by

1 1 1
λ

λ
ε ε ε

Δ
Λ

ΔΛ Δ
= +

n

n

eff

eff   (8)

The first term on the right side of Eq. (8) is unity, while the second term has its origin in the photoelas-
tic effect. An axial strain in the fiber serves to change the refractive index of both the core and the cladding. 
This results in a variation in the value of the effective index of glass. The photoelastic or strain-optic coef-
ficient is approximately −0.27. Thus, the variations in neff and Λ due to strain have contrasting effects on 
the Bragg peak. The fractional change in the Bragg wavelength due to axial strain is 0.73e, or 73 percent of 
the applied strain. At 1550 and 1300 nm, the shifts in the resonance wavelength are 11 nm/%e and 
9 nm/%e, respectively. An FBG at 1500 nm shifts by 1.6 nm for every 100°C rise in temperature.7

FIGURE 7 Phase mask method 
of fabricating Bragg gratings.
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Limitations of Bragg Grating Strain Sensors

The primary limitation of Bragg grating sensors is the complex and expensive fabrication technique. 
Although side-writing is commonly being used to manufacture these gratings, the requirement of 
expensive phase masks increases the cost of the sensing system. In the interferometric technique, 
stability of the setup is a critical factor in obtaining high-quality gratings. Since index changes of the 
order of 10−3 are required to fabricate these gratings, laser pulses of high energy levels are necessary.

The second primary limitation of Bragg gratings is their limited bandwidth. The typical value of 
the full width at half-maximum (FWHM) is between 0.1 and 1 nm. Although higher bandwidths can 
be obtained by chirping the index or period along the grating length, this adds to the cost of the grating 
fabrication. The limited bandwidth requires high-resolution spectrum analysis to monitor the grating 
spectrum. Kersey and Berkoff12 have proposed an unbalanced Mach-Zehnder interferometer to detect 
the perturbation-induced wavelength shift. Two unequal arms of the Mach-Zehnder interferometer 
are excited by the back reflection from a Bragg grating sensor element. Any change in the input opti-
cal wavelength modulates the phase difference between the two arms and results in a time-varying 
sinusoidal intensity at the output. This interference signal can be related to the shift in the Bragg peak 
and the magnitude of the perturbation can be obtained. Recently, modal interferometers have also 
been proposed to demodulate the output of a Bragg grating sensor.13 The unbalanced interferometers 
are also susceptible to external perturbations and hence need to be isolated from the parameter under 
investigation. Moreover, the nonlinear output may require fringe counting, which can be complicated 
and expensive. Additionally, a change in the perturbation polarity at the maxima or minima of the 
transfer function curve will not be detected by this demodulation scheme. To overcome this limita-
tion, two unbalanced interferometers may be employed for dynamic measurements.

Cross-sensitivity to temperature leads to erroneous displacement measurements in applications 
where the ambient temperature has a temporal variation. So a reference grating used to measure temper-
ature change may be utilized to compensate for the output of the strain sensor. Recently, temperature-
independent sensing has been demonstrated using chirped gratings written in tapered optical fibers.14 

Finally, the sensitivity of fiber Bragg grating strain sensors may not be adequate for certain appli-
cations. This sensitivity of the sensor depends on the minimum detectable wavelength shift at the 
receiver. Although excellent wavelength resolution can be obtained with unbalanced interferometric 
detection techniques, standard spectrum analysis systems typically provide a resolution of 0.1 nm. At 
1300 nm, this minimum detectable change in wavelength corresponds to a strain resolution of 111 me.
Hence, in applications where strains smaller than 100 me  are anticipated, Bragg grating sensors may 
not be practical. The dynamic range of strain measurement can be as much as 15,000 me.

24.5 LONG-PERIOD GRATING SENSORS

This section discusses the use of novel long-period gratings (LPGs) as displacement-sensing devices. 
We analyze the principle of operation of these gratings, their fabrication process, typical experimen-
tal evaluation, their demodulation process, and their cross-sensitivity to ambient temperature.

Principle of Operation

Long-period gratings that couple the fundamental guided mode to different guided modes have 
been demonstrated.15,16 Gratings with longer periodicities that involve coupling of a guided mode 
to forward-propagating cladding modes were recently proposed by Vengsarkar et al.17,18 As discussed 
previously, fiber gratings satisfy the Bragg phase-matching condition between the guided and clad-
ding or radiation modes or another guided mode. This wavelength-dependent phase-matching con-
dition is given by 

β β β π
01

2− = =Δ
Λ

  (9)
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where Λ is the period of the grating and b01 and b are the propagation constant of the fundamental 
guided mode and the mode to which coupling occurs, respectively.

For conventional fiber Bragg gratings, the coupling of the forward-propagating LP01 mode occurs 
to the reverse-propagating LP01 mode ( ).β β= − 01  Since Δb is large in this case, as shown in Fig. 9a, the
grating periodicity is small, typically on the order of 1 μm. Unblazed long-period gratings couple the 
fundamental mode to the discrete and circularly symmetric, forward-propagating cladding modes  
( ),β β= n  resulting in smaller values of Δb, as shown in Fig. 9b, and hence periodicities ranging in the 
hundreds of micrometers.17 The cladding modes attenuate rapidly as they propagate along the length 
of the fiber, due to the lossy cladding-coating interface and bends in the fiber. Since Δb is discrete 
and a function of the wavelength, this coupling to the cladding modes is highly selective, leading to a 
wavelength-dependent loss. As a result, any modulation of the core and cladding guiding properties 
modifies the spectral response of long-period gratings, and this phenomenon can be utilized for sens-
ing purposes. Moreover, since the cladding modes interact with the fiber jacket or any other material 
surrounding the cladding, changes in the index of refraction or other properties of these effective 
coatings materials can also be detected.

LPG Fabrication Procedure 

To fabricate long-period gratings, hydrogen-loaded (3.4 mole %), germanosilicate fibers may be 
exposed to 248-nm UV radiation from a KrF excimer laser through a chrome-plated amplitude 
mask possessing a periodic rectangular transmittance function. Figure 10 shows a typical setup used 

FIGURE 9 Depiction of mode coupling in (a) Bragg gratings and 
(b) long-period gratings. The differential propagation constant Δb deter-
mines the grating periodicity.
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to fabricate such gratings. The laser is pulsed at approximately 20 Hz with a pulse duration of several 
nanoseconds. The typical writing times for an energy of 100 mJ/cm2/pulse and a 2.5-cm exposed 
length vary between 6 and 15 min for different fibers. The coupling wavelength lp shifts to higher 
values during exposure due to the photoinduced enhancement of the refractive index of the fiber core 
and the resulting increase in b01. After writing, the gratings are annealed at 150°C for several hours 
to remove the unreacted hydrogen. This high-temperature annealing causes lp to move to shorter 
wavelengths due to the decay of UV-induced defects and the diffusion of molecular hydrogen 
from the fiber. Figure 11 depicts the typical transmittance of a grating. Various attenuation bands 
correspond to coupling to discrete cladding modes of different orders. A number of gratings can be 
fabricated at the same time by placing more than one fiber behind the amplitude mask. Due to the 
relatively long spatial periods, the stability requirements during the writing process are not so severe 
as those for short-period Bragg gratings.

For coupling to the highest-order cladding mode, the maximum isolation (loss in transmis-
sion intensity) is typically in the 5- to 20-dB range on wavelengths depending on fiber parameters, 
duration of UV exposure, and mask periodicity. The desired fundamental coupling wavelength can 
easily be varied by using inexpensive amplitude masks of different periodicities. The insertion loss, 
polarization mode dispersion, backreflection, and polarization-dependent loss of a typical grating 
are 0.2 dB, 0.01 ps, −80 dB, and 0.02 dB, respectively. The negligible polarization sensitivity and 
backreflection of these devices eliminates the need for expensive polarizers and isolators.

We now look at representative experiments that have been performed and discussed to examine 
the displacement sensitivity of long-period gratings written in different fibers.19,20 For example, grat-
ings have been fabricated in four different types of fibers—standard dispersion-shifted fiber (DSF), 
standard 1550-nm fiber, and conventional 980- and 1050-nm single-mode fibers. For the sake of 
brevity, these will be referred to as fibers A, B, C, and D, respectively. The strain sensitivity of gratings 
written in different fibers was determined by axially straining the gratings between two longitudinally 
separated translation stages. The shift in the peak loss wavelength of the grating in fiber D as a func-
tion of the applied strain is depicted in Fig. 12 along with that for a Bragg grating (about 9 nm/% e at 
1300 nm).7 The strain coefficients of wavelength shift b for fibers A, B, C, and D are shown in Table 1. 

FIGURE 11 Transmission spectrum of a long-period 
grating written in Corning FLEXCOR fiber with period 
Λ = 198 μm. The discrete, spiky loss bands correspond to the 
coupling of the fundamental guided mode to discrete cladding 
modes.
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Fiber D has a coefficient of 15.2 nm/%e, which gives it a strain-induced shift that is 50 percent larger 
than that for a conventional Bragg grating. The strain resolution of this fiber for a 0.1-nm detectable 
wavelength shift is 65.75 me.

The demodulation scheme of a sensor determines the overall simplicity and sensitivity of the sens-
ing system. Short-period Bragg grating sensors were shown to possess signal processing techniques 
that are complex and expensive to implement. We now present a simple demodulation method to 
extract information from long-period gratings. The wide bandwidth of the resonance bands enables 
the wavelength shift due to the external perturbation to be converted into an intensity variation that 
can be easily detected.

Figure 13 shows the shift induced by strain in a grating written in fiber C. The increase in the loss 
at 1317 nm is about 1.6 dB. A laser diode centered at 1317 nm was used as the optical source, and 
the change in transmitted intensity was monitored as a function of applied strain. The transmitted 
intensity is plotted in Fig. 14 for three different trials. The repeatability of the experiment demon-
strates the feasibility of using this simple scheme to utilize the high sensitivity of long-period gratings. 
The transmission of a laser diode centered on the slope of the grating spectrum on either side of the 
resonance wavelength can be used as a measure of the applied perturbation. A simple detector and 
amplifier combination at the output can be used to determine the transmission through the detector. 

FIGURE 12 Shift in the highest order resonance 
band with strain for a long-period grating written in fiber D
(circles). Also depicted is the shift for a conventional 
Bragg grating (dashed line).
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TABLE 1 Strain Sensitivity of Long-Period Gratings Written in 
Four Different Types of Fibers

  Strain Sensitivity
 Type of Fiber (nm/%e)

A—standard dispersion-shifted fiber (DSF) −7.27
B—standard 1550-nm communication fiber 4.73
C—conventional 980-nm single-mode fiber 4.29
D—conventional 1060-nm single-mode fiber 15.21

Values correspond to the shift in the highest order resonance wavelength. 
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On the other hand, a broadband source can also be used to interrogate the grating. At the output an 
optical bandpass filter can be used to transmit only a fixed bandwidth of the signal to the detector. 
The bandpass filter should again be centered on either side of the peak loss band of the resonance 
band. These schemes are easy to implement, and unlike the case for conventional Bragg gratings, 
complex and expensive interferometric demodulation schemes are not necessary.20

FIGURE 13 Strain-induced shift in a long-period grating 
fabricated in fiber C. The loss at 1317 nm increases by 1.6 dB due 
to the applied strain (5036 me).
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Temperature Sensitivity of Long-Period Gratings 

Gratings written in different fibers were also tested for their cross-sensitivity to temperature.20 The tem-
perature coefficients of wavelength shift for different fibers are shown in Table 2. The temperature sen-
sitivity of a fiber Bragg grating is 0.014 nm/°C. Hence the temperature sensitivity of a long-period grat-
ing is typically an order of magnitude higher than that of a Bragg grating. This large cross-sensitivity to 
ambient temperature can degrade the strain sensing performance of the system unless the output signal 
is adequately compensated. Multiparameter sensing using long-period gratings has been proposed to 
obtain precise strain measurements in environments with temperature fluctuations.19

In summary, long-period grating sensors are highly versatile. These sensors can easily be used in 
conjunction with simple and inexpensive detection techniques. Experimental results prove that these 
methods can be used effectively without sacrificing the enhanced resolution of the sensors. Long-period 
grating sensors are insensitive to input polarization and do not require coherent optical sources. Cross-
sensitivity to temperature is a major concern while using these gratings for strain measurements. 

24.6 COMPARISON OF SENSING SCHEMES 

Based on these results, interferometric sensors have a high sensitivity and bandwidth but are limited by 
nonlinearity in their output signals. Conversely, intrinsic sensors are susceptible to ambient temperature 
changes, while grating-based sensors are simpler to multiplex. Each may be used in specific applications. 

24.7 CONCLUSION 

We have briefly summarized the performance of four different interferometric and grating-based 
sensors as representative of the very wide range of possible optical fiber sensor instrumentation 
and approaches. This analysis was based on the sensor head fabrication and cost, signal processing, 
cross-sensitivity to temperature, resolution, and operating range. Relative merits and demerits of the 
various sensing schemes were discussed.
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25.1 GLOSSARY

Symbols

 a fi ber core radius

 F fi lling factor of air holes in a PCF

 G signal gain in a fi ber

 g(z) gain as a function of length

 k0 wavenumber in vacuum

 M2 beam quality factor; a value of 1 indicates a diffraction-limited beam

 n refractive index

 N population density of an energy level

 P power of laser emission

 R mirror refl ectivity

 Veff effective V parameter for a PCF

 wL mode fi eld radius

 a propagation loss

 hpump pump overlap with doped region

 hsignal signal overlap with doped region

 l wavelength

 Λ pitch or spacing of air holes in a PCF

 v frequency

 s emission or absorption cross section

 t upper-state lifetime
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Abbreviations and Definitions

 Air-cladding  Region of air holes connected by thin glass bridges to the cladding region of a 
photonic crystal fi ber forming an air-glass boundary used to guide pump radiation 
with high numerical aperture

 AO Acousto-optical

 AR Antirefl ective

 ASE Amplifi ed spontaneous emission

 CCC  Chirally coupled core, a type of fi ber with a small satellite core chirally wrapped 
around the signal core; the small core couples higher-order modes out from the 
central core allowing larger mode areas

 Cladding  The region of an optical fi ber that surrounds the core; in conventional fi bers this region 
is lower refractive index than the core to allow total internal refl ection guidance

 Core  The central region in a fi ber where signal light is guided in most cases by total internal 
refl ection

 CPA  Chirped pulse amplifi cation, a technique used to amplify ultrashort pulses whereby 
the pulse is temporally stretched before being amplifi ed and recompressed after 
amplifi cation in order to avoid high peak powers in the amplifi er

 DFB Distributed feedback laser

 Dichroic  An optical element that exhibits desired properties at two separate wavelengths (for 
instance, a mirror that is HR at one wavelength and HT at another)

 EO Electro-optical

 FBG Fiber Bragg grating

 GG IAG  Gain-guided index antiguided fi bers are fi bers with core index less than that of the 
cladding but which can have gain in the core to compensate for losses

 GMRF  Guided-mode resonance fi lter, a device consisting of a subwavelength grating on 
top of a waveguide layer used to form a narrow band refl ectivity

 HOM  Higher-order mode, any mode of a fi ber of higher order than the fundamental mode

 HR High refl ectivity

 HT High transmission

 LMA  Large mode area; any of a number of techniques or technologies used to increase the 
mode fi eld diameter of a fi ber intended for use in an amplifi er or laser system where 
high power operation requires larger mode fi eld diameters to avoid nonlinear effects

 MCVD  Modifi ed chemical vapor deposition; a technique for fi ber preform fabrication 
involving depositing chemical “soots” on the inside of a glass tube and subsequently 
collapsing the tube

 MFA  Mode fi eld adaptor; device used to change the mode fi eld diameter of a fi ber to 
match that of a second fi ber

 MFD  Mode fi eld diameter; diameter of the distribution of radiation within an optical 
fi ber usually at 1/e2 value of power

 MOPA  Master oscillator power amplifi er; system involving a low-power laser source (the 
oscillator) amplifi ed by one or many amplifi er chains

 Multicore fi ber  Fibers possessing several cores within a single cladding with each core designed to 
separately guide light and with these cores arrayed in such a pattern as to produce 
desired beam profi le in the far fi eld

 NA  Numerical aperture of a fi ber; a function of square root of the difference of the 
squares of the refractive index of core and cladding

 OVD  Outside vapor deposition; a technique for fi ber preform manufacture

 PCF  Photonic crystal fi ber; one of several fi ber types with a latticelike structure of 
different refractive indices to create guidance in a fi ber



 PM  Polarization-maintaining fi ber; fi ber designed with one of a variety of stress-in-
ducing structures to introduce birefringence in the fi ber core

 Pump cladding  The region of a double-clad fi ber within which pump radiation is guided so it can cross 
through the doped fi ber core, surrounded by a lower index glass or polymer layer

 SBS Stimulated Brillouin scattering

 SESAM  Semiconductor saturable absorber mirror; a mirror with built-in saturable absorption 
that is often used to mode-lock fi ber laser systems

 SMET  Single-mode excitation technique; a technique where light from a laser source is 
launched into a fi ber with appropriate care to launch only the fundamental mode 
of the fi ber, even if the fi ber itself is multimode

 SPM Self-phase modulation

 SRS Stimulated Raman scattering

 TEC  Thermally expanded core; a technique for heating a fi ber core causing the core 
dopants to diffuse, thus expanding it

 TFB  Tapered fi ber bundle; device combining multiple pump fi bers into a bundle to 
deliver pump radiation to a fi ber laser or amplifi er

 USP Ultrashort pulse

 VAD Vapor axial deposition; a technique for fi ber preform manufacture

 VBG Volume Bragg grating

 V-parameter  Parameter that indicates guidance properties of a fi ber; a value less than 2.405 indicates 
single-mode guidance; V is a function of wavelength, NA, and core radius

 ZBLAN  A fl uoride glass named for its chemical composition containing ZnF4, BaF2, LaF3,
AlF3, and NaF

25.2 INTRODUCTION

Introductory Remarks

Although fiber lasers were first demonstrated at the dawn of the laser age,1 it is only recently that 
fiber lasers have risen in visibility on the landscape of laser development. This resurgence arose as 
a consequence of transformational changes in pump technology, and fiber design and fabrication 
techniques. Thus nowadays a fiber laser can be thought of as a device for the conversion of light 
from low brightness laser diodes to high brightness, highly coherent laser light. Their rise in power 
and brightness capabilities has been so significant that they are now beginning to invade the appli-
cations space once dominated by solid-state lasers. As these devices permeate many fields of laser 
applications in manufacturing medicine and defense, there are growing demands and constraints 
placed on the fiber laser’s spectrum, beam quality, and pulse duration. These demands can only be 
met with solid-state lasers at the expense of efficiency, complexity, and cost. However, they are in 
many cases a natural consequence, or relatively simple modification of modern fiber lasers. 

As industrial, medical, and defense applications of the high-power lasers force increasing levels of 
electrical efficiency, beam quality, and ruggedness with commensurate reductions in cost, complexity, 
and footprint, fiber lasers will increasingly meet these needs. In this chapter we summarize the basic 
principles of fiber lasers, the latest developments in design and fabrication, their different modalities 
in output characteristics, and their potential for future growth in output power and overall utility. 

A Brief History of Fiber Lasers

Although most of the developments in fiber lasers did not occur until the onset of the fiber optics 
telecommunications and the development of high-power optical diodes, it should not be forgotten 

HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.3



25.4  FIBER OPTICS

that the basic concept of the fiber laser, that of a doped fiber core surrounded by optically transparent 
cladding was devised by Snitzer in the early 1960s at the very birth of the laser age.1–3 The current 
rapid growth in high-power fiber laser achievements owes its origins to (1) the development of high 
quality silica fibers and (2) the development of high-power diode laser technology.

The rapid growth in telecommunications and the large investments in improving optical fiber 
technology spurred new interest in fiber lasers in the 1970s. Multimode core-pumped fiber lasers were 
demonstrated, pumped by both diode lasers and bulk lasers.4,5 Silica became the standard host mate-
rial for most fiber lasers, a direct extension of fiber optics telecommunications technology. Despite the 
improving optical quality of silica fibers, the first single-mode fiber laser was not demonstrated until 
the mid-1980s, This laser was still of low power, due to the unavailability of high brightness pump 
sources for the directly core-pumped scheme.6 The 1980s also saw the first tunable and Q-switched 
fiber lasers.7,8 At that time fiber laser development was largely driven by the potential of (erbium) 
Er-doped fiber at approximately 1.5 μm,9,10 to serve as low-loss, low-dispersion, optical amplifiers11

transformed the telecommunications industry. 
High laser power single-mode fiber lasers beyond approximately 1 W of output power, at this time 

were limited by available single-mode diode pump sources required for the core-pumping scheme. 
It was difficult to efficiently couple light from then-available diode sources into single-mode fiber 
cores due to the diode’s elliptical beam output shape and limitations on single transverse mode diode 
output powers. The most significant advance to overcoming this problem has become the basis for 
all high-power fiber lasers manufactured today, the so called “double clad fiber” was first proposed in 
1988 by Snitzer.12 Shown schematically in Fig. 1, the introduction of a second, undoped inner clad-
ding of much larger diameter (typically > 100 μm) than the doped core allowed for effective coupling 
of much higher pump powers. So long as this inner cladding layer had a refractive index less than that 
of the core, there was effective coupling of the pump light into the core region. Similarly the outer 
cladding layer must have a refractive index less than that of the inner cladding region, in order to limit 
the loss of pump light from the fiber.

This innovation led to a period of rapid increase in fiber laser output power, limited only by pump 
diode power.12–15 The double clad fiber enabled scaling to 110 W average powers and approximately 
100 μJ peak powers in purely single-mode fiber cores. At these power levels, however, further increases 
in the power of fiber lasers were impeded by a set of new problems associated with nonlinear optical 
effects and fiber damage in the very small single-mode cores.16,17 New concepts for increasing the 
size of the fiber laser core, now commonly referred to as large-mode-area (LMA) fibers were demon-
strated in Refs. 17 to 19. LMA technologies have given birth to the state-of-the-art high-power fiber 
lasers that exist today, enabling continuous wave (CW) lasers to reach powers of more than 3 kW and 
pulsed fiber laser to reach more than 4 mJ output power in nanosecond pulses with diffraction-limited 
beam quality.20,21

FIGURE 1 Simple schematic of a double clad fiber. 
The refractive index profile should have the following 
index relation: ncore > n inner cladding > nouter cladding.

Outer cladding
(often low index polymer)

Inner cladding
pump guidance

Doped core
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Rapid Growth of Fiber Lasers

Beginning with the development of the first double clad fiber laser and continuing with LMA fiber 
laser technologies, the output powers of fiber lasers has undergone near-exponential growth in the 
last 10 years. A convenient benchmark for such growth can be seen in the output power of CW Yb 
fiber lasers beginning around 1997. Figure 2 shows the highest reported output powers of Yb CW 
fiber lasers over a period of years. 

The LMA fiber technologies described here are critical to the future growth of high-power fiber 
lasers. In the future, the development and refinement of LMA technologies will lead to further growth 
in output powers, with 10 kW being a reasonable goal in the not-too-distant future. Indeed, recently a 
paper outlining the limitations in output power from single-mode Yb-based fiber lasers has approxi-
mated the upper limit on output power at 36 kW from a single fiber based on today’s technology and 
reasonable assumptions for future growth.35

Comparison of Fiber Lasers to Bulk Lasers

High-power fiber lasers possess several advantages when compared to bulk solid-state lasers. These 
include their compact, simple construction, simplified thermal management, extremely high beam 
quality, and high optical-to-optical efficiency. These beneficial properties are forces driving the use 
of fiber lasers for high-power applications. 

Fiber laser systems offer a clear advantage in terms of their size and performance in harsh environments. 
This follows from the fact that fiber lasers are often completely monolithic. That is, they are comprised 
of an unbroken chain of all-fiber-based components with no need for realignment and no potential for 
contamination. Though some very high-power kilowatt-class fiber-based systems have not yet been made 
completely monolithic and still require some free-space components, the fact that a majority of the cavity 
exists “in fiber” still provides a stability benefit compared to bulk solid-state lasers. In fact the highest power 
systems demonstrated have been completely monolithic systems.21,32

Fiber lasers also have a distinct advantage over bulk lasers in terms of thermal management resulting 
from the much larger surface area of fiber lasers compared to bulk lasers.36,37 This enables the heat depo-
sition resulting from the quantum defect of the pump light to be distributed over the full length of a fiber. 
Most fiber lasers can operate with only minimal attention to thermal management, though cooling and 
attention to thermal issues in fiber lasers cannot be completely ignored for reasons including polymer 
coating integrity and laser efficiency as suggested by studies done in Refs. 38 to 40.

FIGURE 2 Plot of highest achieved CW output powers in fiber lasers 
operating at 1 μm wavelength dating from 1997 to the present day based on 
Refs. 16 and 21 to 34.
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Often, high-power applications call for the power to be delivered at long distances from the laser 
output itself or for light to be focused to extremely small spot sizes leading to a requirement for 
diffraction-limited beams. In a fiber laser, the transverse modes are defined by the fiber itself. Correct 
fiber design ensures that no other modes besides the lowest-order transverse mode are allowed to 
exist in the waveguide, the core of the fiber, leading to excellent output beam quality. Bulk lasers are 
often victims of optical distortions due to thermal lensing and birefringence in the gain media caused 
by temperature gradients and the temperature sensitive nature of the refractive index. In general, fiber 
lasers are mostly immune to thermal gradient induced optical distortion because of more efficient 
heat removal and the wave-guiding nature of the fiber.

25.3 Fiber Laser Limitations

Despite the many advantages of fiber lasers, fiber-based systems also have some limitations that 
require further research and development to mitigate. These limitations all stem from the small core 
sizes of fibers. 

Optical Damage

The most obvious limitation is the damage threshold of the fiber core material due to the laser high-
power density in the relatively small fiber core area. The bulk damage threshold of silica is extremely 
high (~600 GW/cm2 at ~1000 nm wavelength) though tightly focused pulses can damage the bulk 
material. However, damage most easily occurs when light exiting the fiber reaches the surface damage 
threshold, which in silica is approximately 40 GW/cm2.41 The most obvious way to mitigate this 
damage threshold is to increase the core size; however, due to the need to maintain beam quality this 
technique has limitations. An alternative method for damage mitigation in fiber amplifiers is end 
capping, a process which involves splicing a coreless short section of fiber onto the end of a fiber, 
allowing the expansion of the beam before reaching the glass-air interface.

Nonlinear Effects

A second issue in high-power fiber lasers is the result of detrimental nonlinear effects. Such effects 
are based on third-order nonlinearities in the glass such as self phase modulation, stimulated Raman 
scattering (SRS), stimulated Brillouin scattering (SBS), and self focusing. Details on the origins and 
background of such effects can be found in Chap. 10, “Nonlinear Effects in Optical Fibers,” in this 
volume and Chap. 15, “Stimulated Raman and Brillouin Scattering” in Vol. IV. The impact and sever-
ity of these nonlinear effects varies depending on the laser type. Narrow linewidth lasers suffer from 
unwanted spectral broadening at high powers caused by stimulated Brillouin scattering. Pulsed 
lasers can experience the effects of Raman scattering. Ultrashort pulse lasers can experience pulse 
distortions based on self phase modulation. In addition, high average powers cause a hard limita-
tion due to the onset of self focusing in bulk glass leading eventually to catastrophic damage. With 
the exception of self-focusing, which is core size independent; other nonlinear effects can again be 
mitigated by simply increasing core diameter. In addition, other techniques such as acoustic design 
of fiber and thermal control of a fiber can be used to reduce such effects as SBS.42–44

Energy Storage

A limitation in high power fiber lasers with high energy pulses is the small gain volume of the doped 
core. Even in a very long fiber the total volume of gain medium is small. Fiber lasers that must have 
high pulse energies find a limitation in terms of the capability to store sufficient energy in the fiber core. 
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In addition, the leading edge of a pulse can “steal” or saturate the gain in fiber amplifiers and the pulse 
itself can become temporally distorted. Such issues can be mitigated by of course increasing the fiber 
core diameter, leading to more gain medium volume and, consequently, higher energy storage. In addition, 
pulse deformation can be circumvented by using an input pulse designed to compensate for the defor-
mation with a shape designed to accommodate for the nonuniform temporal gain. 

CW Damage Threshold

The damage threshold of extremely high-power CW fiber lasers is reviewed in Ref. 35. There each of the 
previously discussed damage mechanisms, as well as additional damage considerations are considered 
in order to make an estimate of maximum achievable power from a single-mode single-fiber device 
operating at a wavelength near 1000 nm.35 Using this reference as a basis the reader can also make some 
extrapolations about the damage threshold of fiber lasers at longer, eyesafe wavelengths. In many cases 
it appears that such longer-wavelength fiber laser (most notably at 1.5 and 2 μm) may have improved 
power handling capabilities in many situations compared to their 1-μm counterparts.

25.4 Fiber Laser Fundamentals

Fiber Laser Operation

The fundamentals of fiber laser operation and amplification are the same as those in any laser system. 
Equations describing laser operation of a bulk laser can be adapted to fiber lasers by taking into account 
the wave-guiding nature of the fiber and using the appropriate parameters. A detailed description of 
laser operation as a whole can be found in Chap. 16, “Lasers” and Chap. 23, “Quantum Theory of the 
Laser,” in Vol. II of this Handbook. Included here are only a few equations useful to the design and oper-
ation of fiber lasers.

It is convenient to describe the operation of a fiber gain medium by a set of rate equations. The 
following define the operation of a simple fiber laser system that, depending on the sign selected, can 
have pump and signal light traveling in either direction in the fiber,

± = −
±∂

∂
P

z
N Npump

pump pump pumpη σ λ σ λ( ( ) ( ) )10 1 01 0 PP

P

z
N

pump

signal

signal signal

±

±

± = −
∂

∂
η σ λ( ( )10 1 σσ λ01 0( ) )signal signalN P±  (1)

Here the ± indicates direction of propagation, Ni is the energy of a given level i, s ij is the emission or 
absorption cross section from level i to level j, P is power of a given signal, hpump is the pump overlap 
with the doped region, and hsignal is the signal overlap with the doped region.45,46 This model does 
not take amplified spontaneous emission (ASE) or temporal effects into account. Equation (1) can 
be solved by applying slightly more sophisticated modeling discussed in Refs. 45 and 46. Solving the 
coupled differential Eq. (1) numerically, one can obtain the change in pump and laser signal power 
over distance along the fiber and in time. In addition, by using the appropriate boundary conditions 
these equations can be used to model amplifiers in the co-, counter- and bidirectional propagation 
of pump light and also oscillators. 

Considering the signal power in the fiber, the total gain in a fiber is the integral of gain along the 
fiber length where the gain at any given point along the fiber is given by

g z N z N z( ) [ ( ) ( ) ( ) ( )]= −σ λ σ λ10 1 01 0signal signal  (2)
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Thus, the signal gain in a fiber can be expressed as

G
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with aL the core propagation loss, and all other terms as defined earlier.47 The final expression to be 
defined is the laser saturation power given by47

P
hv A

satsignal

signal core

signal

=
+[ ( ) (σ λ σ λ10 01 ssignal )]τ10

 (4)

This saturation power can be used to describe the change in the small signal gain as the power is 
increased. In addition, in order for the amplifier to have efficient energy extraction, the signal input 
must be on the order of the saturation power.

Another important relationship for fiber lasers describes the relative output power from either end 
of a fiber. Knowledge of the optimum amount of feedback required into one end of the fiber is useful 
to ensure a majority of output from the other end. To determine the exact output power performance 
of a fiber laser, either solutions to coupled differential equations for signal round trip propagation in 
a fiber or a detailed Rigrod analysis48 must be computed. However a simplified expression can be writ-
ten if certain assumptions are made, and the ratio of output power from each fiber end as a function 
of their reflectivity can be written as follows:
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where R1 or 2 is the reflectivity of end 1 or 2. Clearly if the reflectivity of one end is far greater than the 
other, the output power will be predominantly from the lower reflectivity end.46,48 Since most simple 
fiber lasers use approximately 4 percent Fresnel reflection at one end as an output coupler (and even 
those that employ fiber Bragg grating output coupler use reflectivities typically in the range of 4 to 
15%), only relatively low feedback (much less than 90%) is required on the opposing end to ensure 
that a majority of power leaves from the low reflectivity end. 

Important Fiber Equations

A second set of equations related to fiber lasers govern the guidance of light in the fibers themselves. 
The fundamentals of light guidance in optical fibers can be found in Part 4, “Fiber Optics,” Vol. V 
and Ref. 49. Since LMA fiber lasers are currently the most promising for substantial output powers 
the following discussion deals with guided light propagation in this type of fiber laser. 

The fiber V parameter is defined as

V k a n n= −0 1
2

2
2  (6)

where is k0 the wavenumber and a the core radius and with square root of the difference of the 
squares of n1 and n2 alternately expressed as the fiber NA (numerical aperture). The V parameter 
can be used to determine the guiding properties of a fiber with a given core and numerical aperture. 
A fiber core with a V parameter of less than 2.405 can sustain only a single lowest-order mode. Most 
LMA fibers have a V parameter closer to 3 or 4, with large core radii a and small numerical apertures 
NA. Weak guidance of higher-order modes in LMA fibers allows them to be stripped out by using 
techniques that provide preferential loss to higher-order modes discussed later and hence enables 
single-mode propagation in a multimode fiber. The control of the NA and hence the V parameter is 
therefore a principal factor in LMA fiber laser design.
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It is important to note that the true mode area of a fiber does not correspond to the actual core size 
of the fiber, due to the multimode nature of LMA fiber cores fundamental mode diameter (also known 
as mode field diameter) may be smaller than the actual core diameter. In the case of truly single-mode 
fibers the mode field diameter may actually be larger than core diameter. Hence, when quoting mode 
area (the important factor in determining damage threshold and nonlinearities in fiber lasers) one 
should use the actual size of the lowest-order mode, not the core size. This is especially important when 
dealing with fiber splicing or mode field adaptation between dissimilar fibers where splice or device 
losses must be minimized. This mode diameter can be approximated by the equation

w a
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where wL is the mode radius, V is the V parameter and a is core radius, it should be noted that this is 
valid for the mode field radius of the fundamental mode in the cases where V is more than 2.405.50

We now consider briefly the highly multimode regime. In this case hundreds to thousands of fiber 
modes can exist in different mode families. The actual number of modes in any fiber is proportional 
to V2, so for fibers with very large core and/or NA, a very large number of modes can propagate.51

It is a property of light in fibers that as one goes to higher mode number, the location of energy in 
the higher-order modes moves outward from the center of the fiber. As a consequence, when light 
is propagating in a highly multimode fiber (for instance, the pump cladding of a double clad fiber), 
there is a significant portion of energy that may never cross into the core. This can be both a positive 
effect in terms of evanescent pump coupling and a negative effect in terms of helical modes not being 
absorbed in the core of double clad fibers. As consequence, one must be aware of not only the number 
of modes but their shape within the fiber when making design considerations in a fiber laser system. 

25.5 FIBER LASER ARCHITECTURES

Fiber laser architectures have evolved as improvements in pump coupling technologies and laser diode 
brightness, and fiber-based components have driven higher power, and more efficient, compact, stable, 
and robust platforms. Originally so-called “free-space coupling” using conventional optical elements to 
image the light output from diode lasers or diode laser bars (lenses, prisms, etc.) was the only effective 
fiber laser architecture for high-power systems and it still offers advantages for developmental systems. 
However, there are inherent advantages to “all-fiber” or “monolithic” systems in simplicity, efficiency, 
stability, compactness, and cost. Here the relevant diode and fiber technologies are described before 
free-space pumping architectures are laid out, and the latest all-fiber approaches are summarized.

Pumping Techniques

After the fiber itself, the most critical element of a fiber laser system is the pump delivery technique. 
Since diode lasers are used to pump fiber lasers, this section describes how low-brightness diode laser 
light is coupled into the core of a fiber laser or amplifier. Efficient fiber lasers rely on effective launch 
of high average diode laser pump power into the fiber. Unabsorbed or improperly launched pump 
light results in waste heat that can cause thermal damage to polymer coatings on the fiber, to the pump 
combiners, to other devices in the system or to the fiber itself. It is also a waste of expensive diode laser 
pump power. As a result in any fiber laser system, whether free space coupled or monolithic, the design 
of the pumping system is critical. Fiber-pumping design can be divided into issues of core-clad con-
figuration, choice of diode laser source, and actual pump power delivery method into the fiber. 

Pump Launch Schemes By far the simplest and most widely used pump scheme is end pumping by 
imaging the diode laser delivery fiber (or diode output facet itself) onto the end of the fiber laser or 
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amplifier. Two lenses are used, designed for minimal aberrations, resulting in small pump spot size for effi-
cient coupling. The pump light must be delivered into a spot less than the diameter of the fiber and within 
the fiber pump cladding’s numerical aperture. The output of bare diode bars or stacks can be shaped to take 
their long, narrow distributions and make them approximately circular while conserving brightness. Two 
methods for this both involve using fast and slow axis micro lenses on bars and then using either stacked 
glass plates to slice the beam into sections and stack the sections on top of each other,52 or by using two mir-
rors to restack the different parts of the beam.53 These methods allow for the use of bare diode bars or stacks 
rather than fiber-coupled diodes, thus providing lower cost alternatives compared to fiber-coupled bars, and 
potentially higher available powers than fiber-coupled methods. Experiments have demonstrated the use of 
diode bars to directly launch more than 1 kW into a fiber end.27

Though end-pumped schemes are capable of providing kilowatt-level incident pump powers, other 
methods allowing more uniform distribution of pump light along the length of a fiber have been inves-
tigated. One approach uses various techniques to inject pump light along the length of a fiber by either 
microprisms or V-groves etched into the side of the fiber.54,55 This approach allows pump power to be 
distributed along a very large length of fiber and requires minimal alignment, compared to free-space 
end-pumping techniques, but its implementation is more difficult and time consuming with the need 
for multiple etches or other fiber preparation. Moreover, in the event of fiber damage, the entire array 
must be replaced, rather than simply the fiber as is the case in end-pumped configurations. 

Directly side pumping a fiber core has also been attempted, however, obtaining sufficient absorption 
over a few micron fiber core is challenging. Some fibers have been created with flattened sides allowing 
them to be coiled tightly in a spiral, thus permitting pump light from diode bars to enter from the side 
and pass through multiple fiber cores in the spiral, allowing for higher efficiency pumping with relatively 
simple to use diode bars.23 While allowing minimal alignment, simple packaging and easy thermal man-
agement, difficulties with this technique arise in manufacture, assembly, and repair of such fibers.

Free-space end-pumping schemes work very well but have the disadvantage of being limited to 
only being able to pump the two ends of the fiber, limiting the amount of pump power to that avail-
able in a single diode bar, stack (or two in polarization combined cases), or fiber-coupled device. In 
addition, launching very high pump power into small fiber ends may cause thermal damage to the 
fiber. To avoid this, fibers may need to be end capped or have actively cooled ends, especially when 
using nonsilica glass fibers which have lower melting points. 

Monolithic or “all-fiber” fiber lasers best realize fiber’s potential advantages over bulk solid-state lasers. 
There are several main techniques to achieve monolithic pumping, each with particular advantages and 
disadvantages. Telecommunication lasers utilize waveguide-based “y” couplers or wavelength multiplexers 
to achieve pump and signal combination; however, these devices are optimized for low powers and for 
operation of core-pumped lasers with single-mode pump components not capable of the power levels 
needed for high-power systems. Alternative techniques must be used in high-power double-clad fibers.

The most straightforward technique for coupling pump light is simply splicing a single pump fiber 
to the end of a gain fiber (of course with a fiber Bragg reflector in between to form a resonator). This 
method is low loss and very simple to implement, however, the main downfall of this technique is that 
only one fiber can be spliced to the laser, and hence power delivery is limited to the power available in 
a reasonably small (100 to 800 μm) delivery fiber. To achieve higher pump powers, devices with mul-
tiple input ports are required. One of the most common current methods for launching pump light 
from multiple sources is by way of tapered fiber bundle (TFB). TFB’s are simple in concept as seen in 
Fig. 3, involving bundling a number of undoped, coreless pump delivery fibers around a central fiber 
(possibly with a core in amplifier configurations), fusing the whole bundle together with high heat, 
and tapering it down to an appropriate diameter to allow it to be spliced into a system.56–58

Several methods for TFB design and manufacture and their evolution in time are pointed out in 
Refs. 56 to 58. TFBs are capable of handling upward of 1 kW of optical power with the addition of 
proper thermal management techniques as demonstrated in Ref. 59.

A concept similar to TFBs, the nonfused fiber coupler, involves angle polishing a fiber to an appro-
priate angle and butting it to a flattened portion of a second fiber.60 The benefit of this technique is that 
no fusion splicing is required; the fibers must only be polished and butted together. Again the concept 
of such fibers is simple and the number of inputs is scalable and power can be distributed along the 
whole fiber length, however, the implementation is difficult as precise angle polishing is required. 
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TFBs are excellent options for most free-space fiber systems. However, in many cases lasers need to be 
very short, or of soft glass materials that cannot be spliced to silica glass TFBs efficiently. It may also be desir-
able to distribute pump light over the length of the fiber more uniformly to reduce “spot heating” effects. 
Thus an alternative all-fiber technique is evanescent coupling, also called GTWave technology. This tech-
nique consists of placing two fibers in optical contact by either stripping polymer layers and manufacturing 
by hand, or by pulling two fibers together into optical contact and covering them in one polymer coating.61–63

This technique’s ability to work for short, highly doped fibers, or distribute pump light very evenly makes it 
an attractive technique in some applications.62,64,65 The method also does not require any special equipment, 
only bare fibers and some method to hold them together such as heat-shrink tubing (though custom fiber 
drawing techniques can also be used), in contrast to the splicers and cleavers needed to make and implement 
TFBs. Evanescent coupling can also work in situations where TFBs cannot be made or purchased, such as 
with soft glass fibers or very large mode area fibers. In addition when fabricated as all-fiber systems pulled 
together on a draw tower this technology is used in several high-power commercial systems.65

As development of high-power fiber lasers continues, even higher-power handling “all-fiber” 
components will become available and this will result in the monolithic fiber laser system increasing 
in power and beginning to function at power levels comparable to high-power free-space systems cur-
rently available. Currently the development of pump-combining devices and techniques continues as 
new methods are developed or existing methods improved or combined together to provide greater 
power handling, efficiency, and reliability of pump components. This section is only a brief introduc-
tion to the basic categories of pump components and techniques.

Cladding tube to
hold bundle

Tapered section to
match large bundle

to pump delivery fiber

Splice point

Pump output fiber
with correct NA

(may have signal core also)

Pump fiber

Pump fiber or
signal input fiber
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(a)

(b)

125 μm

FIGURE 3 (a) Schematic of tapered fiber bundle. (b) End view of actual tapered fiber bundle.
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Pump Cladding Design Pumping in double clad optical fibers relies on the absorption of pump light by 
a doped core as it propagates in an outer cladding. However, the circular symmetry of conventional fiber 
poses a challenge to pump absorption due to excitation of helical pump modes that allow light to propa-
gate down the fiber without crossing through the core. In the double clad pumping structure this is an 
issue because pump light will never have the opportunity to be absorbed by the doped core. The amount 
of pump light in these higher-order modes is significant and must be dealt with for efficient laser opera-
tion. The simplest technique is to coil the fiber though many fiber types cannot be bent to sufficiently 
small diameters. A polarization maintaining (PM) fiber has stress rods built into it which have the effect 
of breaking the symmetry of the fiber to reduce helical modes in cladding pumped fibers. For particular 
applications PM fibers are not always available. As a result other methods have been developed.66 The 
most common way to reduce higher-order modes is to build a design into the fiber which breaks the cir-
cular symmetry by using any number of different cladding shapes such as shown in Fig. 4.

While all these designs are effective in causing higher pump absorption, some have more use-
ful features than others as noted in Ref. 66. Overall, choice of shape is a matter of preference and 
exactly what purpose the fiber laser will have. It involves making compromises between effectiveness 
of design, ease of fabrication, and ability of the fiber to be spliced to conventional round fibers. It is, 
nevertheless, an important choice in the final design of a high-power fiber laser. 

Choice of Diode Pump Choice of the appropriate type of diode pump for a particular fiber laser 
application is critical to optimizing the performance of the laser system. There are two choices to con-
sider when determining what type of diode to use in the construction of a fiber laser. One can use sin-
gle emitters and combine them to reach the desired powers using pump combiners or other techniques 
outlined earlier or one can use diode bars or stacks of bars for pumping. A more detailed discussion 
of this topic can be found in Ref. 59. Diode bars tend to simplify a system, as they are available pack-
aged and deliver high powers, while a larger number of single emitters must first be spliced together 
via a tapered fiber bundle or other method before high powers can be achieved. Single emitters may be 
lower in cost per watt and also may be more efficient, meaning lower cooling loads and often need only 
air cooling. However, the cost savings of single emitter units versus bars may be offset by the time and 
effort required to splice and wire individual single emitters together.59 Fiber-coupled bars tend to be 
less sensitive to thermal fluctuations causing wavelength shifts, with bars wavelength only fluctuating a 
few nanometers over temperatures, while single emitters can change by 10 to 20 nm.59 Optical damage 
can occur in single emitters since the fiber pigtailed to them leads directly to the diode facet. Because of 

FIGURE 4 Different fiber core geometries for enhanced pump 
absorption: (a) unmodified fiber; (b) offset core fiber; (c) octagonal (or 
otherwise polygonal) fiber; (d) “D” shaped fiber; (e) square or rectangular 
fiber; and ( f ) “flower” shaped fiber.66

(a) (b) (c)

(d) (e) (f)



HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.13

the free-space optics inherent in fiber-coupled bars it is more difficult for stray back-reflections to cause 
damage and easier to integrate dichroic elements to mitigate the problem.59 Single emitters have the 
advantage of being able to be electrically modulated far more rapidly than diode bars and so are supe-
rior in systems where pump diodes must be pulsed, especially at high repetition rates. Single emitters 
also tend to offer slightly longer lifetimes than diode bars.59 Overall, there is no clear choice between 
diode bars and single emitters. The choice depends on the particular laser application and is usually an 
engineering decision that weighs all factors involved in using a particular technology. 

Free-Space Fiber Laser Designs

Free-space fiber systems can take two basic forms: resonators and amplifiers. Laser resonators are com-
mon when moderate- to high-power systems are desired with the maximum simplicity and compactness. 
High-power resonators offer the ability to use a minimal number of components to achieve desired 
laser performance. However, they are often limited by difficulties in achieving high powers in particular 
spectral or temporal modalities. When an oscillator cannot fulfill a particular need, multistage amplifier 
systems with low-power master oscillators, providing the pulse or CW linewidth characteristics, and one 
or several power amplifier stages, providing the energy, are turned to. Known as master oscillator power 
amplifiers (MOPAs), such systems have higher potential for performance but are more complex and 
expensive to construct due the need for additional components and complexities. The basic architec-
tures of both types of systems are discussed in the following sections.

Free-Space Oscillator Architectures The most basic of all free-space cavities can be formed by use of 
a diode pump source and polished or cleaved fiber.36,37 The resonator is formed between approximately 
4 percent Fresnel reflections (in the case of silica fibers with refractive index of ~1.45) of the two cleaved 
or polished fiber facets. The high gain of the fiber laser allows it to overcome very high losses and oscil-
late despite the small amount of feedback. (In fact, one of the main difficulties of making high-power 
fiber amplifiers is keeping the fibers from “parasitically lasing” since with high enough pump powers even 
angled fiber ends can give enough feedback to promote oscillation.) This simple cavity is not particularly 
suited for many applications due to its low efficiency, high threshold, and laser emission being split almost 
evenly between both ends. However, this configuration is useful for simply testing the free-running charac-
teristics of prototype fibers and is also useful for providing initial alignment of a more complicated cavity.

The next step in sophistication of fiber laser resonators involves placing a mirror at one end of the 
cavity as shown in several forms in Fig. 5.36,37

The simplest form of the single mirror resonator; Fig. 5a uses a dichroic mirror; a mirror that is highly 
reflective at the laser wavelength and highly transmitting at the pump wavelength to enhance the cavity Q, 
lower laser threshold, and provide output from only one end of the resonator. This technique works well 
though at high power there is a potential for mirror damage due to the high intensity incident on the mirror. 

Damage to mirrors can be avoided by separating them from the end of the fiber and placing a lens in 
between the mirror and fiber facet as in Fig. 5b and 5c. The scheme in Fig. 5b is clearly the simpler of the 
two schemes with pump light and laser light both traveling through the same lens. For many fiber lasers 
systems, especially those based on erbium or thulium where the pump and laser wavelength are signifi-
cantly separated, chromatic aberration in the lens causes the pump and signal to focus at different points. 
As a result it is difficult to perfectly align the laser beam to complete the resonator in Fig. 5b and efficiently 
couple the pump light with a single lens (unless the pump delivery fiber is significantly smaller in diam-
eter than the double clad laser fiber). Cavities based on Fig. 5c are also useful when adding additional 
elements to the resonator such as Q-switches. It should be noted that fiber lasers usually can operate with 
only Fresnel feedback from their output ends; however, sometimes a higher reflectivity output coupler 
must be added to the resonator to provide sufficient feedback to allow laser oscillation. Other more exotic 
and less common resonators for fiber lasers are free-space ring type resonators which are often used in 
mode-locked fiber lasers as in Refs. 67 and 68. Rings are often more difficult to keep stably aligned and 
require additional elements such as isolators and wave plates to ensure unidirectional operation.

Basic Free-Space MOPA System Designs Amplifiers for high-power lasers differ greatly in concept 
and design from those intended for telecommunications applications. Communications amplifiers 
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operate in the small-signal regime, amplifying small signals from noise with high fidelity and thus 
demand very high gains. High-power lasers demand efficiency from amplifiers with a desire for 
maximum extraction of energy. Master oscillator or power amplifier designs (MOPA) are often used 
to avoid difficulties associated with the maintenance of particular laser parameters in resonators at 
high powers (i.e., narrow linewidths or short pulse durations). 

There are two basic configurations for free-space MOPAs designated as copropagating and counter-
propagating MOPAs. These two schemes should produce identical results as they both involve a 
fixed gain per unit length for an input signal. In practice, however, the two schemes are different in 
their efficiency at high power and their ASE characteristics. The essential difference between the two 

FIGURE 5 Note in all images L1 and L2 are pump coupling optics, L3 is a collimating 
lens for the signal, and M1 and M2 are dichroic mirrors. (a) Simple butted mirror cavity. 
(b) External resonator for lasers with pump and signal close in wavelength, mirror outside 
cavity provided feedback through lens. (c) External feedback cavity on opposite end from 
pump to compensate for large wavelength difference between pump and signal. Bulk cavity 
elements like Q-switches elements can be placed between L3 and M2. 

Pump diode
Gain fiber

Laser output

Pump
delivery fiber L1 L2 M1

(a)

L1 L2

L1 L2

Pump diode
Gain fiber

Laser output
M2

L3Pump
delivery fiber M1

(c)

Pump diode
Gain fiber

Laser output

Pump
delivery fiber

M1

(b)



HIGH-POWER FIBER LASERS AND AMPLIFIERS  25.15

schemes is the direction of the pump light relative to the signal light. The counter-propagating MOPA 
scheme is the most commonly used configuration in high-power amplifiers as it has higher gain when 
operating in saturation compared to a copropagating scheme.10,45,69 A counter-propagating MOPA is 
shown in Fig. 6. 

Aside from the direction of pump propagation relative to the signal the counter-propagating MOPA 
is identical in construction to a copropagating MOPA. Copropagating MOPAs are usually only used in 
high-power lasers when one wants to be conservative and protect pump diodes from leaked high-power 
signals or when one wants improved signal to noise ratio for amplifying very small signals.10,45,69 Counter-
propagating amplifiers have higher gain and efficiency when generating high powers while copropagating 
amplifiers, though lower in overall output, tend to have less ASE and better signal to noise ratios on the 
output direction. Explanations for this phenomenon lie in the fact that gain is not uniform along a fiber 
laser and hence a signal sees higher gain either earlier or later in its propagation (depending on pump 
direction) as discussed qualitatively and analytically in Refs. 10, 45, and 69. Amplifier gain and output 
power can be increased by setting up either a bidirectionally pumped amplifier or a double-passed ampli-
fier. Unfolding the MOPA through the mirror shows that both cases are essentially identical (though 
bidirectional amplifiers allow more pump power due to double end pumping), and both cases offer the 
combination of benefits and issues associated with counter- and copropagating schemes.10,45,69

Angle cleaving or polishing is a critical consideration in fiber amplifier systems due to the fact that 
fibers have such high gain that they can lase, even without mirrors, based solely on Fresnel reflection 
feedback. As a consequence one or both ends of any fiber intended for MOPA use must be angled to 
prevent oscillations. Even with this angling, oscillations may still occur at very high pumping powers. 
Techniques beyond angle cleaving for reducing these oscillations can become quite complex.70

Often one amplifier stage for the low-power seed is insufficient to reach the desired output pow-
ers since high-power MOPAs require reasonably powerful seeds to fully saturate leading to efficient 
energy extraction. As a consequence these systems require many stages of preamplification before the 
final power stage is reached. Often between stages there will also be devices to act as pulse pickers or 
gates to reduce ASE between pulses. There will also be optical isolators to keep reflected pulse energy 
and ASE from moving backward in the system, stealing system gain or reaching significantly high 
powers to cause optical damage to amplifier components. 
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FIGURE 6 Counter-propagating MOPA scheme. Lenses L1 and L2 are matched pump delivery lenses. 
M1 is a dichroic mirror and L3 and L4 are signal delivery lenses.
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All-Fiber Monolithic Systems

For fiber lasers to reach their full potential in terms of stability and ease of alignment the laser reso-
nator or amplifier chain must be completely within a fiber. In actuality, no fiber or laser system can 
be truly monolithic as some components including fiber-coupled diodes, isolators, modulators, and 
other components require some measure of free-space propagation. However, the nature of these 
components is that, though not truly monolithic, they have been packaged in such a way that they 
are extremely stable and are fiber coupled. Here a general overview of the basic components of 
monolithic fiber lasers and amplifiers is considered.

Monolithic Fiber Laser Resonators The fiber laser resonator in the “all-fiber” configuration consists 
of “fiberized versions” of the same components as a free-space fiber laser resonator. Such resonators 
consist of the pump source and a fiber Bragg grating (FBG) spliced to each end of a double clad 
gain medium. It should be noted that two FBGs are used. One is a high reflector and one is partially 
reflecting. The latter can be designed to have a very low reflectance to mimic the effects of Fresnel 
reflection from a fiber end facet. The grating is preferred to directly using the end facet reflection, to 
avoid degradation of the laser if the end facet becomes contaminated or to provide specific laser per-
formance in terms of linewidth or extraction efficiency by optimizing output coupler parameters. 

An alternative form of fiber laser resonator is the ring resonator, consisting of a loop of fiber spliced 
back onto itself through a so-called tap coupler or splitter. This coupler splits off some portion of the light 
as a useful beam and allows the rest of the light to remain in the cavity. Pump light is spliced into the ring 
by way of a TFB or other pump multiplexing device into the gain fiber portion of the ring. Rings may also 
contain sections of undoped fiber to complete loops, to provide nonlinear effects needed for mode locking, 
or to provide dispersion compensation. Optical isolators are used to allow unidirectional oscillation. “all-
fiber” rings are not commonly used in high-power resonator systems due to the lack of tap couplers and 
splitters designed for operation with LMA fibers at high powers. On the other hand, the ring configuration 
is still a useful cavity for seed lasers that can be directly spliced into fiber MOPA systems.

Monolithic MOPA Configurations Monolithic fiber MOPA systems have potential in terms of their ability 
to extend the stability characteristics of small low-power lasers to higher powers. The fiber MOPA in Fig. 7 is 
simple, and can be “chained” together as needed to form multiple stages of amplification. 

Pump light is injected by TFBs or similar devices in the optimum direction since pump direction 
influences amplifier performance. Figure 7 shows a three stage system to demonstrate the location 
where two different pumping directions might be considered (copropagation early on to minimize 

FIGURE 7 All-fiber-spliced MOPA system. LD are varying power pump laser diodes. The seed can be either another fiber 
laser or simply a fiber coupled laser diode. Sections are fusion spliced together with tapered sections of fiber providing the mode 
scaling between sections.
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forward ASE and counter-propagation in the power stages to be sure of saturation). The only other 
elements that are included in the MOPA aside from undoped fiber between stages are the in-line iso-
lators, ASE filters, and pulse picker for choosing repetition rate in pulsed systems. 

All-fiber MOPAs work well up to reasonably high power levels, however, fibers for handling 
extreme power levels are not yet practically spliced into MOPAs as often the components such as 
isolators and pump combiners to deal with such large core sizes are not available. 

Mode Field Adaptors The concept of mode matching and expansion can also be used to aid the 
design of MOPA-based systems. Usually the early stages of a MOPA system comprise small core 
telecommunications grade fibers while later stages will have larger cores. Sections can be connected 
together with fiber cores accurately aligned along their centerlines as seen in Fig. 8a. For large jumps 
in fiber core size a fiber section with a core diameter in between the two being matched may be 
spliced in as well, the so-called “bridge fiber method.” Often an appropriate bridge fiber is not read-
ily available and thus other techniques have been developed, both similar in their general concept of 
gradually changing the mode field diameter to match two dissimilar fibers.

One technique involves simply tapering down a section of passive large core fiber matching the 
LMA section until its core dimensions match that of the smaller core fiber as seen in Fig. 8b.56 The 
second method involves heating a fiber along its length so that the dopants in its core migrate to larger 
diameters via diffusion forming a mode matched core. This is known as the thermally expanded core 
(TEC) method71 (Fig. 8c). Choosing the appropriate fiber types by calculating mode field diameter of 
each using Eq. (7) and altering one or the other to make a reasonable match is the most straightforward 
way to make MFAs. In some cases, as seen in Eq. (7), the MFD of a fiber is not simply a linear function 
of the core diameter but rather has a minimum or maximum achievable value. Consequently, a small 
MFD cannot be increased sufficiently to match a larger MFD or a large MFD cannot be tapered down 
to a small MFD. A combination of both techniques (or even all three including a bridge fiber) must be 

FIGURE 8 Methods for producing mode field adaptors: (a) bridge fiber 
method; (b) tapered fiber method; and (c) thermally expanded core (TEC) method.
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employed to fabricate an appropriate mode field adaptor.56 Often such MFAs are included as part of the 
construction of a TFB used to inject pump light to minimize the number of system components.56

Fiber Bragg Gratings Fiber Bragg gratings are Bragg stacked layers of varying index of refraction 
written directly into the core of an optical fiber. Their operating principle is the same as any dielec-
tric mirror utilizing a stack of quarter-wave layers as discussed in Chap. 17, “Fiber Bragg Gratings” 
and Ref. 72. Currently FBGs for large-mode area fibers are becoming available and several methods 
for their manufacture have been investigated including using photosensitive glass and writing holo-
graphically72 or by writing using direct inscription with femtosecond laser pulses.73–75

Fusion Splicing The key advantage of an all-fiber-based laser system is the fact that the fibers are 
permanently bonded or “fused” together eliminating the potential for misalignment. Two fiber tips 
are microaligned in close proximity using a camera or other user-operated or automated feedback 
systems. The fiber ends are then heated rapidly with an arc discharge or electrical filament to melt 
the glass and fuse the two ends together. This method allows for minimal losses (< 0.1 dB) while 
giving high mechanical strength and stability.76 Such a splicing technique was used many years ago 
for telecommunication fibers but only recently have these techniques been devised to handle LMA 
fibers requiring increased fusing temperatures and facet uniformity. New LMA splicers coming onto 
the market are one of the main reasons for the advance of LMA fiber technology as a whole. For a 
complete treatment of fusion splicing and fiber cleaving the reader is referred to Ref. 76.

25.6 LMA Fiber Designs

The desire for higher power or pulse energy fiber lasers requires the increase of core diameter in 
order to avoid damage and unwanted nonlinear effects. A main advantage of fiber lasers lies in their 
inherent beam quality stemming from single transverse mode operation. As a result methods for 
creating large mode area fibers while preserving beam quality are sought. 

Figure 9 shows a schematic of different techniques for achieving LMA single-mode operation and 
will be referred to throughout this section. 

Conventional LMA Techniques

Conventional LMA techniques utilize relatively standard fiber designs to enable high beam quality 
and only require low-core numerical apertures to keep the guidance of higher-order modes weak so 
that they can be stripped by introducing preferential losses. The weaker guidance causes higher bend 
loss for the fundamental mode and very low fiber NAs leads to fabrication challenges.19,77 Using the 
weak guidance concept, several techniques for LMA fibers have been developed. 

Early LMA Fibers and Dopant Profiling The first designs for LMA fibers were used in Refs. 18, 77, 
and 78 to achieve high powers from Q-switched lasers. To improve beam quality in addition to using 
very small NAs the fiber core was given a tailored dopant and index profile to help provide preferential 
gain to the lowest-order mode.18,78 A theoretical study of tailored gain is given in Ref. 79. Using this 
technique the core diameter was extended to approximately 21 μm and output powers of up to 0.5 mJ 
at 500 kHz were achieved with M2 of approximately 1.3.18

Coiling and Weak NA Guidance The technique of fiber coiling, first used in Ref. 80, takes advan-
tage of the added bend losses in a weakly guided LMA fiber. Losses in higher-order modes increase 
with bend radius due to their weaker guidance in low NA fibers and by using tight fiber coiling, 
higher-order modes can be stripped out with minimal expense in power loss to the fundamental 
mode. Such fibers’ index profiles resemble those in Fig. 9a, which is essentially a standard fiber 
design with very low NA (< 0.1). The theory of how bend loss in LMA fibers has been treated in 
Refs. 81 and 84, but in general optimal bending is determined experimentally. 
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FIGURE 9 Sketches of various types of fiber designs discussed throughout this section: 
(a) conventional fiber design; (b) large flattened mode or “Batman” fiber; (c) typical photonic crystal 
fiber design; (d) leakage channel fibers; (e) chirally coupled core fiber; ( f ) example of the radiation 
pattern of a higher-order mode; and (g) index profile of a gain-guided index antiguided fiber.
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Large Flat-Mode Fibers An extension of the use of specialized index profiles to enhance the per-
formance of LMA type fibers involves the use of “M” shaped (or “Batman”) doping, whereby a 
slightly higher index step is placed on either side of the fiber core (Fig. 9b).85,86 This addition causes 
“flattening” of the mode field diameter and thus a larger but more flat topped fundamental mode 
is achieved. The mode area is increased (by up to a factor of 2 or 3) while maintaining near single-
mode operation. This design described by Refs. 85 and 86 has been successfully used in several cases, 
mostly for achieving high peak power ultrashort pulses. By implementing these cores, the threshold 
for nonlinear interactions in the fiber core was increased by a factor of 2.5.85

Single-Mode Excitation A technique that is related to conventional techniques is the single-mode 
excitation technique (SMET). This method, outlined by Refs. 87, 88, and 89, is most applicable to 
high-power fiber-based free-space MOPA systems. The mode field diameter of a small-core seed fiber 
is matched perfectly to that of the fundamental mode of a large-core fiber by using specially selected 
lenses and careful alignment. Using care, the fundamental mode can then be exclusively launched in a 
fiber and using this technique fibers with cores as large as 300 μm with mode field diameters (at 1/e2

of the peak on axis intensity) as large as 195 μm have been excited89 (though not made into lasers) and 
fiber MOPAs with cores of upwards of 80 μm have been achieved.90 SMET can be a very effective tech-
nique and has been used in many high peak power fiber lasers including in Refs. 90, 91, and 92.

Inclusion of Single-Mode Sections via Tapering Tapered fiber sections can be used to limit the 
propagation of higher-order modes in conventional type fibers. A tapered section fiber was demon-
strated in Ref. 93, where a small section of multimode fiber was tapered to a diameter that allowed it 
to become single mode. When inserted into an oscillator (at the output end), the section improved 
the beam quality, reducing M2 from 2.6 to 1.4; however, the slope efficiency was reduced from 85 
to 67 percent.93 Distributing the mode filtering over the length of the fiber (by such techniques as 
coiling) is more effective since loss is better distributed.93,94 This approach has allowed powers of up 
to 100 W with near perfect M2 by using a 27-μm diameter core with an 834-μm clad diameter fiber 
and tapering it gradually down by factor of 4.8 over approximately 10 m of length.95

Photonic Crystal Fibers

Limitations of precision in fabrication of conventional step-index fiber preforms leads to difficulties 
in obtaining fiber core numerical apertures less than approximately 0.06.19,96 In response, a class of 
fibers called photonic crystal fibers (PCF) has been developed.97,98 These fibers utilize an organized 
structure of refractive index differences (air holes or different high- or low-index glasses) to either tai-
lor the core numerical aperture to sufficiently small values or to create a photonic bandgap where only 
certain wavelengths of light are allowed to propagate. Versions of these fibers have been developed for 
their beneficial nonlinear, dispersive, and loss properties in studies since the mid-1990s.97,99–101 The 
first fiber lasers based on PCFs were demonstrated in the early 2000s and had core sizes around 10 
to 15 μm.102,103 Current state of the art in PCF technology allows core sizes of up to 100 μm20,104 with 
powers of up to 4.3 mJ pulsed, corresponding to 4.5 MW peak power in approximately nanosecond 
pulses. 

Air-Filled or Holey Fibers Air-filled PCFs are the most common and first demonstrated PCFs for fiber 
lasers.97,103 The air holes function to alter the NA giving it the desired value to maintain single-mode 
guidance. Figure 9c shows a sketch of a typical PCF design. The V parameter is still the limiting factor 
in the guidance of single mode beams in a PCF and its value is approximately calculated by

V F n naeff
/ /= −2 1 2

0
2 2 1 2π

λ
Λ ( )  (8)

where Veff is the effective V parameter (still < 2.405 for single-mode propagation), Λ is the spacing 
of the air holes (pitch), F is the filling factor of air to glass, n0 is the index of the glass, and na is the 
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index of the air (or whatever material fills the holes).105 This is only an approximate model, giving 
rule of thumb results, and Ref. 106 covers PCF analysis in further detail. Thus control of the pitch 
and hole size of the PCF structure allow production of endlessly single mode structures.107

As most PCFs manufactured for high-power laser purposes are double clad designs, they must also 
be designed with cladding pumping in mind. Since the largest core PCFs must not be bent sharply 
they must be able to absorb pump power in relatively short lengths.108 To achieve this with reasonable 
doping levels in the core the core-to-cladding ratio must be kept as large as possible which is usually 
achieved by using an air cladding. The air cladding is simply a ring of very thin silica “bridges” or alter-
natively very large air holes with small connections to the outer glass fiber.108 Using this technique, air 
claddings with NAs as large as 0.8 have been realized.109 The one detrimental effect of the air cladding 
is that it does not allow for efficient thermal conduction of heat generated in the fiber core out to the 
cladding. An analysis of heat transport in PCFs is given in Ref. 110. Despite this, the highest average 
power from a rodlike air clad PCF reported to date is 320 W111 and 1.53 kW from a longer, coilable PCF.112

The highest pulse energy is 4.3 mJ.20 A polarization maintaining PCF with 2300 μm2 mode area was 
also demonstrated to have 161-W output power in a single polarization.113

All Solid-Core PCFs The main issue with the use of PCFs, especially in their adoption to all fiber 
systems lies in their air holes. It is challenging and complicated to form and fabricate a preform and 
fiber with air holes114 (though extrusion techniques may make this process simpler for instance in 
Refs. 115 and 116). It is also difficult to splice and cleave a fiber with air holes. There are further 
difficulties associated with (1) contamination presented by particles working their way into the air 
holes and (2) finding fiber-based components compatible with PCFs.104 All-solid PCF fibers simply 
replace the air holes with a low or high index material to avoid the air-hole issues. In addition the 
solid defects can be engineered to provide a photonic bandgap which is a more complex way of 
guidance providing single-mode performance with the potential additional benefits of polarization 
maintenance and dispersion management. Novel uses for bandgap PCFs such as low-dispersion 
femtosecond lasers and 900-nm Nd lasers (using a bandgap to suppress 1064 nm operation) have 
been constructed117,118 and other lasers have also been proposed.119

Leakage Channel Fibers So-called leakage channel fibers120–122 sketched in Fig. 9d, employ low 
index of refraction regions surrounding a large core with “bridge regions” of the same index as core 
glass connecting core and cladding. The result is preferential leakage of the higher-order fiber modes 
providing more robust lowest-order single-mode operation. The early types of these fibers resembled 
PCFs as they used air-filled regions. Recently all solid designs have been demonstrated with core 
diameters as large as 170 μm.120 Advantages of such fibers include the ability to be effectively cleaved, 
spliced, and bent. However, they are more challenging to manufacture than conventional fibers. 

Chirally Coupled Core Fibers

A new type of LMA fiber laser is the chirally coupled core (CCC) fiber (Fig. 9e), which utilizes spe-
cially designed satellite cores helically wrapped around the central LMA gain core to couple out the 
higher-order modes into the lossy satellite while maintaining the lowest order mode in the core.123

Designing the helical core or multiple cores with proper pitch and size leads to strong coupling of 
high-order modes to the intentionally lossy satellite.123 The losses in individual modes can be calcu-
lated and optimized for a particular helix pitch and size. Several CCC fibers have been fabricated and 
tested in two common wavelength regimes, 1060 and 1550 nm exhibiting excellent beam qualities 
for inner core diameters as large as 50 μm. CCC fibers are attractive also because they do not require 
small core NAs, can handle strong bending, and can be used for very long lengths to achieve high CW 
powers with less thermal load. In fabrication CCC fibers require the preform core to be formed by 
standard modified chemical vapor deposition (MCVD), but a hole must be bored for insertion of the 
satellite rod. Then during drawing the preform must be spun at a set speed to achieve the chirality of 
the satellite at the desired pitch. An approximately 40-W fiber laser from a 33-μm core CCC fiber with 
very large V parameter but high beam quality has been demonstrated at 1064 nm.124
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Multicore Fibers Fiber lasers with multiple doped cores within one central pump cladding have 
received some attention in recent years due to their potential to scale mode area by allowing the 
addition of light from several individual cores. With proper design of the fiber, the fiber laser can 
have high beam quality in the far field.125,126 Multicore fibers are difficult to manufacture due to the 
need for drilling preforms and adding several cores. 

Higher-Order Mode Fibers Another newly emerging class of LMA fiber designs is the higher-order 
mode fiber (HOM). These rely on using mode-conversion techniques usually based on long period 
fiber Bragg gratings.127,128 HOM beams have Bessel function spatial distribution.129 The gratings are 
specifically designed so that they efficiently couple energy to only one HOM and are then used in 
tandem to subsequently de-excite the HOM back in to a more useful LP01 mode at the fiber output. 
(though leaving the beam in a HOM may also be useful). Typically the LP0X mode (where X is an 
integer >1) is excited. A sketch of such a mode is seen in Fig. 9f.

Modes as high as LP08 have been launched and through this process mode areas of approximately 
3200 μm achieved.128 A review of the theory is described in Ref. 127 in terms of their use in cladding 
modes of fibers, where this same theory applies to launching of HOMs into large-core multimode 
fibers as well. An experimental investigation into launching HOMs in custom large core fibers is 
reported in Ref. 128. Currently HOMs have only been used once in an actual laser resonator;130 how-
ever, HOM-based modules have also been exploited for their ability to produce anomalous dispersion 
in silica fiber allowing generation of pulses as short as 60 fs in Yb fiber lasers.131,132 An investigation 
of HOMs ability to reduce SBS in fibers has been carried out in Ref. 133 where it was determined that 
SBS in HOM fibers can be reduced by using higher-order modes. 

Gain-Guiding Index Antiguiding Gain-guiding index antiguiding (GG IAG) fibers are another 
new class of potential LMA technologies first proposed by Siegman in 2003.134 These fibers consist 
of low refractive index cores surrounded by higher refractive index claddings, hence their so-called 
antiguiding nature. The core does not support conventionally index-guided modes. Instead it does 
support these modes in their “leaky” form. These the modes exist in the core, but constantly leak 
energy to the cladding if the fiber core is not excited. These modes can be thought of as existing 
due to Fresnel reflections at the core-cladding interface. Though these reflections can be low loss 
they can never be lossless as are total internal reflections. When the fiber is pumped gain in the core 
can compensate for the loss in the leaky modes resulting in lossless modes confined in the core. To 
maintain single-mode operation, gain must be supplied such that it makes up for the loss in the 
lowest-order mode but not for higher-order modes. The basic theory for GG IAG fibers is laid out in 
two papers by Siegman.134,135 Based on this principle laser oscillators can be designed with their gain and 
oscillation threshold conditions optimized to attain single-mode operation by using analysis given in 
Refs. 136 to 138. The first gain guided fiber lasers were demonstrated in flashlamp pumped cavities 
with core sizes from 100 to 400 μm136,137 and M2 less than 1.5. Diode pumping through the fiber end 
was subsequently demonstrated.138 The mode areas reported by these papers are the largest reported 
in any fiber laser; however, efficiency and output power scaling of GG IAG fibers using new techniques 
and pumping schemes must still be addressed before the technology can become competitive with 
other LMA technologies. Gain-guiding effects have also been seen in conventional fibers. Recently a 
dramatic change in the guidance properties in highly doped optical fibers was reported at very high 
pump powers where the gain and refractive index changed due to very strong pumping.139

25.7 ACTIVE FIBER DOPANTS

Apart from Raman fiber lasers which are not part of this review, all high-power fiber lasers utilize 
rare earth ion dopants. Though almost every rare earth ion has been doped into fibers for fiber laser 
applications high-power diode pump sources are not yet available for some. As seen in Table 1, almost 
every rare earth ion has been doped into fibers for fiber laser applications; however, high-power 
diode pump sources are not yet available for some dopants.
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Discussed here are only those dopants, which are now capable of high powers using efficient high 
power, high brightness AlGaAs, and InGaAs laser pump diodes. These dopant ions include neodymium, 
erbium, ytterbium, thulium, and holmium. In contrast to these dopants used in a crystalline matrix for 
bulk solid-state lasers, required for good thermal conductivity, in the glassy hosts used for fibers they 
have broad absorption and emission spectral linewidths.140 The broad absorption bands relax the needs 
for strict control of diode pump wavelength while the broad-emission spectra allow for broad tunability 
at high powers and the generation of extremely short pulses.

Neodymium-Doped Fibers

Neodymium (Nd) is perhaps the most common laser dopant of bulk solid-state lasers in both crys-
talline and glass hosts, and it is not surprising that it was the dopant of choice for many early fiber 

TABLE 1 Operating Range, Dopant Ion, and Transitions of Various Rare Earth Ions Fabricated in Fiber Lasers140

Operating
Range (nm)

Dopant
(km) Transition

Type of Host
Type of 

TransitionOxide Fluoride

∞ 455 Tm3+  1D1 → 3F4
Yes UC, ST

∞ 480 Tm3+  1G4 → 3H5
Yes Yes UC, 3L

∞ 490 Pr3+  3P0 → 3H4
Yes UC, 3L

∞ 520 Pr3+  3P1 → 3H5
Yes UC, 4L

∞ 550 Ho3+  3S2,
1F4 → 5I1

No Yes UC, 3L
∞ 550 Er3+  4S1/2 → 4I15/2

No Yes UC, 3L
601–618 Pr3+  3P0 → 3H6

Yes UC, 4L
631–641 Pr3+  3P0 → 3F2

Yes UC, 4L
∞ 651 Sm1+  4G1/2 → 6H2/2

Yes 4L
707–725 Pr3+  3P0 → 3F Yes UC, 4L
∞ 753 Ho3+  3S12

3F4 → 3I1
No Yes UC, ST?

803–825 Tm3+  3H4 → 3H6
No Yes 3L

∞ 850 Er3+  4S5/1 → 4I15/2
No Yes 4L

880–886 Pr3+  3P1 → 1G4
Yes 4L

902–916 Pr3+  3P1 → 1G4
Yes 4L

900–950 Nd3+  4F3/1 → 4I4/2
Yes 3L

970–1040 Yb3+  5F3/2 → 5F7/2
Yes 3L

980–1000 Er3+  4I11/12 → 4I15/2
No Yes 3L

1000–1150 Nd3+  4F1/1 → 4I11/1
Yes Yes 4L

1060–1110 Pr3+  1D2 → 3F4
Yes 4L

1260–1350 Pr3+  1G4 → 1H5
No Yes 4L

1320–1400 Nd3+  4F1/1 → aI1/2
Yes Yes 4L

∞ 1380 Ho3+  3H4 → 3F4
? Yes 4L

1460–1510 Tm3+  3D2 → 3F4
No Yes ST

∞ 1510 Tm3+  5D2 → 1G4
Yes UC, 4L

1500–100 Er3+  4I1/4 → 4I15/2
Yes Yes 3L

∞ 1660 Er3+  2H11/2 → 4I0/2
No Yes 4L

∞ 1720 Er3+  4S1/2 → 4I0/2
No Yes 4L

1700–2015 Tm3+  3F4 → 3H6
Yes Yes 3L

2040–2080 Ho3+  3I1 → 5I8
Yes Yes 3L

2250–2400 Tm3+  3H4 → 3H5
No Yes 4L

∞ 2700 Er3+  4I14/2 → 4I13/2
No Yes ST

∞ 2900 Ho3+  5I6 → 5I7
No Yes ST

3L = three-level; 4L = four-level; UC = up-conversion; ST = apparent self-terminating.
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lasers.1,4,12 Its four-level excitation scheme permitted low lasing thresholds necessary in early fiber 
lasers when glass composition was poor and available pump powers were minimal. The two most 
common Nd transitions in fiber lasers are the 1.06-μm transition and the 1.3-μm transition, though 
Nd can also lase directly to the ground state on an approximately 900-nm transition, pump bands 
for Nd are in the 800-nm range. 

The most prevalent transition used in Nd fiber lasers at 1.06 μm has achieved powers in the 
300-W range and has been multiplexed into fiber systems to more than 1 kW.23,141 Although wave-
length tuning over more than 60 nm with watt-level output powers36 has also been shown, Nd is 
only efficient over 10 to 20 nm around the peak of the 1060-nm emission band.36 As an amplifier 
Nd has been used at 1.06 and 1.3 μm. The latter wavelength has seen minimal use in high-power 
lasers due to its larger quantum defect, excited state absorption, and as a consequence of ASE at 
900 and 1060 nm stealing gain from the 1.3-μm laser system.36,140 In recent years Nd has fallen out 
of favor for high-power fiber lasers since Yb3+ fiber lasers operate in about the same wavelength 
region and with more efficiency.

Erbium Fiber Lasers

Erbium is well known as the gain medium for most telecommunications amplifiers operating in the 
1.5-μm range. It has also been used in high-power fiber laser systems producing output powers as 
high as 297 W (in Er:Yb codoped lasers).142 Erbium possesses several potential operating wavelengths, 
but with available high-power pump sources around 1400 and 980 nm (980 nm is most commonly 
used when Er is codoped with Yb), only the 1550-nm transitions generate high powers. At these pump 
wavelengths the absorption cross section is small making a double clad scheme impractical for direct 
pumping of erbium. To obtain high-power-efficient lasing, erbium is most often sensitized by codop-
ing with Yb, allowing for much higher pump light absorption and, consequently, high power lasing. 
However, codoping leads to problems, as emission of 1.06-μm light from the Yb ions can take place 
at high pump powers.142 The development of high-power diode lasers at 1480 nm may allow 
Er-doped fibers to be directly pumped with minimal quantum defect to very high power levels 
and efficiencies akin to those achieved at 1.06 μm with Yb-doped fibers. High-power Er fiber lasers 
pumped in the 1480-nm region will have many applications because of their relative eye safety. 
Erbium has a large emission bandwidth with tunability demonstrated from 1533 to 1600 nm.36

Erbium has also been doped in a fluoride host fiber (ZBLAN) giving rise to laser transitions in the 
2.7- to 2.9-μm region (silica is not transparent here due to OH– absorption), with powers of approxi-
mately 10 W. However, the low melting point of the fluoride glasses limits the potential for very high-
power operation.143,144 In addition, tunability from 2.7 to 2.83 μm has been achieved with a power 
more than 2 W.145 The large quantum defect from its 980-nm pump bands is another challenge 
though such fiber lasers are still one of the most direct ways to access the 2.7- to 2.9-μm range.

Ytterbium-Doped Fibers

The ytterbium (Yb) ion is by far the most commonly used ion in fiber lasers. Yb worked its way 
into the fiber laser mainstream for several reasons including its lower quantum defect, the ability to 
dope high levels of Yb into silica fibers with lower tendency toward concentration quenching, and 
no excited state absorption or upconversion at longer wavelengths.36,47 These benefits outweigh the 
three-level operation of Yb, which leads to higher laser thresholds than Nd.36,47 Yb has only two main 
energy levels, and is able to lase because these two levels are split in energy due the Stark effect.47

The broad (~80 nm) absorption spectrum of Yb is peaked at 915 and 976 nm permitting wide 
flexibility in the choice of pump source wavelengths. With the low quantum defect there is substantial 
overlap between emission and absorption. Though the peak of the Yb emission is at 1030 nm, ground 
state absorption to the upper laser level causes longer fibers to “red-shift” their peak gain wavelength.36

This length-dependent gain limits the tuning potential of Yb lasers. Longer fiber lengths are required to 
efficiently absorb pump power resulting in larger peak gain wavelength “red-shifts” and narrowing of 
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the tuning range.36 Tunability has been demonstrated for over 150 nm of bandwidth36 and the minimal 
quantum defect in Yb has made it the medium of choice for the operation in multi-kilowatts regime.21

Thulium-Doped Fiber Lasers

Thulium-doped fiber lasers are of interest because of (eye-safer) emission at approximately 2000 nm. 
This is desirable at high powers for defense applications and remote sensing. In addition, many applica-
tions call specifically for light in the 2-μm regime including difference frequency generation with 1 μm 
to create other IR wavelengths (3 to 5 μm), difference frequency generation of two closely spaced 2-μm 
beams to create terahertz radiation, and light detection and ranging (LIDAR).36 Approximately 1.9- to 
2-μm output also allows thulium (Tm) fiber lasers to be used to pump holmium fiber lasers to reach 
further into the IR.

Tm is a three-level laser system which terminates on the ground state leading to high laser thresh-
old pump powers similar to those in both Er and Yb. In addition, termination at the ground state 
makes Tm lasers extremely temperature sensitive. Tm lasers are usually actively cooled for efficient 
operation. Tm has the potential advantage of having several available pump bands at wavelengths 
that can be reached by high-power sources. The 1200-nm absorption line was recently explored with 
direct diode pumping;146 however, sufficiently high-power diodes at this wavelength are not yet avail-
able. Tm lasers can be pumped at 1060 nm, though with very weak absorption. Similar to Er, Tm 
can also be codoped with Yb;147 however, this leads to similar 1-μm emission issues as in the Yb:Er 
codoped laser and also results in a huge reduction in potential efficiency. The two most commonly 
used pump wavelengths for Tm are approximately 1550 and 790 nm. The 1550-nm band is pumped 
by multiplexed Er Yb-codoped fiber lasers. Though this allows for very high power pumping this 
transition is relatively inefficient. It first requires the construction of a number of Er:Yb fiber lasers. 
Though pump to signal quantum defect is reasonably low in the Tm laser using Er:Yb laser pump-
ing the overall efficiency suffers due to the Er:Yb lasers. Fiber laser pumping of thulium allows direct 
core pumping in situations where very short fiber lengths are required. Many commercial systems use 
cladding or core-pumped schemes with 1550-nm pumping.148

Another promising scheme for Tm pumping is the use of 790-nm laser diodes. At first glance this 
process might seem extremely inefficient since there is a large quantum defect between signal and pump 
(maximum of ~40 percent efficiency). However, there is an additional process that can be exploited. 
This is called “cross-relaxation” or two-for-one pumping.149 and allows the transformation of one 
pump photon into (theoretically) two laser photons. The result is a maximum efficiency of approxi-
mately 80 percent.149 Experimental efficiencies of up to 68 percent (optical to optical power) have been 
reported150 with 60 percent easily achieved at high powers.151 The challenge for cross-relaxation pump 
process is that it is dependent on temperature, dopant-concentration, and fiber composition.149,152

Fiber laser emission from Tm is useful with an extremely large potential emission bandwidth 
stretching from 1700 nm to beyond 2100 nm.153 This wide bandwidth gives Tm potential for appli-
cation in both ultrashort pulse lasers and highly tunable mid-IR sources. Active tuning of Tm has 
been demonstrated over 230 nm.36 The fiber length affects tuning range due to the same three-level 
reabsorption processes discussed for Yb lasers.

Tm fiber lasers have been demonstrated with single-mode CW powers of 268 and 415 W for 790- 
and 1550-nm pumping, respectively.148,151 In addition, an 885-W system with slightly multimode 
beam quality was also reported.154 One additional benefit of Tm lasing is that the longer 2-μm wave-
length allows larger core sizes with better beam qualities, lower nonlinearities, and higher damage 
thresholds since all these properties improve with longer wavelength. 

Holmium-Doped Fibers

Ho-doped fibers are one of the only current option to achieve wavelengths longer than 2 μm. Doped 
in the proper fiber material (silica looses transparency beyond ~2.1 μm), holmium (Ho) fiber lasers 
have reached watt-level output powers.155–157 One of the most prominent absorption regions for 
Ho is around 1.9- to 2-μm region, where high-power pumping can be provided by Tm fiber lasers. 
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Tm pumping allows for extremely efficient conversion since the laser wavelength of Ho is approximately 
2.1 μm and the quantum defect is minimal. This technique provides a way for stretching the Tm band-
width to longer wavelengths in the near IR. Other Ho pump bands include the 1160-nm band which 
can be pumped directly by Yb fiber lasers or as demonstrated by Refs. 156 and 157 with direct laser 
diodes. In addition, Ho can be sensitized with ions such as Yb or Tm, taking advantage of their broad 
pump bands. Using this approach a Tm:Ho laser has achieved 83-W output power at 2.1 μm.158,159

25.8 FIBER FABRICATION AND MATERIALS

High-power fiber lasers most commonly employ silica-based fibers because of its strength and ther-
mal stability. However, other materials must be considered for fiber lasers because they offer different 
merits in terms of transparency, ability to be doped, laser parameters, and manufacturability.

Fiber Fabrication

Fiber fabrication can be divided into two main stages: fiber pulling and preform manufacture. The 
pulling stage is the actual “fiber making” stage and is common to any preform and fiber material. 
Preform manufacture is dependent on many fabrication methods. Further details on many of the 
steps of fiber fabrication can be found in Part 2, “Fabrication,” in Vol. II.

Fiber Pulling The process of fiber pulling is rather similar for all fiber materials with the exception 
of the operating temperature required, whether a polymer coating is deposited, and the final pulling 
diameter. This stage of manufacture involves taking a fiber preform and lowering it into an oven at 
the top of a fiber draw tower. The oven, if set to the proper temperature (varying from ~800°C for 
soft glasses to ~2000°C for silica) causes the preform to heat and eventually a globule of glass will 
drop down with a solid glass “string” attached.11,140,160 This “string” is the beginning of fiber itself 
and by wrapping this strand around a mandrel at a constant speed, the diameter of the fiber can be 
controlled precisely and long lengths of fiber can be formed in large spools.11,140,160 Coatings can also 
be applied during this stage and subsequently hardened (this is an important step for double clad 
fibers, as low-index polymers allow guidance of the pump light in the fiber cladding). 

Preform Manufacture The heart of fiber manufacture and the current and future progress in high-
power fiber lasers depend upon the development of “fiber pullable,” defect-free, low-loss preforms. 
It is one of the main challenges of fiber laser development today.11,140,160 The four main preform 
development techniques are summarized below. 

Modified chemical vapor deposition Chemical vapor deposition (CVD) is widely used for the 
rapid fabrication of large preforms with very accurate index steps and compositions. It is imple-
mented in several approaches, including traditional modified chemical vapor deposition method 
(MCVD), outside vapor deposition (OVD), and vapor-axial deposition (VAD).11,140,160 All three 
methods involve depositing a soot of chemical oxides onto some kind of rotating silica substrate 
mounted in a lathe by heating various gasses flowing over the substrate. The soot deposition builds 
up the desired core and clad layers and the preform tube is collapsed to form the actual preform. 
OVD applies the soot to the outside of a silica rod, VAD applies the soot to the end of a silica rod 
which acts as a “seed,” while the most common MCVD introduces the soot to the inside of a silica 
tube which is subsequently collapsed.11,140,160 CVD is extremely flexible in terms of the index profiles 
and dopants; however, there are challenges in making very large uniform cores for high-power fiber 
lasers. 

Core drilling and preform machining MCVD is an excellent way to obtain radially symmetric 
doping profiles; however, often extra features that are not radially symmetric are desired such as in 
polarization-maintaining fibers or fibers with odd-shaped claddings to promote pump absorption. 
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Holes can be drilled into the preform and subsequently filled with glass or left to be air filled as in 
PCFs. The preform can also be given flat surfaces to provide the nonuniform pump claddings. In 
principle the core-drilling technique is quite simple, however, the difficulty with this method is twofold; 
first, obtaining pullable glass for this type of preform can be challenging (as usually this method is 
used for nonsilica glasses) and second, drilling holes in glass without breaking it is not a simple task; 
it takes a good deal of time, care, and skill to make such a preform not to mention the expense.

The benefits of core drilling lie in its flexibility to be feasible with any glass (especially, soft glasses 
for which MCVD is not available). It also allows the core to be inserted with precise doping character-
istics since it is prepared as bulk glass separately with precise control over its composition. In addition, 
core drilling allows the use of smaller samples of glass which is critical for many types of glasses that 
are expensive or difficult to make in large quantities. The core index profile is also very uniform since 
it is one solid piece of glass, hence fibers with very large cores and high dopant concentrations can be 
more effectively manufactured. 

Stack and draw This method is commonly used to manufacture photonic crystal fibers, which 
require complex structures that would be too expensive or risky to manufacture using hole-drilling 
techniques.161 The basic premise is to use assorted rods (or cane) and tubes of the desired glass 
material and stack them in the desired pattern inside a larger glass tube.161 A core region can be 
added by way of introducing a doped core rod into the pattern of rods or tubes. 

This method is useful for PCF manufacture, though, as with the core drilling approach, it depends 
on finding fiber-pullable glass components that are the appropriate size, particularly, in glasses other 
than silica. Furthermore, fusing of the rods and tubes together into a solid preform without collapsing 
the tubes is not trivial and requires much practice. 

Extrusion In the extrusion technique glass is pressed through a die to obtain a preform with 
the desired air holes or glass dopants.116 The technique has a great potential in the realm of PCFs, as 
arbitrary shapes can be readily generated with a suitable die. A doped core region can be included 
by simply using two types of glass in an extrusion (not dissimilar to the way different colors are 
obtained in one tube of toothpaste).116 To date this method has only been used with so-called “soft 
glasses” having low melting temperatures. 

Fiber Materials  Though silica fiber is the most dominant material for high-power fiber lasers, 
several other materials find niches for specific applications. Varying the doped host material may 
provide benefits in one of three important areas, its laser properties such as upper-state lifetime and 
emission cross section, its doping properties and potential for higher doping, and finally transpar-
ency considerations when operating at mid-IR wavelengths. These different materials and their 
potential benefits will be discussed in subsequent sections. Table 2 which contains glass data for sev-
eral glass types will be referred to throughout this section.

TABLE 2 Sample Properties of Different Types of Glasses Used for Fibers162–172

Glass Type Tx (°C)

Bulk 
Damage

(GW/cm2)

Thermal 
Conductivity 

(W/mK)
dn/dt

(10–5/°C)
CTE

(10–7)
Trans. 
(μm)

Young’s 
Modulus 

(GPa)
Knoop 

Hardness 
n2

(10–20 m2/W)

Silica 1175 600 1.3 11.9 0.55 0.3–2.1 72 600 3.4
Phosphate 366 25 0.84 –4.5 104 0.4–2 71.23 418 1.2
Germanate 741 — 0.55 1.2 63.4 0.5–3.9 85.77 560 —
Tellurite 482 10 1.25 — — 0.5–5 54.5 — 30
Chalchogenide 180 6 0.37 9.3 21.4 0.6–8 15.9 109 400
ZBLAN 385 0.025 0.628   –14.75  17.2 0.5–5 52.7 225 2

Note that data even among one glass type is scattered among different compositions, hence these values may only be taken as approximate for 
comparison sake.
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Silica fiber Nearly all fibers used in telecommunications are based on silica and as a result the 
manufacture, splicing, cleaving, and polishing of this fiber has been optimized. As a result, adapting 
its use for high-power fiber lasers has been a natural transition. Silica is the only fiber commonly 
manufactured by the MCVD technique which is the fastest, simplest, and cheapest way to manu-
facture fiber preforms.11 Silica’s high damage threshold and melting point of approximately 2000°C
make it especially suitable for high-power operation. A final benefit of silica is its physical durability 
to mechanical and thermal stresses. Silica is able to keep cleaved or polished surface well, is stable 
under vibration and strong enough to coil tightly, making silica fibers suitable for environmentally 
taxing packaged fiber laser applications.

As useful as it is in many applications silica does also have some cons including a positive refractive 
index change with temperature, a slightly higher n2 than some glasses, a limited transparency window 
in the mid-IR due to its high phonon energy of 1100 cm–1, as seen in Table 2.140 Sometimes other host 
glasses provide superior laser parameters compared to silica.173,174 A final, and perhaps most impor-
tant, limitation on silica is the relatively low dopant concentrations it can handle (a few wt. % before 
the onset of clustering and other detrimental effects).140, 152 This maximum doping threshold makes it 
difficult to form highly doped fibers that may be advantageous for dopant concentration-dependent 
processes such as up conversion and cross relaxation. Highly doped short fibers, not practical in silica, 
have applications in ultrashort pulse amplification and single-frequency generation. 

Phosphates, germanates, and tellurites Glasses such as phosphates with open glass structures are 
capable of handling far higher dopant concentrations compared to silica.140,152 Fiber lasers have been 
demonstrated with doping percentages as high as 10 times that allowable in silica175,176 enabling very 
short fiber lengths so that these fibers are suitable for high peak power amplification, narrow line-
width generation, and for use in core designs that limit the length of the fiber due to bending losses. 

Fiber end melting in end-pumped configurations is a significant challenge to these types of fibers 
as pump powers in the range of 20 to 100 W can cause catastrophic melting. However, using other 
more evenly distributed pump schemes heat has been more uniformly distributed and higher powers 
have been achieved.64 Phosphate fiber lasers have achieved as high as 20-W output power with Yb 
doping176 and 4-kW peak power in single frequency Q-switched systems,177 germanate fiber lasers 
with pulse energies of 0.25 mJ and output powers of 104 W have also been reported.150, 178

Some of the soft glasses possess better laser characteristics for some dopant ions in terms of cross sec-
tion and lifetime (there are many studies for different dopants and fiber types, however, see for example,174

for tellurite fibers). They are unfortunately more difficult to manufacture in terms of cost of materials 
and required time for core drilling. Often, though not always, their difficulty in manufacture and limited 
power-handling outweighs their superior laser, thermal, and doping properties compared to silica.

Other Mid-IR Glasses: Fluorides and Others Though the bulk of current interest in high-power 
fiber lasers is concentrated in the near IR (1 to 2 μm), some applications require high powers out-
side of this relatively narrow band. 

The most common glass material for producing high-power fiber lasers outside of the traditional 
wavelength band is the fluoride glass family. The most widespread of these glasses is so called ZBLAN, 
named for its chemical composition containing ZnF4, BaF2 , LaF3, AlF3, and NaF.140 Compared to silica, 
ZBLAN allows more laser wavelengths in both the visible and farther into the IR.140 Several reasonably 
high-power lasers have been reported using ZBLAN doped with Ho with outputs of 0.38 W,155,156

Er with outputs of approximately 10 W at 2700 nm,144 and in Tm with outputs of 20-W CW and 9-W 
average power pulsed operation with pulse energies of 90 μJ.173,179,180 ZBLAN has potential in particu-
lar laser applications, where its lifetime and cross-section properties make it advantageous in terms 
of its having a lower threshold behavior. The characteristics of Tm:ZBLAN and Tm:silica at approxi-
mately 50-W pumping levels have been compared and it is found that ZBLAN is superior in terms 
of efficiency and threshold.173 Despite the clear benefits of ZBLAN (and other fluorides) in some 
situations, there are also limitations stemming from fabrication difficulties, low melting point, and 
damage threshold making it difficult to produce fiber lasers with this material above the 50-W level.173

This precludes it from generating the extreme powers of silica-based fiber lasers and, as a result, keeps 
the mid-IR wavelengths it is able to produce limited to the sub 100-W level. 
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There are other potential glasses for mid-IR operation including chalcogenides; however, these glasses 
share the difficulties of ZBLAN in terms of damage threshold and cost of manufacture. Chalcogenides 
are difficult and expensive to make in quantities large enough to fabricate a fiber preform. Lasers based 
on these materials (a Raman fiber laser) have achieved power levels of 0.64 W.181

25.9 SPECTRAL AND TEMPORAL MODALITIES 

High output powers from fiber lasers have reached the multi-kilowatts level with diffraction limited 
beam qualities.21 However, many applications demand narrow spectral bandwidths or tunable spec-
tral bandwidths for spectral beam combining and spectroscopy applications. Other applications call 
for short pulse durations (nanosecond, picoseconds, and femtosecond) with high peak powers at 
high repetition rate such as LIDAR and materials processing. 

High-Power Spectrally Controlled Fiber Lasers

Spectral control is one of the most critical aspects of high-power fiber laser design. Fiber lasers con-
structed without spectral control tend to display chaotic spectral behavior with lasing occuring in 
multiple regions of the gain spectrum simultaneously as observed in Refs. 173, 182, and 183. This 
wide spectral variation and indeterminacy is unsuitable for many applications including pumping 
of other lasers and for spectral beam combining where significantly higher spectral brightness is 
desired. Some situations also call for active wavelength selectivity. 

Fiber Laser Spectral Tunability Fiber laser spectral tuning is most easily accomplished by the 
inclusion of a dispersive element in the resonator such as a diffraction grating, prism, or volume or 
fiber Bragg grating. Free-space fiber laser cavities are easily configured to be wavelength tuned by 
simply replacing an end mirror with the tunable optical element such as a conventional diffraction 
grating in the Littrow configuration. Only a small amount of feedback is required to efficiently con-
trol the wavelength in fiber lasers because of its high gain, spectral narrowing of laser linewidth, due 
to angular dispersion of the spectrum in space is caused by the spectrally selective elements, though 
in many cases at the cost of efficiency.36

Yb-doped fiber lasers with approximately 50-W output and more than 50 nm of tunability were 
reported, as were Er:Yb-doped fiber lasers with more than 100-W output and more than 40 nm of 
tunability and Tm-doped fiber lasers with more than 10 W output and more than 200 nm of tun-
ability. These were in tunable oscillator configurations and showed relatively constant output powers 
over the tuning range.36,184,185

Spectral tuning can also be achieved via volume Bragg gratings (VBGs). These are diffractive holo-
graphic grating structures that give very narrow band feedback with higher efficiency than metal or ruled 
gratings.186 A Yb fiber laser with 4.3-W output power and a 30-nm tuning range was demonstrated.187

VBGs do not work in the Littrow configuration, and thus require an integrated feedback mirror. However, 
they offer the benefit of higher potential efficiency due to lower losses compared to traditional gratings.187

Fiber lasers can also be tuned with fiber Bragg gratings. Because FBGs are simply layers of differing 
photoinduced refractive index change arranged in a fiber, changing the distance between these layers 
by mechanical stretching or thermal tuning can change the reflectivity of the grating. This has been 
done in many systems. Reference 195 provides an example of 30-nm tunability and output of 43 W.188

The tuning range was limited by the amount of mechanical or thermal change a grating can tolerate.

Narrow Linewidth Fiber Lasers

Narrow wavelength and wavelength control can be achieved in fiber lasers either by using narrow 
linewidth spectral control elements in high-power laser cavities or by seeding a high-power ampli-
fier chain with a separate spectrally controlled light source. 
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Fiber Bragg gratings are a common line narrowing mechanism which can be fabricated in photo-
sensitive glass or via direct femtosecond writing of FBGs into fiber laser glass. The later type of grating 
has the advantage of being written directly in the gain fibers with no special glass needed. This type of 
FBG enabled 104-W output power and 260-pm linewidth.74,189 As seen in Chap. 17 by choosing correct 
design parameters, a FBG can be tailored to the desired wavelength, bandwidth, and reflectivity with 
linewidths as narrow as 0.01 nm achieved in single-mode fibers. FBGs have been proven able to handle 
very high powers, as they were incorporated into several of the highest power lasers reported.21

FBGs are not easily compatible with large-mode area fibers because FBGs in large core sizes can-
not easily be made to the tight tolerances demanded for laser applications. The use of volume Bragg 
gratings (VBGs) and guided mode resonance filters (GMRFs) do not suffer this limitation. VBGs can 
be designed to be nearly 100 percent reflective at normal incidence in extremely narrow wavelengths 
ranges. Their fabrication and design is detailed in Ref. 186. The first use of VBGs in fiber lasers involved 
low powers in large-core PCFs.190 This was extended in Yb-doped fiber reaching output power of 4.3 W 
and tunable linewidth of 5 GHz.187 A 103-W Er:Yb laser was also demonstrated and was tuned using the 
VBG over approximately 30 nm at an output power of approximately 30 W.191 VBGs in Tm fiber lasers 
have also been demonstrated, exhibiting powers of up to 5 W and linewidths as small as 300 pm.183 The 
highest power VBG fiber laser demonstrated was linearly polarized and reached 138-W from Yb-doped 
fiber. Thermal limitations to the use of VBGs is discussed in Ref. 192.

Guided mode resonant filters (GMRFs) are based on writing a layer of subwavelength gratings on 
top of a waveguide layer in order to use waveguide coupling effects to cause very narrow band reflectivity. 
The details of their operation are given in Ref. 193. These elements have not been used at high powers 
though they have been used to cause significant linewidth narrowing of a watt-level fiber laser.194

Many applications call for linewidths less than the picometer range. Since fiber lasers usually have 
long cavity lengths, with closely spaced longitudinal modes, spectral control with a single dispersive 
element to a single mode is challenging. Short fiber laser resonators using highly doped soft glasses at 
the watt level have been demonstrated,177,195 but are not scalable to higher power. 

The most effective way to achieve high powers and extremely narrow linewidths is to use a MOPA 
seeded by either narrow linewidth diode lasers or distributed feedback fiber lasers.140 Despite their 
low power, DFB lasers are ideal seeds as they offer minimal temperature sensitivity with low noise, 
1 to 100 kHz linewidth and single polarization. High power, single frequency lasers have been built 
using all the major gain media. A Yb-doped single frequency laser reached 264 W at less than 60 kHz 
linewidth.196 The highest power Tm MOPA reported is 20 W at less than 50 kHz linewidth based on a 
DFB and only limited by available pump power.197 High-power Er:Yb MOPAs have also been reported 
reaching 151 W.198 The onset of SBS which causes linewidth broadening at high powers is often a lim-
iting factor in these systems. To mitigate this, limitation fiber cores must be made larger, fiber lengths 
must be made shorter or special techniques must be used to eliminate SBS.42,199

Nanosecond Fiber Systems

High pulse energies in fiber lasers are limited by the optical damage threshold of the fiber. Fiber 
lasers, so far, are limited to nanosecond pulses with energies of a few millijoules. Even in 100-μm 
core fibers such nanosecond pulses approach the optical damage threshold of silica glass.17 However, 
fiber lasers have the advantage of being able to operate at very high repetition rates (100s of kHz) so 
they complement bulk lasers in the high pulsed power regime. Nanosecond laser architectures are 
either Q-switched or use low-power seed pulses.

Q-Switched Oscillators Conventional Q-switched fiber lasers use a light modulator (passive, 
electro-optical (EO) or acousto-optical (AO)), adjacent to an angle cleaved fiber facet to avoid 
parasitic lasing between pulses, and a feedback element in the resonator. The main challenge with 
Q-switched fiber lasers is maintaining hold-off between pulses as ASE can build up to the detri-
ment of laser efficiency.140,200

Higher peak powers can be reached using large core fibers, end capped with coreless caps to pre-
vent surface damage by expanding the beam before it exits the fiber. Several high-power Q-switched 
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oscillator systems have been reported with millijoule-level output powers based on both conventional 
LMA and PCF technologies. An LMA-based laser doped with Yb produced 8.4 mJ at 500 Hz and 0.6 mJ 
at 200 kHz with 120 W of average power at the higher repetition rate. The beam was slightly multi-
mode giving M2 of approximately 4.201 A PCF-based Yb-doped fiber laser produced 10 ns pulses with 
energies up to 2 mJ and an average power of approximately 100 W.202,203 Tm-doped fiber lasers have 
also been Q-switched producing 30-W output power with 270-μJ pulse energies at 125-kHz repeti-
tion rates in conventional LMA fiber.204

Several potential monolithic Q-switching solutions have been tested, using both active and passive 
switching. Passive Q-switching usually involves using some kind of saturable absorber in the cavity either 
as an end mirror (making the system essentially monolithic), bulk crystal, or by splicing a section of 
saturable absorber into the fiber.140 Saturable absorber mirrors and bulk saturable absorbers are limited 
in output power due to damage concerns in the saturable absorber elements. Nevertheless, saturable 
absorber Q-switched fiber lasers have achieved watt-level powers and 100-μJ pulse energies.205–207 Doped 
fiber with absorption at the desired operation wavelength has also been used as a saturable absorber. 
For example, a 10-W average power, approximately 100-kHz Tm laser with microsecond pulses was 
Q-switched with a Ho-doped fiber section.208 Other alternative Q-switching methods involve using mis-
matched FBGs, where a resonator is formed between two FBGs and the gratings are altered in length 
piezoelectrically to change their reflectivity peak and modulate cavity Q.140,209 Many other novel meth-
ods for Q-switching fiber lasers have been proposed including passive self Q-switching using SBS and 
using a piezoelectrically modulated high-Q microsphere or electro-optic-based metal-filled FBG.210–212

None of these techniques have been tested at high powers.
There is still a general challenge to attaining very short sub-20 nanosecond pulse durations in 

fibers lasers due to their long length.140,213 Typical fiber laser pulse durations are 100s of nanoseconds, 
while sub-100 ns are achievable with care. In very short PCF or highly doped soft glass lasers sub-10 ns 
pulses are achievable. A further challenge for Q-switched oscillators is the long intracavity length in 
a fiber laser causing unwanted nonlinear effects and even undesirable mode locking which affect the 
pulse shape and energy.140,214,215

Nanosecond MOPA Systems When the most consistent and shortest possible pulse durations 
with highest achievable peak pulse powers are desired fiber MOPA systems seeded by Q-switched 
fiber lasers, microchip lasers or modulated laser diodes are a common solution. Microchip lasers 
possess small cavity sizes and can achieve very short pulse durations with reasonable peak output 
powers. They operate with passive Q-switching at fixed repetition rates anywhere from 3 to 100 kHz 
and produce seed energies more than 5 μJ.200 Diode laser seeds have the advantage of being flexible 
in terms of pulse shape and repetition rate when driven by arbitrarily shaped current waveforms. 
Modifications to the pulse shape in an amplifier can be calibrated out by tailoring the input pulse 
shape.90–92,216 Direct diode laser seeds require further stages of preamplification to achieve desired 
seed powers to saturate a power amplifier. 

The multistage nature of the MOPA system configuration allows ASE between pulses to be filtered 
out by narrowband spectral filters or AO gates. MOPA systems currently able to achieve the highest 
peak powers usually rely on either conventional single-mode excitation in LMA fibers90–92,216 or PCF 
technologies20,108,200 to achieve high-beam qualities and large-mode areas. 

Some of the downsides to MOPA systems are their complexity, the extra components they require 
and their longer time for assembly and optimization. MOPAs usually require at least one preamplifier 
(and in the case of diode systems two or more) to boost the seed power to a point where it can effi-
ciently extract gain from a power amplifier. In addition, MOPAs require high-power optical isolators 
to protect earlier stages from back-reflected pulses as well as filters to remove ASE and mode field 
adapters to transfer signals from small-core to large-core stages. 

End caps, sections of undoped, coreless fiber (solid silica) spliced to the end of a conventional fiber 
or sections of PCF with the air holes thermally collapsed allow the fiber mode to expand to much larger 
sizes before exiting the end face where fiber damage thresholds are far lower than in the bulk.20,200

A Yb-doped system was reported which produced 6.2 mJ in sub-10-ns shaped pulses at approxi-
mately 2-kHz repetition rate using conventional LMA fiber with core diameter of 80 μm. It had M2 of 
approximately 1.3.92,217 Another similar system based on 200-μm LMA fiber produced 27 mJ (82 mJ) 
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in 50 ns pulses, but with M2 of 6.5 (though this is significantly better beam quality than expected from 
such a fiber due to the use of coiling techniques). Numerous PCF-based MOPA systems have been 
constructed with core sizes varying from 40 to 100 μm achieving upwards of 4.4 mJ of pulse energy 
at 10 kHz in 100-μm core with near-diffraction-limited beam quality.20,218,219 At these power levels, 
the pulse itself began to break up due to nonlinear effects in even such a large fiber core. Additional 
interest in high-power eyesafe MOPA systems has lead to work on Er:Yb systems capable of more than 
300-μJ pulses at 6 kHz and (or 100 μJ) at 100 kHz.220–222 Tm-based systems in fluoride fibers have 
reached 5-kW peak power in 30-ns pulses with 33-kHz repetition rates and 1-kW peak power with 
125-kHz repetition rates.179

High-Power Ultrashort Pulse Technologies

Ultrashort pulses (USP) and their applications are an area of increasing interest in the laser com-
munity and because of their large gain bandwidths, potential compact size and inherent stability, 
fiber lasers are an ideal platform for the generation and amplification of high-power USPs for use in 
frequency conversion, material processing, remote sensing, high harmonic generation, and produc-
tion of high-power stable frequency combs. As with nanosecond pulses, fiber lasers have fundamen-
tal limitations on pulse output energy caused by nonlinearities and damage thresholds within small 
fiber cores at energies over a few millijoules, but fiber lasers have the ability to provide these pulses 
at very high average powers and repetition rates. By using pulse stretching and compressing tech-
niques, fiber lasers are capable of producing output energies in ultrashort pulses on the same order 
of magnitude of nanosecond pulses. Dispersion-management techniques in fibers allow them to 
readily achieve pulse durations on the order of many classes of bulk ultrashort lasers. System archi-
tectures for fiber-laser-based ultrashort systems take the same two basic forms as their nanosecond 
counterparts: direct generation of pulses by high-power oscillator systems or amplification based on 
chirped pulse amplification (CPA) MOPA systems. 

High-Power USP Oscillators Ultrashort pulses (USPs) have been produced in fiber lasers for many 
years dating back to the early interest in the generation of pulses for communications applications. 
Most USP systems in fibers are capable of only modest output powers of less than 100 mW and pulse 
durations of picoseconds.140 The earliest lasers were based on temporal solitons where pulse duration 
was constant throughout the resonator and the high peak pulse powers of even short pulses limited 
potential output power. Stretched pulse additive pulse mode locking techniques allowed pulse dura-
tion to be shortened and pulse energies to increase somewhat; however, they are still relatively low 
compared to LMA fiber laser standards.140,223–225 The advent of stretched pulse, self similar, or all 
normal dispersion fibers where the pulse is compressed external to the resonator allowed an increase 
of output energies to nearly 20 nJ. This is a limitation in such lasers due to their small-core conven-
tional fiber rather than LMA construction.226–229 High-power LMA fiber lasers based on all-normal 
dispersion techniques have been produced and have achieved record output powers.68,230–233

High-power mode-locked fiber laser oscillators rely on using external cavities and very large-mode 
area fibers to achieve their output powers. Cavities usually take the form of ring or sigma resonators 
containing the gain medium, dispersion compensation, and required polarization control elements. 
Most of these systems use external dispersion compensation such as chirped mirrors and gratings or 
use none at all and rely on extra-cavity pulse compression. 

Detailed descriptions of many types of mode locking used in fiber lasers are found in Refs. 140, 213, 
234, and 235. The most common technique is use of saturable absorbers such as SESAMs (semicon-
ductor saturable absorber mirrors) or carbon nanotubes; SESAM operation is described in Ref. 236, 
and saturable absorbers based on the use of carbon nanotubes are described in Refs. 237 to 240.

Mode-locked fiber lasers will also require dispersion compensation to compress pulses to their 
minimum duration. Many fiber lasers rely on traditional bulk optics making them less useful as 
stable fiber-based systems. Other dispersion compensation alternatives may involve the use of PCF 
or HOM fibers which allow for dispersion correction with very large-mode areas, and thus all-fiber 
LMA oscillators.131,241
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Despite the high-power achievements in LMA-based mode-locked oscillators, there are difficulties 
associated with such systems. Oscillator systems run at very high repetition rates in the megahertz regime 
due to the cavity length leading to low pulse energies even for 100-W-level systems. In addition, pulse dura-
tions are more difficult to control and stability can be an issue when operating at high average powers.

Ultrashort MOPA Systems There are very few differences between the construction of MOPAs for 
ultrashort pulse operation and nanosecond operation. The systems’ architectures are quite similar; 
the differences lie in the way the systems are seeded. USPs have very high peak power. To amplify 
USPs in fiber lasers the chirped pulse amplification (CPA) technique first demonstrated in fibers 
in Ref. 242 must be used. Pulses from a low-power mode-locked seed laser are-amplified by one or 
more preamplifier stages. The pulse is then stretched in duration by giving it a linear chirp using the 
dispersive effects of bulk grating stretchers, chirped mirrors, prisms, or even simply lengths of fiber 
(including potentially PCF or HOM fiber). This stretched pulse is next injected into an amplifier 
system in the same way as a nanosecond pulse. The bandwidth of fiber amplifiers is suitably large to 
handle the wide bandwidth of even sub-100 fs pulses. After amplification, the pulse is recompressed 
to its shortest possible duration. An added advantage of the MOPA system is that optical modula-
tors can be incorporated after the seed laser to act as pulse pickers to reduce the megahertz repeti-
tion rates to kilohertz level rates more suitable to high pulse energy amplification.

With the use of these various types of seed lasers Yb systems have reached 100-μJ pulse energies at 
90-W average powers with pulses as short as 500 fs, thus leading to 120-MW peak powers.243 Higher 
average power megahertz repetition rate systems have reached 131 W of average power.244 An even 
higher power system using two large core PCF amplifiers produced 1.45 mJ at 100-kHz repetition rate 
with more than 100-W output power in approximately 800 fs compressed pulses.245 Though PCFs 
have produced the highest output powers, LMA conventional fibers are also very capable and have 
produced high powers. The highest reported outputs from LMA USP lasers being 50-μJ pulses from 
65-μm core fibers which are used for x-ray generation.246,247 Many Er:Yb-based systems have also been 
constructed, the largest of which manage to produce upward of 200 μJ at 5-kHz repetition rates.246

New VBG-based compression and stretching techniques in Er:Yb and Yb fiber lasers have also allowed 
an increase in efficiency in such CPA systems.248,249 In addition CPA systems have been commercial-
ized and are available for use in materials-processing applications.250

USP, CPAMOPAs suffer similar issues as other MOPA systems including increased parts count and 
complexity, the need for mode field diameter adaptation from stage to stage, and the lack of all-fiber 
components suitable for high-power levels, therefore necessitating free-space operation. Still, MOPAs 
are the most effective way to generate high peak energy and peak-power ultrashort pulses from fiber 
lasers. 

25.10 CONCLUSIONS

Based on the discussions, data, and results presented here, fiber lasers are an effective technology for 
the production of high-power laser light. Despite many excellent results in many regimes, there is 
still a need for further development of fiber laser technologies to make the leap further in the realm 
currently dominated by bulk lasers. The many techniques, technologies, concepts, and systems dis-
cussed are the groundwork for enabling the advancement of fiber lasers in the near and far future. 
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26.1 HISTORY

X rays have a century of history of medical and technological applications. Optics have come to play an 
important role in many capacities. One of Roentgen’s earliest observations, shortly after his discovery 
of x rays in 1895,1 was that while the rays were easily absorbed by some materials, they did not strongly 
refract. Standard optical lenses, which require weak absorption and strong refraction, were therefore 
not useful for manipulating the rays. New techniques were quickly developed. In 1914, van Laue was 
awarded the Nobel Prize for demonstrating the diffraction of x rays by crystals. By 1929, total reflection 
at grazing incidence had been used to deflect x rays.2 The available optics for x rays still can be classified 
by those three phenomena: refraction, diffraction, and total reflection. Surprisingly, given that the phys-
ics governing these optics has been well known for nearly a century, there has been a recent dramatic 
increase in the availability, variety, and performance of x-ray optics for a wide range of applications. 

An increasing interest in x-ray astronomy was one of the major forces for the development of 
x-ray optics in the latter half of the last century. Mirror systems similar to those developed for astron-
omy also proved useful for synchrotron beam lines. Just as x-ray tubes were an accidental offshoot 
of cathode ray research, synchrotron x-ray sources were originally a parasite of particle physics. The 
subsequent development of synchrotrons with increasing brightness and numbers of beam lines have 
created whole new arrays of x-ray tools and a consequent demand for an increasing array of optics. 
The rapid development of x-ray optics has also been symbiotic with the development of detectors 
and of compact sources. Detectors developed for particle physics, medicine, and crystallography have 
found applications across fields. Similarly, the increasing capability of x-ray systems has stimulated 
the development of new science with evergrowing requirements for intensity, coherence, and spatial 
and energy resolution. X-ray diffraction and fluorescence were early tools of the rapid development 
of materials science after World War II, but have been greatly advanced to meet the demands of the 
shrinking feature sizes and allowed defect levels in semiconductors. X-ray diffraction, especially the 
development of dedicated synchrotron beam lines, has also been stimulated by the growing demands 
for rapid protein crystallography for biophysics and pharmaceutical development. 

The new abundance of x-ray optics, sources, and detectors requires a fresh look at the problem of 
optimizing a wide range of x-ray and neutron applications. The development of x-ray technology has 
also advanced neutron science because a number of the optics and detectors are either applicable to 
neutrons or have inspired the development of neutron technology. 
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One question that arises immediately in a discussion of x-ray phenomena is precisely what 
spectral range is included in the term. Usage varies considerably by discipline, but for the purposes 
of this volume, the x-ray spectrum is taken to be roughly from 1 to 100 keV in photon energy 
(1.24 to 0.0124-nm wavelength). The range is extended down into the hard EUV to include some 
microscopy and astronomical optics, and upward to include nuclear medicine.

26.2 X-RAY INTERACTION WITH MATTER

X rays are applicable to such a wide variety of areas because they are penetrating but interacting, have 
wavelengths on the order of atomic spacings, and have energies on the order of core electronic energy 
levels for atoms.

X-Ray Production

X rays are produced primarily by the acceleration of charged particles, the knock out of core electrons, 
or black body and characteristic emission from very hot sources such as laser-generated plasmas or 
astronomical objects. The production of x rays by accelerated charges includes incoherent emission 
such as bremsstrahlung radiation in tube sources and coherent emission by synchrotron undulators 
or free electron lasers. Highly coherent emission can also be created by pumping transitions between 
levels in ionic x-ray lasers.

The creation of x rays by the knock out of core electrons is the mechanism for the production of 
the characteristic lines in the spectra from conventional x-ray tube sources. The incoming electron 
knocks out a core electron, creating a vacancy, which is quickly filled by an electron dropping down 
from an outer shell. The energy difference between the outer shell energy level and the core energy 
level is emitted in the form of an x-ray photon. This is also the origin of the characteristic lines used to 
identify elemental composition in x-ray fluorescence, described in Chap. 29, and for x-ray spectroscopy, 
described in Chap. 30. X-ray sources are described in Subpart 5.4 of this section, in Chaps. 54 to 59. 
Source coherence, and coherence requirements, are discussed in Chap. 27.

Refraction

In the x-ray regime, the real part of the index of refraction of a solid can be simply approximated by3
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where n is the index of refraction, e is the dielectric constant of the solid, e0 is the vacuum dielectric 
constant, k is their ratio, w is the photon frequency, and wp is the plasma frequency of the material. 
The plasma frequency, which typically corresponds to tens of electron volts, is given by

ω
εp

Ne
m

2
2

0

=  (2)

where N is the electron density of the material, and e and m are the charge and mass of the electron. 
For x rays, the relevant electron density is the total density, including core electrons. Thus changes in 
x-ray optical properties cannot be accomplished by changes in the electronic levels, in the manner in 
which optical properties of materials can be manipulated for visible light. The x-ray optical properties 
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are determined by the density and atomic numbers of the elemental constituents. Tables of the prop-
erties of most of the elements are presented in Chap. 36. Because the plasma frequency is very much 
less than the photon frequency, the index of refraction is slightly less than one.

Absorption and Scattering

The imaginary part of the index of refraction for x rays arises from photoelectric absorption. This 
absorption is largest for low energy x rays and has peaks at energies resonant with core ionization 
energies of the atom. X rays can also be deflected out of the beam by incoherent or coherent scatter-
ing from electrons. Coherent scattering is responsible for the decrement to the real part of the index 
of refraction given in Eq. (1). Scattering from nearly free electrons is called Thompson scattering,
and from tightly bound electrons, Rayleigh scattering. The constructive interference of coherent scat-
tering from arrays of atoms constitutes diffraction. Incoherent, or Compton, scattering occurs when 
the incident photon imparts energy and momentum to the electron. Compton scattering becomes 
increasingly important for high-energy photons and thick transparent media.

26.3 OPTICS CHOICES

Slits and Pin Holes

Almost all x-ray systems, whether or not they use more complex optics, contain slits or apertures. 
Some aperture systems have considerable technological development. Most small sample diffrac-
tion systems employ long collimators designed to reduce the background noise from scattered direct 
beam reaching the detector. For q-2q measurements, Soller slits, arrays of flat metal plates arranged 
parallel to the beam direction, are often placed after the sample to further reduce the background. 
Diffraction applications are described in Chap. 28.

Lead hole collimators and pinholes specifically designed for high photon energies are employed for 
nuclear medicine, with pinhole sizes down to tens of microns. Nuclear medicine is discussed in Chap. 32.

Refractive Optics

One consequence of Eq. (1) is that the index of refraction of all materials is very close to unity in the 
x-ray regime. Thus Snell’s law implies that there is very little refraction at the interface,
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where the first medium is vacuum and the second medium has index n, as shown in Fig. 1. In x-ray 
applications the angles q are measured from the surface, not the normal to the surface. If n is very 
close to one, q1 is very close to q2. Thus, refractive optics are more difficult to achieve in the x-ray 
regime. The lens maker’s equation,
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n
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−
/2

1  (4)

gives the relationship between the focal length of a lens f and the radius of curvature of the lens 
R. The symmetric case is given. Because n is very slightly less than one, the focal length produced 
even by very small negative radii (convex) lenses is rather long. This can be overcome by using large 
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numbers of surfaces in a compound lens. Because the radii must still be small, the aperture of the 
lens cannot be large, and refractive optics are generally better suited to narrow synchrotron beams 
than isotropic point sources. Refractive optics is described in Chap. 37.

Diffractive and Interference Optics

The coherent addition of radiation from multiple surfaces or apertures can only occur for a very 
narrow wavelength bandwidth. Thus, diffractive and interference optics such as gratings, crystals, 
zone plates, multilayers, and Laue lenses, described in Chaps. 38 to 43, respectively, are all wavelength 
selective. Such optics are often used as monochromator to select a particular wavelength range from 
a white beam source.

To achieve constructive interference, the spacing of a grating must be arranged so that the radia-
tion from successive sources is in phase, as shown in Fig. 2. The circular apertures of zone plates are 
similar to the openings in a transmission grating. The superposition of radiation from the circular 
apertures results in focusing of the radiation to points on the axis. 

Diffractive optics operate on the same principal, coherent superposition of many rays.4 The most 
common diffractive optic is the crystal. Arranging the beam angle to the plane, q, and plane spacing d
as shown in Fig. 3, so that the rays reflecting from successive planes are in phase (and ignoring refrac-
tion) yields the familiar Bragg’s law,

n dλ θ= 2 sin  (5)

where n is an integer and l is the wavelength of the x ray. Bragg’s law cannot be satisfied for wave-
lengths greater than twice the plane spacing, so crystal optics are limited to low wavelength, high 
energy, x rays. Multilayers are “artificial crystals” of alternating layers of materials. The spacing, 
which is the thickness of a layer pair, replaces d in Eq. (5), and can be much larger than crystalline 
plane spacings. Multilayers are therefore effective for lower energy x rays. Diffraction can also be 
used in transmission, or Laue, mode, as shown in Fig. 4. 

Reflective Optics

Using Snell’s law, Eq. (3), the angle inside a material is smaller than the incident angle in vacuum. 
For incident angles less than a critical angle qc, no wave can be supported in the medium and the 

FIGURE1 Refraction 
at a vacuum-to-material 
interface.

q1

q2

Material

Vacuum

FIGURE 2 Schematic of constructive interference from a 
transmission grating. l is the wavelength of the radiation. The extra 
path length indicated must be an integral multiple of l. Most real 
gratings are used in reflection mode.

l
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incident ray is totally externally reflected. The critical angle, the largest incident angle for total reflec-
tion, is given by

sin sinπ θ π
2 2

−
⎛
⎝
⎜

⎞
⎠
⎟ =

⎛
⎝
⎜

⎞
⎠
⎟

c
n  (6)

Thus, using small angle approximations and Eq. (1)
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Because the plasma frequency is very much less than the photon frequency, total external reflec-
tion occurs for very small grazing incidence angles. This phenomenon is used extensively for single 
reflection mirrors for synchrotrons, x-ray microscopes, and x-ray telescopes. Mirrors are described 
in Chaps. 44 to 47 and 51. To increase the angle of incidence, mirrors are often coated with metals, 
or with multilayers (although, because the multilayer depends on interference, the optic will no lon-
ger have a broadband response).

Arrays of mirrors, such as multifoil or pore optics, are described in Chaps. 48 and 49. Glass capillaries, 
described in Chap. 52, can be used as single bounce-shaped mirrors, or as multiple-bounce light pipes 
transport or focus the beam. Multiple reflections are used to transport x rays in polycapillary arrays, 
described in Chap. 53. Because a mirror is often the first optic in a synchrotron beam line, heat load 
issues are significant. For a number of synchrotron and other high-flux applications, radiation hardness 
and thermal stability are important considerations. A large body of experience has been developed for 
high-heat-load synchrotron mirrors and crystals.5,6 Many optics such as zone plates, microscopy objec-
tives, and glass capillary tubes are routinely used in synchrotron beam lines and are stable over acceptable 
flux ranges. Adaptive optics used to mitigate the effects of thermal changes are described in Chap. 50.

26.4 FOCUSING AND COLLIMATION

Optics Comparisons

A variety of x-ray optics choices exist for collimating or focusing x-ray beams. The best choice of 
the optic depends to a large extent on the geometry of the sample to be measured, the informa-
tion desired from the measurement, and the source geometry and power. No one optic can provide 

FIGURE 3 Pictoral representation of Bragg 
 diffraction from planes with spacing d. The extra path 
length, (s1 + s2), must be an integral multiple of l.
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FIGURE 4 Laue transmission diffraction.
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the best resolution, highest intensity, easiest alignment, and shortest data acquisition time for all 
samples. A true comparison of two optics for a particular application requires careful analysis of 
the sample and measurement requirements, and adjustment of the source and optic design for the 
application. No global comparison of all optics for all applications is possible.

Four optics commonly used for collimation or focusing from x-ray tubes are bent crystals, multilay-
ers, nested cones, and polycapillary optics. Bent crystals collect radiation from a point source and dif-
fract it into a nearly monochromatic collimated beam. Doubly bent crystals or two singly bent crystals 
are required for two-dimensional collimation or focusing. Multilayer optics also work by diffraction, 
although in this case from the periodicity of the artifical compositional variation imposed in the mul-
tilayer. The beam is less monochromatic than for bent crystals. “Supermirrors,” or “Goebel mirrors,” are 
multilayers with graded or irregular spacing, and have wider energy bandwidths than multilayers. 

Mirrors are broad band optics, but because curved mirrors are single-bounce optics, their maxi-
mum angular deflection is limited to the critical angle for their metallic coating, which can be about 
10 mrad at 8 keV. The total capture angle is then determined by the length of the mirror. The output 
divergence is determined by the length of the optic and the source size. One solution to increase the 
capture angle is to “nest” multiple optics. Nested parabolic mirrors have smaller output divergences 
than nested cones. Polycapillary optics are also array optics, containing hundreds of thousands glass 
tubes. Because the focal spot is produced by overlap, it cannot be smaller than the channel size.

Comparison of focusing optics for diffraction also requires a detailed analysis of the effect of the 
convergence angle on the diffracted signal intensity and so is very sample and measurement depen-
dent. Decreasing the angle of convergence onto the sample improves the resolution and decreases 
the signal to noise ratio, but also decreases the diffracted signal intensity relative to a large angle.7

Conventional practice is to use a convergence angle less than the mosaicity of the sample. It is neces-
sary that the beam cross-section at the sample be larger than the sample to avoid the difficulty of 
correcting for intensity variations with sample angle.

Focusing for Spatial Resolution

Diffraction effects limit the resolution of visible light optical systems to within an order of magni-
tude of the wavelength of the light. Thus, in principle, x-ray microscopy systems could have resolution 
many orders of magnitude better than optical light systems. Electrons also have very small wavelength, 
and electron microscopes have extremely high resolution. However, electrons are charged particles and 
necessarily have low penetration lengths into materials. X-ray microscopy is capable of very high reso-
lution imaging of relatively thick objects, including wet samples. In practice, x-ray microscopy covers 
a range of several orders of magnitude in wavelength and spot size. Very high resolution is commonly 
obtained with Schwarzschild objectives,8 or zone plates.9 Because Schwarzschild objectives are used in 
normal incidence, they are essentially limited to the EUV region. Synchrotron sources are required 
to provide adequate flux. The resolution of zone plates is determined by the width of the outermost 
zone. Zone plates are easiest to make for soft x rays, where the thickness required to absorb the beam is 
small. However, zone plates with high aspect ratio have been demonstrated for hard x rays. Because the 
diameters of imaging zone plates are small, and the efficiencies are typically 10 percent for amplitude 
zone plates and 40 percent for phase zone plates, synchrotron sources are required. Very small spot 
sizes have also been demonstrated with multilayer Laue lenses and with refractive optics.

Single capillary tubes can also have output spot sizes on the order of 100 nm or less, and thus can 
be used for scanning microscopy or microanalysis. Capillary tubes with outputs this small also require 
synchrotron sources.

For larger spot sizes, a wider variety of sources and optics are applicable. Microscopes have been 
developed for laser-plasma sources with both Wolter10 and bent crystal optics,11 with resolutions of a 
few microns. These optics, and also capillary and polycapillary optics and nested mirrors, with or with-
out multilayer coatings, can produce spot sizes of a few tens of microns with laboratory tube sources. 
Optics designed to collect over large solid angles, such as bent crystals, graded multilayers or polycap-
illary optics, will produce the highest intensities. Bent crystals will yield monochromatic radiation; 
polycapillary optics can be used to produce higher intensity, but broader band radiation. Polycapillary 
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optics have spot sizes no smaller than tens of microns, independent of source size. Mirrors and 
crystals will have smaller focal spot sizes for smaller sources and larger spot sizes for larger sources. 
Refractive optics are true imaging optics, with the potential for very small spots. Clearly, the optimal 
optic depends on the details of the measurement requirements and the sources available.

Collimation

As shown in Fig. 5, the output from a collimating optic has both global divergence a and local diver-
gence b. Even if the global divergence is made very small by employing an optic, the local divergence 
is usually not zero. For grazing incidence reflection optics, the local divergence is generally given by 
the critical angle for reflection and can be increased by profile errors in the optic. The degree of col-
limation achieved by the optic is limited not only by technology, but by the thermodynamic con-
straint that the beam brightness cannot be increased by any optic.12 Liouville’s theorem states that 
increasing the density of states in phase space is a violation of the second law of thermodynamics. 
This implies that the six dimensional real space/momentum space volume occupied by the photons 
cannot be decreased. More simply, the angle-area product, that is, the cross-sectional area of the beam 
multiplied by the divergence of the beam, cannot be decreased without losing photons. The beam can 
never be brighter than the source. An idealized point source of x rays occupies zero area. X rays from 
such a source could theoretically be perfectly collimated into any chosen cross section. However, a real 
source has a finite size and so limits the degree of possible collimation. Small spot sources are required 
to produce bright, well-collimated beams.
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27.1 GLOSSARY

 F (x, y) diffracted wave fi eld amplitude on the detector image plane (x, y)

 q (X,Y) transmission function through a thin object

 r  length of the position vector from point (X,Y) on the object plane to point (x, y) on 
the detector image plane

 l x-ray wavelength

 k 2p/l  is the wave number
q X Y( , )  distorted object with Fresnel zone phase factors embedded in the original object

 Nz = a2/(4lz) number of Fresnel zones on the object when looking back from the image plane

Traditionally the development of x-ray optics is based on ray-tracing wavefield propagation in 
geometric optics. This is true especially in the hard x-ray regime with energy in the multiple keV 
regime. With the availability of partially coherent x-ray sources such as those at modern synchro-
trons, this situation has changed completely. Very often, some “artifacts” or features beyond ray-
tracing can be observed in experiments due to the interference or phase effects from substantial 
spatial coherence of the synchrotron x-ray source. In this chapter, a brief outline is presented of a 
simple version of the wave propagation theory that can be used to evaluate coherent propagation 
of x-ray waves to take into account these effects. Based on optical reciprocity theorem, this type of 
coherent propagation is also required when evaluating x-ray focusing optics with the intention to 
achieve diffraction-limited performance.

In addition to coherent x-ray optics, there are substantial interests in the scientific community 
to use x-rays for imaging microscopic structures based on coherent wave propagation. For example, 
the success of structural science today is largely based on x-ray diffraction from crystalline materials. 
However, not all materials of interest are in crystalline forms; examples include the majority of mem-
brane proteins and larger multidomain macromolecular assemblies, as well as many nanostructure 
specimens at their functioning levels. For these noncrystalline specimens, imaging at high spatial 
resolution offers an alternative, or the only alternative, to obtain any information on their internal 
structures. This topic is covered in the second part of this chapter.

27.1
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27.2 INTRODUCTION

The spatial coherence length is defined as the transverse distance across the beam over which two 
parts of the beam have a fixed phase relationship. Using classical optics, the coherence length is 
Lcoherence /= ( )λ β  where l is the wavelength of the radiation, and b is the local divergence, the angle 
subtended by the source. For typical laboratory sources the coherence length is only a few microns 
at several meters. However, for modern synchrotron sources b is much smaller and the coherence 
length is large enough to encompass optics such as zone plates which require coherent superposition, 
or entire samples for phase imaging.

27.3 FRESNEL WAVE PROPAGATION

In principle, imaging and diffraction or scattering are two optical regimes that are intrinsically interrelated 
based on Fresnel diffraction for wave propagation, which, under the first-order Born approximation,1,2 is

F x y
i

q X Y
e

r
dXdY

ikr

( , ) ( )=
−

∫∫λ
,  (1)

where F (x, y) is the diffracted wave field amplitude, q (X, Y) is the transmission function through a 
thin object, r z x X y Y= + − + −[ ( ) ( ) ] /2 2 2 1 2 is the length of the position vector from point (X, Y) on 
the object plane to point (x, y) on the detector image plane, l is the x-ray wavelength, and k = 2p /l
is the wave number. 

Although widely used in optical and electron diffraction and microscopy,1 the concept of Fresnel 
diffraction Eq. (1) has only recently been recognized in the broader x-ray diffraction community 
where traditionally far-field diffraction plus conventional radiography dominated the x-ray research 
field for the past century. This is because an essential ingredient for Fresnel-diffraction-based wave 
propagation is a substantial degree of transverse coherence in an x-ray beam, which had not been easily 
available until recent advances in partially coherent synchrotron and laboratory-based sources. 

27.4 UNIFIED APPROACH FOR NEAR- AND 
FAR-FIELD DIFFRACTION

Coherent wave field propagation based on Fresnel diffraction Eq. (1) is usually categorized into two 
regimes: the near-field Fresnel or in-line holography regime, and the far-field Fraunhofer regime. 
A unified method for the evaluation of wave-field propagation in both regimes (Fig. 1) has been 
developed using the concept of distorted object in Fresnel Eq. (1), which can be applied both to 
Fraunhofer and Fresnel diffractions.

To introduce this method, we expand in Eq. (1), r = [ ( ) ( ) ] [( )/z x X y Y z x X2 2 2 1 2 2+ − + − ≈ + − +
( ) ]y Y z− 2 2/  so that Eq. (1) becomes
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Further expanding the terms in the exponential results in
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where R = (x2 + y2 + z2)1/2. We now define a new distorted object q X Y( , ) as follows
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and the scattered wave field F(x, y) can then be expressed by a direct Fourier transform of this 
distorted object

F x y
i e

R
q X Y e dXdY

ikR ik

z
xX yY

( , ) ( , )
( )=

− − +
∫∫λ

 (3)

Eq. (3) clearly shows that by embedding Fresnel zone construction into the distorted object, 
Eq. (2), a near-field diffraction pattern can be simply evaluated by a Fourier transform just like in the 
far-field approximation, with a momentum transfer (Qx, Qy) = (kx/z, ky/z). Furthermore, it reduces 
to the familiar far-field result when z >> a2/(4l), where a is the transverse size of the object, since the 
extra Fresnel phase factor in Eq. (2) can be then approximated to unity. In general, the number of 
Fresnel phase zones of width p depends on distance z and is given by Nz = a2/(4lz). Therefore, Eq. (3) can
be used both in the near-field and in the far-field regimes, and this traditional but somewhat artificial 
partition of these two regimes is easily eliminated. Figure 2 shows some examples of calculated 
diffraction patterns at different detector to specimen distances.

Object

Fresnel
zones

(X, Y)

(x, y)

Near-field Far-field

l

a

z

z >> a2/l

FIGURE 1 Schematic illustration of coherent x-ray wave 
propagation with a distorted object approach both for near-
field Fresnel diffraction, where an object extends into multiple 
Fresnel zones (solid lines), and for far-field Fraunhofer diffrac-
tion, where an object occupies only the center of the first Fresnel 
zone (dashed lines). (See also color insert.)

(a) (b) (c)

FIGURE 2 Simulated diffraction amplitudes |F(x, y)|, of an amplitude object (a)
of 10 μm × 10 μm, with l = 1 Å x rays, at image-to-object distance (b) z = 2 mm and 
(c) z = ∞, using the unified distorted object approach Eq. (3) with Nz = 500 zones in (b)
and Nz = 0 in (c).  Notice that the diffraction pattern changes from noncentrosymmetric 
in the near-field (b) to centrosymmetric in the far-field (c). (See also color insert.)
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27.5 COHERENT DIFFRACTION MICROSCOPY

It has been shown in recent years3 that an oversampled continuous coherent diffraction pattern from 
a nonperiodic object can be phased directly based on real space and reciprocal space constraints 
using an iterative phasing technique originally developed in optics.4,5 The oversampling condition 
requires a diffraction pattern be measured in reciprocal space at a Fourier interval finer than the 
Nyquist frequency used in all discrete fast Fourier transforms. Once such an oversampled diffrac-
tion pattern is obtained, as shown in Fig. 3, the iterative phasing method starts with a random set of 
phases for diffraction amplitudes, and Fourier transforms back and forth between diffraction ampli-
tudes in reciprocal space and density in real space. In each iteration, the real space density is con-
fined to within the finite specimen size and the square of diffraction amplitudes in reciprocal space 
is made equal to the experimentally measured intensities. This iterative procedure has proved to be 
a powerful phasing method for coherent diffraction imaging of nonperiodic specimens as a form of 
lensless x-ray microscopy.

One of the applications of the distorted object approach is that it extends the Fourier transform–
based iterative phasing technique that works well in the far-field coherent diffraction imaging, into 
the regime of phasing near-field Fresnel diffraction or holographic images.6 Because the distorted 
object q X Y( , ) differs from the original object q X Y( , )  by only a phase factor, which is known once 
the origin on the object is chosen, all real-space constraints applicable on q X Y( , )  can be transferred 
onto q X Y( , ) in a straightforward fashion. In fact, most existing iterative phasing programs may be 
easily modified to accommodate the distorting phase factor in Eq. (2). A similar technique developed 
by Nugent et al.7 makes use of a curved wave illumination from a focusing x-ray optic in coherent 
diffraction imaging experiments and has demonstrated that the iterative phasing algorithm may con-
verge much faster with a curved-beam illumination.

A significant recent development in coherent diffraction microscopy is the introduction of a scan-
ning probe so that the coherent diffraction method can be applied to extended specimens.8 It has 

FIGURE 3 Example of a coherent x-ray diffraction pattern 
from a gold nanofoam specimen of ~ 2 μm in size, using 7.35-keV 
coherent x rays. The corner of the image corresponds to ~8 nm 
spatial frequency. (See also color insert.)
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become apparent that the a combination of scanning x-ray microscopy with coherent diffraction 
may be the ultimate tool9 that scientists will be using in the coming years to image high resolution 
structures on nonperiodic specimens.

27.6 COHERENCE PRESERVATION IN X-RAY OPTICS

Coherent x-ray wavefield propagation has become an important consideration in many aspects 
of x-ray optics developments. There are many examples already published in the literature. For 
example, in order to evaluate the ultimate performance of x-ray focusing optics, it is essential to 
employ a coherent wave propagation theory from the x-ray optic to the focal spot which ultimately 
is diffraction limited.10

Another example where coherent wave propagation is needed is to preserve well-defined wave-
fronts through an x-ray optical system, which is often referred to as coherence preservation. For instance, 
one crucial issue in coherent x-ray diffraction imaging is how to increase the signal-to-noise ratio 
when measuring relatively weak diffraction intensities from a nonperiodic object. Based on coherent 
wave propagation, a crystal guard aperture concept has been developed11 which makes use of a pair 
of multiple-bounce crystal optics to eliminate unwanted parasitic scattering background from the 
upstream coherence defining aperture (see Fig. 4). Recent experimental observation and theoretical 
analysis confirm the effectiveness of the crystal guard aperture method with coherence-preserved 
wave propagation through the crystal guard aperture and dramatically reduced scattering background 
in coherent x-ray diffraction images.11

In summary, the development of coherent x-ray optics and x-ray analysis has become increasingly 
more important as the state-of-the-art x-ray sources and x-ray microscopic tools are becoming more 
readily available. It is expected that this field will continue to grow rapidly in order to satisfy the strong 
scientific interests in the community. 
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FIGURE 4 Concept of a perfect-crystal guard aperture in coherent diffraction imaging experi-
ments for the purpose of eliminating unwanted parasitic scattering background in order to achieve 
high signal-to-noise in a diffraction pattern. (See also color insert.)
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28.1 INTRODUCTION

Many analytical tools involve the use of x-rays in both laboratory synchrotron settings. X-ray imaging 
is a familiar technique, with x-ray diffraction (XRD) and x-ray fluorescence (XRF) nearly ubiquitous 
in the materials analysis laboratory.1–3 A long list of additional tools incorporate x-ray optics, espe-
cially at synchrotron sources where a continuous range of x-ray wavelengths is readily accessible. 

The optical components used in x-ray analysis range from simple slits and collimators to diffractive 
elements including crystals and multilayers to reflective elements including capillaries and mirrors 
(see Chaps. 39, 41, 44, 52, and 53). Regardless of the specific application, a description of x-ray optics 
can be divided into three components: 

• Definition of the beam path

• Definition of the beam divergence

• Definition of beam conditioning, or in other words defining the energy spectrum transmitted to 
the sample or detector by the various optical components under given conditions

Regardless of the quantity measured—intensity, energy, or angle—the interplay of these three 
parameters is critical to understanding the instrument response. In order to understand the use of 
optical components we shall begin by describing the simplest of systems which involves slits only. 

28.2 SLITS

Using simple apertures, for example, slits, pinholes, and parallel plate collimators, is often sufficient 
to obtain high-quality data. The most common example of such a system is the powder diffractom-
eter in Bragg-Brentano geometry as shown in Fig. 1. Figure 1 demonstrates that the divergent beam 
is achieved using a system of slits to control the divergence in the direction normal to the axis of 
rotation of the goniometer or the equatorial divergence. Note that slits are generally used in a pairs 
(see Fig. 1), with a primary slit and an antiscatter slit designed to block any photons scattered from 
the edges of the primary slit.

28.1

28
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Also shown in Fig. 1 is control of the beam divergence along the axis of the goniometer (axial 
divergence) using parallel plate collimators. The construction of the parallel plate collimator, also 
called a Soller collimator, includes closely spaced plates that limit the angular range of photons trans-
mitted through the device (Fig. 1). Soller collimators are often used to limit the axial divergence to a 
few degrees or less, as shown in Fig. 1, but can also be used to achieve “parallel beam” conditions. By 
“parallel” we mean divergence ranging from the practical limit for a collimator of ~0.05° to ~0.2°.

As an example, Fig. 2 shows the construction of simple parallel beam powder diffractometer 
incorporating a long Soller collimator on the diffracted beam side. Comparison of data collected in 

Source

Equatorial direction

Axial direction

Source

Soller collimator

Antiscatter slit

d
d

Divergence slit

Antiscatter slit

Measuring
circle

Detector
Detector slit

Detector

Sample

SampleDivergence slit

Soller
collimator

FIGURE 1 Schematic views of the Bragg-Brentano powder diffractometer. 

Source
Detector

Polycapillary
optic Soller collimator

Sample

FIGURE 2 A parallel beam diffractometer employing 
a polycapillary optic and Soller collimator.
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the parafocusing Bragg-Brentano configuration to data collected in the parallel beam configuration 
is shown in Fig. 3 which instantly reveals that instrumental resolution is about the same for both 
configurations. 

The use of the Soller collimator to achieve “parallel” conditions is an important concept, because 
the beam divergence and instrumental resolution are linked. Consider first the diffractometer in Fig. 1 
that works using a divergent beam that diffracts from the sample and then focuses on the receiving 
slit. As a focusing system, the width of the receiving slit width plays a large role in the instrumental 
resolution and angular precision, with wide slits worsening both and vice versa. In sharp contrast, the 
parallel beam system (Fig. 2) relies on the divergence of the Soller collimator to define the measured 
angle. In other words, only the diffracted x rays that travel through the collimator are detected and 
these include only the x rays that propagate within the acceptance angle of the collimator (say 0.05° or 
180 asec). In the next section, we shall reduce the divergence further by using crystal optics that can 
reach to ~0.005° of divergence, improving the instrumental resolution. 

28.3 CRYSTAL OPTICS

Crystal optics are routinely used in two modes: as energy discriminators (monochromators) that 
define the range of wavelengths used in an experiment and as angular filters that define the beam 
divergence. The shape and cut of the crystal is critical and allows beam focusing, compression, 
expansion, and so on by diffracting in one or two dimensions. 

Figure 4 shows four crystals, one flat, one bent and cut, one channel-cut, and the fourth doubly 
curved. In the case of the flat crystal, used either in diffraction or spectroscopy applications, one relies
on Bragg’s law to select the wavelength of interest. Focusing crystals (in either 2-D or 3-D, Fig. 4) take 
on many forms but in general are bent then cut to transform a divergent beam into a focusing beam 
while selecting some particular wavelength. The channel-cut crystal, is so named because one channel 
is cut into a single crystal to facilitate diffraction from both inside faces of the channel using a single 
device. The channels can be cut either symmetrically so that the incident and diffracted beams make 
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FIGURE 3 Comparison of powder diffraction data for a sample of Ag powder 
collected using two different instrumental geometries.
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the same angle with the inside of the channel or asymmetrically where the angle of incidence or dif-
fraction is a small angle with the second angle large. The advantage of asymmetric crystals is higher 
throughput because of broadening of the rocking curve width. 

Selection of crystals involves balancing intensity with resolution (angular or energy), with the 
latter defined by the rocking curve width. Measuring the intensity diffracted for a particular wave-
length as a function of angle provides the rocking curve—a quantitative measure of the perfection 
of a crystal. The rocking curve width is the most critical aspect of any crystal optic as it defines 
the range of angles or energies transmitted by the crystal. In the context of energy discrimination, 
smaller rocking curves result in smaller ranges of energy diffracted by the crystal at some particular 
angle. Rocking curve widths are a function of wavelength and Miller index, but generally range 
from ~10 asec for high-perfection Si or Ge crystals to ~250 asec for LiF or even ~1000 for pyrolytic 
graphite. Graphite and LiF crystals are often used as diffracted beam monochromators in laboratory 
diffractometers, while Si and/or Ge are reserved for high-resolution epitaxial thin-film analysis or 
synchrotron beam lines.4

In the case of most laboratory diffraction experiments, one or two wavelengths are typically 
selected, Ka1 and/or Ka2, using crystal optics. Incorporating a graphite crystal that is highly defected 
(mosaic) can trim the energy window to include only the Ka1 and Ka2 components at ~60 percent 
efficiency. Using a crystal of higher perfection facilitates rejection of all but the Ka1 radiation, but at 
a substantially lower efficiency. In order to improve upon the spectral purity and/or beam divergence 
even further, one can employ multiple crystal monochromators and/or multiple diffraction events 
using the channel-cut crystal described above. The number of crystals and diffraction events can 
become quite large for the study epitaxial films in particular, with 4-bounce monochromators on 
both the incident and diffracted beam sides of the specimen. The reader is referred to recent texts for 
a more comprehensive review.3,4

Diffracted beam

Incident beam

(a) (b)

(c) (d)

Source

dhkl

q

q
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Focus

Focus

FIGURE 4 The function of several crystal optics including: (a) flat crystal; (b) a bent 
and cut focusing crystal; (c) an asymmetric channel-cut crystal; and (d ) a 2-D focusing 
crystal.
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28.4 MULTILAYER OPTICS

Multilayer x-ray optics were commercialized in the late 1990s, and offer very specific advantages 
compared to crystal optics. As shown in Fig. 5 they are man-made crystals that are composed of 
alternating layers of high and low atomic number materials. They are diffractive optics, generally 
with large d-spacings and small diffraction angles to provide high efficiency. The rocking curve 
widths and efficiencies are on the order of 100 to 200 asec with 50 to 70 percent efficiency. As such, 
they represent a compromise between perfect crystal monochromators (Si, Ge, ~10 to 30 asec) and 
highly mosaic crystals such as graphite (~1000 asec). 

Multilayer optics are available, like crystals, in a variety of geometrical configurations to provide 
focused beams and parallel beams, again in one and two dimensions. In addition, cross-coupled mul-
tilayers can be used to create point-focused or parallel beams that are today used extensively for single 
crystal diffraction experiments. The spectral selectivity of multilayers is a function of not only the 
rocking curve width but also the materials composing the multilayer that can selectively absorb, for 
example, beta radiation.

28.5 CAPILLARY AND POLYCAPILLARY OPTICS

Drawing hollow glass tubes to a small diameter and with smooth internal surfaces yields single cap-
illary (monocapillary) optics that can be built into arrays to form polycapillary optics. The function 
of the capillary is total internal reflection of the incident photons that allows the capillary to behave 
as a “light pipe” to direct x rays in some particular direction. Within limits of the physics of internal 
x-ray reflection, a variety of beam focusing, collimating, and angular filtering can be achieved, as 
summarized in Fig. 6. From Fig. 6, it is clear that either mono or polycapillary optics can be used to 
create small x-ray spot sizes by focusing the beam. Modern capillary optics can provide beam sizes 
as small as 10 μm routinely, facilitating micro diffraction and micro fluorescence applications. 

Another advantage of capillary optics is the ability to improve the intensity in a measurement. 
Harnessing a large solid angle of x rays emitted from the source or sample in an efficient manner 
results in 10- or even 100-fold increases in intensity. Similar principles are used in x-ray microsources 
described below. 

28.6 DIFFRACTION AND FLUORESCENCE SYSTEMS

All of the optical components described above can be variously integrated into systems for high 
intensity, small spot size, large illuminated area, or high energy or angular resolution. One can 
enhance a diffraction or fluorescence instrument for a specific application by appropriate use of 

Source

Slit

FIGURE 5 A parabolic graded mul-
tilayer that transforms a divergent beam 
into a parallel beam, or vice versa.
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optics. Indeed, some modern systems employ prealigned optics that are turn-key interchangeable, 
affording spectacular flexibility in a single instrument. Naturally, the number of permutations of 
instrumental arrangements is very large, but in general one attempts to optimize the signal within 
the limits of the required instrumental resolution. 

A clever approach to optimizing both resolution and intensity is the use of “hybrid” optics. Figure 7 
shows a schematic of a high-resolution diffractometer applicable for epitaxial film characterization. 
The defining features of the optics in this case are very high angular resolution provided by the channel 
cut crystals. However, incorporating a parabolic multilayer before the first crystal monochromator 
notably improves the intensity. The hybrid design takes advantage of the fact that the multilayer can 
capture ~0.5° of divergent radiation from the x-ray source and convert it at ~70 percent efficiency 
to a beam with only ~100 asec divergence. Thus, a substantially larger number of photons reach the 
channel-cut crystal within its rocking curve width of ~20 asec from the multilayer than would directly 
from the x-ray source, improving the overall intensity.

Detector

Specimen

Axial collimator Axial collimator

Asymmetric
channel-cut crystal

Source

Parabolic
multilayer

Asymmetric
channel-cut crystal

FIGURE 7 Schematic of a high-resolution diffractometer applicable 
for epitaxial thin film characterization. 
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FIGURE 6 Schematics of the function of (a) focusing and 
(b) collimating polycapillary optics.
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28.7 X-RAY SOURCES AND MICROSOURCES

A notable application of x-ray optics is the x-ray “microsource.” Microsource devices in general 
comprise any low-power and high-flux x-ray source, technology that was enabled by clever applica-
tion of optical components. The x-ray flux on a particular specimen from a standard x-ray tube is 
limited by the ability to cool the anode metal, limiting the input power to ~2 kW. Rotating anode 
sources allow for ~10-fold increases in input power, but are again limited by cooling. In either case, 
traditional systems use a series of slits to guide x rays from the source to the sample in a linear fash-
ion, discarding most of the x rays produced by the source. One can use x-ray optics to harness a 
larger solid angle of x rays produced at the source and guide those photons to the experiment. Such 
approaches have been highly successful, leading to commercialization of microsources that run at 
power settings as low as 20 W, but provide x-ray flux comparable to traditional x-ray tubes and even 
rotating anode generators. 

28.8 REFERENCES

1. R. Jenkins and R. L. Snyder, Introduction to X-Ray Powder Diffractometry, Vol. 138, J. D. Winefordner (ed.), 
John Wiley & Sons, New York, 1996.

2. H. P. Klug and L. E. Alexander, X-Ray Diffraction Procedures, 2nd ed., John Wiley & Sons, New York, 1974, 
p. 966.

3. B. D. Cullity and S. R. Stock, Elements of X-Ray Diffraction, Prentice Hall, NJ, 2001, p. 664.

4. D. K. Bowen and B. K. Tanner, High Resolution X-Ray Diffractometry and Topography, Taylor & Francis, 
London, 1998, p. 252.



This page intentionally left blank 



REQUIREMENTS FOR X-RAY 
FLUORESCENCE

Walter Gibson∗

X-Ray Optical Systems 
East Greenbush, New York

George Havrilla
Los Alamos National Laboratory
Los Alamos, New Mexico

29.1 INTRODUCTION 

The use of secondary x rays that are emitted from solids bombarded by x rays, electrons, or posi-
tive ions to measure the composition of the sample is widely used as a nondestructive elemental 
analysis tool. Such secondary x rays are called fluorescence x rays. The “characteristic rays” emitted 
from a solid irradiated by x rays or electrons1 were shown in 1913 by Moseley to have  characteristic 
wavelengths (energies) corresponding to the atomic number of specific elements in the target.2

Measurement of the wavelength of the characteristic x rays, as well as observation of a continuous 
background of wavelengths, was made possible by use of the single-crystal diffraction spectrometer 
first demonstrated by Bragg.3 There was active development by a number of workers and by the late 
1920s x-ray techniques were well developed. In 1923, Coster and von Hevesey4 used x-ray fluores-
cence to discover the unknown element hafnium by measurement of its characteristic line in the 
radiation from a Norwegian mineral, and in 1932 Coster and von Hevesey published the classical 
text Chemical Analysis by X-Ray and Its Applications. Surprisingly, there was then almost no further 
activity until after World War II. In 1947 Friedman and Birks converted an x-ray diffractometer to 
an x-ray spectrometer for chemical analysis,5 taking advantage of work on diffraction systems and 
detectors that had gone on in the previous decade. An x-ray fluorescence measurement in which the 
energy (or wavelength) spectrum is carried out by the use of x-ray diffraction spectrometry is called 
wavelength-dispersive x-ray fluorescence (WDXRF). There was then rapid progress with a number of 
companies developing commercial x-ray fluorescence (XRF) instruments. The early developments 
have been discussed in detail by Gilfrich.6 During the 1960s, the development of semiconductor par-
ticle detectors that could measure the energy spectrum of emitted x rays with much higher energy 
resolution than possible with gas proportional counters or scintillators resulted in an explosion of 
applications of energy-dispersive x-ray fluorescence (EDXRF). Until recently, except for the flat or 
curved diffraction crystals used in WDXRF, x-ray optics have not played an important role in x-ray 
fluorescence measurements. This situation has changed markedly during the past decade. We will 
now review the status of both WDXRF and EDXRF with emphasis on the role of x-ray optics with-
out attempting to document the historical development.

29.1
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29.2 WAVELENGTH-DISPERSIVE X-RAY 
FLUORESCENCE (WDXRF)

There are thousands of XRF systems in scientific laboratories, industrial laboratories, and in manufac-
turing and process facilities worldwide. Although most of these are EDXRF systems, many use WDXRF 
spectrometry to measure the intensity of selected characteristic x rays. Overwhelmingly, the excitation 
mechanism of choice is energetic electrons, and many are built onto scanning electron microscopes 
(SEMs). Electron excitation is simple and can take advantage of electrostatic and magnetic electron 
optics to provide good spatial resolution and, in the case of the SEM, to give elemental composition 
maps of the sample with high resolution. In general, the only x-ray optics connected with these systems 
are the flat or curved analyzing crystals. Sometimes there is a single analyzing crystal that is scanned to 
give the wavelength spectrum (although multiple crystals, usually two or three, are used to cover differ-
ent wavelength ranges). However, some systems are multichannel with different (usually curved) crys-
tals placed at different azimuthal angles, each designed to simultaneously measure a specific wavelength 
corresponding a selected element or background wavelength. Sometimes a scanning crystal is included 
to give a less sensitive but more inclusive spectral distribution. Such systems have the benefit of high 
resolution and high sensitivity in cases where the needs are well defined. In general, WDXRF systems 
have not been designed to take advantage of recent developments in x-ray optics, although there are a 
number of possibilities and it is expected that such systems will be developed. One important role that 
x ray optics can be used in such systems is shown in Fig. 1.

In this arrangement, a broad angular range of x-ray emission from the sample is converted into 
a quasi-parallel beam with a much smaller angular distribution. A variety of collimating optics 
could be used, for example, polycapillary (as shown), multilayer, nested cone, and so on. The benefit, 
 represented as the gain in diffracted intensity, will depend on the optic used, the system design (e.g., 
the diffracting crystal or multilayer film), and the x-ray energy. With a polycapillary collimator, 8 keV 
x rays from the sample with divergence of up to approximately 12°, can be converted to a beam with 
approximately 0.2° divergence. With a diffraction width of 0.2° and a transmission efficiency for the 
optic of 50 percent, the gain in the diffracted beam intensity for flat crystal one-dimensional diffrac-
tion would be typically more than 30. Further discussion of the gains that can be obtained in x-ray 
diffraction measurements can be found in Sec. 29.5. Another potential benefit from the arrangement 
shown in Fig. 1 is confinement of the sampling area to a small spot defined by the collection properties 
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of the optic as discussed in Chap. 53. Scanning of the sample will then give the spatial distribution of 
selected elements. This is also useful in so-called environmental, or high-pressure, SEMs where the 
position of the exciting electron beam is not so well defined.

Fine Structure in WDXRF Measurements

As noted previously, most of the WDXRF systems in use involve electron excitation either in SEM 
systems or in dedicated electron micro-probe systems. Photon emission from electron excitation 
systems contains, in addition to the characteristic lines, a continuous background due to brems-
strahlung radiation resulting from slowing down of the electrons in the solid. Although this back-
ground does not seriously interfere with many measurements of elemental composition, it can limit 
the measurement sensitivity, and can preclude observation of very low intensity features. If the flu-
orescence x rays are excited by incident x rays, or energetic charged particles, the bremsstrahlung 
background can be avoided. It should be noted that a continuous background still is present when 
a broad x-ray spectrum is used as the exciting beam due to scattering of low-energy x rays. This can 
be largely avoided if monoenergetic x rays are used.7

A dramatic illustration of the value of a low background in XRF measurements is contained in 
recent studies in Japan of fine structure in fluorescence spectra.8–11 Accompanying each characteristic 
x-ray fluorescence peak is an Auger excitation peak displaced typically approximately 1 keV in energy 
and lower in intensity by nearly 1000 times. This peak is not usually observable in the presence of 
bremsstrahlung background from electron excitation. By using x-ray excitation to get a low back-
ground and WDXRF to get high-energy resolution, Kawai and coworkers8–11 measured the Auger 
excitation peaks from Silicon in elemental Si and SiO2 and from Al. They showed that the observed 
structure corresponds to x-ray absorption fine structure (EXAFS) and x-ray absorption near-edge 
structure (XANES) that has been observed in high-resolution synchrotron studies. Very long mea-
surement time was necessary to obtain sufficient statistical accuracy. This type of measurement could 
presumably be considerably enhanced by the use of collimating optics as shown in Fig. 1.

29.3 ENERGY-DISPERSIVE X-RAY
FLUORESCENCE (EDXRF)

During the 1960s, semiconductor detectors were developed with dramatic impact on energy and 
later position measurement of energetic charged particles, electrons, and x rays.12,13 Because of 
their high efficiency, high count rate capability, high resolution compared with gas counters, and 
their improved energy resolution compared with scintillation counters, these new detectors virtu-
ally revolutionized radiation detection and applications including x-ray fluorescence. Initially, the 
semiconductor junction detectors had a thin active area and, therefore, were not very efficient for x 
rays. However, by use of lithium compensation in the active area of the detector, it was possible to 
make very thick depletion layers14 (junctions) and, therefore, to reach a detection efficiency of 100 
percent for x rays. Later, high-purity germanium was used to make thick semiconductor junctions. 
Such large-volume semiconductor junctions need to be cooled to obtain the highest energy resolu-
tion (typically, 130 to 160 eV).

There are now thousands of XRF systems that use cooled semiconductor detectors, most of them 
mounted on SEMs. Most SEM-based XRF systems do not use any x-ray optics. The detectors can be 
made large enough (up to 1 to 2 cm2) and can be placed close enough to the sample that they collect 
x-rays over a relatively large solid angle.

As pointed out previously, electron excitation produces a background of bremsstrahlung radiation 
that sets a limit on the signal-to-background ratio and, therefore, the minimum detection limit for 
impurities. This background can be avoided by using x rays or energetic charged particles as the exci-
tation source. Consequently, it is common to see cooled lithium-drifted silicon Si(Li) or high-purity 
germanium (HpGe) detectors mounted on accelerator beamlines for materials analysis. The ion 
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beam-based (usually proton or helium ion) technique is called particle-induced x-ray emission (PIXE). 
Again, these do not require optics because the detector can be relatively close to the sample. As with 
the electron-based systems, optics necessary for controlling or focusing the exciting beam are electro-
static or magnetic and will not be discussed here. When the exciting beam is composed of photons 
from a synchrotron or free-electron laser (FEL) source, the situation is virtually the same, with no 
optics required between the sample and the detector. Mirrors and monochromators used to control 
the exciting beam are discussed in Chaps. 39 and 44.

Monocapillary Micro-XRF (MXRF) Systems

However, if the excitation is accomplished by x rays from a standard laboratory-based x-ray 
 generator, x-ray optics have a very important role to play. In general, the need to obtain a high 
flux of exciting photons from a laboratory x-ray source requires that the sample be as close as 
 possible to the source. Even then, if the sample is small or if only a small area is irradiated, prac-
tical  geometrical considerations usually limit the x-ray flux. The solution has been to increase the 
total  number of x rays from the source by increasing the source power, with water-cooled rotating 
anode x-ray  generators becoming the laboratory-based x-ray generator of choice. (For a discussion 
of x-ray sources, see Chap. 54.) To reduce the geometrical 1/d2 reduction of x-ray intensity as the 
sample is displaced from the source (where d is the sample/source separation), capillaries (hollow 
tubes) have been used since the 1930s.15 Although metal capillaries have been used,16 glass is the 
overwhelming material of choice,17–19 because of its easy formability and smooth surface. In most of the 
studies reported earlier, a straight capillary was placed between the x-ray source and the sample, and 
aligned to give the highest intensity on the sample, the capillary length (6 to 20 mm) being chosen 
to accommodate the source/sample spacing in a commercial instrument. An early embodiment of 
commercial micro x-ray fluorescence employed metal foil apertures with a variety of dimensions 
which  created spatially resolved x-ray beams. While these crude “optics” provided x-ray beams as 
small as 50 μm, the x-ray flux was quite limited due to the geometrical constraints.

In 1988, Stern et al.20 described the use of a linearly tapered or conical optic that could be used 
to produce a smaller, more intense but more divergent beam. This has stimulated a large number of 
studies of shaped monocapillaries. Many of these are designed for use with synchrotron beams for 
which they are especially well suited, but they have also been used with laboratory sources. A detailed 
discussion of monocapillary optics and their applications is given in Chap. 52.

In 1989, Carpenter21 built a dedicated system with a very small and controlled source spot size, close-
coupling between the capillary and source and variable distance to the sample chamber. The sample was 
scanned to obtain spatial distribution of observed elemental constituents. A straight 10-μm diameter,
119-mm-long capillary showed a gain of 180 compared to a 10-μm pinhole at the same distance and mea-
surements were carried out with a much lower power x-ray source (12 W) than had been used before.

More recently, a commercial x-ray guide tube or formed monocapillary has been employed to pro-
duce x-ray flux gain around 50 times that of straight monocapillary. This modest flux gain enables the 
more rapid spectrum acquisition and elemental mapping of materials offering new spatially resolved 
elemental analysis capabilities at the 10 s of micrometers scale.

Polycapillary-Based MXRF

As discussed in Chap. 53, a large number of capillaries can be combined to capture x rays over a 
large angle from a small, divergent source and focus them onto a small spot. This is particularly use-
ful for microfocus x-ray fluorescence (MXRF) applications.22–24

Using the system developed by Carpenter, a systematic study was carried out by Gao25 in which 
standard pinhole collimation, straight-capillary, tapered-capillary, and polycapillary focusing optics 
could be compared. A schematic representation of this system with a polycapillary focusing optic is 
shown in Fig. 2. The x rays were generated by a focused electron beam, which could be positioned 
electronically to provide optimum alignment with whatever optical element was being used.21
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The target material could be changed by rotating the anode as shown in Fig. 2. Measurement of the 
focal spot size produced by the polycapillary focusing optic was carried out by measuring the direct 
beam intensity while moving a knife edge across the focal spot. The result of such measurements for 
Cu Kα and Mo Kα x rays are shown in Fig. 3.

The intensity gain obtained from the polycapillary focusing optic depends on the size of the x-ray 
emission spot in the x-ray generator, on the x-ray energy, and on the input focal distance (distance 
between the source spot and the optic). This is because the effective collection angle for each of the 
transmitting channels is controlled by the critical angle for total external reflection (see Chap. 53). 
For the system shown, the flux density gain relative to the direct beam of the same size at 100 mm 
from the source, is shown in Fig. 4 for Cu Kα and Mo Kα x rays. The maximum gain is about 4400 at 
8.0 keV and 2400 at 17.4 keV, respectively.

A secondary x-ray spectrum obtained by irradiating a standard NIST thin-film XRF standard 
sample, SRM1833, is shown in Fig. 5. Zirconium and aluminum filters were used before the optic to 
reduce the low-energy bremsstrahlung background from the source. The flux density of the beam at 
the focus was calculated to be 1.5 × 105 photons⋅s⋅μm2 for Mo Kα from the 12-W source operated 
at 40 kV. The minimum detection limits (MDLs) in picograms for 100-s measurement time were as 
follows: K, 4.1; Ti, 1.5; Fe, 0.57; Zn, 0.28; and Pb, 0.52. The MDL values are comparable with those 
obtained by Engstrom et al.26 who used a 200-μm diameter straight monocapillary and an x-ray 
source with two orders of magnitude more power (1.7 kW) than the 12-W source used in the poly-
capillary measurements.

By scanning the sample across the focal spot of the polycapillary optic, the spatial distribution 
of elemental constituents was obtained for a ryolithic glass inclusion in a quartz phenocryst found 
in a layer of Paleozoic altered volcanic ash. This information is valuable in stratigraphic correlation 
 studies.27,28 The results are shown in Fig. 6. Also shown are the images obtained from Compton scat-
tering (Comp) and Rayleigh scattering (Ray).

There are a number of commercial instruments employing the monolithic polycapillary optics to 
spatially form the excitation beam. Their commercial success lies in being able to generate an increase 
in x-ray flux 2 to 3 orders of magnitude greater than that can be obtained without the optic at a given 
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FIGURE 2 Schematic representation of microfocus x-ray fluorescence system. (From Ref. 22.)
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spot size. The future development and potential growth of MXRF rests with the continued innovation 
of x-ray optics in general and polycapillary optics in particular.

MXRF with Doubly Curved Crystal Diffraction

Although x-ray-induced fluorescence has a significantly lower background than electron-induced fluo-
rescence, there is still background arising from scattering of the continuous bremsstrahlung radiation 
in the sample. This can be reduced by filtering of high-energy bremsstrahlung in polycapillary focus-
ing optics (see Chap. 53) and by use of filters to reduce the low-energy bremsstrahlung as done for 
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the spectrum shown in Fig. 5. Recently, efficient collection and focusing of characteristic x rays by 
Bragg diffraction with doubly bent single crystals has been demonstrated by Chen and Wyttry.30 The 
arrangement for this is shown in Fig. 7.31

Energy spectra taken with a thin hydrocarbon (acrylic) film with a polycapillary focusing optic, and 
with doubly curved crystal optics with a mica and with a silicon crystal are shown in Fig. 8.31 The back-
ground reduction for the monoenergetic excitation is evident. Various order reflections are observed 
with the mica crystal. The angle subtended by the mica crystal is approximately 20° × 5°, giving an x-ray 
intensity only about a factor of three lower than that obtained with the polycapillary lens.

The use of DCCs (doubly curved crystals) in commercial instrumentation has met with commer-
cial success in specific elemental applications. A dual DCC instrument where a DCC is used on the 
excitation side to create a monochromatic beam for excitation and another DCC on the detection side 
to limit the region of interest of x-ray fluorescence impinging on the detector provides a highly sensi-
tive and selective detection of sulfur in petroleum streams. Several different embodiements include 
benchtop, online, and handportable instruments. It is apparent that continued development of DCC-
based applications will continue to increase.
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Ultrahigh Resolution EDMXRF

As discussed earlier, EDMXRF utilizing cooled semiconductor junction detectors is widely used in 
science and industry. The energy resolution of semiconductor detectors is typically 140 to 160 eV. 
During the past few years, very high resolution x-ray detectors based on superconducting transi-
tion-edge sensor (TES) microalorimeters32 semiconductor thermistor microcalorimeters,33–35 and 
superconducting tunnel junctions36 have been developed. Although these detectors are still under 
active development, there have been demonstrated dramatic benefits for MXRF applications.

TES microcalorimeter detectors have the best reported energy resolution (~2 eV at 1.5 keV).37

A schematic representation of a TES microcalorimeter detector is shown in Fig. 9 and energy spectra 
for a titanium nitride thin film is shown in Fig. 1037 and for a tungsten silicide thin film is shown in 
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Fig. 11.32 In each case, the spectrum in the same energy region from a silicon junction detector is also 
shown for comparison.

Because the absorbing element on microcalorimeter detectors must have a low thermal capaci-
tance to achieve high resolution and short recovery time (for higher counting rates), and cannot 
operate closer than 5 mm to the sample (because of thermal and optical shielding), the sensitivity is 
low. However, by using a collecting and focusing optic between the sample and the detector, the effec-
tive area can be greatly increased.38 A schematic of such an arrangement with a polycapillary focusing 
optic is shown in Fig. 12. With such a system, the effective area can be increased to approximately 
7 mm2, comparable with the area of high-resolution semiconductor detectors.
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Figure 13 shows a logrithmic plot of the energy spectrum for an aluminum-gallium-arsenide 
 sample.32 This shows the bremsstrahlung background that is present when electrons (in this case, 
5 keV) are used as the exciting beam. It is clear that x-ray excitation (especially with monochromatic 
x rays) will be important in order to use such detectors to observe the low-intensity fine structure to get 
microstructure and microchemical information with high-resolution energy-dispersive detectors.
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FIGURE 12 Schematic representation of focusing optic for microcalorimeter 
detector. (From Ref. 38.)
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The basic process related to x-ray absorption spectroscopy (XAS, which includes x-ray absorp-
tion near edge spectroscopy, XANES, and extended x-ray absorption fine structure, EXAFS) is the 
absorption by an atom of a photon with sufficient energy to excite a core electron to unoccupied levels 
(bands) or to the continuum. An XAS experiment comprises the measurement of the absorption 
coefficient m(E) in the vicinity of an absorption edge, where a more or less oscillatory behavior of 
m(E) is observed. Monochromatic radiation is used, and the photon energy is increased to the value 
at which core electrons can be excited to unoccupied states close to the continuum. As an example, 
an absorption spectrum of a platinum metal foil is shown in Fig. 1 for the photon energy range in 
the vicinity of the Pt L3 edge. The steep increase of the absorption at about 11.564 keV corresponds 
to the excitation of electrons from the Pt 2p3/2 level into unoccupied states above the Fermi level 
of the Pt material. In general, the exact energy of the absorption edge is a sensitive function of the 
chemical valence of the excited atom, that is, a shift of the absorption edge toward higher photon ener-
gies is observed as the chemical valence of the absorber atom is increased. In many cases, a more or 
less linear shift of the edge with typically 1 to 3 eV per valence unit can be found in the literature for 
different elements, and thus, an accurate determination of the edge position is essential for a proper 
valence determination.1 Furthermore, in some cases there are also sharp features in the absorption 
spectrum even below the edge. These so called pre-edge peaks can be attributed to transitions from 
the excited photoelectron into unoccupied discrete electronic levels of the sample which can be 
probed by an x-ray absorption experiment. Due to the discrete nature of these transitions, again a 
high resolution of the spectrometer is required in order to be able to investigate such structures in 
the spectrum. In the case of Pt, a sharp whiteline-like feature is observed directly at the edge. As can 
be seen in the inset of Fig. 1, where the derivative of the Pt absorption spectrum is shown, the sharp-
est features in this spectrum have a full width of only a few electron volts and the energy resolution 
ΔE of the spectrometer has to be superior for such experiments. 

In general, synchrotron radiation is used for x-ray absorption spectroscopy, because the energy 
range of interest can be easily selected from the broad and intense distribution provided by storage 
rings (see Chap. 55). X-ray monochromators select the desired photon energy by Bragg’s law of 
diffraction

n dλ = 2 sinΘ
 (1)
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where l is the x-ray wavelength, d the lattice spacing of the monochromator crystal, and Θ the angle 
between the impinging radiation and the lattice planes. However, not only the fundamental wave 
(n = 1) but also higher harmonics (n > 1) are transmitted by the monochromator. Selection rules 
depending on the structure of the crystals can forbid certain harmonics, for example, in the case 
of the mostly used Si(111) and Si(311) monochromator crystals the second order are not allowed, 
whereas the third harmonics are present.

However, high-intensity radiation impinging on a monochromator crystal induces a variety of surface 
slope errors, such as thermal bumps and thermal bending as well as lattice constant variations. This is 
especially true if insertion devices (wigglers and undulators) are used at third-generation storage rings. 
Typical heatloads can reach the kilowatt regime, and only a small fraction of typically 10−4 is Bragg 
reflected. Therefore, different concepts have been developed to compensate these unwanted distortions 
of the Bragg-reflecting surfaces.2–6 It is far beyond the scope of this paper to describe these efforts in detail, 
here we will only refer to the literature (see, e.g., Chap. 39), however, stressing the importance of an appro-
priate compensation. In Fig. 2, we present rocking curves of a Si(111) double-crystal monochromator in 
order to demonstrate the effect of a compensation on the width (and thereby the energy resolution) of the 
measured curves. Having in mind that the theoretical value for the energy resolution amounts to ca. 
1.3 eV at 9 keV photon energy, those results clearly demonstrate the need for a compensation mechanism. 
The energy resolution of the noncompensated monochromator with a rocking curve width of more than 
100 arc sec, corresponding to more than 14 eV, would be useless for XANES spectroscopy. 

Above an absorption edge, a series of wiggles with an oscillatory structure is visible, which modu-
lates the absorption typically by a few percent of the overall absorption cross section as can be seen 
in Fig. 1. These wiggles are caused by the scattering of the ejected photoelectrons by neighboring 
atoms and contain quantitative information regarding the structure of the first few coordination 
shells around the absorbing atom such as bond distances, coordination numbers, and Debye-Waller 
factors.7 Typically, the EXAFS region extends from approximately 40 eV above the x-ray absorption 
edge up to about 1000 eV or even more. 

Higher harmonics in the monochromatic beam may disturb the actual measurement, that is, the 
absorption coefficients and thus also the EXAFS will be erroneous, so that a suppression of higher 
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harmonics is highly desirable. This is especially important for investigations at lower edge energies, for 
example, at the Ti K-edge or even lower. Here, any parasitically absorbing elements in the beam path 
such as the x-ray windows from the beamline to ambient conditions, or even short air pathways, increas-
ingly absorb the photons of interest while the absorption of higher harmonics is negligible. For example, 
if experiments at the Ti K-edge (4.966 keV) are considered, a beam path of 20 cm in air would result in 
an absorption of 62 percent for the fundamental wave, in contrast to only 3.5 percent absorption for the 
third harmonic. In addition, using a Be window of 750 μm thickness as separator between the ultrahigh 
vacuum system of the beamline and the experimental setup which is usually in ambient air, the transmis-
sion increases continuously from only 55 percent at 5 keV to more than 96 percent at 15 keV. In general, 
thus, the relative intensity of the third harmonic will increase in the course of the beam bath. This is 
the reason why one has to consider carefully all contributions from the third harmonic, and their influ-
ence on the measured spectra. This is illustrated in Fig. 3 for a transmission spectrum of a TiO2 sample 
measured in transmission using a Si(111) double crystal monochromator and nitrogen-filled ionization 
chambers as detectors. Both the different absorption of the low- and the high-energy beams as well as 
the different ionization of the two beams have been considered. Even in the case of a beam coming from 
the double crystal monochromator in the vacuum section of a beamline with only 5 percent harmonic 
content, a significant reduction of the edge jump is visible, as well as a slight damping of the pre-edge 
peaks. However, this situation, in which the photons of the fundamental wave are strongly absorbed 
by the environment in contrast to those of the third harmonic, may be regarded as the worst case. This 
hardening of the beam has a major impact for x-ray studies at lower energies.

From the presented simulation it can be concluded that the x-ray optics have to ensure that the 
beam is really monochromatic. This may be achieved using different techniques such as detuning of the 
monochromator crystals8 or the use of a mirrored beam. Detuning makes use of the fact that the crys-
tal rocking curve width of higher harmonics is generally much smaller compared to the fundamental 
wave,9 so that a slight tilt of the crystals with respect to each other effectively suppresses the transmit-
ted intensity of higher harmonics. Such a detuning procedure is however not applicable in the case of 
a channel-cut monochromator, where the two reflecting crystal surfaces originate from a monolithic 
single crystal with a fixed geometric relation to each other. Here, one makes use of the fact that the x-ray 
reflectivity of any surface generally decreases with photon energy, that is, a mirror can also be used as 
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low pass filter for the harmonic rejection, if the critical energy is smaller than the energy of the cor-
responding harmonic wave (Refs. 10 and 11 and Chap. 44). It should be mentioned here that the heat 
load on the monochromator crystals is also reduced if a mirror in front of the monochromator is used, 
and thus the related problems mentioned above are less important. Furthermore, the mirrors can also 
be used for the focussing of the x-ray beam:11–13 Depending on the surface of the mirror (flat, spherical, 
cylindrical) and its bending radius, the impinging radiation is either divergent or focused in one or two 
directions. Using an undulator as source, the point focus of a mirror system can be as small as a few tens 
of microns, so that it is possible to investigate small specimen (e.g., single crystallites), and spectromi-
croscopy or microspectroscopic investigations are feasible, even under nonambient conditions.14,15

Up to now, we have not dealt with the problem of lateral stability of the beam on the sample. Even 
in an idealized setup, we have to consider vertical beam movements on the sample during an EXAFS 
scan because the beam offset changes significantly for an extended scan as illustrated schematically 
in Fig. 4. More quantitatively, for a fixed distance D of the x-ray reflecting planes, the beam offset 
amounts to h = 2D cos Θ.Thus, h will be larger for a smaller Bragg angle Θ, as can be seen in Fig. 4. 
Given a typical distance of D = 50 mm, a Bragg-angle variation from about 16.5° to 14.5° (which 
would roughly correspond to an EXAFS scan at the Fe K-edge from ca. 6.9 keV to 7.9 keV) would 
result in a variation of the beam offset by about 1 mm. Such beam movement is not acceptable for 
certain experiments, for example, for the investigation of small or inhomogeneous samples or in the 
case of grazing incidence x-ray experiments, where the height of the sample in the beam is often lim-
ited to only a few microns.16 Furthermore, if the beam downstream the monochromator is subjected 
to focussing, e.g., for XANES tomography17 or spectromicroscopic investigations, such beam move-
ments exceed the acceptance width of the focussing optics (see also Chaps. 37, 40, 42, 44, 45, 52, and 
53 of this Handbook). Thus, a fixed exit geometry by an additional movement of the second crystal 
(i.e., a variation of the distance D between the Bragg-reflecting surfaces) or, alternatively, a controlled 
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correction of the vertical sample position by means of a lifting table as a function of the Bragg-angle 
are required. In the case of a channel-cut crystal, a special form of the crystals’ reflecting surfaces may 
also ensure that there is a constant beam height.18,19

We want to conclude here by pointing out that all the topics mentioned above also apply in the 
case of time-resolved x-ray absorption experiments, where the Bragg angle of the monochromator 
crystals is moved continuously and the spectrum is collected on the fly (quick-scanning EXAFS20, 21). 
It should be mentioned here, that a high precision of all movements can be reached so that XANES 
data can be measured in ca. 5 ms, while EXAFS spectra spanning about 1.5 keV of real samples such 
as catalysts under working conditions are feasible in about 50 ms with sufficient data quality.21,22
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31.1 INTRODUCTION TO RADIOGRAPHY 
AND TOMOGRAPHY

In the early years following Roentgen’s discovery of x rays in 1895, applications and implementations of 
x rays in medical imaging and therapy were already being developed. The development of detectors, scat-
ter control devices, and associated medical imaging paraphernalia has continued unabated. While more 
complex optics are being researched, the x-ray optics commonly used in medical imaging are apertures, 
filters, collimators, and scatter rejection grids. The use of x rays in nondestructive testing was actually 
mentioned in Roentgen’s seminal paper, though this application became active only in the 1920s.  

31.2 X-RAY ATTENUATION AND 
IMAGE FORMATION

It is generally true that medical and industrial radiography are transmission methods. X rays are 
passed through the object being imaged and detected on the opposite side. The image is formed via 
the differential attenuation of the x rays as they pass through the object. Variations in thickness or 
density within the object result in corresponding fluctuations in the intensity of the x-ray flux exiting 
the object. Most simply, this is defined by the linear attenuation coefficient of the material in the path 
of a narrow beam of radiation,

I I eo
x= −μ  (1)

where Io and I are the incident and transmitted x-ray beam intensities, respectively, x is the thickness 
of the material, and m is the linear attenuation coefficient, which has units of cm–1 and is dependent 
upon the physical characteristics of the material and the energy of the x-ray beam, as shown in Fig. 1. 
For heterogeneous objects, Eq. (1) is modified to account for each material, such as differing organs 
or a cancer, in the path of the beam, as shown in Fig. 2, so that

I I eo
x x= − +( ...)μ μ1 1 2 2  (2)
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For a small object, such as a void in a weld, to be visualized, there must be sufficient contrast in 
the attenuation between the beam passing through the object and beam passing just adjacent to it, as 
shown in Fig. 3.  The contrast is

C
I I

I
=

−2 1

1

 (3)

where I2 and I1 are the intensities of the beams exiting from behind the small object and just adjacent 
to it, respectively. The amount of contrast required to confidently visualize a given object is determined 
through the Rose model,1 a discussion of which is beyond the scope of this chapter. All transmission-
based medical and industrial imaging is based upon these fundamental concepts.

As stated earlier, the attenuation coefficient is energy dependent and highly nonlinear. Attenuation 
in the medical and industrial energy range is dominated mainly by coherent and incoherent 
(Compton) scattering and photoelectric absorption. Mass attenuation coefficients, are linear attenu-
ation coefficients divided by the density of the material, and thus have units of cm2/g. Representative 
mass attenuation curves are demonstrated in Fig. 4, where (a) demonstrates the attenuation curve 
of water and (b) demonstrates the attenuation curve of iodine.2 The discontinuities in the curve for 
iodine, a commonly used contrast medium in medical imaging, are due to the K and L electron shell 
absorption edges. 
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FIGURE 2 Attenuation through an 
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FIGURE 3 The physical basis of radiographic contrast, the 
difference in attenuation between two adjacent regions.
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Because of these attenuation characteristics, the energy of the radiation used for imaging must be 
matched to the task. Roentgen made mention of this in his early work. Diagnostic x rays are typically 
generated via an x-ray tube having a tungsten anode, operated at an accelerating potential of 60 to 
120 kV. A typical unfiltered spectrum is shown in Fig. 5. The spectrum displays the roughly 99 percent 
component that is bremsstrahlung radiation and the more intense but narrow characteristic peaks of 
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tungsten. The accelerating potential for this spectrum is 80 kV. The lower energy radiation is easily 
attenuated in tissue, therefore, contributing only to patient dose and not to the image. For this reason, 
medical-use x-ray beams are filtered at the x-ray tube, typically with several millimeters of aluminum. 
Such a filtered beam is shown in the lower curve of Fig. 5. 

31.3 X-RAY DETECTORS AND IMAGE RECEPTORS

Image receptors used for medical and industrial imaging have undergone great development over 
the last century also. Starting from photographic glass plates, dedicated x-ray film emerged early 
in the twentieth century. Intensifying screens, which convert x-ray photons to light photons, were 
introduced for medical imaging soon thereafter, greatly reducing both patient and operator radia-
tion dose. While film-based image receptors are still widely used in industrial and medical imaging, 
digital detectors came to the scene in the late twentieth century and are gaining broad acceptance. In 
2008, digital mammography (breast x-ray imaging)  replaced film-screen mammography at a rate of 
about 6 percent per month.3

The use of film as a radiographic receptor has the advantage of very high spatial resolution. Film 
alone has resolution greater than 20 lp/mm (20 line pairs per millimeter, equivalent to 25 μm); use of 
an intensifying screen reduces this to between 10 and 20 lp/mm for most systems. Industrial imagers, 
for which radiation dose is not a concern, continue to use film directly as the image receptor due to 
the high resolution.

Particularly for medical imaging, digital image receptors offer a number of advantages. While the 
dynamic range of film is on the order of 102, for digital receptors the dynamic range is 104 or more. 
Further, the characteristic curve of film is highly nonlinear, leading to variability in the contrast of 
the image depending on the specific exposure reaching each point of the film. Contrary to this, the 
response of digital detectors is linear throughout the dynamic range, as shown in Fig. 6. Film serves 
as x-ray detector, display, and storage medium, meaning that compromises must be made to each 
role. Since data acquisition and display are separated for digital receptors, each stage can be opti-
mized independently. With physical storage space always at a premium, digital images also have the 
advantage of requiring little physical space for each image. Multiterabyte storage systems have a small 
footprint, are relatively inexpensive, and hold large numbers of images.
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31.4 TOMOGRAPHY

Tomography grew out of conventional x-ray imaging. In its simplest form, linear tomography, the 
x-ray tube and image receptor move in opposite directions about a fulcrum, which is placed at the 
height of the object of interest, as shown in Fig. 7. The paired motion of the tube and detector 
creates an image in which the structures above and below the fulcrum are blurred while leaving 
a sharp image at the level of the fulcrum. Due to the two-dimensional nature of the x-ray beam, 
the tomographic plane has a discreet thickness. The wider the tomographic angle, the thinner is 
the tomographic plane. In the mid to late twentieth century, more complicated paths were used to 
provide more complete blurring of the off-plane anatomy, but these devices became obsolete by the 
end of the century due to their bulk and dedicated use.

31.5 COMPUTED TOMOGRAPHY

In 1967, Sir Godfrey Newbold Hounsfield developed the first viable computed tomography scanner,4

while  Allan McLeod Cormack developed a similar device in parallel. Both were awarded the Nobel 
Prize in Medicine in 1979 for their work.

Computed tomography (CT) is fundamentally different from conventional tomography. The 
concept is perhaps best understood by considering the original scanner, which was produced by 
EMI. This early unit used a pencil beam of radiation and a photomultiplier tube (PMT) detector. 
The beam and PMT were translated across the object being scanned and a single line of transmis-
sion data was collected. The beam and PMT were then rotated 1° and then translated back across the 

Linear tube motion

Tomographic
angle

Focal plane

Linear receptor motion

FIGURE 7 Linear tomography. As the tube moves one direction, the 
image receptor moves the other, with the fulcrum at the plane of interest.
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patient, generating another line of transmission data as shown in Fig. 8. This process was repeated 
for 180° until the entire data set had been collected. This is known as “translate-rotate” geometry. 
Algebraic reconstruction techniques on a computer were then used to reconstruct an image depicting 
the attenuation of each matrix element. In the first scanner, the brain was divided into slices, each 
represented by a matrix of just 80 × 80 elements. Taking several hours to create, this coarse image, 
however, literally changed how physicians viewed the body.

Developments of this original scanner quickly ensued. More robust reconstruction algorithms, 
such as filtered back-projection, were created. This algorithm is not as sensitive to large discontinuities 
in the data, allowing for the technology to be applied not just in the head, but in the body as well. A fan 
beam of x rays and a linear array of detectors, each of which rotate around the object being scanned, 
known as “rotate-rotate geometry,” allowed for much more rapid data collection as shown in Fig. 9. 
Due to the fan beam, a full data set required 180° + fan beam angle ≈ 240°.

With the development of slip ring technology, the rotation speed of the x-ray tube and detec-
tor increased, allowing for improved imaging due to more rapid coverage of the anatomic volume. 
Increases in computer power and better reconstruction algorithms enabled the development of heli-
cal scanning, wherein the table supporting the patient translates through the scanner as the data 
collection takes place, as seen in Fig. 10.5 This has become the standard mode of operation for most 
medical CT imaging. Further advances in detector arrays, computing power, and reconstruction algo-
rithms have led to multislice scanning. With multislice scanning, multiple data channels, representing 
multiple axial slices, are collected simultaneously. A continuous increase in the number of slices has 
been realized since the introduction of this technology, such that modern scanners have up to 320 
slices, with 512 slices on the horizon.

One of the most important aspects of current multislice scanners is that the z-axis dimension of 
the  image pixel is now reduced from approximately 12 to 0.625 mm or less. The implication of this is 
that scanners now provide a cubic voxel, or equivalent resolution in all three directions. With this key 
development, images may now be constructed in any plane desired. From a single volume of data, the 
physician may see axial, coronal, sagittal, or arbitrary angle images.

FIGURE 8 Simplified computed tomography data collection, 
as used in the first CT scanner. A pencil-shaped x-ray beam and 
detector translated across the object being imaged. This was 
repeated after the gantry was rotated by a small amount until the 
full data set had been collected. 
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Much work is going into the development of “cone-beam CT.” In these devices, the large number of 
detectors is replaced by a single two-dimensional panel detector with dimensions of tens of centimeters on a 
side. This is another promising approach to the acquisition of volumetric rather than slice-based data sets.

While most of the focus of computed tomography is on medical imaging, it has also found appli-
cation in industrial imaging. The imaging principles remain unchanged, the geometry, however, may 
be adjusted. For example, systems are frequently configured such that the object being imaged is 
rotated while the imaging system remains fixed. Additionally, energies may range from the approxi-
mately 100 kV to over 10 MV, depending on the material to be inspected.

31.6 DIGITAL TOMOSYNTHESIS

The advent of digital projection radiography has led to the development of a technology known as 
digital tomosynthesis. Like conventional tomography, the x-ray tube is translated across or rotated 
around the object for a specified angle, although the image receptor may remain fixed. Typically, 

FIGURE 9 Modern computed tomography. A thin, fan beam of x rays 
is projected through the object and recorded by an array of detectors. The 
x-ray tube and detectors rotate continuously around the object.

Table travel

FIGURE 10 Helical computed tomography. The tube and detectors rotate continu-
ously around the patient as the table is translated though the gantry. 
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several tens of images are acquired during the exposure. With this volumetric data set, an image 
can be reconstructed of any plane within the object. The observer may then scroll through these planes 
with the overlying anatomy removed. This allows for low contrast objects to be more readily visualized.

31.7 DIGITAL DISPLAYS

Of importance to all digital imaging is the display of the images. Most systems provide 12-bit images 
having 4096 shades of gray. Most computer monitors, even high-quality medical displays, display at 
8 bits, or 256 shades of gray. The human eye is capable of discerning between 6 and 9 bits, or approxi-
mately 60 shades of gray. Mapping of the 4096 shades of gray in the image to the 60 shades usable 
by the observer is achieved through adjusting the window width and level. Figure 11a demonstrates 

(a)

FIGURE 11 The SMPTE test pattern demonstrating (a) good contrast and good display calibration, (b) very 
high contrast and poor display calibration, and (c) very low contrast and poor display calibration.
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(b)

FIGURE 11 (Continued)

good contrast. A narrow window width means that relatively few shades of gray are displayed, yield-
ing a very high contrast image as seen in Fig. 11b. Increasing the width compresses the shades of gray 
in the original data, yielding a low contrast image, shown in Fig. 11c. The test pattern created by the 
Society of Motion Picture and Television Engineers (SMPTE), as shown in these images, is commonly 
used for the calibration of video displays.6

31.8 CONCLUSION

Progress in imaging technology has driven increases in the demands of the applications of that tech-
nology. Simple projection radiography will continue to be important to both medicine and industry. 
Computerized techniques, however, are giving additional tools for diagnosis to both. For example, the 
speed and image quality of multidetector helical computed tomography are allowing for screening of 
heart conditions that had been solely the realm of interventional procedures with their associated risks 
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of complications. Similarly, traditional colonoscopic screening may be giving way to virtual colonos-
copy through CT imaging.

Developments such as these show no sign of diminishment. However, for their continued progress, 
parallel development of x-ray sources, optics, and detectors must also continue.
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32.1 INTRODUCTION

Single Photon Emission Computed Tomography (SPECT) is a cross-sectional imaging modality that 
makes use of gamma rays emitted by radiopharmaceuticals (or equivalently, radiotracers) intro-
duced into the imaging subject. As a tomographic imaging technique, the resulting images represent 
the concentration of radiotracer as a function of three-dimensional location in the subject. A related 
two-dimensional imaging technique is known as scintigraphy. The designation Single Photon in the 
SPECT acronym is used to distinguish the technique from a related emission tomography known 
as Positron Emission Tomography (PET) in which a correlated pair of annihilation photons together 
comprise the detected signal.

SPECT is one of the molecular imaging techniques and its strength as a diagnostic and scientific 
research tool derives from two key attributes: (1) properly designed radiotracers can be very specific 
and thus bind preferentially or even exclusively at sites where particular molecular targets are present 
and (2) gamma-ray signals in detectors originate from radioisotope tags on individual molecules, 
leading to potentially very high sensitivity in units of counts per tracer concentration. Virtually all 
SPECT systems are photon counting, i.e., respond to and record signals from individual photons, in 
order to extract the maximum possible information about the location and energy of each detected 
gamma ray.

Gamma rays are photons that are emitted as a result of a nuclear decay and are thus distin-
guished from x rays, which result from inner-shell electronic transitions, by the physical process they 
originate from. Gamma rays and x rays used for imaging overlap in energy ranges, with x rays as a 
rule of thumb covering the range between approximately 1 to 100 keV, and gamma rays covering 
the range of 10 keV up to several MeV. Most clinical SPECT imaging is performed with gamma rays 
(or secondary x rays) with energies of 80 keV (201Tl), 140 keV (99mTc), 159 keV(123I), or 171 keV and
245 keV (111In). Preclinical imaging of murine species can be carried out with substantially lower ener-
gies, such as 30 keV (125I), due to the smaller amount of tissue that needs to be traversed with a low 
probability of scatter or absorption.

An ensemble of SPECT radioisotopes emit their photons isotropically, i.e., with equal probability in 
all directions. In order to form a useful projection image of an extended source on a two-dimensional 
detector, an image forming principle, generally based on a physical optic, must be employed. The purpose 
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of the optic is to establish a relationship between locations in the object volume and pixels on the detector. 
In equation form, this can be expressed as

g h f dm m= ∫ ( ) ( )r r 3r

where f(r) is the gamma-ray photon emission rate (which is proportional to tracer concentration) 
as a function of 3D position r, hm(r) is the sensitivity of pixel m to activity in different regions of the 
object volume, and gm is the mean signal rate ultimately registered in pixel m. A variety of physical 
factors contribute to the three-dimensional shape (and magnitude) of the sensitivity functions, but 
the most important are the parameters of the image-forming optic, and the intrinsic resolution and 
detection efficiency of the detector.

All modern gamma-ray detectors convert the energy of individual gamma rays into electrical 
signals that are conditioned and digitized. Most clinical gamma cameras utilize an intermediate step 
in which the gamma-ray energy excites a burst of secondary lower-energy scintillation photons and 
are closely related to the scintillation camera designed by Hal Anger in the mid to late 1950s. The 
design comprises a relatively large slab of inorganic scintillation crystal which is viewed by an array 
of photomultiplier tubes whose signals are processed to estimate gamma-ray interaction location and
energy. Achieved detector resolutions are on the order of 2- to 3-mm FWHM. Research and preclinical 
SPECT imagers are making increasing use of semiconductor detectors which directly convert gamma-ray 
energy into electron-hole pairs that migrate under the influence of a bias potential and induce signals 
in pixel or strip electrodes that can have dimensions down to approximately 50 μm. This is roughly 
the diameter of the region of space in which the energy of a gamma ray is deposited when it interacts 
with a solid in a complicated cascade of secondary photons and energetic electrons. SPECT imagers 
generally incorporate multiple cameras to increase the efficiency of tomographic acquisition, which 
can involve the measurement of typically 60 to 180 planar projections depending on the system and 
application.

Tomographic imaging almost always involves a reconstruction operation in which a collection 
of observations, projection images in the case of SPECT, are processed to recover an estimate of the 
underlying object. This can be expressed as

ˆ( ) ( )f Or g=

where O represents the reconstruction operation that acts on data vector g, and ˆ( )f r  the estimate 
of the object, generally in the form of activity in voxels. In SPECT, the reconstruction operation is 
currently most often either a filtered backprojection (FBP)1 or an iterative statistical algorithm such 
as maximum-likelihood expectation maximization (MLEM)2,3 or ordered subsets expectation maxi-
mization (OSEM).4 The latter reconstruction methods incorporate a forward model of the imaging 
process that makes it possible to compensate for imperfections in the imaging system, especially if 
careful calibration measurements are made, and also make it possible to approximately account for 
absorption and scatter occurring within the object.

32.2 PROJECTION IMAGE ACQUISITION

Although it is possible and sometimes advantageous to perform SPECT imaging without ever form-
ing intermediate projection images, using so-called listmode reconstruction methods that utilize 
unprocessed lists of gamma-ray event attributes,5 most SPECT systems do acquire projection images 
at regular angular intervals about the imaging subject. Virtually any of the physical processes that 
redirect or constrain light, such as absorption, refraction, reflection, and diffraction, can in principle 
be used to form an image in the conventional sense—mapping light from an object source point or 
plane to an image plane. The need to map an object volume to an image plane, and the requirement 
to function at the short wavelengths characteristic of gamma rays, place severe restrictions on the 
types and geometries of optics that can be considered and used successfully for SPECT.
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Conventional SPECT systems use pinholes and parallel-hole collimators, or closely related vari-
ations such as converging or diverging collimators, slits, and slats, to form images. By permitting 
only the fraction of light traveling through the open area of the aperture along a restricted range of 
angles to reach a detector pixel, pinholes and parallel hole collimators define sensitivity functions 
that are nonzero in conical regions of the object volume. Parallel-hole collimators are the most com-
monly employed image-forming elements in clinical applications, in part because the projections 
they produce are the easiest to understand and process. Key features of parallel-hole collimators are 
that resolution degrades as a function of distance away from the collimator face while sensitivity 
is nearly unchanged. The parallel bores ensure that most gamma rays enter into the detector with 
nearly normal incidence angle, minimizing the parallax errors associated with uncertainty in depth 
of interaction in the detector. Parallel-hole collimators have no magnifying properties (the converg-
ing or diverging versions do) and require a tradeoff between distance dependent loss of resolution 
and overall sensitivity as governed by the collimator aspect ratio. There is a further design tradeoff 
between resolution loss from leakage between collimator bores and sensitivity loss from reduced fill 
factor of open collimator area.6

SPECT imager design with pinhole apertures also involves a set of design tradeoffs involving 
resolution, sensitivity, and field of view. Pinhole cameras have magnifications that depend on the 
ratio of pinhole to detector and pinhole to source distances. Since a three-dimensional object nec-
essarily has a range of pinhole to source distances, resulting in different magnifications for different 
parts of the object, and the sensitivity cones intersect the object volume with different angles that 
depend on individual detector pixel locations, pinhole SPECT projections can appear complicated 
to a human observer. There are also further design tradeoffs between blur from leakage through the 
pinhole boundaries versus loss of sensitivity from vignetting at oblique angles. Nonetheless, pin-
hole and multipinhole apertures are currently providing the highest-resolution preclinical SPECT 
images, as reconstruction algorithms have no difficulty unraveling the geometric factors in the 
projections.

New optics, and systems, developed for SPECT should be evaluated in comparison to the conven-
tional absorptive apertures discussed above, ideally with objective measures of system performance 
such as the Fourier crosstalk matrix.

32.3 INFORMATION CONTENT IN SPECT

Barrett et al.7 have suggested the use of the Fourier crosstalk matrix as a means of characterizing 
SPECT system performance. This analysis derives a measure of resolution, similar to a modulation 
transfer function (MTF), from the diagonal elements of the crosstalk matrix, and a second mea-
sure of system performance from the magnitude of the off-diagonal elements. An ideal system has 
significant amplitudes on the diagonal elements out to high spatial frequencies, representing high 
spatial resolution, and very small off-diagonal elements representing minimal aliasing between 
three-dimensional spatial frequencies (denoted by qk). The crosstalk matrix analysis is best carried 
out with measured calibration data, but it can also be carried out with accurate system models. The 
diagonal elements, 

β πkk m k
Sm

M

h i= ∫∑
=

( )exp( )r r r2
1

2

ρ ⋅ d

are easily understood to represent the magnitude of the kth Fourier component of the overall system 
sensitivity function.

One of the primary motivations for optics and aperture development for SPECT is to increase the 
optical efficiency. Conventional pinholes and parallel hole collimators image by excluding most of the 
photon distribution function, the phase-space description of photon trajectories that encodes both 
locations and directions. They therefore are very inefficient at collecting light. Since SPECT radio-
pharmaceuticals need to adhere to the “tracer” principle, i.e., be administered in limited amounts, 
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SPECT images almost always have relatively low total counts per voxel compared to many imaging 
techniques, and therefore significant Poisson noise. New system designs with large numbers of pinholes 
are helping to address these concerns.8

32.4 REQUIREMENTS FOR OPTICS FOR SPECT

Image-forming elements for SPECT systems need to meet criteria to be useful for imaging that 
can be formulated as a set of requirements. One of the primary requirements is that the fraction of 
gamma rays that are able to reach the detector via undesired paths is small relative to the fraction 
that traverses the desired optical path. For example, for pinholes, the open area of the pinhole must 
be large relative to the product of the probability of gamma rays penetrating the shield portion of 
the aperture and the relevant area of that shield. Interestingly, as the number of pinholes increases, 
the tolerance to leakage also increases, which is an aid in system design. Given the relatively high 
energies of the gamma rays emitted by the most useful SPECT radioisotopes, this is not a trivial 
requirement to meet. A comparable condition for parallel hole collimators is that only a small fraction 
of the photons reach the detector surface after having traversed (or penetrated) at least one bore’s 
septal wall.

The overall system sensitivity function, which represents a concatenation of all of the sensitivity 
functions in all of the projections in the tomographic acquisition, needs to have significant values for 
high spatial frequencies in the diagonal elements of the Fourier crosstalk matrix, but have relatively 
small off-diagonal terms. A variety of conditions can break this requirement. For example, certain 
geometric features in the sensitivity functions, such as might arise from a symmetric arrangement of 
multiple pinholes with respect to the imager axis, can introduce correlations that result in enhanced 
off-diagonal elements. Significant holes in the sensitivity in regions of the object space can also be 
problematic, as can issues whenever there is an uncertainty as to which of several alternative paths a 
photon took to arrive at the detector.

Since SPECT imaging generally involves three-dimensional objects, the image-forming element 
needs to work with photons emitted from a volume of space consistent with the dimensions of the 
objects or subjects being imaged. In some very specialized applications, for example, in preclinical 
scanning applications involving known locations of uptake in limbs, the volume required can be 
small, on the order of 1 cm3 or less. But for most general preclinical imaging, the object volume is 
measured in units of tens of cubic centimeters. In clinical applications, the object volume is often 
measured in units of hundreds of cubic centimeters. For practical application with living imaging 
subjects, SPECT acquisitions should not exceed roughly 30 to 60 minutes in total time, which makes 
it impractical, or at least undesirable, to employ optics that require rastering to build up single planar 
projections. 

The materials used for gamma-ray optics can sometimes cause problems with secondary fluores-
cence, depending on the energy spectra of interest. For example, collimators made of lead give off 
fluorescence ka and kb photons at around 75 and 85 keV, respectively, that can be hard to distinguish 
from the 80 keV emissions from 201Tl labeled tracers. Care in geometric design can often minimize the 
potential for collimator fluorescence reaching the detector.

32.5 REFERENCES

1. P. E. Kinahan, M. Defrise, and R. Clackdoyle, “Analytic Image Reconstruction Methods,” in Emission 
Tomography, M. N. Wernick and J. N. Aarsvold, eds., chap. 20 Elsevier, San Diego, 2004.

2. L. A. Shepp and Y. Vardi, “Maximum Likelihood Estimation for Emission Tomography,” IEEE Trans. Med. 
Imaging 1:113–121 (1982).

3. K. Lange and R. Carson, “EM Reconstruction Algorithms for Emission and Transmission Tomography,” 
J. Comput. Assist. Tomogr. 8:306–316 (1984).



REQUIREMENTS FOR NUCLEAR MEDICINE  32.5

4. H. M. Hudson and R. S. Larkin, “Accelerated Image Reconstruction Using Ordered Subsets of Projection 
Data,” IEEE Trans. Med. Imaging 13:601–609 (1994).

5. H. H. Barrett, T. White, and L. C. Parra, “List-Mode Likelihood,” J. Opt. Soc. Amer. A 14:2914–2923 (1997).

6. D. L. Gunter, “Collimator Characteristics and Design,” in Nuclear Medicine, R. E. Henkin, M. A. Boles, 
G. L. Dillehay, J. R. Halama, S. M. Karesh, R. H. Wagner, and A. M. Zimmer, eds., Mosby, St. Louis, MO, 
96–124 (1996).

7. H. H. Barrett, J. L. Denny, R. F. Wagner, and K. J. Myers, “Objective Assessment of Image Quality. II. Fisher 
Information, Fourier Cross-Talk, and Figures of Merit for Task Performance,” J. Opt. Soc. Amer. 12:834–852
(1995).

8. N. U. Schramm, G. Ebel, U. Engeland, T. Schurrat, M. Behe, and T. M. Behr, “High-Resolution SPECT Using 
Multipinhole Collimation,” IEEE Trans. Nucl. Sci. 50(3): 315–320 (2003).



This page intentionally left blank 



REQUIREMENTS FOR X-RAY 
ASTRONOMY

Scott O. Rohrbach
Optics Branch
Goddard Space Flight Center, NASA
Greenbelt, Maryland

33.1 INTRODUCTION

X-ray astronomy can be generally defined as the observation of x-rays from extraterrestrial sources. 
A variety of methods are used to determine, with more or less accuracy, where extraterrestrial pho-
tons come from, but the most common are simple collimation, coded aperture masks and focusing 
mirror systems. Collimator systems are used to achieve imaging resolution down to approximately 
1°, and are independent of energy. Coded aperture masks, such as the system on the Swift Burst 
Alert Telescope (BAT), can localize the direction of strong signals to within a few minutes of arc, and 
are similarly energy independent. Finally, true imaging systems can achieve sub-arc-second angular 
resolution, the best demonstration of which is the Chandra X-Ray Observatory, with 0.5 arc-second 
half-power-diameter (HPD). While the technical details of space-based x-Ray observatories are covered 
in Chap. 47, the various requirements and trade-offs are outlined here. For x-ray imaging systems, a 
large number of factors come into play, including

1. Imaging resolution

2. Effective collecting area

3. Cost

4. Focal length

5. Field of view

6. Mass

For missions based on targeted objects, the first three are usually the primary factors and trade 
offs must be made between them. For survey missions, where the telescope is constantly scanning the 
sky, field of view also comes into play, but then imaging resolution is not as critical. For either type of 
observatory, the telescope mass is defined more by the mission mass budget, which is set by the choice 
of launch vehicle, than any other factor. On top of these mirror requirements are considerations of 
what detector system is being used, since a higher quality (and thus more expensive) imaging system 
coupled to a low-resolution detector would be a waste of money.

33.1

33



33.2  X-RAY AND NEUTRON OPTICS

Current technological limitations in optics and detectors mean that the x-ray regime is split into 
two observational regions, referred to as the soft and hard x-ray bands. The soft band spans the 
0.1 to ∼10 keV range, while the hard band spans the ∼10 to ∼300 keV range. In the soft band, detector 
efficiencies and filters required to absorb visible light effectively define the low energy cutoff, while the 
throughput of focusing systems and the average critical angle of total external reflection for simple 
thin films (see Chap. 26) define the high energy cutoff. In the hard band, the upper limit is generally 
determined by the quantum efficiency of the detector system being used. Due to the focal length 
limitations for spacecraft (∼10 m without an extendable optical bench) and the fact that multilayer 
coatings that can extend the bandpass of focusing optics have only recently become available, hard 
x-ray observation on space-based observatories has been limited to simple collimation and coded-
aperture mask instruments.

33.2 TRADE-OFFS

As noted above, the most obvious competing factors are imaging resolution, effective area, and cost. 
Both imaging quality and effective area can be limited by the available financial budget the mission 
has. Other trade-offs exist. For example, one consideration is mirror substrate thickness. Thicker 
mirror substrates allow for conventional grinding and polishing, yielding excellent imaging qual-
ity. But all of the projected area occupied by the cross section of each substrate means less effective 
area for the given optical aperture of the telescope. Also, grinding and polishing of each surface can 
be very costly. On the other hand, the desire for large effective collecting area drives the thickness of 
each substrate down, in order to minimize the optical aperture obscured by the substrate. This leads 
to substrates that are effectively impossible to individually polish, both due to time and cost con-
straints as well as the problems of polishing very thin substrates without introducing print-through 
errors or making the flexible substrates weaker. And, thinner, more flexible substrates are harder to 
integrate into a flight housing without introducing significant figure distortions.

For each mission concept that gains significant community and financial support, a team of 
astronomers studies the various performance trade-offs with respect to the science the mission will 
pursue. Will the primary targets be bright sources or dim, or a mixture? Will they be compact or span 
many minutes of arc? Will they change quickly like the rapid oscillations of a pulsar, or be more static 
like the gas between stars and galaxies? The answers to these questions depend to some degree on 
what the most compelling scientific questions of the day are. Once the scientific scope of the mission 
has been defined, the functional requirements begin to take shape, but there are still many other ques-
tions to be answered. High-resolution spectroscopy requires more collecting area than pure imaging, 
but a telescope with good imaging quality also reduces the background inherent in any measurement, 
improving the spectroscopic results. And since even the most modest observatory will cost more 
than $100 million to design, launch, and operate, any new observatory must represent a significant 
improvement over previous missions in at least one area, be it imaging quality, collecting area, spec-
tral resolution, bandpass, timing accuracy, and so on.

In a short review such as this, it would be impossible to list all of the various targets, science areas, 
and trade-offs that need to be made for any particular observatory. Instead, a short case study, using 
three current missions and one upcoming mission study, is presented. Each observatory has different 
goals and budgets, and as such, approaches the question of optimization from a different point of 
view. The missions are summarized in Table 1.

At one corner of the imaging/effective area/cost trade space is the Chandra X-Ray Observatory, 
which was primarily designed to yield the best x-ray imaging ever achieved, and is also the most expen-
sive x-ray observatory ever made. It uses four nested shells with the largest being 1.4 m in diameter, 
and each of the primary and secondary pairs is figured out of thick monolithic shells of Zerodur, 
nearly 1 m long. The emphasis on imaging quality translated into a small number of mirror elements 
that could be figured and polished precisely, yielding a point spread function of 0.5 arc-second HPD, 
even after all four shells were aligned to one another. During the conceptual development of the mis-
sion, the observatory included a microcalorimeter detector that would not only yield high-quality 
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imaging, but unparalleled energy resolution in a nondispersive system. But budget restrictions led 
to the use of a less expensive grating array in order to achieve the spectroscopic energy resolution 
required. Budget restrictions also meant that only four out of the originally envisioned six mirror 
shells could be manufactured and flown. The focal length of the system was chosen to be 10 m—to 
give an f-number of approximately f/7. This is a relatively fast compared to most x-ray observatories, 
but being an imaging mission, there was also a need for a wide field of view in order to fully capture 
extended sources in a single exposure.

During the development of the XMM-Newton observatory, the science team stressed effective 
collecting area over imaging. To quote the XMM-Newton web page,∗ “The design of the optics was 
driven by the requirement of obtaining the highest possible effective area over a wide range of ener-
gies, with particular emphasis in the region around 7 keV.” In contrast to Chandra, XMM-Newton 
was designed with 58 nested shells per telescope, and has three identical telescopes on board the 
spacecraft. That, in conjunction with a much slower f/11 optical system, means a higher effective 
collecting area—6 times more at 1 keV and nearly 10 times more at 6 keV—due to the shallower 
grazing angles improving the reflectivity at the higher energy range. But, the drawback is that each 
mirror shell needed to be between 0.5 and 1 mm thick in order to get them all to fit in the spacecraft 
volume, compared to the 16- to 24-mm-thick shells on Chandra. Figuring and polishing so many 
thin substrates would have taken far too long and cost too much, so a replication process was used 
to manufacture the shells. Fifty-eight thick negative masters, termed “mandrels,” were figured and 
polished with their outer surface matching the desired inner surface of each shell. The masters were 
then coated with a gold release layer, and electroless nickel was deposited on top of the gold, forming 
the mirror shells. The mirrors and mandrels were then separated through a cryogenic process that did 
not distort the mirror shells. But, since each mirror shell is so thin, and the time and budget available 
for figuring each mandrel was not unlimited, the imaging quality of final telescopes range from 12 to 
15 arc-second HPD. 

 The Suzaku observatory is the third case to be examined. It is a small mission, with a relatively 
limited budget. The primary goal of this mission was to perform high-resolution spectroscopy by 
flying five telescopes with upward of 200 nested shells. Four of the mirror assemblies use CCD detec-
tors as their imaging focal plane, similar to both Chandra and XMM-Newton, but the fifth uses a 
microcalorimeter to achieve unprecedented 12-eV resolution in a nondispersive system. Due to the 
relatively small volume of the spacecraft, each of the five mirror assemblies is contained within a 
40-cm diameter. Each shell is made up of four 90° segments of revolution, and the reflecting sub-
strates are 0.17-mm-thick aluminum. Obviously, it would be impractical to figure each of thousands 
of very thin mirrors, and with the budget available it would even be too costly to figure the forming 

∗http://xmm.esac.esa.int/external/xmm_user_support/documentation/technical/Mirrors/index.shtml

TABLE 1 Comparison of Mirror Assemblies of Various X-Ray Observatories

      No. of Shells per    
 Observatory, Angular Resolution Telescope, Maximum Mirror Total No. of
 Approximate Effective Area (arc-second, Diameter (m), Substrate Mirror Elements
 Cost @ 1, 6 keV, cm2 half-power-diameter) f-number Material in Observatory

Chandra  800, 300 <0.5 4, 1.4, f/7 16–24 mm  4
 $2.5B     Zerodur
XMM-Newton 4,500, 2,700 12–15 58, 0.7, f/11 0.5–1-mm  174
 $640M     electroless nickel
Suzaku 1,750, 1,200 110 180, 0.4, f/11 0.17-mm segmented  5,760
 $140M     aluminum
Constellation-X 15,000, 6,000 5–15 ∼200, 1.4, f/7 0.4-mm  12,000–15,000
∼$2.5B     segmented glass

http://xmm.esac.esa.int/external/xmm_user_support/documentation/technical/Mirrors/index.shtml
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mandrels used to thermally shape the aluminum substrates, so a conical approximation to the Wolter-I 
geometry is used. This fact and the deformations associated with mounting and integration of the 
very thin aluminum, result in poorer imaging quality (arc-minute scale HPD), but the system yields 
more collecting area as Chandra in a significantly smaller package and at ∼1/20th of the cost.

Finally, the next large x-ray observatory under development at NASA is Constellation-X. This 
mission will concentrate on high-resolution spectroscopy in the soft x-ray band. Proposed “science 
enhancement packages” include more sophisticated multiple layer coatings to increase the low-energy 
effective area, dedicated hard x-ray telescopes, various grating arrays to improve low-energy spectral 
resolution, and so on. The core mission, however, includes four large Wolter-I telescopes, each 1.4 m in 
diameter coupled to imaging microcalorimeter arrays. The mission is designed to be a revolutionary 
step in capability, as opposed to an evolutionary step, as it will be 3 to 4 times larger than any previous 
mission and use an imaging detector with >30 times better energy resolution than any previously suc-
cessfully flown. The primary trade-off is more effective collecting area, at the expense of poorer angular 
resolution than missions with individually polished mirror shells. In light of the science results achieved 
by Chandra, however, at the time of this writing, the science team is strongly considering changing the 
imaging requirement from 15 to 5 arc-second HPD. Whether any of the other requirements are adjusted 
to compensate for the tighter imaging requirement is still under debate.

33.3 SUMMARY

As can be seen in Table 1, there are a variety of competing restrictions in building a large x-ray obser-
vatory. Among the science questions that drive the design of any telescope are the breadth, signal 
strength, energy spectrum, and variability of the observation targets in question. Within the currently 
envisioned upcoming observatories∗,†,‡,§ the angular resolution requirement varies from 2 arc-seconds 
to 1 arc-minute. The energy spectra of interest are as low as 0.25 to 10 keV and as high as 6 to 80 keV. 
The resulting telescopes have focal distances ranging from 10 to 30 m, and have 600 to 15,000 cm2 of 
effective collecting area. From these contrasts, it is clear that there is no one-size-fits-all solution to 
the questions of telescope imaging quality, field of view, energy resolution, and so on, especially when 
the various factors of cost, launch vehicle mass budget, energy budget, volume, and schedule are taken 
into account. The number of variables than can be traded-off against one another mean that for each 
mission concept, a significant effort needs to be made to balance all of these factors in a way that 
results in a telescope tailored to the science goals at hand and within the given budgets. A very short 
list is given above that demonstrates the wide range of mission concepts, budgets and capabilities. 
But, while any space flight mission is costly, as a result of careful configuration trade-off studies, all 
are valuable to the astronomical community.

∗Simbol-X—http://www.asdc.asi.it/simbol-x/
†XEUS—http://sci.esa.int/science-e/www/area/index.cfm?fareaid=103
‡Constellation-X—http://constellation.gsfc.nasa.gov/
§http://www.nustar.caltech.edu/

http://www.asdc.asi.it/simbol-x/
http://sci.esa.int/science-e/www/area/index.cfm?fareaid=103
http://constellation.gsfc.nasa.gov/
http://www.nustar.caltech.edu/
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34.1 INTRODUCTION

The evolution of the integrated circuit is based on the continuous shrinking of the dimensions of 
the devices, generation after generation of products. As the size of the transistors shrink, the den-
sity increases and so does the functionality of the chip. This trend is illustrated in Table 1, derived 
from the Semiconductor Industry Association (SIA) forecasts of the Semiconductor Technology 
Roadmap.1 During the fabrication process, optical imaging (optical lithography [OL]) is used to 
project the pattern of the circuit on the silicon wafer. These are exceedingly complex images, often 
having more than 10

12
 pixels. OL provides very high throughput thanks to the parallel nature of the 

imaging process with exposure times of less than 1 sec. In semiconductor manufacturing the ArF 
laser line (at 193 nm) is the main source of radiation used in OL. The resolution of the imaging 
systems has been pushed to very high levels, and it is very remarkable how it is possible to image 
patterns on large areas with dimensions smaller than 1/5th of the wavelength: Rayleigh’s criterion 
(Δ ≈ l/2NA) can be defeated by using super-resolution techniques, commonly referred to as resolu-
tion enhancement techniques (RET).2 This is possible because in patterning super-resolution tech-
niques can be applied more effectively than in microscopy or astronomy.3 All of this—throughput 
and resolution—makes OL today’s dominant technology. However, even with the best of wavefront 
engineering it is very unlikely that features as small as 19 nm and less can be imaged with 193 nm—
ultimately, the wavelength is the limiting factor in our ability to image and pattern. Hence, a shorter 
wavelength is needed to continue to use optical patterning techniques, or some variation thereof 
based on the paradigm of projecting the pattern created on a mask. For various reasons the 157-nm 
line of the F2 laser is not suitable, and no other effective sources nor optical solutions exist in wave-
length region from 150 to 15 nm—the vacuum ultra violet region, today often called extreme ultra-
violet (EUV). Notably, in this part of the spectrum the index of refraction of all materials has a very 
large imaginary part due to the photoexcitation of valence band states. Thus all materials are very 
absorptive, and as a consequence transmission optics cannot be implemented. This has far-reaching 
implications for lithography.

Extreme ultraviolet lithography (EUV-L) is one of the latest additions to the list of patterning 
techniques available to the semiconductor industry;4,5 it aims to maintain the basic paradigm of pat-
tern projection in the context of EUV-based technology. Table 2 lists some of the main goals of these 
imaging systems.

34.1

34
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Because it is not possible to use any form of transmission optics (i.e., lenses) the imaging systems 
have to rely on mirrors. Very-high-resolution optical systems based on near-normal incidence designs 
are possible that use at least 4 to 6 reflecting surfaces,6 with aspheres further improving imaging. 
However, the reflectivity of a surface in the VUV is of the order of 10–3 to 10–4, too small by order of 
magnitudes. As pointed out by Spiller,7 it is possible to use multilayer coatings to enhance the reflec-
tivity even if the materials are highly absorbing. Indeed, the choice of the wavelength of 13.4 nm for 
EUV-L is dictated by the availability of efficient multilayer reflectors. These are essentially l /4 stacks 
of molybdenum and silicon, producing a reflectivity higher than 70% in the region of l = 10 − 15 nm. 
As mentioned above, in the VUV all materials are strongly absorbing, so that the propagation in the 
stack is limited to 40 to 60 bilayers,7 and this in turn limits the maximum reflectivity of the stack. 
Contrary to l/4 dielectric mirrors, the bandpass is fairly large (~10%) and the maximum reflectivity 
does not go beyond 70 to 75%. Thus, the optical system is very lossy, with a transmission of T ~0.756 =
0.18, and high-power sources are required to achieve the final power density. Additionally, the multi-
layers must have extremely smooth interfaces to reduce incoherent scattering that worsens the quality 
of imaging by introducing flare.8 We note that while glancing angle mirrors can be used very effec-
tively, the aberrations of these strongly off-axis systems forbid their use in large area imaging.

34.2 TECHNOLOGY

Like all imaging systems, EUV lithography requires a source of radiation, a condenser to uniformly 
illuminate the mask, a mask with the layout to be exposed, imaging optics and mechanical stage for 
step and repeat operation.4,5,9

• While synchrotrons are by far the most efficient sources of EUV radiation, for manufacturing a 
more compact source based on the emission from plasma is more appealing. There are two main 
types of sources, one based on electrical discharge in a low-pressure gas and the other based on a 
laser-initiated plasma.10

• The condenser is a fairly complex optical system designed to match the source phase space to the 
optics. It includes both near-normal incidence mirrors (Mo-Si) and glancing mirrors. Since the 
sources are still relatively weak, it is important that the condenser collects as large a fraction as 
possible of the source phase space.11

TABLE 2 EUV Lithography Exposure Tool Parameters

Generation 25 – 12-nm CD

Wavelength 13.4 nm

NA 0.3 – 0.4

Field size 10–25 mm

Power density 10 mW/cm2

Wafer size 300 mm

TABLE 1 Critical Dimensions of Devices in Integrated Circuits

Year 2008 2010 2012 2014

CD (nm) 38 30 24 19

Wavelength (nm) 193 193 13.4 13.4
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• The mask is formed by a patterned absorber (equivalent to 20- to 40-nm Cr) deposited on a 
multilayer stack (60 to 80 bilayers) formed on a thick quartz or zerodur substrate. The pattern 
is 4× the final image, thus relaxing somewhat the constraints on the resolution and accuracy of 
the layout.

• The imaging optics include a set of near-normal incidence mirrors. In the first designs, 
the number of mirrors was 4, becoming 6 in more recent designs to increase the final NA 
of the system. Designs with up to 8 mirrors are also being considered. The first generation 
of tools operated at 0.25 NA, and the second generation works at 0.3 NA, with a goal of 
reaching NA ~ 0.4.5,6,12

• The step-and-scan stage is an essential part of the exposure system, since the relatively small field 
of view of the optics must be repeated over the whole wafer surface. The wafer is typically held in 
place by an electrostatic chuck, and the motion is controlled by laser interferometers.9

• The whole assembly is enclosed in a high-vacuum system, as mandated by the high-absorption 
coefficient of EUV radiation in any media, including air.

• The photoresist is the material used to record the image projected on the wafer. These materials 
are very similar to those already in use in OL, and are based on the concept of chemical amplifi-
cation to increase their sensitivity to the exposing radiation.13

Figure 1 shows such a tool, developed at Sandia National Labs14 and installed at the Advanced 
Light Source, Berkeley. Figure 2 shows a photograph of one of the ASML Alpha Tools, installed at 
SUNY-Albany and at IMEC.8 Notice the vacuum enclosure and the overall large size of the lithogra-
phy system. The ASML tool uses a plasma source. These tools are used to study advanced devices, and 
to develop the processes required for device manufacturing.

MET

Pupil-fill monitor

Reticle stage

Scanner
module

ALS undulator BL 12.0.1.3

Wafer stage and
height sensor

FIGURE 1 EUV exposure tool. The design includes 
4 mirrors, and the mask (reticle) and wafer location. 
The whole system is under vacuum, and the condenser 
optical system is not shown.14 The whole system is 
enclosed in a vacuum chamber, not shown. The overall 
size is of several meters. This tool is installed at the 
Advanced Light Source, Berkeley. (See also color insert.)
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EUV-Interferometric Lithography (EUV-IL)

In addition to the imaging steppers described above, there are other ways of creating very-high-
resolution patterns, in particular for materials-oriented studies where simple structures are sufficient. 
Interference can be used to produce well-defined fringe patterns such as linear gratings, or even zone 
plates—in one word, to pattern.15–18 Interferometric lithography (IL) is the process of using the 
interference of two or more beams to form periodic patterns of fringes to be recorded in an imaging 
material—originally a photographic film, today often a photoresist. IL is useful for the study of the 
properties of the recording material because it forms well-defined, simple, and high-resolution periodic 
fringe patterns over relatively large areas. The recording properties of a photoresist material can be 
studied by measuring its response to a simple sinusoidal intensity distribution; a series of exposures 
of different period allows us to simply and quickly determine its ability to record increasingly finer 
images.19 From this, we can project its ability to later resolve more complex and nonperiodic patterns. 
IL allows the study and optimization of resist materials without the need of high-resolution optics and 
complex masks—the diffraction provides the high-resolution fringe patterns needed. These arguments 
led us to the development of high-resolution EUV-IL as a platform for the development of the materials 
needed for nanolithography, well beyond the reach of the imaging ability of the current generation of 
imaging tools (steppers).16,17

In Fig. 3 we present some of the high-resolution exposures from our system.16,17 One of the advan-
tages of EUV-IL is that the interference pattern period is half that of the original grating, thus consider-
ably facilitating the fabrication process—a 25-nm period (12.5-nm lines and spaces) is generated from 

FIGURE 2 ASML alpha demo tool during installation. The whole system is under vacuum, 
and a plasma source is used to generate the EUV radiation (not shown).8 (See also color insert.)
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a 50-nm period grating. The use of second-order interference increase this leverage by another factor of 
2, so that a 50-nm period grating could in principle generate 12.5-nm periodic fringes, that is, 6.25-nm 
lines and spaces without the need of complex optical systems.

34.3 OUTLOOK

The continuing evolution of optical lithography has pushed EUV farther in the future. At the time 
of writing (2009), industry sources do not expect that EUV will be needed until the 17-nm node.4,5

Among the most active developer of systems are Nikon (Japan) and ASML (Belgium). There are sev-
eral issues that are still unsolved, or only partially solved. Specifically:

• Sources—The power delivered by current plasma sources is too low by at least one order of magni-
tude. The photoresist should have a sensitivity of 5 mJ/cm

2
, thus requiring at least 1 to 5 mW/cm

2

of power delivered to the resist surface.10

• Source debris—Since the EUV radiation is generated from hot plasmas (with the exception of 
synchrotrons) the elimination of reduction of debris ejected by the plasma is a major concern.
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FIGURE 3 EUV interferometric lithography. The diffraction gratings are illuminated by a synchrotron, and the dif-
fracted beams interfere as shown. The beams overlap creating 1st and 2nd order interference patterns of excellent visibility. 
Right, SEM images of the grating, and of the first- and second-order exposures. Notice the relative period of the images—
the 1× period is half of that of the diffracting grating, and the 2× is 1/4.17 (See also color insert.)
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• Masks—Much progress has been made in this area, but the issue of defects has not yet been fully 
solved. Specifically, defects submerged in the reflecting stack underlying the absorber pattern cre-
ate phase errors that affect severely the image.20 These “buried defects,” only a few nanometer in 
size, are very difficult to detect short of a full-mask at-wavelength inspection, an expensive and 
time-consuming task.

• Photoresist materials—There is as yet no resist material that can balance the contrasting 
requirements of sensitivity, resolution, and low-edge roughness.21 As shown in Figs. 3 and 4 at 
the highest resolution the photoresist lines become less smooth, showing a degree of graini-
ness (line edge roughness [LER]) that makes the pattern less clearly defined. The LER is a major 
problem at these small dimensions, since current materials have LER of ~5 to 7 nm, unacceptably 
large for patterns of 20 nm. Much work is going on in trying to reduce the LER in resist.

• Cost and infrastructure—The costs of the exposure tools and masks have increased dramati-
cally from the original projections of the mid-90s. Today, the cost of a stepper is projected to be 
well above US$ 100 million, with the cost of a single EUV mask projected to more than US$ 200 
thousand. These costs are substantially higher than those of OL. Another challenge is the devel-
opment of the required infrastructure network of suppliers for mask blanks, sources, tools, and so 
forth. The very specialized nature of EUV technology is making the development of this network 
slow and difficult.

There is a considerable amount of activity in all these areas, particularly in the development of 
more powerful sources, better resist materials and more effective mask defect inspection and repair 
techniques. The optics, multilayer coatings, and mechanical stages are well developed, and do not 
appear to be show stoppers. Industrial, academic, and national laboratory research remains strong.

In summary, at the time of writing EUV lithography has not yet reached its full potential. The 
appeal of a parallel imaging system capable of delivering a patterning resolution able to support sub-
20-nm imaging is very strong, and explains the continuing interest of the industry in supporting the 
development of the EUV-L technology. Other techniques that rely mostly on electron beams in vari-
ous forms of parallelization have not yet been demonstrated as a convincing alternative, while earlier 
precursors like proximity x-ray lithography have been discontinued. It is reasonable to expect that 
EUV will mature in the time frame 2008 to 2012, reaching a fully developed system in 2014 to 2015.
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FIGURE 4 Twenty-two-nm dense lines printing of chemically amplified resists 
achieved at the Advanced Light Source facility. High-quality imaging is demonstrated, but 
line-edge roughness appears on the higher-resolution patterns.14
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35.1 INTRODUCTION

The first step before the construction of any x-ray system, such as a synchrotron beamline, is an 
accurate conceptual design of the optics. The beam should be transported to a given image plane 
(usually the sample position) and its characteristics should be adapted to the experimental require-
ments, in terms of flux monochromatization, focus, time structure, and so forth. The designer’s goal 
is not only to verify compliance to a minimum set of requirements, but also to optimize matching 
between the source and the optics étendue (angle-area product) to obtain the highest possible flux.

The small difference between the index of refraction (see Chap. 36) of most materials and vacuum 
leads to critical angles of a few milliradians, and thus to the need for reflection glancing optics or 
diffraction systems (crystals and glancing gratings and multilayers). This complicates the job of the 
optical designer, because the aberrations become asymmetric and the power unequal. Yet, complex 
optical systems must be designed, with evermore stringent requirements. This is well exemplified in 
the quest for high-resolution x-ray microprobes and microscopes, or high-resolution phase contrast 
imaging systems. The traditional approach used in optical design often fails in x rays because of the 
differences in the approach to designing a visible versus an x-ray optical system. With few exceptions, 
most optical systems are either dioptric (e.g., lens-based) or catoptric (mirrors only) with a few cata-
dioptric (mixed) systems for special applications. But most importantly, in the visible region the angle 
of incidence of the principal ray is always near the normal of the lens (or mirror), in what is often a 
paraxial optical system. By contrast, x-ray optical systems are strong off-axis systems, with angles of 
incidence close to 90 degrees.

Today, optical design relies more and more on computer simulation and optimization, and indeed very 
powerful programs such as CodeV (www.opticalres.com) and Zemax (www.zemax.com), to name only 
two, are widely used. These programs are however unwieldy when applied to the x-ray domain, particu-
larly because of the off-axis geometry that makes cumbersome to define the geometry. A modeling code 
dedicated to the x-ray domain is thus a powerful tool for the optical designer. In addition, x-ray sources are 
peculiar, ranging from synchrotron bending magnets, to insertion devices and free electron lasers.

Often, when dealing with synchrotron-based optical systems, the optical elements themselves are just 
a subsystem of a complex beamline. Thus, the ability of modeling the progress of the radiation through 
the beamline in a realistic way is essential. The main question that an optical designer must answer is 
“Will the optical system deliver the performance needed by the experimental station?” The answer often 
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generates a second question, that is, “What is the effect of optics imperfections, thermal loading, material 
changes on the performance?” Clearly, the second question is “practical,” and yet essential in determining 
the performance of the beamline in a realistic world. This is where SHADOW was born: as a Monte-Carlo 
simulation code capable of ray tracing the progress of a beam of x rays (or any other photon beam) 
through a complex, sequential optical system. SHADOW models and predicts the properties of a beam of 
radiation from the source, through multiple surfaces, taking into account the physics in all reflection, 
refraction, and diffraction processes. While it is of general use, SHADOW was designed from the ground-up 
for the study of the glancing and diffractive optics typical of x-ray systems.

For synchrotron radiation applications, the code SHADOW has become the de facto standard because 
(1) it is modular and flexible, capable of adapting to any optical configurations, (2) it has demon-
strated its reliability during more of 20 years of use, as shown in hundred of publications, (3) it is 
simple to use, and (4) it is in the public domain. Indeed, almost all of the synchrotron beamlines today 
in existence have in some way benefited from the help of SHADOW.∗,† From the list of selected references 
at the end of this chapter, the interested reader can form a good idea of the many uses of SHADOW.1–11

35.2 THE CONCEPTUAL BASIS OF SHADOW

The computational model used in SHADOW follows the evolution of a “beam of radiation.” This beam 
is a collection of independent “rays.” A “ray” is a geometrical entity defined by two vectors: a starting 
position x =( , , )x y z0 0 0  and the direction vector v =( , , ).v v vx y z  In addition, a scalar, k = 2p /l, defines 
the wavenumber and the electric field is described by two vectors Aσ  and Aπ for the two polariza-
tions, with two scalars for the phases φσ  and φπ .

The first step in simulating an optical device with a ray-tracing code is the generation of the source, 
that is, the beam at the source position. The beam is a collection of rays, usually many thousands, 
which are created by a Monte Carlo sampling of the spatial (for starting positions) and divergences (for 
the direction) source distributions. SHADOW includes models for synchrotron (bending magnets, 
wigglers, and undulators) and geometrical (box, Gaussian, and so forth) sources. A detailed discus-
sion of SHADOW’s source models can be found in Cerrina.12 Although a single ray is monochromatic, 
with a well-defined wavelength, white and polychromatic beams are formed by a collection of rays with 
nonequal wave numbers, giving an overall spectral distribution. Essentially, SHADOW samples the wave-
front of an ensemble of point sources. Rays are propagated (in vacuum or air) in straight lines, until 
they interact with the optical elements (mirrors or gratings). The set of optical elements constitute the 
optical system. The tracing is sequential: the beam goes to the first optical element, which modifies 
it, then it goes to a second element, and so on, until arriving at the final detection plane. The optical 
elements are defined by the equation of the mathematical surface (plane, sphere, ellipsoid, polynomi-
als, and so forth), and the intercept point between each ray and the surface is calculated by solving 
the equation system of the straight line for the ray and for the surface (in general, a quadric equation, 
a toroidal or a polynomial surface). At the intercept point, the normal to the surface nD is computed 
from the gradient. The intercept point is the new starting point for the ray after the interaction with 
the optical element. The direction is changed following either the specular reflection law (for mirrors) 
or the boundary conditions at the surface (for gratings and crystals). These equations are written in 
vector form to allow calculations in 3D and improve efficiency (vector operations are faster in a com-
puter than trigonometric calculations). A (compact) vector notation for the specular reflectivity can 
be written as v v v n nout in in= − ⋅2( ) ,D D  where all the vectors are unitary. The change in the direction 
of a monochromatic beam diffracted by an optical surface can be calculated (i) using the boundary 
condition at the surface k k Gout in, , ,� � �= +  where G� is the projection of the reciprocal lattice vector G
onto the optical surface, and (ii) selecting kout,⊥ parallel to k in, ,⊥ which guarantees the elastic scatter-
ing in the diffraction process, that is, the conservation of momentum k kout in= .

∗The executables for SHADOW and related files can be downloaded from http://www.nanotech.wisc.edu/CNT_LABS/shadow.html.
†The graphical interface to SHADOW developed at ESRF can be downloaded from http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/

xop2.3/shadowvui/.

http://www.nanotech.wisc.edu/CNT_LABS/shadow.html
http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/xop2.3/shadowvui/
http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/xop2.3/shadowvui/
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In a diffraction grating the scattering vector is originated by the ruling, with G u� =( ) ,m p g2π / p
being the local period (SHADOW takes into account that p may not be constant along the grating sur-
face), m the spectral order, and ug a unitary vector tangent to the optical surface and pointing 
perpendicular to the grating grooves. It is straightforward to verify that these the scattering equa-
tions give the grating equation in its usual form: m pλ α β= +(sin sin ) where a (b ) is the angle of 
incidence (reflection) defined from the normal to the surface (see Chap. 38).

For crystals, G� is zero for the Bragg-symmetric crystals, when the crystal surface is parallel to the 
atomic planes. There is no additional scattering vector here, thus the Bragg-symmetric crystals are 
nondispersive systems. Any other crystal (asymmetric Bragg or any Laue) gives nonzero scattering: 
G u� = ( sin )2π γ /dhkl g being dhkl the d-spacing of the selected crystal reflection, g the angle between 
Bragg planes and surface, and now ug a unitary vector tangent to the optical surface and pointing 
perpendicular to the lines created by the termination of the crystal planes at the surface. In other 
words, in crystal with a given asymmetry ( ),γ ≠ 0  the truncation of the Bragg planes with the crystal 
surface mimics a grating that is used to compute the changes in the direction of the beam. As G� is a 
function of l, Bragg-asymmetric and Laue crystals are dispersive systems.

In addition to the change of direction of the ray at the optical surface, there is a change in ampli-
tude and phase that can be computed using an adequate physical model. The ray electric-field vectors 
are then changed using Fresnel equations (for mirrors and lenses) or the dynamical theory of dif-
fraction for crystals. In addition, nonidealities are easily prescribed. Roughness is described by the addi-
tion of a random scattering vector generated by a stochastic process; given a power spectrum of the 
roughness, the spectrum is sampled to generate a local “grating” corresponding to the selected spatial 
frequency. Finally, determinitstic surface errors are included by adding a small correction term to the 
ideal surface, and finding the “real” intercept with an iterative method.

Slits are easily implemented: if the ray goes through the slit, it survives, otherwise it is discarded or 
rather labeled as “lost”. The beam (i.e., collection of rays) is scored at the detector plane, and several 
statistical tools (integration, histogramming, scatter and contour plots) may be used for calculating 
the required parameters (intensity, spatial and angular distributions, resolution, and so forth).

35.3 INTERFACES AND EXTENSIONS OF SHADOW

It is desirable to add a user-friendly graphical user interface (GUI) to SHADOW to help the user in ana-
lyzing the considerable output from the modeling. The SHADOW package includes a complete menu 
for defining the source and system parameters and basic plotting and conversion utilities, for display-
ing the results. A GUI written with free software (TCL-TK) is shipped with SHADOW,∗ but much more 
sophisticated and powerful GUIs can be written using very powerful graphical commercial packages. 
Some users developed displaying utilities in Matlab, Mathematica, or IDL. A complete user interface 
(SHADOWVUI) written in IDL is freely available under the XOP package,13† and it allows the user to run 
SHADOW using a multiwindow environment. This helps the user to modify the optical system, rerun 
SHADOW with modified inputs, and quickly refresh all the screens showing interesting information for 
the user (XY plots, histograms, etc.). Another powerful feature in SHADOWVUI is the availability of macros. 
These macros permit the user to run SHADOW in a loop, to perform powerful postprocessing, to make 
parametric calculations, and to compute a posteriori some basic operations (tracing in vacuum, vignett-
ing, etc.). A beamline viewer application (BLViewer) helps in creating three-dimensional schematic 
views of the optical system. A tutorial with many examples is available.

SHADOW is an open code, and user contributions are not only possible but also encouraged. Whereas 
the SHADOW developers control the “official” code revisions and releases, anyone can contribute rou-
tines or interfaces. User contributions that are especially useful and of general applicability may be 
incorporated (with the obvious author’s agreement and collaboration) to the official version. This is 
effectively possible due to the file-oriented structure of SHADOW.

∗The executables for SHADOW and related files can be downloaded from http://www.nanotech.wisc.edu/CNT_LABS/shadow.html.
†The graphical interface to SHADOW developed at ESRF can be downloaded from http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/

xop2.3/shadowvui/.

http://www.nanotech.wisc.edu/CNT_LABS/shadow.html
http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/xop2.3/shadowvui/
http://www.esrf.eu/UsersAndScience/Experiments/TBS/SciSoft/xop2.3/shadowvui/
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35.4 EXAMPLES

More than 250 papers have been published describing the use of SHADOW in a broad range of applications. 
Here, we limit the discussion to a few examples to illustrate the use of program.

Monochromator Optics

Almost all synchrotron beamlines in the world have a monochromator to select and vary the energy 
of the photons delivered to the sample. Soft x-ray beamlines use grating monochromators, and hard 
x-ray beamlines use crystal monochromators. The performance of a monochromator is linked not 
only to the optical element itself, but also to other parameters of the beamline such as the source 
dimensions and divergences, slits and focusing that, in turn, can be done externally (upstream mirrors) 
or by using curved optical elements at the monochromator. 

SHADOW calculates very accurately the aberrations and resolving power for all possible grating mono-
chromators (PGM, SGM, TGM, SX700, DRAGON, etc.). For hard x-ray beamlines, an Si (alternatively Ge 
or diamond) double-crystal monochromator is commonly used. Bending magnet beamlines commonly 
use sagittal focusing with the second crystal. It is well known that the efficiency of the sagittal focusing 
depends on the magnification factor, and this can be efficiently computed by SHADOW (Fig. 1).

SHADOW also models more complex crystal monochromators, using crystals in transmission geom-
etry for splitting the beam or for increasing efficiency at high energies. Polychromatic focusing (as in 
XAFS dispersive beamlines, as described in Chap. 30) or monochromatic focusing (including highly 
asymmetric back-scattering) can be analyzed with SHADOW. A detailed discussion of the crystal optics 
with SHADOW can be found in M. Sanchez del Rio.13

Mirror Optics

Mirrors are used essentially to focus or collimate the x-ray beam. They can also be used as low pass 
filters to reject the higher harmonics from diffractive elements or as x-ray filters to avoid high heat 
load on other devices such as the monochromators. Together with the monochromator, they constitute 
the most commonly used element in a beamline. 
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FIGURE 1 Intensity (in arbitrary units) versus magnification factor M
for a point and monochromatic (E = 20 keV) source placed at 30 m from 
the sagittaly Si bent crystals. Three beam divergences are considered: 1 mrad 
(lower), 2.5 mrad (middle), and 5 mrad (upper). We clearly observe the 
maximum of the transmission at M = 0.33 when focusing the 5-mrad beam, 
as predicted by the theory. (C. J. Sparks, B. S. Borie, and J. B. Hastings.14)
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Reflection of x rays requires glancing incidence, which implies the use of very long mirrors (typically 
30 to 100 cm). Glancing angles also magnify the effect of geometrical aberrations and surface irregulari-
ties (figure errors, slope errors, and roughness, as described in Chaps. 44 and 45). These effects are difficult 
to study with fully analytical methods, and it is even more difficult to analyze their combination with the 
geometrical and spectral characteristics of the synchrotron sources. The mirrors may be bent spherically 
(cylinders, spheres, and toroids) but elliptical curvature would be ideal in most cases. Spherical mirrors 
are usually preferred because of their lower cost and higher finishing quality. Dynamically bent mirrors 
are becoming very popular, and can also be used to compensate figure errors. SHADOW is well suited to 
perform reliable and accurate calculations of all these mirror systems under synchrotron radiation.

An important part of a ray-tracing calculation is the study of the tolerances to source movements, align-
ments, sample displacements, etc. SHADOW is well suited for these calculations because it allows the user to 
freely displace the source and the optical elements whilst conserving the same initial reference frame.

A Hard X-Ray Beamline

As an example, a full hard x-ray beamline has been raytraced with SHADOW. The undulator source can 
be simplified using Gaussian spatial (sx = 0.57 10−2 cm, sz = 0.104 10−2 cm) and angular distributions 
(horizontal sx = 88.5 μrad, vertical sz’ = 7.2 μrad), at 10,000 ± 2 eV (box distribution), with theoretical 
flux at this energy 5 × 1013 ph/sec/0.1%bw. The beamline has two mirrors, M1, a Rh-coated cylin-
drical collimating mirror in the vertical plane at 25 m from the source (glancing angle 0.12 mrad), 
and M2, a refocusing mirror (same coating and angle as M1) at 35 m from the source, focusing at 
the sample position. A Si (111) double crystal monochromator with second crystal sagittally bent is 
placed between the mirrors, at 30 m from source. The SHADOWVUI windows are shown in Fig. 2 and 
the resulting parameters are (i) Beam size at the sample position (37.6 × 9.4 μm2), (ii) energy resolu-
tion (1.33 eV), (iii) transmissivity of the whole beamline (T = 0.85 eV–1) and number of photons at the 
sample position (5.65 × 1012 photons/s).

35.5 CONCLUSIONS AND FUTURE

The SHADOW code is now about 20 years old, a statement to forward looking software design and 
continuing evolution. It has helped generations of postdocs and optical designers in developing 

FIGURE 2 SHADOWVUI windows with the outputs of the ray tracing for the hard x-ray beamline (see text).
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incredibly complex x-ray beamlines. While SHADOW performs very well, it begins to suffer from limi-
tations, inherent in its kernel. For instance, the development of free electron laser sources requires 
a code capable of dealing with the sophisticated time structure, and derives coherence properties 
of these novel sources. The manifold increase in power of computers from the mid-80s, both in 
term of speed and memory space, makes this kind of calculation possible. Thus, SHADOW’s developers 
are planning to rewrite completely the code of the kernel (2008). The new structure will overcome 
technical and physical limitations of the current version. From the physical point of view, it is impor-
tant to include in the simulation coherent beams, and the effect of the optical elements on them. 
Specifically, we need to have efficient tools for computing imaging and propagation of diffracted 
fields. This is important for many techniques already in use (e.g., phase contrast imaging) and will 
be essential for the new generation sources, which will be almost completely coherent. In the mean-
time SHADOW remains available to the x-ray optical community.∗†
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X-RAY PROPERTIES
OF MATERIALS

Eric M. Gullikson
Center for X-Ray Optics 
Lawrence Berkeley National Laboratory 
Berkeley, California

The primary interaction of low-energy x rays within matter, namely, photoabsorption and coher-
ent scattering, have been described for photon energies outside the absorption threshold regions by 
using atomic scattering factors, f = f1 + if2. The atomic photoabsorption cross section, m, may be 
readily obtained from the values of f2 using the relation

m = 2r0l f2 (1)

where r0 is the classical electron radius, and l is the wavelength. The transmission of x rays through 
a slab of thickness, d, is then given by

T = exp(–Nmd) (2)

where N is the number of atoms per unit volume in the slab. The index of refraction, n, for a mate-
rial is calculated by

n = 1 – Nr0l2(f1 + i f2)/(2p) (3)

The (semiempirical) atomic scattering factors are based upon photoabsorption measurements of 
elements in their elemental state. The basic assumption is that condensed matter may be modeled 
as a collection of noninteracting atoms. This assumption is, in general, a good one for energies suffi-
ciently far from absorption thresholds. In the threshold regions, the specific chemical state is impor-
tant and direct experimental measurements must be made. Note also that the Compton scattering 
cross section is not included. The Compton cross section may be significant for the light elements 
(Z < 10) at the higher energies considered here (10 to 30 keV).

The atomic scattering factors are plotted in Figs. 1 and 2 for every 10th element. Tables 1 through 3 
are based on a compilation of the available experimental measurements and theoretical calculations. 
For many elements there is little or no published data, and, in such cases, it was necessary to rely on 
theoretical calculations and interpolations across Z. To improve the accuracy in the future, consider-
ably more experimental measurements are needed.1 More data and useful calculation engines are 
available at www.cxro.lbl.gov/optical_constants.

36.1

36

www.cxro.lbl.gov/optical_constants


36.1 X-RAY AND NEUTRON OPTICS

100

80

60

40

20

f 1

0

–20

–40
100 1000

Photon energy (eV)

10000

10

20

30

40

50

60

70

80

90

FIGURE 1 The atomic scattering factor f1 as a function of photon energy from 30 to 
30,000 eV for atomic number 10(Ne), 20(Ca), 30(Zn), 40(Zr), 50(Sn), 60(Nd), 70(Yb), 
80(Hg), and 90(Th).

FIGURE 2 The atomic scattering factor f2 as a function of photon energy from 30 to 
30,000 eV for atomic number 10(Ne), 20(Ca), 30(Zn), 40(Zr), 50(Sn), 60(Nd), 70(Yb), 
80(Hg), and 90(Th).
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TABLE 1 Electron Binding Energies in Electron Volts (eV) for the Elements in Their Natural Forms

Element K1s L12s L2 2p1/2 L3 2p3/2 M13s M2 3p1/2 M3 3p3/2  M4 3d3/2 M5 3d5/2 N14s N2 4p1/2 N3 4p3/2

  1  H 13.6           
  2  He 24.6∗           
  3  Li 54.7∗           
  4  Be 111.5∗           
  5  B 188∗

  6  C 284.2∗           
  7  N 409.9∗ 37.3∗          
  8  O 543.1∗ 41.6∗          
  9  F 696.7∗           
10  Ne 870.2∗ 48.5∗ 21.7∗ 21.6∗

11  Na 1070.8† 63.5† 30.4† 30.5∗        
12  Mg 1303.0† 88.6∗ 49.6† 49.2†        
13  Al 1559.6 117.8∗ 72.9∗ 72.5∗        
14  Si 1838.9 149.7∗ 99.8∗ 99.2∗        
15  P 2145.5 189∗ 136∗ 135∗

16  S 2472 230.9∗ 163.6∗ 162.5∗        
17  Cl 2822.4 270.2∗ 202∗ 200∗        
18  Ar 3205.9∗ 326.3∗ 250.6∗ 248.4∗ 29.3∗ 15.9∗ 15.7∗     
19  K 3608.4∗ 378.6∗ 297.3∗ 294.6∗ 34.8∗ 18.3∗ 18.3∗     
20  Ca 4038.5∗ 438.4† 349.7† 346.2† 44.3† 25.4† 25.4†

21  Sc 4492.8 498.0∗ 403.6∗ 398.7∗ 51.1∗ 28.3∗ 28.3∗     
22  Ti 4966.4 560.9† 461.2† 453.8† 58.7† 32.6† 32.6†     
23  V 5465.1 626.7†  519.8† 512.1† 66.3† 37.2† 37.2†     
24  Cr 5989.2 695.7†  583.8† 574.1† 74.1† 42.2† 42.2†     
25  Mn 6539.0 769.1†  649.9† 638.7† 82.3† 47.2† 47.2†

26  Fe 7112.0 844.6†  719.9† 706.8† 91.3† 52.7† 52.7†     
27  Co 7708.9 925.1†  793.3† 778.1† 101.0† 58.9† 58.9†     
28  Ni 8332.8 1008.6†  870.0† 852.7† 110.8† 68.0† 66.2†     
29  Cu 8978.9 1096.7†  952.3† 932.5† 122.5† 77.3† 75.1†     
30  Zn 9658.6 1196.2∗ 1044.9∗ 1021.8∗ 139.8∗ 91.4∗ 88.6∗ 10.2∗ 10.1∗

31  Ga 10367.1 1299.0∗ 1143.2† 1116.4† 159.5† 103.5† 103.5† 18.7† 18.7†   
32  Ge 11103.1 1414.6∗ 1248.1∗ 1217.0∗ 180.1∗ 124.9∗ 120.8∗ 29.0∗ 29.0∗   
33  As 11866.7 1527.0∗ 1359.1∗ 1323.6∗ 204.7∗ 146.2∗ 141.2∗ 41.7∗ 41.7∗   
34  Se 12657.8 1652.0∗ 1474.3∗ 1433.9∗ 229.6∗ 166.5∗ 160.7∗ 55.5∗ 54.6∗   

(Continued)
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TABLE 1 Electron Binding Energies in Electron Volts (eV) for the Elements in Their Natural Forms (Continued)

Element K1s L12s L2 2p1/2 L3 2p3/2 M13s M2 3p1/2 M3 3p3/2  M4 3d3/2 M5 3d5/2 N14s N2 4p1/2 N3 4p3/2

35  Br 13473.7 1782.0∗ 1596.0∗ 1549.9∗ 257∗ 189∗ 182∗ 70∗ 69∗   
36  Kr 14325.6 1921.0 1730.9∗ 1678.4∗ 292.8∗ 222.2∗ 214.4 95.0∗ 93.8∗ 27.5∗ 14.1∗ 14.1∗

37  Rb 15199.7 2065.1 1863.9 1804.4 326.7∗ 248.7∗ 239.1∗ 113.0∗ 112∗ 30.5∗ 16.3∗ 15.3 ∗

38  Sr 16104.6 2216.3 2006.8 1939.6 358.7† 280.3† 270.0† 136.0† 134.2† 38.9† 20.3† 20.3†

39  Y 17038.4 2372.5 2155.5 2080.0 392.0∗ 310.6∗ 298.8∗ 157.7† 155.8† 43.8∗ 24.4∗ 23.1∗

40 Zr 17997.6 2531.6 2306.7 2222.3 430.3† 343.5† 329.8† 181.1† 178.8† 50.6† 28.5† 27.7†

41  Nb 18985.6 2697.7 2464.7 2370.5 466.6† 376.1† 360.6† 205.0† 202.3† 56.4† 32.6† 30.8†

42  Mo 19999.5 2865.5 2625.1 2520.2 506.3† 411.6† 394.0† 231.1† 227.9† 63.2† 37.6† 35.5†

43  Tc 21044.0 3042.5 2793.2 2676.9 544∗ 445∗ 425∗ 257∗ 253∗ 68∗ 39† 39∗

44  Ru 22117.2 3224.0 2966.9 2837.9 586.2† 483.5† 461.4† 284.2† 280.0† 75.0† 46.5† 43.2†

45  Rh 23219.9 3411.9 3146.1 3003.8 628.1† 521.3† 496.5† 311.9† 307.2† 81.4∗ 50.5† 47.3†

46  Pd 24350.3 3604.3 3330.3 3173.3 671.6† 559.9† 532.3† 340.5† 335.2 † 87.6∗ 55.7† 50.9†

47  Ag 25514.0 3805.8 3523.7 3351.1 719.0† 603.8† 573.0† 374.0† 368.0† 97.0† 63.7† 58.3†

48  Cd 26711.2 4018.0 3727.0 3537.5 772.0† 652.6† 618.4† 411.9† 405.2† 109.8† 63.9† 63.9†

49  In 27939.9 4237.5 3938.0 3730.1 827.2† 703.2† 665.3† 451.4† 443.9† 122.7† 73.5† 73.5†

50  Sn 29200.1 4464.7 4156.1 3928.8 884.7† 756.5† 714.6† 493.2† 484.9† 137.1† 83.6† 83.6†

51  Sb 30491.2 4698.3 4380.4 4132.2 946† 812.7† 766.4† 537.5†  528.2† 153.2† 95.6† 95.6†

52  Te 31813.8 4939.2 4612.0 4341.4 1006† 870.8† 820.8† 583.4†  573.0† 169.4† 103.3† 103.3†

53  I 33169.4 5188.1 4852.1 4557.1 1072∗ 931∗ 875∗ 631∗  620∗ 186∗ 123∗ 123∗

54  Xe 34561.4 5452.8 5103.7 4782.2 1148.7∗ 1002.1∗ 940.6∗ 689.0∗ 676.4∗ 213.2∗ 146.7 145.5∗

55  Cs 35984.6 5714.3 5359.4 5011.9 1211∗ 1071∗ 1003∗ 740.5∗ 726.6∗ 232.3∗ 172.4∗ 161.3∗

56  Ba 37440.6 5988.8 5623.6 5247.0 1293∗  1137∗ 1063∗ 795.7∗ 780.5∗ 253.5† 192 178.6†

57  La 38924.6 6266.3 5890.6 5482.7 1362∗ 1209∗ 1128∗ 853∗ 836∗ 247.7∗ 205.8 196.0∗

58  Ce 40443.0 6548.8 6164.2 5723.4 1436∗ 1274∗ 1187∗ 902.4∗ 883.8∗ 291.0∗ 223.2 206.5∗

59  Pr 41990.6 6834.8 6440.4 5964.3 1511.0 1337.4 1242.2 948.3∗ 928.8∗ 304.5 236.3 217.6
60  Nd 43568.9 7126.0 6721.5 6207.9 1575.3 1402.8 1297.4 1003.3∗ 980.4∗ 319.2∗ 243.3 224.6
61  Pm 45184.0 7427.9 7012.8 6459.3 — 1471.4 1356.9 1051.5 1026.9 — 242 242
62  Sm  46834.2 7736.8 7311.8 6716.2 1722.8 1540.7 1419.8 1110.9∗ 1083.4∗ 347.2∗ 265.6 247.4
63  Eu 48519.0 8052.0 7617.1 6976.9 1800.0 1613.9 1480.6 1158.6∗ 1127.5∗ 360 284 257
64  Gd 50239.1 8375.6 7930.3 7242.8 1880.8 1688.3 1544.0 1221.9∗ 1189.6∗ 378.6∗ 286 270.9
65  Tb 51995.7 8708.0 8251.6 7514.0 1967.5 1767.7 1611.3 1276.9∗ 1241.1∗ 396.0∗ 322.4∗ 284.1∗

66  Dy 53788.5 9045.8 8580.6 7790.1 2046.8 1841.8 1675.6 1332.5 1292.6∗ 414.2∗ 333.5∗ 293.2∗

67  Ho 55617.7 9394.2 8917.8 8071.1 2128.3 1922.8 1741.2 1391.5 1351.4 432.4∗ 343.5 308.2∗

68  Er 57485.5 9751.3 9264.3 8357.9 2206.5 2005.8 1811.8 1453.3 1409.3 449.8∗ 366.2 320.2∗

69  Tm 59398.6 10115.7 9616.9 8648.0 2306.8 2089.8 1884.5 1514.6 1467.7 470.9∗ 385.9∗ 332.6∗

70  Yb 61332.3 10486.4 9978.2 8943.6 2398.1 2173.0 1949.8 1576.3 1527.8 480.5∗ 388.7∗ 339.7∗

71  Lu 63313.8 10870.4 10348.6 9244.1 2491.2 2263.5 2023.6 1639.4 1588.5 506.8∗ 412.4∗ 359.2∗

72  Hf 65350.8 11270.7 10739.4 9560.7 2600.9 2365.4 2107.6 1716.4 1661.7 538∗ 438.2† 380.7†

73  Ta 67416.4 11681.5 11136.1 9881.1 2708.0 2468.7 2194.0 1793.2 1735.1 563.4† 463.4† 400.9†

74  W 69525.0 12099.8 11544.0 10206.8 2819.6 2574.9 2281.0 1871.6 1809.2 594.1† 490.4† 423.6†
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75  Re 71676.4 12526.7 11958.7 10535.3 2931.7 2681.6 2367.3 1948.9 1882.9 625.4 518.7† 446.8†

76  Os 73870.8 12968.0 12385.0 10870.9 3048.5 2792.2 2457.2 2030.8 1960.1 658.2† 549.1† 470.7†

77  Ir 76111.0 13418.5 12824.1 11215.2 3173.7 2908.7 2550.7 2116.1 2040.4 691.1† 577.8† 495.8†

78  Pt 78394.8 13879.9 13272.6 11563.7 3296.0 3026.5 2645.4 2201.9 2121.6 725.4† 609.1† 519.4†

79  Au 80724.9 14352.8 13733.6 11918.7 3424.9 3147.8 2743.0 2291.1 2205.7 762.1† 642.7† 546.3†

80  Hg 83102.3 14839.3 14208.7 12283.9 3561.6 3278.5 2847.1 2384.9 2294.9 802.2† 680.2† 576.6†

81  Tl 85530.4 15346.7 14697.9 12657.5 3704.1 3415.7 2956.6 2485.1 2389.3 846.2† 720.5† 609.5†

82  Pb 88004.5 15860.8 15200.0 13035.2 3850.7 3554.2 3066.4 2585.6 2484.0 891.8† 761.9† 643.5†

83  Bi 90525.9 16387.5 15711.1 13418.6 3999.1 3696.3 3176.9 2687.6 2579.6 939† 805.2† 678.8†

84  Po 93105.0 16939.3 16244.3 13813.8 4149.4 3854.1 3301.9 2798.0 2683.0 995∗ 851∗ 705∗

85  At 95729.9 17493 16784.7 14213.5 4317 4008 3426 2908.7 2786.7 1042∗ 886∗ 740∗

86  Rn 98404 18049 17337.1 14619.4 4482 4159 3538 3021.5 2892.4 1097∗ 929∗ 768∗

87  Fr 101137 18639 17906.5 15031.2 4652 4327 3663 3136.2 2999.9 1153∗ 980∗ 810∗

88  Ra 103921.9 19236.7 18484.3 15444.4 4822.0 4489.5 3791.8 3248.4 3104.9 1208∗ 1057.6∗ 879.1∗

89  Ac 106755.3 19840 19083.2 15871.0 5002 4656 3909 3370.2 3219.0 1269∗ 1080∗ 890∗

90  Th 109650.9 20472.1 19693.2 16300.3 5182.3 4830.4 4046.1 3490.8 3332.0 1330∗ 1168∗ 966.4†

91  Pa 112601.4 21104.6 20313.7 16733.1 5366.9 5000.9 4173.8 3611.2 3441.8 1387∗ 1224∗ 1007∗

92  U 115606.1 21757.4 20947.6 17166.3 5548.0 5182.2 4303.4 3727.6 3551.7 1439∗ 1271∗ 1043.0†

Element N44d3/2 N54d5/2 N64f5/2 N74f7/2 O15s O25p1/2 O35p3/2 O45d3/2 O55d5/2

48  Cd 11.7† l0.7†       
49  In 17.7† 16.9†       
50  Sn 24.9† 23.9†

51  Sb 33.3† 32.1†       
52  Te 41.9† 40.4†       
53  I 50∗ 50∗       
54  Xe 69.5∗ 67.5∗ — — 23.3∗ 13.4∗ 12.1∗

55  Cs 79.8∗ 77.5∗ — — 22.7 14.2∗ 12.1∗

56  Ba 92.6† 89.9† — — 30.3† 17.0† 14.8
57  La 105.3∗ 102.5∗ — — 34.3∗ 19.3∗ 16.8∗

58  Ce 109∗ — — — 37.8 19.8∗ 17.0∗

59  Pr 115.1∗ 115.1∗ — — 37.4 22.3 22.3  
60  Nd 120.5∗ 120.5∗ — — 37.5 21.1 21.1
61  Pm 120 120 — — — — —  
62  Sm 129 129 — — 37.4 21.3 21.3  
63  Eu 133 127.7∗ — — 31.8 22.0 22.0  
64  Gd 140.5 142.6∗ — — 43.5∗ 20 20  
65  Tb 150.5∗ 150.5∗ — — 45.6∗ 28.7∗ 22.6∗

66  Dy 153.6∗ 153.6∗ — — 49.9∗ 29.5 23.1  
67  Ho 160∗ 160∗ — — 49.3∗ 30.8∗ 24.1∗

68  Er 167.6∗ 167.6∗ — — 50.6∗ 31.4∗ 24.7∗

69  Tm 175.5∗ 175.5∗ — — 54.7∗ 31.8∗ 25.0∗

(Continued)
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TABLE 1 Electron Binding Energies in Electron Volts (eV) for the Elements in Their Natural Forms (Continued)

Element N44d3/2 N54d5/2 N64f5/2 N74f7/2 O15s O25p1/2 O35p3/2 O45d3/2 O55d5/2

70  Yb 191.2∗ 182.4∗ — — 52.0∗ 30.3∗ 24.1∗

71  Lu 206.1∗ 196.3† 8.9∗ 7.5∗ 57.3∗ 33.6∗ 26.7∗

72  Hf 220.0† 211.5† 15.9† 14.2† 64.2† 38∗ 29.9∗

73  Ta 237.9† 226.4† 23.5† 21.6† 69.7† 42.2∗ 32.7∗

74  W 255.9† 243.5† 33.6∗ 31.4† 75.6† 45.3∗ 36.8∗

75  Re  273.9† 260.5† 42.9∗ 40.5† 83† 45.6∗ 34.6∗

76  Os 293.1† 278.5† 53.4† 50.7† 84† 58∗ 44.5†

77  I r  311.9† 296.3† 63.8† 60.8† 95.2∗ 63.0∗ 48.0†

78  Pt 331.6† 314.6† 74.5† 71.2† 101† 65.3∗ 51.7†

79  Au 353.2† 335.1† 87.6† 83.9† 107.2∗ 74.2† 57.2†

80  Hg 378.2† 358.8† 104.0† 99.9† 127† 83.1† 64.5† 9.6† 7.8†

81  Tl 405.7† 385.0† 122.2† 117.8† 136∗ 94.6† 73.5† 14.7† 12.5†

82  Pb 434.3† 412.2† 141.7† 136.9† 147∗ 106.4† 83.3† 20.7† 18.1†

83  Bi 464.0† 440.1† 162.3† 157.0† 159.3∗ 119.0† 92.6† 26.9† 23.8†

84  Po 500∗ 473∗ 184∗ 184∗ 177∗ 132∗ 104∗ 31∗ 31∗

85  At 533∗ 507∗ 210∗ 210∗ 195∗ 148∗ 115∗ 40∗ 40∗

86  Rn 567∗ 541∗ 238∗ 238∗ 214∗ 164∗ 127∗ 48∗ 48∗

87  Fr 603∗ 577∗ 268∗ 268∗ 234∗ 182∗ 140∗ 58∗ 58∗

88  Ra 635.9∗ 602.7∗ 299∗ 299∗ 254∗ 200∗ 153∗ 68∗ 68∗

89  Ac 675∗ 639∗ 319∗ 319∗ 272∗ 215∗ 167∗ 80∗ 80∗

90  Th 712.1† 675.2† 342.4† 333.1  290∗ 229∗ 182∗ 92.5† 85.4†

91  Pa 743∗ 708∗ 371∗ 360∗ 310∗ 232∗ 232∗ 94∗ 94∗

92  U 778.3† 736.2† 388.2∗ 377.4† 321∗ 257∗ 192∗ 102.8† 94.2†

A compilation by G. P. Williams of Brookhaven National Laboratory, “Electron Binding Energies,” in X-Ray Data Booklet, Lawrence Berkeley National Laboratory Pub-490 Rev. 2 (2001), 
based largely on values given by J. A. Bearden and A. F. Barr, “Re-evaluation of X-Ray Atomic Energy Levels,” Rev. Mod. Phys. 39:125 (1967); corrected in 1998 by E. Gullikson (LBNL, unpublished). 
The energies are given in electron volts relative to the vacuum level for the rare gases and for H2, N2, O2, F2, and Cl2; relative to the Fermi level for the metals; and relative to the top of the valence 
bands for semiconductors.

∗From M. Cardona and L. Lay (eds.), Photoemission in Solids I: General Principles, Springer-Verlag, Berlin (1978).
†From J. C. Fuggle and N. Mårtensson, “Core-Level Binding Energies in Metals,” J. Electron. Spectrosc. Relat. Phenom. 21:275 (1980).

For further updates, consult the Web site http://xdb.lbl.gov/.
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TABLE 2 Photon Energies, in Electronvolts (eV), of Principal K- and L-Shell Emission Lines∗

Element Ka1 Ka2 Kb1 La1 La2 Lb1 Lb2 Lg1

 3 Li 54.3       
 4 Be 108.5       
 5 B 183.3       
 6 C 277       
 7 N 392.4       
 8 O 524.9       
 9 F 676.8       
10 Ne 848.6 848.6      
11 Na 1,040.98 1,040.98 1,071.1     
12 Mg 1,253.60 1,253.60 1,302.2     
13 Al 1,486.70 1,486.27 1,557.45     
14 Si 1,739.98 1,739.38 1,835.94     
15 P 2,013.7 2,012.7 2,139.1     
16 S 2,307.84 2,306.64 2,464.04     
17 Cl 2,622.39 2,620.78 2,815.6     
18 Ar 2,957.70 2,955.63 3,190.5     
19 K 3,313.8 3,311.1 3,589.6     
20 Ca 3,691.68 3,688.09 4,012.7 341.3 341.3 344.9  
21 Sc 4,090.6 4,086.1 4,460.5 395.4 395.4 399.6  
22 Ti 4,510.84 4,504.86 4,931.81 452.2 452.2 458.4  
23 V 4,952.20 4,944.64 5,427.29 511.3 511.3 519.2  
24 Cr 5,414.72 5,405.509 5,946.71 572.8 572.8 582.8  
25 Mn 5,898.75 5,887.65 6,490.45 637.4 637.4 648.8  
26 Fe 6,403.84 6,390.84 7,057.98 705.0 705.0 718.5  
27 Co 6,930.32 6,915.30 7,649.43 776.2 776.2 791.4  
28 Ni 7,478.15 7,460.89 8,264.66 851.5 851.5 868.8  
29 Cu 8,047.78 8,027.83 8,905.29 929.7 929.7 949.8  
30 Zn 8,638.86 8,615.78 9,572.0 1,011.7 1,011.7 1,034.7  
31 Ga 9,251.74 9,224.82 10,264.2 1,097.92 1,097.92 1,124.8  
32 Ge 9,886.42 9,855.32 10,982.1 1,188.00 1,188.00 1,218.5  
33 As 10,543.72 10,507.99 11,726.2 1,282.0 1,282.0 1,317.0  
34 Se 11,222.4 11,181.4 12,495.9 1,379.10 1,379.10 1,419.23  
35 Br 11,924.2 11,877.6 13,291.4 1,480.43 1,480.43 1,525.90  
36 Kr 12,649 12,598 14,112 1,586.0 1,586.0 1,636.6  
37 Rb 13,395.3 13,335.8 14,961.3 1,694.13 1,692.56 1,752.17  
38 Sr 14,165 14,097.9 15,835.7 1,806.56 1,804.74 1,871.72  
39 Y 14,958.4 14,882.9 16,737.8 1,922.56 1,920.47 1,995.84  
40 Zr 15,775.1 15,690.9 17,667.8 2,042.36 2,039.9 2,124.4 2,219.4 2,302.7
41 Nb 16,615.1 16,521.0 18,622.5 2,165.89 2,163.0 2,257.4 2,367.0 2,461.8
42 Mo 17,479.34 17,374.3 19,608.3 2,293.16 2,289.85 2,394.81 2,518.3 2,623.5
43 Te 18,367.1 18,250.8 20,619 2,424.0 — 2,536.8 — —
44 Ru 19,279.2 19,150.4 21,656.8 2,558.55 2,554.31 2,683.23 2,836.0 2,964.5
45 Rh 20,216.1 20,073.7 22,723.6 2,696.74 2,692.05 2,834.41 3,001.3 3,143.8
46 Pd 21,177.1 21,020.1 23,818.7 2,838.61 2833.29 2,990.22 3,171.79 3,328.7
47 Ag 22,162.92 21,990.3 24,942.4 2,984.31 2,978.21 3,150.94 3,347.81 3,519.59
48 Cd 23,173.6 22,984. j 26,095.5 3,133.73 3,126.91 3,316.57 3,528.12 3,716.86
49 In 24,209.7 24,002.0 27,275.9 3,286.94 3,279.29 3,487.21 3,713.81 3,920.81
50 Sn 25,271.3 25,044.0 28,486.0 3,443.98 3,435.42 3,662.80 3,904.86 4,131.12
51 Sb 26,359.1 26,110.8 29,725.6 3,604.72 3,595.32 3,843.57 4,100.78 4,347.79
52 Te 27,472.3 27,201.7 30,995.7 3,769.33 3,758.8 4,029.58 4,301.7 4,570.9

(Continued)
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TABLE 2 Photon Energies, in Electronvolts (eV), of Principal K- and L-Shell Emission Lines∗ (Continued)

Element Ka1 Ka2 Kb1 La1 La2 Lb1 Lb2 Lg1

53 I 28,612.0 28,317.2 32,294.7 3,937.65 3,926.04 4,220.72 4,507.5 4,800.9
54 Xe 29,779 29,458 33,624 4,109.9 — — — —
55 Cs 30,972.8 30,625.1 34,986.9 4,286.5 4,272.2 4,619.8 4,935.9 5,280.4
56 Ba 32,193.6 31,817.1 36,378.2 4,466.26 4,450.90 4,827.53 5,156.5 5,531.1
57 La 33,441.8 33,034.1 37,801.0 4,650.97 4,634.23 5,042.1 5,383.5 5,788.5
58 Ce 34,719.7 34,278.9 39,257.3 4,840.2 4,823.0 5,262.2 5,613.4 6,052
59 Pr 36,026.3 35,550.2 40,748.2 5,033.7 5,013.5 5,488.9 5,850 6,322.1
60 Nd 37,361.0 36,847.4 42,271.3 5,230.4 5,207.7 5,721.6 6,089.4 6,602.1
61 Pm 38,724.7 38,171.2 43,826 5,432.5 5,407.8 5,961 6,339 6,892
62 Sm 40,118.1 39,522.4 45,413 5,636.1 5,609.0 6,205.1 6,586 7,178
63 Eu 41,542.2 40,901.9 47,037.9 5,845.7 5,816.6 6,456.4 6,843.2 7,480.3
64 Gd 42,996.2 42,308.9 48,697 6,057.2 6,025.0 6,713.2 7,102.8 7,785.8
65 Tb 44,481.6 43,744.1 50,382 6,272.8 6,238.0 6,978 7,366.7 8,102
66 Dy 45,998.4 45,207.8 52,119 6,495.2 6,457.7 7,247.7 7,635.7 8,418.8
67 Ho 47,546.7 46,699.7 53,877 6,719.8 6,679.5 7,525.3 7,911 8,747
68 Er 49,127.7 48,221.1 55,681 6,948.7 6,905.0 7,810.9 8,189.0 9,089
69 Tm 50,741.6 49,772.6 57,517 7,179.9 7,133.1 8,101 8,468 9,426
70 Yb 52,388.9 51,354.0 5,937 7,415.6 7,367.3 8,401.8 8,758.8 9,780.1
71 Lu 54,069.8 52,965.0 61,283 7,655.5 7,604.9 8,709.0 9,048.9 10,143.4
72 Hf 55,790.2 54,611.4 63,234 7,899.0 7,844.6 9,022.7 9,347.3 10,515.8
73 Ta 57,532 56,277 65,223 8,146.1 8,087.9 9,343.1 9,651.8 10,895.2
74 W 59,318.24 57,981.7 67,244.3 8,397.6 8,335.2 9,672.35 9,961.5 11,285.9
75 Re 61,140.3 59,717.9 69,310 8,652.5 8,586.2 10,010.0 10,275.2 11,685.4
76 Os 63,000.5 61,486.7 71,413 8,911.7 8,841.0 10,355.3 10,598.5 12,095.3
77 Ir 64,895.6 63,286.7 73,560.8 9,175.1 9,099.5 10,708.3 10,920.3 12,512.6
78 Pt 66,832 65,112 75,748 9,442.3 9,361.8 11,070.7 11,250.5 12,942.0
79 Au 68,803.7 66,989.5 77,984 9,713.3 9,628.0 11,442.3 11,584.7 13,381.7
80 Hg 70,819 68,895 80,253 9,988.8 9,897.6 11,822.6 11,924.1 13,830.1
81 Tl 72,871.5 70,831.9 82,576 10,268.5 10,172.8 12,213.3 12,271.5 14,291.5
82 Pb 74,969.4 72,804.2 84,936 10,551.5 10,449.5 12,613.7 12,622.6 14,764.4
83 Bi 77,107.9 74,814.8 87,343 10,838.8 10,730.91 13,023.5 12,979.9 15,247.7
84 Po 79,290 76,862 8,980 11,130.8 11,015.8 13,447 13,340.4 15,744
85 At 8,152 7,895 9,230 11,426.8 11,304.8 13,876 — 16,251
86 Rn 8,378 8,107 9,487 11,727.0 11,597.9 14,316 — 16,770
87 Fr 8,610 8,323 9,747 12,031.3 11,895.0 14,770 1,445 17,303
88 Ra 8,847 8,543 10,013 12,339.7 12,196.2 15,235.8 14,841.4 17,849
89 Ac 90,884 8,767 10,285 12,652.0 12,500.8 15,713 — 18,408
90 Th 93,350 89,953 105,609 12,968.7 12,809.6 16,202.2 15,623.7 18,982.5
91 Pa 95,868 92,287 108,427 13,290.7 13,122.2 16,702 16,024 19,568
92 U 98,439 94,665 111,300 13,614.7 13,438.8 17,220.0 16,428.3 20,167.1
93 Np — — — 13,944.1 13,759.7 17,750.2 16,840.0 20,784.8
94 Pu — — — 14,278.6 14,084.2 18,293.7 17,255.3 21,417.3
95 Am — — — 14,617.2 14,411.9 18,852.0 17,676.5 22,065.2

∗Photon energies in electronvolts (eV) of some characteristic emission lines of the elements of atomic number 3 ≤ Z ≤ 95, as compiled by 
J. Kortright. “Characteristic X-Ray Energies,” in X-Ray Data Booklet (Lawrence Berkeley National Laboratory Pub-490, Rev. 2, 1999). Values are largely 
based on those given by J. A. Bearden, “X-Ray Wavelengths,” Rev. Mod. Phys. 39:78 (1967), which should be consulted for a more complete listing. 
Updates may also be noted at the Web site www.cxro.lbl.gov/optical_constants.

www.cxro.lbl.gov/optical_constants
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TABLE 3 Curves Showing Auger Energies,∗ in Electronvolts (eV), for Elements of Atomic Number 3 ≤ Z ≤ 92

∗Only dominant energies are given, and only for principal Auger peaks. The literature should be consulted for detailed tabulations, and for 
shifted values in various common compaounds.2–4 (Courtesy of Physical Electronics, Inc.2)
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37.1 INTRODUCTION

The last ten years have seen a remarkable progress in the development of new x-ray optics and in the 
improvement of existing devices. In this chapter, we describe the properties of one type of these new 
optics: refractive x-ray lenses.

For a long time these lenses were considered as not feasible, due to the weak refraction and the 
relatively strong absorption of x rays in matter. However, in 1996 it was shown experimentally that 
focusing by x-ray lenses is possible if the radius of curvature R of an individual lens is chosen to be 
small (e.g., below 0. 5 mm, cf. Fig. 1a), if many such lenses are stacked behind one another in a row, 
and if a lens material with low atomic number Z, such as aluminium, is chosen.1,2 The first lenses of 
this type consisted of a row of holes, 1 mm in diameter, drilled in a block of aluminium.

In the meantime, many different types of refractive lenses made of various materials have been 
developed.3–19 One of the most important developments was to make these optics aspherical,4 reduc-
ing spherical aberration to a minimum and thus making these optics available for high-resolution 
x-ray microscopy. As each individual lens is thin in the optical sense, the ideal aspherical shape is 
a paraboloid of rotation. In the following, we focus on two types of high resolution x-ray optics, 
rotationally parabolic lenses made of beryllium and aluminium6,7,13,14,16,20 and cylindrically parabolic 
lenses with particularly short focal length.21,22 An example of the first type of lenses developed and 
made at Aachen University is described in Secs. 37.2 to 37.5. These lenses allow x-ray imaging nearly 
free of distortions and can be used as an objective lens in an x-ray microscope for efficient focusing 
in scanning microscopy, and for a variety of beam conditioning applications at third generation 
synchrotron radiation sources. The second type of lenses, so-called nanofocusing lenses (NFLs), have 
a short focal distance and large numerical aperture and are thus particularly suited to focus hard x rays 
to sub-100 nm dimensions for scanning microscopy applications. While focusing of hard x rays down 
to 50 nm has been demonstrated experimentally, these optics have the potential of focusing hard 
x rays to about 10 nm21,22 and perhaps below.23 The development of nanofocusing lenses currently 
pursued at TU Dresden is described in Sec. 37.6.

37.3

37
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37.2 REFRACTIVE X-RAY LENSES WITH 
ROTATIONALLY PARABOLIC PROFILE

Refractive x-ray lenses with rotationally parabolic profiles6,7,13,16 allow for focusing in both directions, 
free of spherical aberration and other distortions. Aluminium and beryllium are the lens materials 
most commonly used. Beryllium is especially suitable for x-ray energies between 7 and 40 keV due to 
its low attenuation of x rays (low atomic number Z = 4). Between about 40 and 90 keV aluminium 
(Z = 13) is more appropriate as a lens material. Having been able to solve the problems with handling and 
plastically deforming beryllium, Be lenses can be manufactured with rotationally parabolic profiles.13,14 
Figure 1a shows a schematic drawing of an individual lens. Note the concave shape of a focusing lens, 
which is a result of the diffractive part 1 − d of the index of refraction n being smaller than 1 in the x-
ray range. In Fig. 1b a number N of individual lenses is stacked behind each other to form a refractive 
x-ray lens. Figure 2 shows a stack of Be lenses in their casing with protective atmosphere.

In the thin lens approximation, the focal length of a stack of N lenses is f R N0 2= / δ . Here, R is the 
radius of curvature at the apex of the paraboloid (cf. Fig. 1a). For paraboloids, R and the geometric 
aperture 2 0R  are independent of one another, in contrast to the case for spherical lenses. Most lenses 
up to now had the parameters R = 0.2 mm and 2 10R ≈ mm. Up to several hundred lenses can be aligned 

Optical axis

d

R
2R0

Optical axis

(a) Single lens (b) Compound refractive lens

FIGURE 1 (a) Individual refractive x-ray lens with rotationally parabolic profile and (b) stack 
of individual lenses forming a refractive x-ray lens. (Reused with permission from Ref. 24.)

FIGURE 2 (a) Housing with partly assembled Be lens and (b) stack of Be lenses. Each individual 
lens is centered inside of a hard metal coin. The lenses are aligned along the optical axis by stacking the 
coins in a high precision v-groove. (See also color insert.)
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in a lens stack in such a way that the optical axes of the individual lenses agree on the micrometer scale. 
The form fidelity of the paraboloids is better than 0. 3 μm and surface roughness is below 0.1 μm.

In the meantime, lenses with different radii of curvature R (R = 50, 100, 200, 300, 500, 1000, and 
1500 μm) have been developed to optimize the optics for various applications. They are available in 
three lens materials, i.e., beryllium, aluminium, and nickel. Lenses with small radii R are especially 
suited for microscopy applications with high lateral resolution, whereas those with a large radius R are 
designed for beam conditioning purposes, such as prefocusing and collimation.

In general, the total length L of a lens stack is not negligible compared to the focal length f. Then, 
a correction has to be applied to the thin lens approximation for the focal length. For a thick lens the 
focal length is
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behind and before the center of the lens, respectively.
The attenuation of x rays in matter is a key parameter in the design of refractive x-ray lenses. As the 

thickness of the lens material increases with increasing distance from the optical axis, the lens becomes 
more and more absorbing toward its periphery. Thus a refractive x-ray lens has no sharp aperture, but 
a Gaussian transmission that is responsible for the diffraction at the lens. As a result, we can assign an 
effective aperture Deff  to the lens that is smaller than the geometric aperture 2R0

6,7 and that determines 
the diffraction at the lens, its numerical aperture, and the achievable diffraction-limited spot size.

At low energies (below about 10 keV for beryllium), the attenuation is dominated by photoabsorp-
tion. The mass photoabsorption coefficient τ ρ/  varies approximately like Z3/E3 with atomic number 
Z and with photon energy E. When τ ρ/  drops to below about 0.15 cm2/g at higher x-ray energies, the 
mass attenuation coefficient μ τ μ= + C is dominated by Compton scattering ( )μC  and stays more or 
less constant, independent of energy and atomic number Z. For beryllium the cross-over between 
the photoabsorption and Compton scattering dominated attenuation is at about 17 keV. The perfor-
mance of beryllium lenses is optimal in this energy range.

Compton scattering ultimately limits the performance (lateral resolution) of refractive x-ray 
lenses. Compton scattering has a twofold detrimental influence. Photons which are Compton scat-
tered no longer contribute to the image formation. In addition, they generate a background which 
reduces the signal-to-background-ratio in the image.

Synchrotron radiation sources of the third generation can create a considerable heat load in the 
first optical element hit by the beam. This is expected to be even more true at x-ray free-electron laser 
sources which are being developed at present. The compatibility with such a high heat load was tested 
for refractive lenses made of beryllium at the undulator beamline ID10 at the European Synchrotron 
Radiation Facility (ESRF) in Grenoble, France. The power density and power of the white beam gen-
erated by 3 undulators in a row was about 100 W/mm2 and 40 W, respectively. A stack of 12 Be lenses 
was exposed to the beam. The lenses were housed in an evacuated casing. They were indirectly cooled 
via a thermal link to a copper plate which in turn was water cooled. The temperature was measured by 
three thermocouples, one at each end and one at the center of the lens stack. The highest temperature 
was measured at the center, increasing within a few minutes to 65°C and staying constant afterward, 
except for small variations due to changes of the electron current in the ring. A temperature of 65°C 
poses no problem for Be lenses. The melting point of Be is at 1285°C and recrystallization of Be 
occurs only above 600°C. At present, rotationally parabolic Be lenses have been installed in the front 
ends of several undulator beamlines at ESRF, being routinely used in the undulator “white” beam. At 
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the present undulator beamlines no deterioration of Be or Al x-ray lenses has been observed in the 
monochromatic beam, even after many years of operation. In terms of stability metallic lens materi-
als are far superior to insulators, like plastics or glass. The high density of free electrons in metals 
prevents radiation damage by bond breaking or local charging.

The heat load resistance of these optics is of utmost importance for focusing applications at future 
x-ray free-electron lasers. Model calculations suggest that these optics are stable in the hard x-ray 
beam (8 to 12 keV) generated by x-ray free-electron lasers, such as the LCLS in Stanford and the  
future European X-Ray Free-Electron Laser Project XFEL in Hamburg.24–27

37.3 IMAGING WITH PARABOLIC 
REFRACTIVE X-RAY LENSES

Refractive x-ray lenses with parabolic profile are especially suited for hard x-ray full-field micros-
copy since they are relatively free of distortions compared to crossed lenses with cylindri-
cal symmetry. For this purpose, a refractive x-ray lens is placed a distance L1 behind the object 
that is illuminated from behind by monochromatic synchrotron radiation. The image of the 
object is formed at a distance L L f L f2 1 1= −/( ) behind the lens on a position-sensitive detec-
tor. To achieve large magnifications M L L f L f= = −2 1 1/ /( ) up to 100, L1 should be chosen to 
be slightly larger than the focal distance f. Figure 3 shows the image of a Ni mesh (periodicity 
12.7 μm) imaged with a Be lens ( ,N f= =91 493 mm, L L2 1 10/ = ) at 12 keV onto high resolution 
x-ray film. Details of the contrast formation are described in Refs. 28 and 29. There are no apparent 
distortions visible in the image. This is a consequence of the parabolic lens profile. Figure 4 compares 
imaging with parabolic and spherical lenses in a numerical simulation. Spherical aberration domi-
nates the image formed by the spherical lens, clearly demonstrating the need for a lens surface in the 
form of a paraboloid of rotation. A comparison of Fig. 3 with Fig. 4a shows that the experimental 
result is very close to a numerical calculation with idealized parabolic lenses.

The first x-ray microscope of this kind was built using aluminium lenses.6 However, using beryl-
lium as a lens material rather than aluminium has several advantages. The reduced attenuation inside 
the lens results in a larger effective aperture that leads to a higher spatial resolution and a larger field of 
view. In addition, the efficiency of the setup is improved, since the transmission of the lens is higher.

For a refractive lens with a parabolic profile the lateral resolution is limited by the diffraction at its 
Gaussian aperture, giving rise to a Gaussian shape of the Airy disc.7 The full width at half maximum 
of the Airy disc is given by

 d
NA

L

Dt = =0 75
2

0 75 1. .
λ λ

eff
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25 μm

FIGURE 3 Hard x-ray micrograph of a Ni 
mesh.14 (Reused with permission from Ref. 20.)
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The numerical aperture N A is defined by sin a, where 2a is the angle spanned by the effective aperture 
Deff  of the lens as seen from an object point.7 This result is well known from optics, the factor 0.75 
being different from the usual factor 1.22. The difference can be traced back to the fact that in normal 
optics apertures are sharply delimited whereas for x-ray lenses the attenuation changes smoothly as 
described earlier. The effective aperture Deff  is limited by x-ray attenuation and that is ultimately lim-
ited by Compton scattering. An estimate of dt for lenses with large apertures shows that it scales with

 d a
f

t = λ μ
δ

 

where a is a factor of order one. This implies that a low value for dt needs a small focal length f and 
a low mass attenuation coefficient m, in other words a low Z material. Since d is proportional to 
λ 2 the main x-ray energy dependence enters via m. With the present day technology for fabrication 
of refractive lenses with rotationally parabolic profile, focal lengths between 10 and 20 cm can be 
achieved for energies between 10 and 20 keV, resulting for Be lenses in a lateral resolution down to 
about 50 nm. We estimate that it will be difficult to reach values below 30 nm.

The main strength of the x-ray microscope is the large penetration depth of hard x rays in matter 
that allows one to investigate non-destructively inner structures of an object. In combination with 
tomographic techniques, it allows one to reconstruct the three-dimensional inner structure of the 
object with submicrometer resolution.30 In addition, full-field imaging in demagnifying geometry 
can be used for hard x-ray lithography.31 The high quality of refractive lenses is also demonstrated by 
the preservation of the lateral coherence.16,32

37.4 MICROFOCUSING WITH PARABOLIC 
REFRACTIVE X-RAY LENSES

Refractive x-ray lenses with parabolic profiles can also be used for generating a (sub-)micrometer 
focal spot for x-ray microanalysis and tomography. For that purpose, the synchrotron radiation 
source is imaged by the lens onto the sample in a strongly demagnifying way, i.e., the source-lens 
distance L1 is chosen to be much larger than the lens-sample distance L2. At a synchrotron radiation 
source the horizontal source size is typically larger than the vertical one. As the lens images this hori-
zontally elongated source to the sample position, the focal spot is larger in the horizontal direction 
than in the vertical direction. With Be lenses (R = 200 μm), a vertical spot size well below 1 μm is 

(a)

25 μm

(b)

FIGURE 4 Numerical simulation of the imaging process using (a) parabolic and (b) spherical lens.
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routinely achieved, while the horizontal spot size is typically limited to a few micrometers by the 
horizontal source size and the demagnification of the setup. The diffraction limit of these optics is 
usually not reached in typical microfocusing geometries, i.e., 40 to 70 m from a typical undulator 
source at a synchrotron radiation source of the third generation. The spot size is dominated by the 
geometric image of the source and diffraction at the lens aperture and aberrations are negligible.

By means of new Be lenses with smaller radii of curvature, e.g., R = 50 μm, a focal length of 15 cm 
can be reached, thus resulting in a demagnification of the source size by about a factor 400 in 60-m 
distance from the source. At a low-b undulator source, this demagnificaton allows one to reach the 
sub-micrometer regime also in the horizontal direction. Close to diffraction-limited focusing, however, 
is still only possible at very long beamlines. For example, at a distance of L1 145= m from a low-b source
at the ESRF [effective source size 60 × 125 μm (V × H)], a microbeam of 60 × 125 nm2 is expected, 
approaching the diffraction limit of these optics in the vertical direction. To generate foci well below 
100 nm at short distances from the source, focal distances in the centimeter range are needed to generate 
large demagnifications. This can be achieved with the nanofocusing lenses described in Sec. 37.6.21,22

Hard x-ray microbeams find a large number of applications in scanning microscopy and have been 
used for a variety of experiments. They include, for example, microdiffraction,33 microfluorescence 
mapping34 and tomography,35–37 and x-ray absorption spectroscopic38 and small-angle x-ray scattering 
tomography.39 In materials science there is a great interest in using very hard x rays above about 80 keV, 
because many samples with high Z metallic components and thicknesses of many millimeters show strong 
x-ray absorption.  At 80 keV parabolic aluminium lenses (preferably with R = 50 μm) are well suited.40 For 
higher x-ray energies, lenses made of nickel become advantageous, due to the strong refraction in nickel 
resulting from its relatively high density ( . ).ρNi

3g/cm= 8 9  For energies above 80 keV, parabolic cylinder 
lenses made with a LIGA technique have been successfully tested.41 Rotationally parabolic nickel lenses are 
in the process of development. The challenge is to produce lenses with minimal thickness d (cf. Fig. 1a) in 
order to minimize absorption in the stack of lenses. A value of d =10 μm is tolerable and feasible.

Be refractive lenses appear to be well suited to focus the beam from an x-ray free-electron-laser.24

37.5 PREFOCUSING AND COLLIMATION WITH 
PARABOLIC REFRACTIVE X-RAY LENSES

Most experimental setups on synchrotron radiation beamlines are located between 40 and 150 m 
from the source. Depending on the experiment, the beam size, flux, divergence, or lateral coherence 
length may not be optimal at the position of the experiment. Using appropriate lenses upstream of 
the experiment, a given parameter can be optimized.

For example, the divergence of the beam may lead to a significant reduction of the flux at the 
sample position, in particular at a low-b undulator source. In this case, the beam can be moderately 
focused with refractive lenses with large radius of curvature and thus large geometric and effective 
aperture. For instance, lenses with R = 1500 μm have a geometric aperture 2 0R  of 3 mm. In a one-to-
one imaging geometry at 50 m from the source they have an angular acceptance of 85 μrad at 17 keV, 
thus capturing a large fraction of the beam in horizontal direction. This opens excellent possibilities 
to increase the photon flux, in particular as the lenses can be easily moved in and out of the beam 
without affecting the optical axis and the alignment of the experiment. In the new future, parabolic 
cylinder lenses made of Be and Al will also become available. With a height of 3.5 mm and radii of 
curvature between 200 and 1500 μm, they can be used for one-dimensional focusing and collimation.

37.6 NANOFOCUSING REFRACTIVE 
X-RAY LENSES

High quality magnified imaging with x rays requires optical components free of distortion, like rota-
tionally parabolic refractive x-ray lenses. However, for technical reasons, their radii of curvature cannot 
be made smaller than about 50 μm. This limits the focal distance from below and thus the achievable 
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demagnification in microfocus experiments. Therefore, another approach has been pursued for the 
generation of particularly small focal spots. These are nanofocusing cylinder lenses with parabolic pro-
file and a focal length of the order of 1 cm.21,22 This is achieved by choosing the radius of curvature of
the parabolas as small as 1 to 5 μm. Figure 5a shows an array of nanofocusing lenses made of silicon. 
When two lenses are used in crossed geometry as shown in Fig. 5b, two-dimensional focusing can be 
achieved. So far, focal spot sizes down to 47 × 55 nm2 (H × V) have been reached at L1 47= m from the 
low-b undulator source at beamline ID13 of the ESRF (E = 21 keV).22

While this spot size is close to the ideal performance of silicon lenses in this particular imaging 
geometry, significant improvements can be made in the future by further optimization of the optics 
and the imaging geometry. Figure 6 shows the optimal diffraction limit as a function of x-ray energy 
for different lens materials. Over a wide range of energies (from E = 8 keV to over E = 100 keV, a diffraction 

(a) (b)
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FIGURE 5 (a) Array of nanofocusing lenses made of silicon. A large number of single lenses are aligned behind each 
other to form a nanofocusing lens. Several nanofocusing lenses with different radius of curvature R are placed in parallel 
onto the same substrate. (b) Scanning microprobe setup with two crossed nanofocusing lenses. An aperture defining 
pinhole is placed behind the second lens. (See also color insert.)
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FIGURE 6 Minimal diffraction limits of nanofocusing lenses 
made of different lens materials and having a working distance of 1 mm. 
The radius of curvature R and the length of a single lens l were varied within 
a range accessible by modern microfabrication techniques.21 (Copyright 2003 
by the American Institute of Physics. Reused with permission from Ref. 21.)
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limit below 20 nm is expected. Best performance is obtained for low Z materials with high density. 
The reason for this is that attenuation is no longer limiting the aperture of nanofocusing lenses for low 
Z materials, as the overall length of the lens is short. For a given focal length, the geometric aperture is, 
however, limited by the refractive strength per unit length inside the lens. The higher d, the larger can 
be the radius of curvature R and thus the geometric aperture R R l d0 = −( ),  if the thickness l of an 
individual lens is kept constant (cf. Fig. 5a). In the limit, the numerical aperture approaches 2δ  that 
coincides with the critical angle of total reflection. At highly brilliant sources, such as the ESRF, these 
diffraction limits are expected to be reached with fluxes above 109 photons per second.

For these optics, prefocusing as described in Sec. 37.5 is of utmost importance to obtain optimal 
performance. Optimal diffraction-limited focusing is obtained when the lateral coherence length at 
the optic is slightly larger than the effective aperture. This requirement is usually not fulfilled at the 
position of the experiment. By appropriate prefocusing, the lateral coherence length can be adapted to 
the aperture of the NFL, thus optimally focusing the coherent flux from the source onto the sample. 
This scheme is pursued in modern hard x-ray scanning microscopes, both at ESRF and at the future 
synchrotron radiation source PETRA III at DESY in Hamburg, Germany.

For refractive lenses made of identical single lenses, the numerical aperture is fundamentally limited 
by the critical angle of total reflection 2δ . This limitation can be overcome with refractive optics by 
gradually (adiabatically) adjusting the aperture of the individual lenses to the converging beam inside 
the optic. For these so-called adiabatically focusing lenses, the numerical aperture can exceed 2δ  
leading to diffraction limits well below 10 nm.23

The main applications of nanofocusing lenses lie in scanning microscopy and microanalysis with 
hard x rays. They allow one to perform x-ray analytical techniques, such as diffraction,42 fluorescence 
analysis, and absorption spectroscopy, with high spatial resolution. Also, coherent x-ray diffraction 
imaging greatly benefits from focusing the coherent beam with NFLs.43 The current performance of a 
hard x-ray scanning microscope based on nanofocusing lenses is illustrated in Fig. 7. In collaboration 
with W. H. Schröder from the Research Center Jülich the distribution of physiologically relevant ions 
and heavy metals was mapped inside the tip of a leaf hair (trichome) of the model plant Arabidopsis 
thaliana. Figure 7c shows the two-dimensional map of a variety of elements obtained by scanning the 

(a) Arabidopsis thaliana (c) 2D fluorescence map of trichome tip
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FIGURE 7 (a) Photograph of the plant Arabidopsis thaliana, (b) secondary 
electron micrograph of a leaf hair (trichome), and (c) two-dimensional fluo-
rescence map of the tip of the trichome at 100-nm spatial resolution. While 
most elements are homogeneously distributed, iron (Fe) and titanium (Ti) are 
localized on the level of 100 nm. (See also color insert.) (Sample provided by 
W. H. Schröder, Research Center Jülich.) 
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tip of a trichome with a hard x-ray nanobeam (E = 15 keV). The step size was 100 nm in both dimen-
sions, clearly showing a strong localization of iron and titanium. While the reason for this localization 
remains unknown, it impressively demonstrates the high spatial resolution obtained with nanofocus-
ing lenses. While these optics are ideal for microbeam applications, they are not well suited for high 
quality full-field imaging due to distortions in the image due to the crossing to two cylinder lenses 
with different focal lengths.

37.7 CONCLUSION

Since their first experimental realization about one decade ago, refractive x-ray lenses have devel-
oped into a high-quality x-ray optic. Similar to glass lenses for visible light, they have a broad range 
of applications and can be used in very much the same way. Due to their good imaging properties, 
refractive optics are particularly suited for hard x-ray microscopy and microanalysis. Due to the 
weak refraction of hard x rays in matter, they are generally slim, operating in the paraxial regime 
with typical numerical apertures below a few times 10−3. They can be used in the whole hard x ray 
range from about five to several hundred keV. As the refractive index depends on energy, refrac-
tive lenses are chromatic. Thus, they are mostly used with monochromatic radiation. Today, spatial 
resolutions down to 50 nm have been reached in hard x-ray microscopy. Potentially, these optics can 
generate hard x-ray beams down to below 10 nm. Their straight optical path makes them easy to 
use and align and enhances the stability of x-ray microscopes, as angular instabilities do not affect 
the focus. In addition, they are extremely robust, both mechanically and thermally. Therefore, they 
can be used as front end optics at third-generation synchrotron radiation sources and are good can-
didates to focus the radiation from free-electron lasers. Today, refractive x-ray lenses are routinely 
used at many beamlines of different synchrotron radiation sources.
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38.1 INTRODUCTION

Spectroscopy in the photon energy region from the visible to about 1 to 2 keV is generally done 
using reflection gratings. In the region above 40 eV, reasonable efficiency is only obtained at grazing 
angles and in this article we concentrate mainly on that case. Flat gratings were the first to be used 
and even today are still important. However, the advantages of spherical ones were recognized very 
early.1 The first type of focusing grating to be analyzed theoretically was that formed by the intersec-
tion of a substrate surface with a set of parallel equispaced planes: the so-called “Rowland grating.” 
The theory of the spherical case was established first,1–3 and was described comprehensively in the 
1945 paper of Beutler.4 Treatments of toroidal5 and ellipsoidal6 gratings came later, and the field has 
been reviewed by Welford,7 Samson,8 Hunter,9 and Namioka.10

The major developments in the last three decades have been in the use of nonuniformly spaced 
grooves. The application of holography to spectroscopic gratings was first reported by Rudolph and 
Schmahl11,12 and by Labeyrie and Flamand.13 Its unique opportunities for optical design were devel-
oped initially by Jobin-Yvon14 and by Namioka and coworkers.15,16 A different approach was followed 
by Harada17 and others, who developed the capability to produce gratings with variable-line spacing 
through the use of a computer-controlled ruling engine. The application of this class of gratings to 
spectroscopy has been developed still more recently, principally by Hettrick.18

In this chapter we will give a treatment of grating theory up to fourth order in the optical path, which 
is applicable to any substrate shape and any groove pattern that can be produced by holography or by rul-
ing straight grooves with (possibly) variable spacing. The equivalent information is available up to sixth 
order at the website of the Center for X-Ray Optics at the Lawrence Berkeley National Laboratory.19

38.2 DIFFRACTION PROPERTIES

Notation and Sign Convention

We adopt the notation of Fig. 1 in which a and b have opposite signs if they are on opposite sides of 
the normal.

38.1

38



38.2  X-RAY AND NEUTRON OPTICS

Grating Equation

The grating equation may be written

  m dλ α β= +0(sin sin )   (1)

The angles a and b are both arbitrary, so it is possible to impose various conditions relating them. 
If this is done, then for each l, there will be a unique a and b. The following conditions are used:

1. On-blaze condition:

  α β θ+ = 2 B   (2)

where qB is the blaze angle (the angle of the sawtooth). The grating equation is then

  m dλ θ β θ= +2 0 sin cos( )B B   (3)

2. Fixed in and out directions:

  α β θ− = 2   (4)

where 2q is the (constant) included angle. The grating equation is then

 m dλ θ θ β= +2 0 cos sin( )  (5)

In this case, the wavelength scan ends when a or b reaches 90°, which occurs at the horizon 
wavelength λ θH = 2 0

2d cos .

3. Constant incidence angle: Equation (1) gives b directly.

4. Constant focal distance (of a plane grating):

 
cos
cos

β
α

= a constant c ff  (6)

m = –2

m = –1

Grating period = d0
Spectral order = m

Grating

Wavelength = l m = 0

m = 1

m = 2

a b

FIGURE 1 Grating equation notation.
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leading to a grating equation

  1
0

2
2

2
− −

⎛
⎝⎜

⎞
⎠⎟

=m
d c ff

λ β β
sin

cos
  (7)

Equations (3), (5), and (7) give b (and thence a) for any l. Examples where the above a–b 
relationships may be used are as follows:

1. Kunz et al. plane-grating monochromator (PGM),20 Hunter et al. double PGM,21 collimated-light 
SX700.22

2. Toroidal-grating monochromators (TGMs),23,24 spherical-grating monochromators (SGMs, 
also known as the Dragon system),25 Seya-Namioka,26,27 most aberration-reduced holographic 
SGMs,28 and certain PGMs.18,29,30 The variable-angle SGM31 follows Eq. (4) approximately.

3. Spectrographs, Grasshopper monochromator.32

4. SX700 PGM33 and variants.22,34

38.3 FOCUSING PROPERTIES35

Calculation of the Path Function F

Following normal practice, we provide an analysis of the imaging properties of gratings by means 
of the path function F.16 For this purpose we use the notation of Fig. 2, in which the zeroth groove 
(of width d0) passes through the grating pole O, while the nth groove passes through the variable 
point P (x, w, l).

Gaussian
image plane

x

r′

r′

y Δz′

a
b z′

z′

z′

Δy′

BR

B (x′, y′, z′)

P (ξ, w, l)

A(x′, y′, z′)

B0

O

FIGURE 2 Focusing properties notation.
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F is expressed as 

F F w lijk
i j

ijk

= ∑

where

 F z C r z C r
m
d

fijk
k

ijk
k

ijk ijk= + ′ ′ +( , ) ( , )α β λ
0

 (8)

and the fijk term, originating from the groove pattern, is given by one of the following expressions:

 f

ijk
d

z
ijk C=

1when = 100, 0 otherwise Rowland

0

0λ
kk

ijk C D
k

ijk D

i

C r z C r

n

( , ) ( , )γ δ±⎡⎣ ⎤⎦ holographic

jjk varied line spacing

⎧

⎨
⎪⎪

⎩
⎪
⎪

 (9)

The holographic groove pattern in Eq. (9) is assumed to be made using two coherent point sources 
C and D with cylindrical polar coordinates (rC, g, zC), (rD, d, zD) relative to O. The lower (upper) sign 
refers to C and D, both real or both virtual (one real and one virtual), for which case the equiphase 
surfaces are confocal hyperboloids (ellipses) of revolution about CD. The grating with varied line 
spacing d(w) is assumed to be ruled according to d(w) = d0(1 + n1w + n2w

2 + ⋅ ⋅ ⋅). We consider all 
the gratings to be ruled on the general surface x a w lij ij

i j= Σ  and the aij coefficients36 are given for the 
important substrate shapes in Tables 1 and 2.

TABLE 1 Ellipsoidal Mirror aij’s
∗,36

a
r r20 4

1 1= +
′

⎛
⎝⎜

⎞
⎠⎟

cosθ
a

a
02

20
2

=
cos θ

a
a A C

22
20

2

2

2

2
=

+( )

cos θ
a a A30 20=

a
a A

12
20

2
=

cos θ
a

a C
04

20
28

=
cos θ

a
a A C

40
20

24

4
=

+( )

Other aij’s with i j+ ≤ 4 are zero.

∗r, r′ and q are the object distance, image distance, and incidence angle to the normal, 
respectively, and

A
r r

C A
rr

= −
′

⎛
⎝⎜

⎞
⎠⎟

= +
′

sin
,

θ
2

1 1 12

The aij’s for spheres; circular, parabolic, or hyperbolic cylinders; paraboloids; and hyperboloids 
can also be obtained from Tables 1 and 2 by suitable choices of the input parameters r, r′, and q.

TABLE 2 Toroidal Mirror aij’s
∗,36

a
R20

1

2
=   a02

1

2
=

ρ
 

a
R04 3

1

8
=  

a
R30 3

1

8
=   a

R22 2

1

4
=

ρ
 

Other aij’s with i j+ ≤ 4  are zero

∗R and r are the major and minor radii of the bicycle-tire toroid.
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The coefficient Fijk is related to the strength of the i, j, k aberration of the wavefront diffracted 
by the grating. The coefficients Cijk and nijk are given in Tables 3 and 4 in which the following notation 
is used:

 T T r
r

a S S r
r

a= = − = = −( , )
cos

cos , ( , )α α α α
2

20 02
1

2 22 cosα  (10)

Determination of the Gaussian Image Point

By definition the principal ray AOB0 arrives at the Gaussian image point [ ( , , )B r z0 0 0 0′ ′β ] in Fig. 2. 
Its direction is given by Fermat’s principle which implies ( ) , ( ) ,, ,∂ ∂ ∂ ∂F w F lw l w l/ /= = = == =0 0 0 00 0  from 
which

  
m

d

z

r

z

r

λ α β
0

0
0

0

0= + +
′
′

=sin sin   (11)

TABLE 3 Coefficients Cijk of the Expansion of F∗,16

C
r011

1
= − C

S
020 2

=

C
S

r r022 2 34

1

2
= − − C

S

r031 22
= C100 = − sinα

C
a S

r
a040

02
2 2

04

4

8
=

−
− cosα C

T
200 2

= C
r111 2

= −
sinα

C
S

r
a120 122

= −sin
cos

α α C
r102 22

=
sinα

C
T

r r202 2

2

34 2
= − +

sin α

C a
T

r300 30 2
= − +cos

sinα α
C

T

r r211 2

2

32
= −

sin α

C a
r

a a TS a
S

220 22 20 02 12

1

4
4 2 2= − + − − +cos ( sin )

siα α nn2

22

α
r

C a
r

a T a
T

400 40 20
2 2

30

21

8
4 4 2= − + − − +cos ( sin )

sinα α αα
2 2r

∗The coefficients for which i j k i j k≤ ≤ ≤ + + ≤4 4 2 4, , , , and j + k = even are included in 
these tables.

TABLE 4 Coefficients nijk of the Expansion of F

n j kijk = ≠0 0for ,

n100 1= n
v v

300
1
2

2

3
=

−

n
v

200
1

2
=

−
 n

v v v v
400

1
3

1 2 32

4
=

− + −
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which are the grating equation and the law of magnification in the vertical direction. The tangential 
focal distance ′r0  is obtained by setting the focusing term F200 equal to zero and is given by

  T r T r
m

T rC( , ) ( , ) [ ( , )α β λ
λ

γ+ ′ = − ±0 0
0

0 Rowland

TT r

v m

d

D( , )]δ

λ

holographic

varied line spacin1

0

gg

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

  (12)

Equations (11) and (12) determine the Gaussian image point B0 and, in combination with the 
sagittal focusing condition (F020 = 0), describe the focusing properties of grating systems under the 
paraxial approximation. For a Rowland spherical grating the focusing condition [Eq. (12)] is

 
cos cos cos cos2 2

0

0
α α β β

r R r R
−

⎛
⎝⎜

⎞
⎠⎟

+
′

−
⎛
⎝⎜

⎞
⎠⎟

=   (13)

which has the following important special cases:

1. A plane grating ( )R = ∞  implying ′= − = −r r r c ff0
2 2 2cos cos ,β α/ /  so that the focal distance and 

magnification are fixed if cff is held constant.37

2. Object and image on the Rowland circle; r R r R= ′ =cos , cos ,α β0  and M = –1.

3. b = 0 (Wadsworth condition).

The tangential focal distances of TGMs and SGMs with or without moving slits are also deter-
mined by Eq. (13).
In an aberrated system, the outgoing ray will arrive at the Gaussian image plane at a point BR dis-
placed from the Gaussian image point B0 by the ray aberrations Δ ′y  and Δ ′z  (Fig. 2). The latter are 
given by38–40

  Δ Δ′ =
′

′ = ′y
r F

w
z r

F

l
0

0
0cos β

∂
∂

∂
∂

  (14)

where F is to be evaluated for A r z B r z= = ′= ′( , , ), ( , ).α β0 0 0  By means of the series expansion of F, these 
equations allow the ray aberrations to be calculated separately for each aberration type, as follows:

 Δ Δ′ =
′

′ = ′−y
r

F iw l z r F w jijk ijk
i j

ijk ijk
i0

0

1
0cos β

ll j−1  (15)

Moreover, provided the aberrations are not too large, they are additive, so that they may either 
reinforce or cancel.

38.4 DISPERSION PROPERTIES

Angular Dispersion

 
∂
∂

λ
β

β

α

⎛
⎝⎜

⎞
⎠⎟

= d
m

cos
 (16)
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Reciprocal Linear Dispersion

 
∂

∂
λ β β

α
( )

[ ]

[ ]Δ ′
⎛
⎝⎜

⎞
⎠⎟

=
′

≡
′

−

y

d

mr

d

mr

cos Å cos

m

10 3

ÅÅ/mm  (17)

Magnification (M)

 M
r
r

( )
cos
cos

λ α
β

= − ′
 (18)

Phase-Space Acceptance (d)

 ε λ λ= = =N N S MSS SΔ Δ
1 2 1( )assuming 2  (19)

where N is the number of participating grooves.

38.5 RESOLUTION PROPERTIES

The following are the main contributions to the width of the instrumental line spread function (an 
estimate of the total width is the vector sum):

1. Entrance slit (width S1  ):

  Δλ
α

S

S d

mr1

1=
cos

  (20)

2. Exit slit (width S2   ):

  Δλ
β

S

S d

mr2

2=
′

cos
  (21)

3. Aberrations (of a perfectly made grating):

  Δ
Δλ β

A

y d

mr

d

m

F

w
= ′

′
=

⎛
⎝⎜

⎞
⎠⎟

cos ∂
∂

  (22)

4. Slope error Δφ  (of an imperfectly made grating):

 Δ
Δλ α β φ

SE

d

m
=

+(cos cos )
  (23)

Note that, provided the grating is large enough, diffraction at the entrance slit always guarantees a 
coherent illumination of enough grooves to achieve the slit–width limited resolution. In such cases, a 
diffraction contribution to the width need not be added to those listed.
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38.6 EFFICIENCY

The most accurate way to calculate grating efficiencies is by the full electromagnetic theory for 
which code is available from Neviere.41,42 However, approximate scalar-theory calculations are 
often useful and, in particular, provide a way to choose the groove depth (h) of a laminar grating. 
According to Bennett,43 the best value of the groove-width-to-period ratio (r) is the one for which 
the area of the usefully illuminated groove bottom is equal to that of the top. The scalar theory 
efficiency of a laminar grating with r = 0.5 is given by Franks et al.44 as the following:

E
R

P h P0
2

4
1 2 1 4 1= + − ⎛

⎝⎜
⎞
⎠⎟ + −⎡

⎣
⎢

⎤
⎦
⎥( )cos cos ( )π α

λ

   E
R Q Q Q m m
Rm = − + + =+ − +[ cos cos( ) cos ]

co
1 2 2 2 2δ π/ odd

ss2 2 2Q m m+ =
⎧
⎨
⎩ / evenπ

 (24)

where

  P
h

d
Q

m h

d

h
= = ± = +±4 2

0 0

tan
(tan tan ) (cos co

α π α β δ π
λ

α ss )β   

and R is effective reflectance given by R R R= ( ) ( )α β where R(a) and R(b) are the intensity reflec-
tances at a  and b, respectively.
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39.1 CRYSTAL MONOCHROMATORS 

For x-ray energies higher than 2 keV or so, gratings become extremely inefficient, and it becomes 
necessary to utilize the periodicity naturally occuring in a crystal to provide the dispersion. Since the 
periodicity in a crystal is 3-dimensional, the normal single grating equation must be replaced by the 
three grating equations, one for each dimension, called the Laue equations,1 as follows: 
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where the a’s are the repeat vectors in the three dimensions, the k’s are the wave vectors for the 
incident and scattered beams, and the H’s are integers denoting the diffraction order in the three 
dimensions. All of them must be simultaneously satisfied in order to have an interference maximum 
(commonly called a Bragg reflection). One can combine these equations into the well-known Bragg’s 
law2 for one component of the crystalline periodicity (usually referred to as a set of Bragg planes), 

n dλ θ= 2 sin  (2)

where n is an integer indicating the order of diffraction from planes of spacing d, and q is the angle 
between the incident beam and the Bragg planes. This equation is the basis for using crystals as 
x-ray monochromators. By choosing one such set of Bragg planes and setting the crystal so that 
the incident x rays fall on these planes, the wavelength of the light reflected depends on the angle of 
incidence of the light. Table 1 shows some commonly used crystals and the spacings of some of their 
Bragg planes. The most common arrangement is the symmetric Bragg case (Fig. 1a), in which the 
useful surface of the crystal is machined so that it is parallel to the Bragg planes in use. Under these 
conditions, the incident and reflected angles are equal. The literature on crystal diffraction differs 
from that on grating instruments in that the incidence angle for x rays is called the glancing angle for
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gratings. As the x-ray wavelength gets shorter and the angles get smaller, it can be difficult to obtain 
large enough crystals of good quality. In such cases it is possible to employ the Laue case (Fig. 1b), 
in which the surface is cut perpendicular to the Bragg planes and the x rays are reflected through 
the bulk of the crystal plate. Of course, the wavelength should be short enough or the crystal thin 
enough so that the x rays are not absorbed by the monochromator. This is true, for example, in silicon 
crystals around 1 mm thick above an x-ray energy of around 30 keV (l = 0.04 nm). 

The detailed calculation of the response of a crystal to x rays depends on the degree of crystalline 
perfection of the material in use, as well as its chemical composition. Two main theoretical treatments 
are commonly used: the kinematical theory of diffraction and the dynamical theory. The kinemati-
cal theory assumes single-scattering of the x rays by the crystal, and is appropriate for crystals with a 
high concentration of defects. Such crystals are called mosaic crystals, following C. G. Darwin.3 The
dynamical theory, in contrast, explicitly treats the multiple scattering that arises in highly perfect 
crystals and is commonly used for the semiconductor monochromator materials that can be grown 
to a high degree of perfection. Of course, many crystals fall between these two idealized pictures and 
there exist approximations to both theories to account for some of their failures. We will not describe 
these theories in detail here, but will refer the reader to texts on the subject4–6 and content ourselves 
with providing some of the key formulas that result from them.

Both theories attempt to describe the variation in reflectivity of a given crystal as a function of the 
incidence angle of the x-ray beam near a Bragg reflection. The neglect or inclusion of multiple scatter-
ing changes the result quite dramatically. In the kinematical case, the width of the reflectivity profile 
is inversely related to the size of the coherently diffracting volume, and for an infinite perfect crystal 
it is a delta function. The integrated reflectivity increases linearly with the illuminated crystal volume, 
and is assumed to be small. In the dynamical case, the x-ray beam diffracted by one part of the crystal 
is exactly oriented to be diffracted by the same Bragg planes, but in the opposite sense. Thus, there 
coexist two waves in the crystal, one with its wave vector along the incident beam direction and the 
other with its vector along the diffracted beam direction. These waves are coherent and can interfere. 
It is these interferences that give rise to all the interesting phenomena that arise from this theory. The 
integrated reflectivity in this case initially increases with volume, as in the kinematical case, but even-
tually saturates to a constant value that depends on which of the geometries in Fig. 1 is taken. 

(a) (b)

FIGURE 1 The two most usual x-ray diffraction geometries used for monochro-
mator applications: (a) the symmetric Bragg case and (b) the symmetric Laue case. 

TABLE 1 Some Common Monochromator Crystals, Selected d-Spacings, and Reflection Widths
at 1 Å (12.4 keV)

Crystal Reflection d-Spacing (nm) Refl. Width (μrad) Energy Resolution (ΔE/E)

Silicon (1 1 1) 0.31355 22.3 1.36 × 10–4

(2 2 0) 0.19201 15.8 5.37 × 10–5

Germanium (1 1 1) 0.32664 50.1   3.1 × 10–4

(2 2 0) 0.20002 37.4 1.37 × 10–4

Diamond (1 1 1) 0.20589 15.3   5.8 × 10–5

(4 0 0) 0.089153 5.2   7.4 × 10–6

Graphite (0 0 0 . 2) 0.3354 Sample-dependent Sample-dependent
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For the kinematical theory, the reflectivity curve is approximated by7
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in which e is the electronic charge and m its mass, c is the velocity of light, qB is the Bragg angle for 
the planes whose structure factor is FH at wavelength l. w(Δ) represents the angular distribution of 
the mosaic blocks, which depends on the details of the sample preparation and/or growth history. 
The reflection width will primarily reflect the width of this parameter w(Δ), but often the curve will 
be further broadened by extinction.

The equivalent equation for the dynamical theory is sensitive to the exact geometry under consid-
eration and so will not be given here. The crystal becomes birefringent near the Bragg angle, and this 
causes some interesting interference effects that are worthy of study in their own right. Reference 8 is 
a review of the theory with a physical approach that is very readable. However, the main results for the 
purposes of this section are summarized in Fig. 2; the key points are the following: 

1. In the Bragg case (Fig. 1a) the peak reflectivity reaches nearly unity over a small range of angles 
near the Bragg angle. 
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FIGURE 2 The perfect crystal reflectivity curves for 
the (111) reflection at 1 Å wavelength. The solid curve is 
for the thick Bragg case, and the dashed curve is for the 
Laue case for a 20 μm thick crystal
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2. The range of angles over which this occurs is given by 

Ω = 2
2

2R C
F Fh hλ

γ
π θ

| |
| |

sinV  (4)

where R is the classical electron radius, 2.81794 × 10–15 m, l is the x-ray wavelength, C is the 
polarization factor (1 for s -polarized light and cos 2q for p-polarized light). g is the asymmetry 
parameter (1 in the symmetric case), the Fs are the structure factors for reflections (hkl) and 
(-h-k-l), V is the unit cell volume, and q is the Bragg angle.

3. The effect of absorption in the Bragg case is to reduce the peak reflectivity and to make the 
reflectivity curve asymmetric. 

4. In the Laue case, the reflectivity is oscillatory, with an average value of 1/2, and the effect of 
absorption (including increasing thickness) is to damp out the oscillations and reduce the peak 
reflectivity. 

Even small distortions can greatly perturb the behavior of perfect crystals, and there is still no 
general theory that can handle arbitrary distortions in the dynamical regime. There are approximate 
treatments that can handle some special cases of interest.4, 5 

In general, the performance of a given monochromator system is determined by the range of 
Bragg angles experienced by the incident x-ray beam. This can be determined simply by the incident 
beam collimation or by the crystal reflectivity profile, or by a combination of both factors. From 
Bragg’s law we have

δ δλ
λ

θ δθ δτE
E

= = +cot  (5)

where d E and E are the passband and center energy of the beam, and dt is the intrinsic energy 
resolution of the crystal reflection as given in Table 1—essentially the dynamical reflection width 
as given previously, expressed in terms of energy. This implies that, even for a perfectly collimated 
incident beam, there is a limit to the resolution achievable, which depends on the monochromator 
material and the diffraction order chosen. 

The classic Bragg reflection monochromator uses a single piece of crystal set to the correct angle 
to reflect the energy of interest. This is in fact a very inconvenient instrument, since its output beam 
direction changes with energy. For perfect-crystal devices, the reflectivity is sufficiently high that one 
can afford to use two of them in tandem, deviating in opposite senses in order to bring the useful beam 
back into the forward direction, independent of energy (Fig. 3). Such two-crystal monochromators 
have become the standard design, particularly for use at accelerator-based (synchrotron) radiation 
sources (as discussed in Chap. 55). Since these sources naturally generate an energy continuum, a 
monochromator is a common requirement for a beamline at such a facility. There is a wealth of litera-
ture arising from such applications.9

A particularly convenient form of this geometry was invented by Bonse and Hart,10 in which the 
two reflecting surfaces are machined from a single-crystal block of material (in their case germanium, 
but more often silicon in recent years). 

For the highest resolution requirements, it is possible to take two crystals that deviate in the same 
direction, the so-called ++ geometry. In this case the first crystal acts as a collimator, generating a 
fan of beams with each angular component having a particular energy. The second one selects which 
angular (and hence energy) component of this fan to transmit. In this arrangement the deviation 
is doubled over the single-crystal device, and so the most successful arrangement for this so-called 
dispersive arrangement is to use two monolithic double-reflection devices like that in Fig. 2, with the 
++ deviation taking place between the second and third reflections (Fig. 4). 
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39.2 BENT CRYSTALS 

There are two reasons to consider applying a uniform curvature to a crystal plate for a monochro-
mator system. One is to provide some kind of beam concentration or focussing, and the other is 
to improve the energy resolution in circumstances where a divergent incident beam is unavoid-
able. The most common geometry is the Bragg-case one based on the Rowland circle principle, 
modified to account for the 3-dimensional nature of the crystal periodicity. This principle relies 
on the well-known property of a circle that an arc segment subtends a constant angle for any point 
on the circle. For a grating this is straightforwardly applied to a focussing spectrometer, but for 
crystals one has the added complication that the incidence angle for the local Bragg plane must 
also be constant. The result was shown by Johansson11 (Fig. 5) to require the radius of curvature to 
be twice the radius of the crystal surface. This can be achieved by a combination of bending and 
machining the crystal. For applications in which the required optical aperture is small, the aberra-
tions introduced by omitting the machining operation are small and quite acceptable.12 Since this 
is a rather difficult operation, it is attractive to avoid it if possible.

Although Fig. 5 shows the symmetrical setting, it is possible to place the crystal anywhere on the 
circle and achieve a (de)magnification other than unity. In this case the surface must be cut at an angle 
to the Bragg planes to maintain the geometry. The Laue case can also be used in a similar arrangement, 
but the image becomes a virtual image (or source). For very short wavelengths (e.g., in a gamma-ray 
spectrometer) the Laue case can be preferable since the size of the crystal needed for a given optical 
aperture is much reduced. In both Laue and Bragg cases, there are changes in the reflection properties 
on bending. Depending on the source and its collimation geometry, and on the asymmetry angle of 
the crystal cut, the bending can improve or degrade the monochromator resolution. Each case must 

FIGURE 3 The ± double-crystal 
x-ray monochromator.

FIGURE 4 Two monolithic double reflectors 
arranged in a high-resolution configuration.

S R
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FIGURE 5 The Johansson bent/ground focussing 
monochromator. 
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be considered in detail. Again, within the scope of this section we will content ourselves with some 
generalities: 

1. If the angular aperture of the crystal as seen from the source location is large compared to the 
reflectivity profile of the crystal, then the Rowland circle geometry will improve things for the 
Bragg case and the symmetric Laue case. 

2. When the absorption length of the incident radiation becomes large compared to the extinc-
tion distance, then the x rays can travel deep into the bent crystal even in the Bragg case, and the 
deformation means that the incidence angle changes with depth, leading to a broadening of the 
bandpass. 

3. If the bending radius becomes very small, such that the Bragg angle changes more than the 
perfect-crystal reflection width within the extinction depth, then the peak reflectivity will fall 
and the reflection width will increase, and consequently the resolution will deteriorate. 

4. In the asymmetric Laue case, the reflectivity profile width for perfect crystals also depends on 
the curvature,6 and so for strongly collimated beams such as synchrotron radiation sources, the 
bending may well degrade the resolution at the same time as it increases the intensity. 

Arrangements of multiple consecutive curved crystals are unusual, but have found application in 
high-throughput synchrotron radiation (SR) monochromators, where the two-crystal device in Fig. 3 
is modified by placing the first crystal on the Rowland circle and adjusting the convex curvature of the 
second to maximize its transmission of the convergent beam from the first.13 There are also examples 
of combinations of curved Laue and curved Bragg reflectors.14

Another geometry in which the technique of bending a monochromator crystal can be used is 
in the so-called sagittal-focussing geometry.15 This geometry, as its name indicates, has the bending 
radius perpendicular to that in the Rowland-circle geometry, and provides a focussing effect in the 
plane perpendicular to the diffraction plane. In the diffraction plane the crystal behaves essentially as 
though it were flat (Fig. 6). Antielastic bending of the bent crystal can greatly reduce its efficiency, since 
this curvature is in the meridional plane so that parts of the crystal move out of the Bragg-reflection 
range. Attempts to counteract this by using stiffening ribs machined into the plate16 or by making use 
of the elastic anisotropy of single crystals17 have been made, with some success. 
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40.1 INTRODUCTION

Some radiation incident on a linear transmission grating passes straight through (the zero order), 
some is diffracted to one side of the zero order (the positive orders), and some is diffracted to the 
other side (the negative orders). In the first order, the diffraction angle is b = sin–1(l/d) ≈ l/d in the 
small angle approximation; d is the grating period. Thus, for smaller periods, radiation is diffracted 
through larger angles. A circular grating with a constant period would therefore form an axial line 
focus of a point source (Fig. 1a), and the distance from a radial point r on the grating to a point on 
the axis is z = r/tanb ≈ rd/l.

If the period is made to decrease as the radius increases (Fig. 1b) then the distance z can be made 
constant. The grating then acts as a lens in that radiation from a point source is brought to an axial 
focus (Fig. 1c). The positive diffraction orders are now defined as being on the opposite side to the 
source, with the negative orders on the same side.

This is the basis of zone plates, the focusing properties of which depend on

• The relationship between d and r

• The number of zones (For x-ray zone plates the usual convention is that the area between successive 
boundaries is a zone. Strictly speaking, and in keeping with the terminology used for diffraction 
gratings, this area should be called a half-period zone but zone is usually used.)

• The zone heights and profiles

40.2 GEOMETRY OF A ZONE PLATE

Referring to Fig. 1c, radiation from an object point A is brought to a focus, via the zone plate, to an 
image point B. To obtain constructive interference at B the optical path difference between succes-
sive zone boundaries must be ±ml/2, where m is the diffraction order. Thus, for the first order,

a b z z
n

n n a b+ = + + λ
2

  (1)
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where n is the zone number, counting outward from the center, and Δ is the optical path difference 
introduced by the central zone of radius r0. For a distant source (an, za→∞ with an– za→ 0) and with

  b z r f rn b n n= + = +2 2
1
2 2   (2)

where rn is the radius of the nth zone and f1 is the first-order focal length, squaring and simplifying 
leads to
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where p = n + 2Δ/l.
For a finite source or object distance Eq. (3) still holds with the addition of higher-order terms in 

l and if the term in l2 is multiplied by (M3+1)/(M+1)3, where M is the magnification. In most prac-
tical cases, terms in l2 and above are negligible and so, to a good approximation,

  r n f f n f rn
2

1 1 1 0
22= + = +λ λΔ   (4)

since, for the central zone, n  =  0 and r f0
2

12= Δ . Equation (4) describes the Fresnel zone plate and, for 
r0 = 0, the Fresnel-Soret zone plate (often referred to as the Fresnel zone plate). The latter is the most 
commonly used, with

  r n f nrn
2

1 1
2= =λ   (5)

The higher-order terms ignored in deriving Eq. (5) result in aberrations. In particular, the term in l2 
describes spherical aberration but only becomes comparable to the first term when n ~ 4f1/l, which 

FIGURE 1 Diffraction by (a) a circular grating of constant period and (b, c) a 
zone plate. (See also color insert.)

(a)

(b) (c)
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is rarely the case for x-ray zone plates since focal lengths are typically several orders of magnitude 
larger than the wavelength.

Equation (5) shows that the focal length is inversely proportional to the wavelength, so that 
monochromatic radiation with l/Δl ~ N, where N is the total number of zones, is needed to avoid 
chromatic aberration. The area of the nth zone is

  π π λ λ π λ( ) [ ( ) ]r r n f n f fn n
2

1
2

1 1 11− = − − =−   (6)

which is constant, so that each zone contributes equally to the amplitude at the focus if the zone 
plate is evenly illuminated. The width dn of the nth zone is

  d r r n f n f n f
nn n n= − = − − = − −

⎛
⎝⎜

⎞
⎠⎟−1 1 1 1

1

1 1 1
1λ λ λ( )

/22

2

⎡

⎣
⎢

⎤

⎦
⎥ ≈

r

n
n   (7)

leading to an expression for the first-order focal length

  f
r

n

D dn n n
1

2

= ≈
λ λ

  (8)

where Dn is the diameter of the nth zone. If D is the overall zone plate diameter and d is the outer 
zone width then

  f
Dd

1 =
λ

  (9)

Since zone plates are diffractive optics they have many foci, corresponding to different diffrac-
tion orders. The mth-order focus can be described by m zones acting in tandem, so that the effective 
period is md and the focal lengths are given by

  f f m mm = = ± ± ±1 0 1 2 3/ , , , ,…   (10)

Positive values of m give real foci, while negative values give virtual foci and m  =  0 corresponds to 
undiffracted, that is, unfocused radiation.

40.3 ZONE PLATES AS THIN LENSES

The sizes of the focal spots for a point object—the diffraction pattern at a focus—should be deter-
mined by successively adding (for an open zone) and subtracting (for a closed zone) the diffraction 
patterns of circular apertures of radii rn.1 However, when N is large enough (theoretically greater 
than ~100, but in practice much less) a zone plate acts as a thin lens, so that the object, u, and image, 
vm (in the mth order), distances are related by

  
1 1 1
u v fm m

+ =   (11)

and the diffraction pattern at a focus approximates to an Airy pattern.
For a lens of diameter D and focal length f the first zero of the Airy distribution, at a radius 

f tan (1.22l /D), defines the lateral resolution r via the Rayleigh criterion. For a zone plate, using the 
expressions for the focal lengths and the small angle approximation, this gives the resolution in the 
mth order

  ρm

d
m

= 1 22.   (12)
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Equation (12) shows that, for high resolution, the outermost zone width must be small and that 
better resolutions can be obtained from higher diffraction orders. However, the lower diffraction 
efficiencies (see Sec. 40.4) in the higher orders can negate this advantage.

The depth of focus Δfm is also determined using the thin lens analogy; for a thin lens Δf = ±2( f/D)2l, 
which, for a zone plate, leads to

  Δf
f

mNm = ±
2

  (13)

40.4 DIFFRACTION EFFICIENCIES OF ZONE PLATES

The zone plate properties discussed so far depend solely on the relative placement of the zone 
boundaries; how much radiation can be focused into the various diffraction orders depends addi-
tionally on the zone heights and profiles.

Amplitude Zone Plates

A full analysis of the efficiency requires taking the Fourier transform of the zone distribution.2 
However, if the zone boundaries are in the correct positions, as discussed above, and for an ampli-
tude zone plate in which alternate zones are totally absorbing or transmitting, a simpler discussion 
suffices. In this case half of the incident radiation is absorbed and half of the rest goes into the 
zeroth, undiffracted, order. The other even orders vanish since the amplitudes from adjacent zones 
cancel. The only orders which contribute are 0, ±1, ±3… and, from symmetry, it is clear that the 
+mth and −mth diffraction efficiencies are equal.

Thus 25 percent of the incident radiation remains to be distributed between the odd orders. The 
peak amplitudes in each diffraction order are equal, but Eq. (12) shows that the focal spot areas 
decrease as m2. Hence, if em is the diffraction efficiency in the mth order,

  0 25 2 2
1

2
81

1
2

1
1

2

. = = =
=

∞

=
∑ ∑ε ε ε π

m
m
m

m
m

m
odd odd

  (14)

so that

  ε ε
π

ε0 2 2
0 25

1
1 3 5 0 2= = = ± ± ± = = ± ±. ; , , , ; ,m mm

m m… 44, .…   (15)

The first order therefore gives the highest focused intensity, but even so it is only ≈ 10 percent 
efficient. If the zone boundaries are displaced from the optimum positions then intensity is distrib-
uted into the even orders, at the expense of the odd, to a maximum of 1/m2p2 (Fig. 2). If the clear 
zones are not totally transmitting but have amplitude transmission A1—because of, for example, 
a supporting substrate—and the other zones have amplitude transmission A2, then the diffraction 
efficiencies are reduced by a factor ( )A A1

2
2
2− .

The multiplicity of diffraction orders means that this type of zone plate must normally be used 
with an axial stop and a pinhole, the order selecting aperture (OSA), as shown in Fig. 3, to prevent 
loss of image contrast. The axial stop, typically with a diameter ≈ 0.4D, reduces the focused intensity 
and the width of the central maximum of the diffraction pattern, while putting more intensity into 
the outer lobes. The pinhole also removes any other wavelengths present, so that zone plates can be 
used as linear monochromators.3

An alternative type of amplitude zone plate, the Gabor zone plate, has, instead of a square wave 
amplitude transmittance T(r), an approximately sinusoidal one

  T r
f

( ) = +
⎡

⎣
⎢

⎤

⎦
⎥

1
2

1 sin
r2

1

π
λ

  (16)
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The diffraction efficiencies are then 0.25 in the zero order, 1/16 in the positive and negative first 
orders and zero in all other orders; the remaining 5/8 of the incoming intensity is absorbed. The 
OSA is no longer needed, but the central stop is, and the first-order diffraction efficiency is less than 
that for an ordinary amplitude zone plate. Gabor zone plates, with the correct profiles, are also more 
difficult to make.

Phase Zone Plates

If alternate zones can be made to change the phase of the radiation rather than (just) absorbing 
it, then the amplitude at a focus can be increased. In the absence of absorption, a phase change of 
p radians would double the focused amplitude so that the diffraction efficiency in the first order 
would be increased to ≈ 40 percent for rectangular zones. This is not possible for x rays since there 

FIGURE 2 Amplitude zone plate diffraction efficiencies: 
heavy curve, first order; medium curve, second order; light 
curve, third order.
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FIGURE 3 Removal of unwanted diffraction orders by use of 
an axial stop and a pinhole.
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is always some absorption, but a significant improvement in diffraction efficiency can be made if 
zones of the correct thickness, determined as in the following analysis,4 are made.

Pairs of adjacent zones contribute equally to the overall amplitude in a given diffraction order, 
and so only one pair needs to be considered. The first zone of a pair is assumed to be open and the 
second has thickness t so that the amplitude is attenuated by a factor exp(−2pbt/l) and the phase is 
retarded by Δf  =  2pd t/l, where d and b are the optical constants defined by the complex refractive 
index

  �n = − −1 δ βi   (17)

The amplitude at the first-order focus from an open zone is

  A Co i /= π   (18)

where C2 = I0 is the intensity incident on the zone pair. From the phase-shifting zone,

  A
C t

p

i
i= − − −

⎛
⎝⎜

⎞
⎠⎟π

φ πβ
λ

exp( )expΔ
2

  (19)

so that the contribution from a pair of zones to the intensity at the focus is

  I A A C
f1

2 2

1 2 2= + = ⎛
⎝⎜

⎞
⎠⎟ + − −o p π

η φ φ[ exp( ) cos expΔ Δ (( )]−η φΔ   (20)

where h = b/d = 2pbt/lΔf. As for a square-wave amplitude zone plate, the focused intensities in the 
higher orders are 1/m2 in the first order, for odd positive and negative values of m. The maximum 
intensities are then determined by differentiating Eq. (20) with respect to Δf,
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∂
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Equation (21) shows that the optimum phase shift Δfopt is given by the nontrivial solution of

  η η φ φ η φexp sin cosopt opt opt( )− = +Δ Δ Δ   (22)

with two limiting cases h →∞ for an amplitude zone plate and h → 0 for a phase zone plate with no 
absorption. Substituting for h exp(–hΔfopt) in Eq. (21) and dividing by C2 gives the mth-order dif-
fraction efficiency for the optimum phase shift

  ε
π η

φm m
=

⎛
⎝⎜

⎞
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1
2 2

21 +
1

sin
2 optΔ   (23)

The undiffracted amplitudes through the open and phase-shifting zones are

  A
C

A
C

o p opt optu u
i= = − −

2 2
exp( )exp( )Δ Δφ η φ   (24)

so that the zero-order intensity is
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leading to the zero-order efficiency 
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Since I0  =  C2 is the intensity incident on a zone pair, I0/2 is transmitted by the open zone and 
(I0/2) exp (−2hΔfopt) by the phase-shifting one, so that the total transmitted intensity is

  I
C

t opt= + −
2

2
1 2[ exp( )]η φΔ   (27)

leading to the total fractional transmitted intensity at the optimum phase shift
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Figure 4 shows the variation of the zero and first-order diffraction efficiencies as functions of h, and 
Fig. 5 gives an example of the variation of the first-order efficiency with thickness, calculated using 
Eq. (28) for nickel at a wavelength of 3.37 nm. These figures demonstrate the significant enhance-
ment in efficiency possible over that of an amplitude zone plate.

Applying a similar analysis to a Gabor zone plate gives a corresponding increase in the diffraction 
efficiency. Higher efficiencies could be obtained by using zone profiles in which the phase shift varies 
continuously across each zone.5 In the absence of absorption it is then possible, in principle, for any 
given diffraction order to contain 100 percent of the incident intensity. It is not yet possible to make 
such structures at high resolution, but stepped approximations to the profile have demonstrated 
efficiencies of ≈ 55 percent at an energy of 7 keV.6

Volume Effects

In order to achieve the optimum phase shift discussed in the section “Phase Zone Plates,” the zone 
thickness required is

  topt

opt=
Δφ λ

πδ2
  (29)

FIGURE 4 Zero (heavy curve) and first-order (medium 
curve) diffraction efficiencies of a phase zone plate at the opti-
mum phase shift (light curve).
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Figure 5 shows that for a nickel zone plate at 3.37 nm, topt is around 170 nm. For high spatial resolu-
tion this means that the aspect ratio, topt/d, is large, and increases for shorter wavelengths. As well as 
the resulting technological problems, the previous discussion of spatial resolution in terms of the 
minimum zone width is no longer valid. The minimum zone width, introduced as the validity crite-
rion of scalar diffraction theory,7 is

  d m tmin opt= λ   (30)

this approximation being in good agreement with rigorous electromagnetic theory and with the 
theory of volume holograms.8 For zones with spacing less than dmin scalar diffraction theory is not 
valid due to multiple diffraction of radiation at the zone plate structure. Thus, for the nickel zone 
plate optimized for a wavelength of 3.37 nm in the first order, the spatial resolution can be no better 
than about 30 nm.

40.5 MANUFACTURE OF ZONE PLATES

Since the spatial resolution is determined primarily by the outer zone width, taking the discussion of 
the section “Volume Effects,” into account, zone plates must have small linewidths, along with large 
areas to provide large apertures and correct zone thicknesses to give optimum efficiencies. In addi-
tion, boundaries must be placed within about 1/3 of the outer zone width to maintain efficiencies 
and focusing properties.9 Electron-beam lithography (EBL), which routinely gives zone plates with 
diameters of around 200 μm and outer zone widths of 25 nm, is now the main method of manufac-
ture but two other techniques—interference (holographic)10 and sputter and slice11 methods—have 
historical significance.

In EBL the zone plate pattern is recorded in a polymer resist such as polymethyl methacrylate, 
followed by etching or electroplating to reproduce the pattern in, for example, nickel with a thick-
ness of ~100 to 200 nm for the best efficiency at a few hundred electronvolts or gold or tungsten 
with thicknesses of ~0.5 to 1 μm for a few kiloelectronvolts.12 Experimental efficiencies are lower 
than the theoretical optimum values due to manufacturing inaccuracies, primarily misplaced zone 
boundaries and profile errors. 
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FIGURE 5 The first-order diffraction efficiency of a 
nickel zone plate at a wavelength of 3.37 nm.
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40.6 BRAGG-FRESNEL LENSES

As discussed in the preceding sections of this chapter, x-ray zone plates work in transmission. 
However, like gratings they can also be used in reflection, and in this case the resolution-limiting 
effects of high aspect ratios can be alleviated.13 However, since near-normal incidence reflectivities 
are very small, to allow (near) circular symmetry to be maintained in-phase addition of many reflec-
tions is needed, as in crystals and multilayer mirrors. Optics which combine the Bragg reflection of 
crystals or multilayers with the Fresnel diffraction of gratings or zone plates are known as Bragg-
Fresnel lenses.14,15 Their properties may be described by considering combinations of zone plates 
with multilayers or crystals; the generalisation to gratings is obvious.

Properties of Bragg-Fresnel Lenses

The diffraction pattern at a focus is determined as for an ordinary zone plate and the focused inten-
sity is given by the diffraction efficiency combined with the Bragg reflectivity. Spherical waves from 
point sources S1 and S2 (Fig. 6) produce an elliptical interference pattern with S1 and S2 at the foci. 
A slice across the diffraction pattern, perpendicular to the line S1S2, gives the structure of a circular 
transmission zone plate that focuses radiation emitted at S1 to S2 (Fig. 6a). If S1 is moved to infinity 
then the interference pattern becomes parabolic and a standard zone plate is formed.

Taking the slice at an angle to the S1S2 axis produces an elliptical zone plate which forms a 
reflected image of S1 at S2 (Fig. 6b). The reflectivity is enhanced if the reflecting surface is a crystal 
or multilayer, with period d equal to the distance between the peaks of the interference pattern 
(Fig. 6c). Since the Bragg equation must be satisfied, the radiation is monochromatised with a 
bandpass Δl  ~ l/NL, where NL is the number of layer pairs; the monochromaticity requirement of 
the zone plate, l/Δl larger than the number of zones, must also be satisfied.

Defining the origin of the coordinate system to be at the center of lens, with the x and z axes parallel 
to the multilayer and the y axis perpendicular to the multilayers, the amplitude E of the reflected wave is

  E x y r R r rM
l

L

l

( , ) exp ( )= +⎡
⎣⎢

⎤
⎦⎥∫∑

=

2

1

π
λ

i d
Z

  (31)

FIGURE 6 Structure of Bragg-Fresnel lenses. (See also color insert.)

S1

(a) (b)

(c)

S1

S2 S1

S2

S2



40.10  X-RAY AND NEUTRON OPTICS

where rM is the peak amplitude reflectivity of the multilayer; the summation is over all layer pairs (l) 
and the integration is over the zone plate structure for each layer pair. If the source is far from the 
lens the distances R and r are given by

  R R x
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y
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x
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  (32)

where R x y1 1
2

1
2 1 2= +( ) / is the distance from radiation source at S1(x1, y1) to the center of the lens, and 

r x y2 2
2

2
2 1 2= +( ) /  is the distance from the center of the lens to the focal point S2(x2, y2). Since x varies 

along the multilayer surface and y varies into the multilayer, with y  =  ld at the layer interfaces, x and 
y can be separated and the amplitude at the focal point is
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The summation describes the wavelength-selecting properties of the multilayer and the integral 
describes the focusing property of the zone plate. With

  P
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where q0 is the incidence angle giving the maximum reflection at the center of the lens, the summa-
tion reduces to

  G Pl
l

L

=
=
∑exp{ }i

1

  (35)

and the angular distribution of the reflected radiation is given by
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Manufacture of Bragg-Fresnel Lenses

Bragg-Fresnel lenses may be made by masking the surface of a multilayer mirror with an absorbing 
zone plate or by etching a zone plate pattern into the multilayer.16 Similar methods can be used for 
crystal based Bragg-Fresnel lenses.17 In order to obtain high efficiencies, phase-modulating effects 
can be used to enhance the efficiency of the zone plate part of the lens. This requires, for example, 
profiling the multilayer or depositing it on an anisotropically etched substrate.
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MULTILAYERS

Eberhard Spiller
Spiller X-Ray Optics
Livermore, California

41.1 GLOSSARY

 ñ = 1 − d + − ib refractive index

 qi grazing angle of propagation in layer i

 ϕi phase at boundary i

 l wavelength

 q x-ray wavevector perpendicular to the surface

 d layer thickness

 Λ multilayer period, Λ = d1 + d2

 D total thickness of the multilayer

 f , 1/f spatial frequency and spatial period along the surface or boundary

 rnm, tnm amplitude refl ection and transmission coeffi cients

 PSD 2-dimensional power spectral density

 a ( f ) roughness replication factor

41.2 INTRODUCTION

The reflectivity of all mirror materials is small beyond the critical grazing angle, and multilayer 
coatings are used to enhance this small reflectivity by adding the amplitudes reflected from many 
boundaries coherently, as shown in Fig. 1. Multilayers for the VUV and x-ray region can be seen as 
an extension of optical coatings toward shorter wavelengths or as artificial one-dimensional Bragg 
crystals with larger lattice spacings Λ than the d-spacings of natural crystals (see Chap. 39). In con-
trast to the visible region, no absorption-free materials are available for wavelengths l < 110 nm. In 
addition, the refractive indices of all materials are very close to one, resulting in a small reflectance 
at each boundary and requiring a large number of boundaries to obtain substantial reflectivity. For 
absorption-free materials a reflectivity close to 100 percent can always be obtained, independent 
of the reflectivity r of an individual boundary by making the number of boundaries N sufficiently 

41.1

41
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large, N r >> 1. Absorption limits the number of periods that can contribute to the reflectivity in a 
multilayer to

 max

sin
N =

2

2θ
πβ

 (1)

where b is the average absorption index of the coating materials. Multilayers became useful for 
Nmax >> 1, and very high reflectivities can be obtained if Nmax is much larger than Nmin = 1/r , the 
number required for a substantial reflectivity enhancement.

The absorption index b is in the order of 1 for wavelengths around 100 nm and decreases to very 
small values at shorter wavelengths in the x-ray range. Materials that satisfy the condition Nmax > 1 
become available for l < 50 nm. For l < 20 nm, in wavelength regions not too close to absorption edges, 
b decreases rapidly with decreasing wavelength; b ∝ l3. The reflected amplitude r from a single boundary 
also decreases with wavelength, albeit at a slower rate as r ∝ l2, and one can compensate for this decrease 
by increasing the number of boundaries or periods N in a multilayer stack, by using N ∝ 1/l2. With this 
method reflectivities close to 100 percent are theoretically possible at very short wavelengths in the hard 
x-ray range. A perfect crystal showing Bragg reflection can be seen as a multilayer that realizes this high 
reflectivity, with the atomic planes located at the nodes of the standing wave within the crystal. 

The condition that all periods of a multilayer reflect in phase leads to the Bragg condition for the 
multilayer period Λ,

 m =
m m

/
λ θ λ

θ
λ

θ δ
= ⇒ ≈

−
2

1 2 2
Λ Λsin

sin sin sin2 2 0 0θθ
 (2)

where q is the effective grazing angle of propagation within the multilayer material, and q0 the cor-
responding angle in vacuum. The refraction correction represented by the square root in Eq. (2) 
becomes large for small grazing angles, even for small values of d. The path difference between 
the amplitude maxima from adjacent periods is ml, and multilayers are most of the time used in 
order m = 1. The shortest period Λ for good multilayer performance is limited by the quality of the 
boundaries (the roughness s should be smaller than Λ/10) and this quality is in turn limited by the 
size of the atoms for noncrystalline materials. Practical values for the shortest period are around 
Λ = 1.5 nm. Thus the high reflectivities that are theoretically possible for very hard x rays can only 
be realized with multilayers of periods Λ > 1.5 nm, which must be used at small grazing angles. By 
introducing the momentum transfer q at reflection,

 q = ni i

4
sin

π
λ

θ�  (3)

bn–1an–1

an bn

n

n + 1

FIGURE 1 Two layers and their boundaries in a mul-
tilayer structure with the incoming wave amplitudes an and 
reflected amplitudes bn in each layer.
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We can express the condition Λ > 1.5 nm as |q| < 4 nm−1. It is convenient to introduce the variable 
q in x-ray optics because, as long as the x-ray wavelength is not to close to an absorption edge, the per-
formance of optical components is determined mainly by q and not by the specific values of l and q. 

Attempts to observe x-ray interference from thin films started around 1920; by 1931 Kiessig1 
observed and analyzed the x-ray interference structure from Ni films. Multilayer structures produced 
around 19402 lost their x-ray reflectivity due to diffusion in the structure, and this fact became a tool 
to measure small diffusion coefficients.3–5 The usefulness of multilayers for normal incidence optics 
in the XUV and EUV was recognized in 1972.6 The deposition processes to produce these structures 
were developed by many groups in the next two decades. Today multilayer telescopes on the orbiting 
observatories SOHO and TRACE provide high-resolution EUV pictures of the solar corona (see 
http://umbra.nascom.nasa.gov/eit/ and http://vestige.lmsal.com/TRACE/). Cameras with multilayer 
coated mirrors for the EUV are a main contender for the fabrication of the next generation of com-
puter chips, and multilayer mirrors are found at the beamlines of all synchrotron radiation facilities 
and in x-ray diffraction equipment as beam deflectors, collimators, filters, monochromators, polariz-
ers, and imaging optics. (See Ref. 7 and Chaps. 28, 43 to 46, and 54 in this volume for more details.)

41.3 CALCULATION OF MULTILAYER PROPERTIES

The theoretical treatment of the propagation of x rays in layered structures does not differ from that 
for other wavelength regions as discussed by Dobrowolski in Chap. 7 in Vol. IV of this Handbook 
and in many textbooks and review articles. At the boundary of two materials or at an atomic plane 
an incident wave is split into a transmitted and reflected part and the total field amplitude in the 
structure is the superposition of all these waves. Figure 1 sketches two layers as part of a multilayer 
and the amplitudes of the forward an and backward bn running waves in each layer. The amplitudes 
in each layer are coupled to those of the adjacent layers by linear equations that contain the ampli-
tude transmission tn,m and reflection coefficients rnm,
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The phase delay ϕn due to propagation through layer n of thickness d and angle qn from grazing 
incidence is given by

 n n nndϕ
π
λ

θ=
2 � sin  (5)

and the transmitted and reflected amplitudes at each boundary are obtained from the Fresnel equations
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with the q values as defined in Eq. (3) for s-polarization and qi = (4p/lñi) sin qi for p-polarization.
Matrix methods8,9 are convenient to calculate multilayer performance using high-level software 

packages that contain complex matrix manipulation. The transfer of the amplitudes over a boundary 
and through a film is described by 9
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and the transfer between the incident medium (i = 0) and the substrate (i = n + 1) by
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with the matrices Mi as defined in Eq. (8). For incident radiation from the top (bn+1 = 0) we can 
calculate the reflected and transmitted amplitudes from the elements of the product matrix mij as 
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The reflected intensity is RML = rML rML
∗ and the transmitted intensity TML = tML tML

∗ (qn−1/q0) with 
the q values of Eq. (3). 

In another convenient matrix formalism due to Abeles each matrix contains only the parameters 
of a single film;8,10 however, the transfer matrix method given earlier9 is more convenient when one 
wants to include the imperfections of the boundaries.

The achievable boundary quality is always of great concern in the fabrication of x-ray multilayers. 
The first effect of boundary roughness or diffusion is the reduction of the reflected amplitude due to 
dephasing of the contributions from different depth within the boundary layer. If one describes the 
reflected amplitude r (z) as a function of depth by a Gaussian of width s, one obtains a Debye-Waller 
factor for the reduction of boundary reflectivity,

 r r q qo/ exp ( . )= − 0 5
1 2

2σ  (11)

where r0 is the amplitude reflectivity for a perfect boundary and the q values are those of the films on 
either side of the boundary.7,11–14 Reducing the amplitude reflection coefficients in Eq. (8) by the Debye-
Waller factor of Eq. (11) gives a good estimate of the influence of boundary roughness on multilayer 
performance. The roughness s has by most authors been used as a fitting parameter that characterizes a 
coating. Usually the Debye-Waller factor is given for the intensity ratio [absolute value of Eq. (11) squared] 
with the vacuum q-values for both materials (refraction neglected). The phase shift in Eq. (11) due to the 
imaginary part of q produces a shift of the effective boundary toward the less absorbing material. 

For a boundary without scattering (gradual transition of the optical constants or roughness at 
very high spatial frequencies) the reduction in reflectivity is connected with an increase in transmis-
sion according to t12 t21 + r12

2  = 1. Even if the reflectivity is reduced by a substantial factor, the change in 
transmission can in most cases be neglected, because reflectivities of single boundaries are typically in 
the 10−4 range and transmissions close to one. Roughness that scatters a substantial amount of radia-
tion away from the specular beam can decrease both the reflection and transmission coefficients, and 
the power spectral density (PSD) of the surface roughness over all relevant spatial frequencies has to 
be measured to quantify this scattering.

It is straightforward to translate Eqs. (4) to (11) into a computer program, and a personal computer 
gives typically a reflectivity curve of a 100 layer coating for 100 wavelengths or angles within a few seconds. 
Multilayer programs and the optical constants of all elements and of many compounds can be accessed 
on (http://www-cxro.lbl.gov) or downloaded15 (www.rxcollc.com/idl)(see Chap. 36). The first site also 
has links to other relevant sites, and the Windt programs can also calculate nonspecular scattering.

41.4 FABRICATION METHODS AND PERFORMANCE

Multilayer x-ray mirrors have been produced by practically any deposition method. Thickness errors 
and boundary roughness are the most important parameters; they have to be kept smaller than Λ/10 
for good performance. Magnetron sputtering, pioneered by Barbee,16 is most widely used: sputtering 
systems are very stable, and one can obtain the required thickness control simply by timing. The same 
is true for Ion beam deposition systems.17 Thermal evaporation systems usually use an in situ soft x-ray 

http://www-cxro.lbl.gov
www.rxcollc.com/idl


MULTILAYERS  41.5

reflectometer to control the thickness and an additional ion gun for smoothing of the boundaries.18–21 
In the “quarter wave stack” of multilayer mirrors for the visible, all boundaries add their amplitudes 
in-phase to the total reflectivity, and each layer has the same optical thickness and extends between a 
node and an antinode of the standing wave generated by the incident and reflected waves. To mitigate 
the effect of absorption in the VUV and x-ray region one first selects a “spacer” material with the lowest 
available absorption and combines it with a “reflector” layer with good contrast with the optical con-
stants of the spacer. The optimum design minimizes absorption by reducing the thickness of the reflec-
tor layer and by attempting to position it close to the nodes of the standing wave field, while for the 
spacer layer the thickness is increased and it is centered around the antinodes. The design accepts some 
dephasing of the contributions from adjacent boundaries and the optimum is a compromise between 
the effects of this dephasing and the reduction in absorption. The best values for g = dh/Λ are between 
0.3 and 0.4.7,22,23 Optimum multilayers for longer x-ray wavelengths (l > 20 nm) are quasiperiodic, as 
shown in Fig. 2, with decreasing g  from the bottom to the top of a multilayer stack. One always attempts 
to locate the stronger absorber close to the nodes of the standing wavefield within the coating to reduce 
absorption, and the absorption reduction is greater near the top of the stack where the standing wave 
between incident and reflected radiation has more contrast.6

The paper by Rosenbluth23 gives a compilation of the best multilayer materials for each photon 
energy in the range from 100 to 2000 eV. Absorption is the main performance limit for multilayers of 
larger period Λ > 80 nm used at longer wavelength near normal incidence. In this region it is impor-
tant to select the material with the smallest absorption as the first component of a structure (usually 
a light element at the long wavelength side of an absorption edge) and the absorption of this mate-
rial becomes the main limit for the multilayer performance. A list of materials of low absorption at 
selected wavelengths with their values for b and Nmax is given in Table 1.

Boundary Quality

The quality of the boundary is the main limitation for the performance of a multilayer with short periods. 
Roughness of a boundary scatters radiation away from the specular beam and reduces both reflectivity 
and transmission at each boundary. Diffusion of the two materials at a boundary (or roughness at very 
high spatial frequencies that scatter into evanescent waves) also reduces the reflectivity but can increase 
the transmission. Deposition at high energy of the incident materials enhances relaxation of atoms of 
the growing surface and reduces roughness but also increases diffusion at the boundary. For each set 
of coating materials the deposition energy for the best compromise has to be found. A good solution is 
to separate the two problems, depositing each film at low energy to minimize diffusion and then pol-
ishing the top of each layer after the deposition. Examples are thermal deposition of each layer and ion 
polishing after deposition,24 or low-energy deposition at the start of each layer and higher energy near 
the top.25 Polishing of thin films by an ion beam has also been used to remove defects from the sub-
strates of masks in EUV lithography. In a Mo/Si multilayer one can either deposit a thicker Si film than 

d1

q

Λ

q

d2

FIGURE 2 A quasiperiodic multilayer. The individual 
layer thicknesses change while the sum Λ remains constant.
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needed and etch the excess thickness away with the ion beam or use a more agressive deposition/etch 
process on the Si substrate before the multilayer reflecting coating is applied.26

Most good multilayer systems can be described by a simple growth model: particles or atoms arrive 
randomly and can relax sideways to find locations of lower energy. The random deposition produces 
a flat power spectrum at low frequencies for the surface roughness with most of the roughness at very 
high spatial frequencies. The relaxation then reduces roughness at the highest spatial frequencies. 

Roughness is characterized by a power spectral density (PSD) such that the intensity of the scat-
tered light is proportional to the PSD. Consistent values for the PSD can be obtained by atomic force 
microscopy and from scatter measurements.27–29 The roughness height s from the spatial frequency 
range from f1 to f2 is related to the PSD by

 2 2

1

2

σ π= ∫
f

f

f fdfPSD( )  (12)

We assume that the surface is isotropic in f and the roughness in Eq. (12) is obtained by integrating 
over rings with area 2p fdf. During the development phase of multilayer x-ray mirrors it was fortuitous 
that practically perfect smooth substrates were available as Si wafers, float glass, and mirrors fabricated 
for laser gyros. The 2-dimensional power spectral density (see Chap. 8 by Eugene L. Church and Peter Z. 
Takacs in Vol. I and Chap. 44 of this volume) of a film on a perfectly smooth substrate is given by7,30–32
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TABLE 1 Absorption Index b and Nmax for the Largest q 
Values (Normal Incidence for l > 3.15 nm and sin q = l/p for 
l < 3.14 nm) of Good Spacer Materials near Their Absorption 
Edges and Absorption of Some Materials at l = 0.154 nm

 ledge (nm) b Nmax

Mg-L 25.1 7.5 × 10−3 21
Al-L 17.1 4.2 × 10−3 38
Si-L 12.3 1.6 × 10−3 99
Be-K 11.1 1.0 × 10−3 155
Y-M 8.0 3.5 × 10−3 45
B-K 6.6 4.1 × 10−4 390
C-K 4.37 1.9 × 10−4 850
Ti-L 3.14 4.9 × 10−4 327
N-K 3.1 4.4 × 10−5 3,580
Sc-L 3.19 2.9 × 10−4 557
V-L 2.43 3.4 × 10−4 280
O-K 2.33 2.2 × 10−5 3,980
Mg-K 0.99 6.6 × 10−6 2,395
Al-K 0.795 6.5 × 10−6 1,568
Si-K 0.674 4.2 × 10−6 1,744
SiC 0.674 6.2 × 10−6 1,182
TiN 3.15 4.9 × 10−4 327
Mg2Si 25.1 7.4 × 10−3 21
Mg2Si 0.99 6.8 × 10−6 2,324
Be 0.154 2.0 × 10−9 189,000
B 0.154 5.7 × 10−9 67,450
C 0.154 1.2 × 10−8 32,970
Si 0.154 1.7 × 10−7 5,239
Ni 0.154 5.1 × 10−7 750
W 0.154 3.9 × 10−6 98
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where Ω is the particle volume, lr is a relaxation length, d is the total thickness of the coating, and f 
a spatial frequency on the surface. The parameter n characterizes the relaxation process; n = 1 indi-
cates viscous flow, 2 condensation and re-evaporation, 3 bulk diffusion, and 4 surface diffusion. 
Equation (13) yields the flat PSD of the random deposition with roughness s ∝ √d for small spatial 
frequencies and a power law with exponent n that is independent of thickness at high spatial fre-
quencies. Roughness is replicated throughout a stack with a replication factor

 a f l d qr
n

s

n
( ) exp ( )= − −1  (14)

so that the PSD of a film on a substrate has a power spectral density PSDtot 

 
tot film sub

PSD PSD PSD= + 2
a  (15)

The growth parameters of some multilayer structures are given in Table 2.33 Note that the rough-
ness values in the last column do not include contributions from spatial frequencies f > 0.25 nm−1 and 
from diffuse transition layers. These values have to be added in the form stot

2  = s 1
2 + s 2

2 in Eq. (11) for 
the calculation of the reflectivity.

High-Reflectivity Mirrors

A compilation of the reflectivities of multilayers obtained by different groups can be found at 
www-cxro.lbl.gov/multilayer/survey.html. The highest normal incidence reflectivities, around 70 percent, 
have been obtained with Mo/Be and Mo/Si wavelengths around l = 11.3 and 13 nm, near the absorption 
edges of Be and Si.34 The peak reflectivity drops at longer wavelengths due to the increased absorption. 
At shorter wavelengths, roughness becomes important and reduces the reflectivity of normal incidence 
mirrors. One can, however, still obtain very high reflectivity at short wavelengths by keeping the multi-
layer period above 2 nm and using grazing angles of incidence to reach short wavelengths.

For hard x rays, where Nmax is very much larger than the number, Nmin~1/r needed to obtain good 
reflectivity, one can position multilayers with different periods on top of each other (depth-graded 
multilayers, as shown in Fig. 3) to produce a coating with a large spectral or angular bandwidth. 
Such “supermirrors” are being proposed to extend the range of grazing incidence telescopes up to the 
100 keV.35,36 “Supermirrors” are common for cold neutrons where absorption-free materials are 

TABLE 2 Growth Parameters of Multilayer Systems∗

System Λ(nm) N Ω(nm3) lr (nm) n d (nm) s  (nm)

Co/C 3.2 150 0.016 1.44 4 480 0.14
Co/C 2.9 144 0.016  1.71 4  423 0.12
Co/C 2.4 144 0.016 1.14 4  342 0.15
Co/C 3.2 85 0.016 1.71 4  274 0.19
Mo/Si 7.2 24 0.035 1.71 4  172 0.14
Ni/C (a) 5.0 30 0.035 1.71 4  150 0.14
W/B4C (b) 1.22 350 0.01 1.22 4  427 0.10
W/B4C (b) 1.78 255 0.018 1.22 3  454 0.12
Mo/Si (c) 6.8 40 0.035 1.36 4  280 0.19
Mo/Si (d) 6.8 40 0.055 1.20 2 280 0.12
Si in Mo/Si (c) 6.8 40 0.02 1.36 4 280 0.14
Mo in Mo/Si (c) 6.8 40 0.5 1.36 4 280 0.23

∗Multilayer period Λ, number of periods N, growth parameters Ω, lr, and n, total thickness d, and roughness s of the multilayer 
film calculated for a perfectly smooth substrate within the spatial frequency range f = 0.001 − 0.25 nm−1.

Coating (a) produced by dual ion beam sputtering courtesy of J. Pedulla (NIST), (b) of  Y.  Platonov (Osmic). Data for Mo/Si 
produced by magnetron sputtering (c) from Ref. 36, and ion beam sputtering (d) from P. Kearney and D. Stearns (LLNL). Parameters 
are the average value for both coating materials, for sputtered Mo/Si we give also the parameters for Mo and Si separately.

www-cxro.lbl.gov/multilayer/survey.html
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available.37 The low absorption for hard x rays makes it also possible to produce coatings with very 
narrow bandwidth. The spectral width is determined by the effective number of periods contributing 
to the reflectivity, l /Δl = Neff . Reducing the reflectivity from a single period, for example, by using a 
very small value of g  = dH /Λ, allows radiation to penetrate deeper into the stack, allowing more layers 
to contribute, thus reducing the bandwidth.7

Mulltilayer Coated Optics

Multilayers for imaging optics usually require a lateral grading of the multilayer period Λ across the face 
of the optic to adapt to the varying angle of incidence according to Eq. (2), as shown in Fig. 4. Many 
methods have been used to produce the proper grading of the multilayer period during deposition, 
among them shadow masks in front of the rotating optics, substrate tilt, speed control of the platter that 
moves the optics over the magnetrons, and computer-controlled shutters.38–44 The reproducibility that 
has been achieved in EUV lithography from run to run is better than 0.1 percent. Multilayer mirrors 

d1

Λ1

Λ1

Λ1

Λ2

Λ2

Λ2

d2

FIGURE 3 A depth-graded multilayer. The repeat 
distance Λ changes with depth. (The change can be abrupt, 
as shown, or more gradual.)

q2q2
q1

q1

FIGURE 4 Laterally graded multilayer.
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with a linear grading of the thickness on parabolically bent Si wafers are commercially available 
(e.g. www.rigaku.com/optics/index.html) and are being used as collimators in x-ray diffraction experiments 
at l  = 0.154 nm. At this wavelength the reflectivity is over 75 percent and the flux to the diffractometer 
can be increased by about an order of magnitude.46

It is still a challenge to produce figured substrates that have both good figure and finish in the 0.1-nm 
range.47 Multilayer mirrors can remove high spatial roughness with spatial periods of less than 50 nm 
and graded coatings can be used to correct low-order figure errors; however, mirrors that do not meet 
specifications for high resolution imaging usually have considerable roughness at spatial frequencies 
between these limits that cannot be modified by thin films.33

Diffraction-limited performance of multilayer coated mirrors has been achieved in the cameras 
for EUV lithography. The mirrors of these cameras usually require lateral grading of the layer thick-
ness due to the change of the angle of incidence over the surface of a mirror. These graded coatings 
modify the shape of the mirror by two components: the total thickness of the multilayer and the shift 
in the phase of the reflected wave. The two effects have opposite sign in their sensitivity to thickness 
errors, and for the mirrors used in EUV lithography around l = 13.5 nm the total error in the figure 
is around 75 percent of the error produced by an error in the multilayer thickness alone. After sub-
tracting the changes that can be compensated by alignment the remaining figure error added by the 
coating is well below 0.1 nm.48,49

Polarizers and Phase Retarders

The Brewster angle in the VUV and x-ray region occurs close to 45° for all materials, so all reflectors 
used near 45° are effective polarizers. Multilayer coatings do not change the ratio of the reflectivi-
ties for s- and p-polarization, but enhance the reflectivity for s-polarization to useful values.50,51 The 
reflectivity for p-polarization at the Brewster angle is zero for absorption-free materials but increases 
with absoption. Therefore the achievable degree of polarization is higher at shorter wavelengths 
where absorption is lower. Typical values for the reflectivity ratio Rs/Rp are 10 around l = 30 nm and 
over 1000 around l = 5 nm.

It is not possible to design effective 90° phase retarding multilayer reflectors with high reflectivity 
for both polarizations. The narrower bandwidth of the reflectivity curve for p-polarization allows 
one to produce a phase delay at incidence angles or wavelengths that are within the high reflectiv-
ity band for s- but not for p-polarization; however, because of the greatly reduced p-reflectivity of 
such a design, one cannot use them to transform linear polarized into circular polarized radiation.52 
Multilayers used in transmission offer a better solution. Near the Brewster angle p-polarized radiation 
is transmitted through a multilayer structure without being reflected by the internal boundaries and 
has a transmission determined mainly by the absorption in the multilayer stack. A high transmission 
for s-polarization is also obtained from a multilayer stack that is used off-resonance near a reflectivity 
minimum or transmission maximum. However, the transmitted radiation is delayed due to the inter-
nal reflection within the multilayer stack. Calculated designs for wavelength of 13.4 nm53–56 produce 
a phase retardation of 80° at a grazing angle of 50°. One can tune such a phase retarder in wavelength 
by producing a graded coating or by using different incidence angles.57 A 90° phase retarder is pos-
sible with high-quality multilayers that can obtain peak reflectivities above 70 percent. Boundary 
roughness reduces the phase retardation because it reduces the effective number of bounces within 
the structure. The maximum phase retardation measured at x-ray wavelengths l < 5 nm are in the 
10° range.58

41.5 MULTILAYERS FOR DIFFRACTIVE IMAGING

The development of free electron lasers (FELs) for x rays promises imaging at high resolution of gen-
eral specimens; the specimens do not have to be crystallized. An image of the specimen is reconstructed 
from diffraction patterns produced by powerful, short coherent pulses. The specimen is destroyed 

www.rigaku.com/optics/index.html
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by the radiation, but the diffraction pattern recorded during the short pulse represents the specimen 
before it explodes. Thousands of such diffraction patterns from identical specimens at different rota-
tion angles are needed for a high-resolution 3-D reconstruction of the specimen. Multilayer mirrors 
have been used to safely direct the diffracted radiation to the detector, transmitting the direct beam 
through a hole in the center and suppressing the light produced by the exploding specimen (Fig. 5). 
The thickness of the layers in the multilayer mirror is graded in such a way as to reflect only the wave-
length of the incident beam at the correct angle to the detector. First experiments by Chapman et al.59,60 
have demonstrated the principle using EUV radiation, but considerable challenges remain to transfer 
the technique to the x-ray region and to interesting 3-D specimen. (See Chap. 27.)
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ABSTRACT

Multilayer Laue lenses (MLLs) have the potential to provide hard x-ray beams focused to unprec-
edented dimensions that approach the atomic scale. A focus of 5 nm or below is on the horizon. 
We review the diffraction theory as well as the experimental results that support this vision, and we 
present reasons to prefer harder x rays in attempting to achieve this goal. 
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42.2  X-RAY AND NEUTRON OPTICS

42.1 INTRODUCTION

Soon after he discovered x rays and explored their strong penetrating power, William Roentgen 
also found that they were only very weakly deflected. That is, the new rays traveled almost straight 
through the materials Roentgen put in front of them.1 Small angular deflections via refraction arise 
from a value of the index refraction close to that of the vacuum. In the case of x rays, the index of 
refraction of any material is only slightly smaller than unity.2 Just as for other electromagnetic radia-
tion, focusing of x rays inherently involves deflecting the rays, that is, deflecting the Poynting vector 
of wavefronts. The consequence of this fundamental property of matter, namely, that the index of 
refraction for x rays is almost unity, implies that x rays are very difficult to focus to dimensions 
approaching the x-ray wavelength. (Here we consider a typical x-ray wavelength as 1.24 nm, cor-
responding to an x-ray energy of 1 keV, which we take as the border between soft and hard x rays.) 
The numerical aperture (NA) can be increased by placing many refractive lenses in series, and the 
net effect can approach the sum of the NAs of the individual lenses.3,4 However, we concentrate in 
this review on another means of achieving high NA by employing Bragg diffraction. For Bragg dif-
fraction from crystals, an angle of 45° is not unusual. If a lens can be made that employs diffraction 
to approach this Bragg angle, it would come close to a NA of unity. A multilayer Laue lens (MLLs), 
shown schematically in Fig. 1, is an optic that can, in principle, achieve high diffraction angles, and 
correspondingly large NA, efficiently. The diffracted beam is transmitted through the lens. When 
crystal diffraction occurs in transmission the diffraction geometry is known as a Laue case,5 and, 
analogously, the name of Max von Laue was used to name this type of lens.

The Rayleigh criterion is well known in classical optics and determines the diffraction-limited 
focus of a lens. In the focal plane this limit corresponds closely to the distance d of the first minimum 
of the Fraunhoffer diffraction pattern of the lens aperture from the optical axis, 

 d = a [l/NA] (1)

where l is the wavelength and a is a constant on the order of unity. For two-dimensional focusing 
by a round lens a equals 0.61, whereas for a linear (or rectangular) lens, a equals 0.5.6 Since hard 

NA

FIGURE 1 Multilayer Laue lens. A wedged version is shown. A local Bragg 
angle is made between incoming x rays and multilayer interfaces. The numerical 
aperture (NA) is shown.
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x rays have wavelengths at or near atomic dimensions, focus sizes approaching atomic dimensions 
are thereby, in principle, feasible for values of the NA near unity. 

If one can fabricate the layers in an MLL with control over the layers that is of atomic dimensions, 
one should be able to achieve a focus approaching atomic dimensions.7–9 Such control is available with 
several thin-film techniques, such as magnetron sputtering, atomic layer deposition,10 and many types 
of epitaxy.11 However, there are other important factors to be considered in choosing the deposition 
technique, as discussed below. To date, only magnetron sputtering has been shown to allow one to use-
fully deposit a very large number of total zones as required for a useful linear Fresnel zone plate.

We note that phase-reversal zone plates that focus x rays have been designed since 1974,12 and 
that these are also diffractive optics (see Chap. 40). In principle, zone plates made by the traditional 
photolithographic steps are also capable of very large NAs. However, in practice, the photolithographic 
process is limited to maximum aspect ratios of ~20. That is, for an outermost zone width of 1 nm, the 
depth of the zone plate cannot be larger than ~20 nm. (See Fig. 2 for the definition of the dimension 
of a zone plate or MLL that we presently refer to as the depth.) This situation limits the efficiency very 
severely for hard x rays. 

The efficiency of phase zone plates depends on the phase shift difference of waves transmitted 
through adjacent zones. If absorption losses can be ignored, the x-ray waves propagating through 
adjacent zones should be perfectly out of phase in order to achieve maximum efficiency.12 The phase-
shift difference increases both with an increasing index of refraction contrast between adjacent zones 
as well as with increasing zone plate depth. The index of refraction contrast is a function of the wave-
length of the x rays and, aside from absorption edges, decreases with decreasing x-ray wavelength, that is, 
with increasing energy. Consequently, zone plates designed for optimum efficiency at high energies 
must have an increased depth compared to ones designed for optimum efficiency at low energies in 
order to compensate for the reduced index of refraction contrast at high energies. This is the funda-
mental reason that efficient focusing of hard x rays requires zone plates with very large aspect ratios. 
Although zone plates have been stacked on one another with some success,13 the MLL technology 
provides essentially limitless aspect ratios since practically any lens thickness can be chosen. We note 
that an aspect ratio of 2000 has been demonstrated recently.14

(a)

Depth

rn

w

(b) (c)

FIGURE 2 Three different types of MLLs. (a) Flat, equivalent to a lin-
ear Fresnel zone plate, in which the interfaces are parallel to an the optical 
axis. Here a Bragg condition is not satisfied. (b) Ideal (also called wedged), as 
in Fig. 1, in which each interface is angled so as to meet its own local Bragg 
condition. (c) Tilted, in which a flat case lens is split into two halves, each 
of which is tilted to an angle.  This angle is set to meet a Bragg condition 
for one of the multilayer pair spacings within the lens. The optical depth 
dimension w and the “radius” to the nth zone rn are shown. (Reprinted from 
Ref. 9. Copyright 2006, with permission from the American Physical Society.  
http://link.aps.org/abstract/PRL/v96/e127401.)

http://link.aps.org/abstract/PRL/v96/e127401


42.4  X-RAY AND NEUTRON OPTICS

As first explored by Maser and Schmahl15 and as discussed below, MLLs can also be used in a novel 
diffractive mode by fulfilling the Bragg condition for Laue-case diffraction from layers. This innova-
tive idea is implemented by tilting the layers to the Bragg angle, and has the consequence that effi-
ciencies are greatly enhanced and wavefront aberrations minimized. Unlike the case for “thin” zone 
plates,12 a regime of diffraction known as volume diffraction, akin to x-ray dynamical diffraction in 
crystals, is needed to model the performance of MLLs.15 A key result of this theoretical description is 
that efficiencies in the range of 60 to 70 percent can be achieved. Furthermore, wavefront aberrations 
can be kept to a level where the Rayleigh resolution can be achieved. For hard x rays, lens thicknesses 
of tens of micrometers are needed for optimum efficiency. This implies that aspect ratios of 10,000 
or larger are needed for a lens capable of focusing x rays to 1 nm. MLLs offer the promise that such a 
focus can actually be achieved with excellent diffraction efficiency. 

42.2 MLL CONCEPT AND VOLUME 
DIFFRACTION CALCULATIONS

MLLs are made by deposition of bilayers as shown schematically in Fig. 2. As shown in Fig. 2a, a 
“flat” MLL can be viewed as a linear Fresnel zone plate made by deposition of bilayers. The zone 
positions rn must follow the well-known zone plate law given by12

rn
2 = n l f + n2l2/4 (2)

Here l is the x-ray wavelength and f is the focal length. The second term on the right can be omitted 
when nl << 4f, which is still a good approximation for MLLs designed for angstrom wavelengths 
and millimeter focal lengths, which are the primary subject of this review. The bilayer pair must a 
have significant contrast in charge density resulting in a significant phase and/or intensity difference 
upon x-ray wave transmission, as in the case of a thin lens,12 as well as a significant structure factor 
for local diffraction as a result of satisfying the Bragg condition given by 

l = 2 (2Δrn) sin(qn) (3)

where Δrn = (rn − rn−1) is the spacing between two successive interfaces. (We note that this equation 
is for first-order Bragg diffraction. For the sake of simplicity we have not denoted higher orders of 
diffraction.) 

Arranging the diffraction geometry so that 2Δrn acts as the Bragg spacing is an essential innovation 
relative to normal zone-plate usage and theory. Such a diffraction geometry is shown in Fig. 2c, which 
is called tilted. It is achieved by oppositely tilting the two halves to some angle. Normal x-ray zone 
plates are illuminated parallel to the axis of the zone plate. Their properties are well described by a 
theory that treats the waves at the exit surface, after accounting for a phase shift and absorption upon 
transmission through the bilayers, as sources of wavelets in a Huygens construction. These wavelets 
then propagate to form the focus.12 This is known as the thin-lens case. The thin-lens treatment fails 
when multiple scattering of x rays takes place inside the MLL. If that occurs, dynamical diffraction 
approaches have to be used, and the deviations from the Bragg condition need to be considered. One 
must then apply a diffraction theory that can also account for multiple internal reflections in a manner 
akin to dynamical diffraction in crystals.5 This more sophisticated theory is known as volume diffrac-
tion and was first applied to MLLs by Maser and Schmahl using a coupled-wave approach.15 Results 
for this theory are shown in Fig. 3 for an MLL tilted so that the Bragg condition is satisfied for an 
intermediate zone.8 Here the local diffraction efficiency is plotted versus increasing zone number for 
MLLs having outermost zone widths of 2 and 10 nm. For the central zones of low order, the results 
are as expected for thin lenses and yield a local diffraction efficiency of 26 percent. However, for the 
zone where dynamic diffraction occurs (at 2 μm radius and above), the local diffraction efficiency 
is increased significantly, otherwise the diffraction efficiency becomes very small, similar to x-ray 
diffraction from a crystal rocked through a diffraction peak. That is, a transition in diffraction prop-
erties occurs as one approaches the dynamical diffraction regime, at which point diffraction properties 
become very sensitive to the Bragg condition. 
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As also shown in Fig. 3, the number of zones having a high diffraction efficiency narrows as one 
considers smaller outermost zones. This reduces the overall efficiency. This would seem to rule out 
the usefulness of MLLs to structures with outermost zones of 2 nm or less. However, as depicted in 
Fig. 2b, if, instead of depositing an MLL for which all interfaces are parallel, one can build a local 
Bragg angle into the structure itself, a wide ranging local efficiency of 65 percent can be achieved. As 
discussed below, this structure, at first called “ideal” and later “wedged” (since even more ideal MLLs 
with curved interfaces can be considered as discussed below), has recently been demonstrated and 
now appears feasible.

42.3 MAGNETRON-SPUTTERED MLLS

Preliminary Study on Periodic Multilayers

It has been known for many years that magnetron sputtering can be used to make periodic multilayers 
useful as diffraction optics for hard x rays.16–18 It has only recently been discovered that layer place-
ment can be well controlled over thousands of layers to form multilayers that are many micrometers 
thick.14 The ability to deposit such thick multilayers in a reasonable length of time with the requisite 
perfection is what sets magnetron sputtering apart from other thin-film deposition technologies such 
as molecular beam epitaxy. 
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FIGURE 3 Calculated diffraction efficiency at 0.064 nm (19.5 keV) 
for outermost zone widths of both 10 nm (gray) and 2 nm (black) as a 
function of radius for ideal (wedged), flat, and tilted MLLs. For flat MLLs 
efficiencies do not exceed 26 percent and only very low-order zones dif-
fract in the 2-nm case. For an outermost zone width of 10 nm, the ideal and 
tilted cases have almost the same performance, but for a 2-nm outermost 
zone, the ideal case is far superior. For the 2-nm tilted case, only a sharp 
Bragg peak is seen at the radius for which a Bragg condition is satisfied. 
This figure shows that meeting the Bragg condition everywhere becomes 
increasingly important for outermost zones less than 10 nm in order to 
ensure a high efficiency throughout most of the MLL. (See also color 
insert.) (Reprinted from Ref. 2. Copyright 2006, with permission from the 
American Physical Society. http://link.aps.org/abstract/PRL/v96/e127401.)

http://link.aps.org/abstract/PRL/v96/e127401
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The resultant structure must be formed into an actual lens, and this requires processing steps such 
as dicing, thinning, and polishing. The multilayer must be robust enough to withstand these steps 
without delamination, and this imposes constraints on the internal strain. That sufficiently thick 
multilayers could be produced and were robust enough to withstand the needed processing was first 
demonstrated in 2005 for W/Si as well as for Mo/Si periodic multilayers.19

Another important observation was made in the preliminary studies on thick periodic multilayers. 
Just as for Laue-case diffraction from thin crystals, thickness fringes occurred that permitted an accu-
rate determination of the thickness in transmission. Far-field diffraction data showing the fringes is 
shown in Fig. 4.19 The diffraction efficiency depends strongly on this thickness, and its calibration is 
important for comparisons to theory.

WSi2/Si Bilayers and Metrology Based on Scanning 
Electron Microscope Data

If thick MLLs are to have well-defined zones throughout, then interface roughness should ideally 
not build up progressively. Kinetic roughening of a growing surface is a complex phenomenon.20

Furthermore, diffusion across the interface driven by a chemical potential gradient should be obvi-
ated as much as possible. Evidence for interdiffusion for W/Si multilayers has been reported by 
Windt et al.18 For these reasons, WSi2/Si bilayers were chosen for MLLs. The choice has proven to be 
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FIGURE 4 (a) Schematic illustration of an MLL made to have a 
tapered shape so that the optical depth w varies in a direction trans-
verse to the optical axis. This local tapered width can be measured from 
fringe spacings observed in a transverse (rocking) scan, as shown in 
(b). (Reprinted from Ref. 25. Copyright 2007, with permission from the 
American Institute of Physics.)
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propitious. X-ray reflectivity measurements made in situ, as a multilayer was built up, revealed that 
the growth of WSi2 smoothened an underlying Si surface, and that there was not a net build up of 
roughness, albeit for only five periods.21

We note that MoSi2 /Si MLLs are also achievable. A focus of 28.5 nm has recently been reported.22

Such MLLs may be preferable at photon energies below ~12 keV due to the L absorption edges of W.
SEM images of cross sections of MLL wafers have proven to be very useful for analyses of the sput-

tering procedures. Such an SEM image is shown in Fig. 5.14

Not only must the interface roughness of each interface be well controlled, but also each layer must 
be grown at the Fresnel zone position with good accuracy. Ignoring the second term in Eq. (2), one 
finds that the width of the nth zone is given by

 (Δrn)−1 = (rn − rn−1)
−1 = 2rn/lf (4)

This very useful result has been used to evaluate MLL wafers prior to making lenses and to pro-
vide feedback information for the crystal growth. Images taken by scanning electron microscopes on 
cross-sectioned MLL wafers were used to produce plots of Δrn versus rn, such as shown in Fig. 6.23,24

Ideally these plots should be linear, and deviations from linearity provided clues on how to adjust 
the sputtering process.24

Lens Processing

Lenses can be successfully made starting from a deposited multilayer wafer.25 The process is shown 
illustratively in Fig. 7. The first step is to form a “sandwich structure” by gluing a covering wafer on 
the multilayer surface with an epoxy. The entire structure is then diced on a high-speed saw, and the 
resultant bar-shaped sections are blocked with protective end caps. The bars are then bonded to a pol-
ishing fixture with the plane of the multilayers perpendicular to the plane of the fixture. The mounted 
bar is then thinned and polished on one side. The bar is then released, flipped over, and polished on 
the other side. These steps are needed because sawing damage to the multilayer cannot be avoided and 
damage on both sides needs to be removed. After mechanical polishing, ion beam milling is needed 
on each side to remove possible damage introduced by the mechanical polishing. After fine manual 
polishing, the final MLL is then mounted on a Mo holder and is then ready for beamline use.

WSi2/Si, 1588 layers, tdep = 13.25 μm

Δrmax = 25 nm Δrmin = 5 nm

FIGURE 5 A scanning electron microscope image of a partial MLL having a 5-nm-thick outermost zone. 
The structure was used to obtain a focus of 16 nm for x rays of 0.064-nm (19.5-keV) wavelength. (See also 
color insert.) (Reprinted from Ref. 14. Copyright 2008, with permission from American Institute of Physics.)
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FIGURE 7 Cartoon illustrating the sequence of steps used to process a lens suitable for 
use with x rays, starting from an as-sputtered MLL wafer. (See also color insert.) (Reprinted from 
Ref. 25. Copyright 2007, with permission from the American Institute of Physics.)
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42.4 INSTRUMENTAL BEAMLINE ARRANGEMENT 
AND MEASUREMENTS 

Measurements of the focus have been made at beamlines 26 ID, 12 BM, and 8 ID at the Advanced 
Photon Source.8,14 The setup used for the measurements is shown in Fig. 8. For all the measure-
ments made to date only a partial MLL was used. That is, an incomplete linear zone plate structure 
was studied. These were incomplete in two ways. First, not all zones were deposited. That is, sputter 
depositions were done by first sputtering an outermost zone, but the sputtering was halted before 
growing the inner most zones. Second, only one side above the center line in Fig. 2c was studied 
so that only a single tilt angle was employed. For the measurements, a horizontal diffraction plane 
was used. The MLL interfaces were positioned parallel to a vertical plane, and tilting was done by 
rotating MLLs about a vertical axis. An upstream beamline slit to aperture the horizontal source size 
was used to increase the horizontal coherence length, and reduction of this slit aperture proved to 
be needed to achieve the smallest focuses. X rays were monochromatized with a standard Si(111) 
double bounce arrangement. The energy was left fixed during all measurements. Data were obtained 
both at 19.5 and 29.5 keV.

Focus-size measurements were made by driving a specially made “analyzer” horizontally through 
the focused beam as shown in Fig. 8. The analyzer was a sputtered Pt thin-film processed in a manner 
similar to that of the MLLs themselves. In this way, a Pt thin-film segment was illuminated edge-on 

Pt La,b,g

Fluorescence
detector Far-field

detector

5-nm-thick, 5-μm-
wide Pt nanolayer 

MLLX rays

(a)

Pt monolayer
analyzer

5 nm

Line
focus

(b)

5 μm

FIGURE 8 (a) Experimental layout of MLL focusing 
measurements. For the measurements, a specially made 
analyzer made from a Pt thin film deposited by sputtering 
was scanned through the focal plane. One detector was 
positioned to count Pt fluorescence photons and another 
was positioned to count diffracted photons in the far field. 
(b) Schematic illustration of the radiation pattern near 
the focal plane and the Pt analyzer. The two must be well 
aligned for correct measurement of the width of the line 
focus. 
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(or nearly so) by the line focus of an MLL. Angular alignment of the Pt edge to that of the MLL focal 
line was critical in obtaining the smallest attainable focus. As shown schematically in Fig. 8, two 
signals were recorded to measure the profile of a focused beam as the analyzer was scanned. A p-i-n 
detector was positioned at roughly 90° to record Pt fluorescence while a scintillation counter collected 
the signal in the far field. The far-field signal recorded scattering from the analyzer including, in par-
ticular, reflectivity from the Pt thin film. Recent results for the measurement of the focus at 19.5 keV 
are shown in Fig. 9.14 The far-field detector was also used to measure the efficiency. 

Efficiencies of MLLs were measured by two methods. First, as shown in Fig. 10, without an analyzer 
present and with the detector set to observe the direct beam that passes through an MLL, one observes a 
dip in the transmitted intensity as the MLL is scanned through the incident beam. With the MLL tilted far 
from a Bragg condition, there is a dip due to absorption. But with the MLL tilted to a Bragg angle, a sig-
nificantly larger dip was found. The difference between the dips is akin to extinction in crystal diffraction, 
since intensity is removed from the direct beam by Laue-case diffraction. Unlike for thin Fresnel lenses (or 
gratings), the Bragg condition depletes diffraction intensity from other orders, and, as a consequence, the 
extinction measurement is a reasonable measure of the overall efficiency. The second method to obtain 
the diffraction efficiency is based on the observation that a q − 2q diffraction scan, where q is the tilting 
angle, yields a measure of the local diffraction efficiency. This follows since the zone spacings satisfy the 
Bragg condition progressively as q is increased so that the local efficiency is measured. An example 
far-field scan of the local diffraction efficiency is shown in Fig. 11. Calculated values are also shown in 
Fig. 11. The overall diffraction efficiency can be obtained by integration of the diffraction scan data and 
by normalizing to the incident beam intensity. The two methods have been found to agree to within a few 
percent. At 19.5 keV the efficiency for the MLL shown in Fig. 5 was found to be 31 percent.8

Results were also obtained at 29.25 keV for the MLL shown in Fig. 5. Fluorescence data for scans 
through the focus revealed a FWHM of 16 nm, as shown in Fig. 12. The measured efficiency in this 
case was 17 percent.
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permission from the American Institute of Physics.)
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42.5 TAKAGI-TAUPIN CALCULATIONS

There does not appear to be a fundamental reason why x-ray focus sizes should not reach down to 
atomic dimensions. The coupled-wave-theory (CWT) used by Maser and Schmahl approximates an 
MLL as consisting of regions that are locally periodic and solves for local grating solutions for the dif-
fracted waves. The orders of diffraction that result from the local gratings are then spliced to solve for 
the dominant diffracted waves. For values of the NA approaching unity, this approximate procedure 
breaks down. However, other theoretical approaches have been applied to explore a possible small-
est focus on fundamental grounds. A focus size of 0.83 nm was calculated by Schroer for a wedged 
MLL,26 and Pfeiffer et al.27 report finding no lower limit for a flat MLL in a 1-to-1 imaging condi-
tion. In addition, a new diffraction theory has been developed9 based on the Takagi-Taupin equa-
tions for crystal diffraction,28 which starts from the MLL layer structure, a priori. This new diffrac-
tion treatment proceeds by making a coordinate transformation that maps the zone plate spacings to 
a pseudo-Fourier series for the charge density. The electric field waves are then solved as in the case 
of a bulk crystal. Possible focuses below 1 nm are also predicted by the Takagi-Taupin approach.9

42.6 WEDGED MLLS

The new Takagi-Taupin-based theory has been applied to the case of an MLL in which each inter-
face is tilted to a separate angle so that all zones may satisfy the Bragg condition for a divergent fan 
of radiation arising from a point source (see Fig. 1). When viewed internally the zones have wedge-
like shapes, and this more or less “ideal” MLL structure has been called a wedged MLL (wMLL).29

It was recently demonstrated that such a structure can be deposited by sputtering past a mask. The 
effect of the mask is to create a lateral gradient in the deposited film thickness, and, since for each 
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shown. The efficiency was measured to be 17 percent. A FWHM value of 16 nm 
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sputtered layer the ratio of its thickness at the entrance surface to its thickness at the exit surface is 
the same, an entire wMLL can be built up by sputtering past a single mask. A proof-of-principle 
result is shown in Fig. 13. SEM data at one location are shown in Fig. 13a, and the total thickness as 
a function of position is shown in Fig. 13b. These data reveal that the total deposited thickness varies 
laterally as required. The lateral variation required is different for different focal lengths, and one 
such sputtered wafer can, in principle, provide MLLs for a series for focal lengths. Results of zone 
thickness analyses of the SEM micrograph shown in Fig.13a are shown in Fig. 14a.

The expected results as calculated by the Takagi-Taupin approach for a wMLL having a 3-nm out-
ermost zone width are shown in Fig. 14b. The width in the focal plane is only 2.4 nm. We note that 
sputtered layer thicknesses as small as 0.75 nm have been demonstrated,30 and this value can be used to 
estimate the smallest feasible focus presently achievable with sputtering. For x rays with an energy of 
19.5 keV, a wMLL having an outermost zone width of 0.75 nm is predicted to achieve a focus of 0.7 nm, 
a value of atomic dimensions. The efficiency of such an MLL is calculated to be 50 percent.
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FIGURE 13 Ideal (wedged) MLL. (a) SEM image for one wafer location of a multilayer 
grown by sputtering past a mask such that a lateral gradient in layer thicknesses is produced over 
the surface of the wafer. The linear mask is designed to produce a gradient that creates a set of 
ideal MLL structures of varying focal lengths. The thickness of the total multilayer structure is 
also changed accordingly, and, as shown in (b), demonstrates the lateral gradient. (Reprinted from 
Ref. 29. Copyright 2008, with permission from the American Institute of Physics.)
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42.7 MMLs WITH CURVED INTERFACES

The Takagi-Taupin-based calculations can be extended to curved interfaces. That curved interfaces 
might be more ideal is suggested by the observation that the Bragg condition cannot be met both at 
the entrance and at the exit surfaces of a wedged MLL. That is, the angle of a ray from a point source 
to any given interface at the entrance side is not the same as at the exit side. This simple observation is 
born out by a rigorous treatment, with the result that the surfaces must, in general, lie on concentric 
ellipses. For a parallel incident beam, these are concentric parabolas. If thin enough zones can some-
how be deposited, the calculations predict that focuses of a few angstroms should be possible. That is, 
diffraction theory does not rule out true atomic dimensions for the focus of an MLL. The calculated 
result is shown in Fig. 15. We stress that achieving such a focus will require the actual deposition of 
such a structure, and at the present time this appears to be beyond the limits of magnetron sputtering.
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42.8 MLL PROSPECTS 

We consider now several practical limits that apply to the useful application of MLLs.31 First, useful 
lenses should have reasonably large focal lengths to provide space for samples and sample environ-
ments. Somewhat arbitrarily, we examine the consequences for limiting the focal length to 1 mm. 

By combining the first term in Eq. (2) with Eq. (4), we obtain

rN = lf/(2ΔrN) (5) 

Here N is the outermost zone number given by

N = lf/(2ΔrN)2 (6)

It is convenient to write Eq. (5) in terms of the total deposited thickness needed for a full linear zone 
plate, DN = 2rN, and the x-ray photon energy, E = hc/l. Here hc = 1. 24 keV-nm is the product of 
Planck’s constant and the speed of light. The net result is

DN = f hc/(2ΔrN E) (7)

This equation is plotted in Fig. 16 for f = 1 mm and for ΔrN = 1, 3, 10, and 30 nm. As shown in Fig. 16, 
for a 1-nm focus, a total of 100 μm must be deposited for an MLL that functions at 15 keV. A very 
important observation is that higher photon energies relax this requirement to smaller thicknesses.

The related plot of N as a function of E is shown in Fig. 17. The significance of this figure relates to 
chromatic blurring which occurs for an incident bandpass, ΔE/E, greater than 1/N.32 So, for example, 
to avoid chromatic blurring for a 1-nm focus at 15 keV, a monochromator upstream of the MLL is 
needed with a specification E/ΔE = 2 × 104.
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Finally, we consider the depth of focus (DOF). This is also a very important consideration, since it 
determines the thickness of a sample that can be studied. The DOF is given by

 DOF = l/NA2 (8) 

Here the NA is DN /2f. The lateral resolution ΔrN is plotted in Fig. 18 as a function of photon 
energy for DOF values of 1 mm, 100 μm, 10 μm, 1 μm, 0.1 μm, and 10 nm. For a 1-nm resolution the 
DOF is 48 nm at 15 keV.

As shown in Figs. 16, 17, and 18, MLLs are increasingly achievable and propitious as one considers 
ever harder x rays. Smaller total deposited thickness, relaxed monochromaticity requirements, and 
larger depth of focus all apply for hard x rays compared to soft x rays. 

42.9 SUMMARY

Multilayer Laue lenses have the potential to provide hard x-ray beams focused to unprecedented 
dimensions that approach the atomic scale. A focus of 5 nm is on the horizon. We have reviewed the 
diffraction theory as well as the experimental results that support this vision. MLLs are especially prom-
ising for hard x rays with energies above 20 keV, since fewer layers are required for very small focuses. 
A primary task yet to be accomplished is to refine the sputtering to increase the number of total layers.
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POLARIZING CRYSTAL 
OPTICS
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43.1 INTRODUCTION

Being able to produce and analyze a general polarization of an electromagnetic wave has long bene-
fited scientists and researchers in the field of visible light optics, as well as those engaged in studying 
the optical properties of condensed matter.1–3 In the x-ray regime, however, such abilities have been 
very limited because of the weak interaction of x rays with materials, especially for production and 
analysis of circularly polarized x-ray beams. The situation has changed significantly in recent years. 
The growing interest in studying magnetic and anisotropic electronic materials by x-ray scattering 
and spectroscopic techniques has initiated many new developments in both the production and the 
analysis of specially polarized x rays. Routinely available, high-brightness synchrotron radiation 
sources can now provide naturally collimated x rays that can be easily manipulated by special x-ray 
optics to generate energy-tunable as well as polarization-tunable x-ray beams. The recent develop-
ments in x-ray phase retarders and multiple-Bragg-beam interference have allowed complete analy-
ses of general elliptical polarization of x rays from special optics and special insertion devices. In this 
article, we will review these recent advances, especially in the area of the production and detection 
of circular polarization.

As for any electromagnetic wave,1–3 a general x-ray beam defined by

 E( , ) ( ˆ ˆ) ( )r k rt E E e ei i t= + ⋅ −
σ π

ε ωσ π  (1)

can be linearly polarized if ε = 0  or 180°, circularly polarized if ε = ± °90  and E Eσ π= ,  and elliptically 
polarized for other values of e, Es, and Ep. If e = random values, then the x-ray beam is unpolarized or 
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has an unpolarized component. The polarization is in general characterized by three Stokes-Poincaré 
parameters (P1, P2, P3):
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which represent the degrees of the 0° and 90° [s (perpendicular) and p (parallel)] linear polariza-
tion, the ±45°-tilted linear polarization, and the left- and right-handed circular polarization, respec-
tively.1–3 The unpolarized portion in the beam is characterized by its fraction P0 of the total intensity, 
given by P P P P0 1

2
2
2

3
2 1 21= − + +( ) ./  The unpolarized component is generally related to the incoherency 

in the x-ray beam, where the phase between the s and the p wavefields is not well-defined, and can 
exist only in partially coherent radiation.1

43.2 LINEAR POLARIZERS

Today’s high-brightness synchrotron sources provide natural, linearly polarized x rays on the orbital 
plane of the storage ring. The degree of linear polarization is usually better than from 90 to 95 percent. 
The actual degree of linear polarization is not important for most x-ray experiments, as long as it 
is known and unchanged during the course of an experiment. Certain types of synchrotron experi-
ments, such as linear dichroism spectroscopy, magnetic scattering, and atomic and nuclear resonant 
scattering, do require or prefer a higher degree of linear polarization. One of the most demanding 
experiments is an optical activity measurement4 in which the plane of polarization is defined and its 
rotation is measured to a high precision.

Using a 2 90θ = ° Bragg reflection (Fig. 1a) from a perfect crystal such as silicon, the natural linear 
polarization from a synchrotron source can be further enhanced. In general, the linear polarization ′P1
after a Bragg reflection in the vertical diffraction plane can be improved from the incoming polariza-
tion P1 by a factor given by

P
P P p

P P p1
1 1

1 1

1 1

1 1
′ =

+ − −
+ + −

( ) ( )

( ) ( )
 (3)

where p is the polarization factor of the reflection: p = cos2 2θ  for a kinematic and p = | |cos2θ  for a 
dynamical Bragg reflection. Obviously, P P1 1 1≤ ′ ≤ , depending on the actual 2θ  angle used. The effi-
ciency of a 90° Bragg reflection polarizer is very high, only limited by the effective reflectivity, which 
is usually better than 50 percent for a kinematic crystal and at least 90 percent for a perfect dynamical 
crystal.

Another type of linear polarizer for x rays is based on the principle of Bormann transmission 
(Fig. 1b) in dynamical diffraction.5 When a strong Bragg reflection [e.g., Si (220)], is excited in the 
Laue transmission mode, one of the s-wave field branches has a smaller-than-usual absorption coef-
ficient and is thus preferentially transmitted through the crystal in the forward direction. This anoma-
lously transmitted beam is therefore highly s-polarized, and the Laue-diffracting crystal (typically 
with mt ~ 10) can be used as a linear polarizer. This method has the advantage that the insertion of 
the polarizer does not alter the beam path, which is a common and desirable feature in visible light 
optics. However, because of its extremely narrow angular acceptance range (a fraction of the reflection 
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angular width) and its intensity loss due to small but nonzero absorption, the Bormann transmission 
method is seldom used in practice as a linear polarizer.

The 90° Bragg reflection polarizer can be used in series to increase the purity of linear polar-
ization even further. This can be easily achieved in practice using a channel-cut single crystal (Fig. 1c), 
in which the incident x-ray beam is diffracted multiple times between the two parallel crystal 
slabs. The highest degree of linear polarization (~99.99 percent) can be provided by a channel-
cut crystal with a weak link between the two slabs.6,7 By slightly detuning the two crystal slabs, the 
intensity ratio of the p-polarized to the s-polarized x rays can be suppressed by another factor of 
from 10 to 100. It has another advantage that the requirement of 2 90θ = ° can be further relaxed 
and the polarizer is effectively tunable in a wider energy range (e.g., ±20 percent) at 9 keV using 
Si (440).

Synchrotron experiments designed to study linear dichroism in materials sometimes require fast 
switching between two perpendicular linear polarization states in an incident x-ray beam. Although 
the switching can be done by a simple 90° rotation of a linear polarizer around the incident beam, 
a rapid switching can be achieved by a couple of methods. One is to use two simultaneously excited 
Bragg reflections whose scattering planes are perpendicular (or close to perpendicular) to each other. 
The other is to insert an x-ray half-wave phase retarder based on the effect of diffractive birefringence 
in dynamical diffraction from perfect crystals.8 In the latter method, if one uses a transmission-type 
phase retarder, the incident beam direction and position are not affected by the polarization switching, 
which is a significant advantage.

(a)

(b)

(c)

FIGURE 1 Possible linear polarizers for x rays: (a) 90° 
Bragg reflection; (b) Bormann transmission; and (c) multiple-
bounce Bragg reflection with possible detuning.
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43.3 LINEAR POLARIZATION ANALYZERS

In general, any linear polarizer can be used as an analyzer for linear polarizations P1 and P2. The 
simplest form of linear analyzer is to measure the 90° elastic scattering from an amorphous target9 
or a powder sample.10 For better precisions, Bragg reflections with 2 90θ = ° from single crystals are 
usually used. Again, one can achieve very high precision by means of a multiply bounced Bragg 
reflection from a channel-cut perfect crystal. The requirement for 2 90θ = ° can be relaxed if one 
takes into account a scale factor involving the actual 2θ  angle used in the measurement, as given in 
the following.

All these methods are based on measuring the intensity variation Ib as a function of the rotation 
angle c of the scattering plane around the incident beam (Fig. 2) with respect to a reference polariza-
tion direction (e.g., the s direction):

 I p P P pb( ) [( ) ( cos sin )( )]χ χ χ= + + + −
1

2
1 2 2 11 2  (4)

where p is again the polarization factor of the scattering process as defined in Eq. (3). For 
2 90 0θ = ° =, .p

It is straightforward to show that for an arbitrary 2 0θ ≠ , the incident linear polarizations P1 and 
P2 can be obtained by measuring two difference-over-sum ratios,
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and using a proper scale factor involving the actual 2θ ,
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Equations (5) and (6) are useful when a single Bragg reflection is used for linear polarization 
analyses over a wide energy range.11,12

Crystal

X rays

Bragg
reflection Detector

2q

p

s
l

c

FIGURE 2 Bragg reflection from a crystal serves 
as a linear polarization analyzer.
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43.4 PHASE PLATES FOR CIRCULAR POLARIZATION

In principle, circular polarization can be produced from linearly polarized radiation by one of the 
following three effects (Fig. 3): circular absorption dichroism, linear birefringence or double refrac-
tion, and reflection birefringence analogous to Fresnel rhomb. The last two effects only work with 
linearly polarized radiation, while the first effect can be used to convert both linear and unpolarized 
radiation.

Circular absorption dichroism is an effect of differential absorption between the left- and the 
right-handed circular polarizations. For x rays, the natural circular dichroism in materials is a very 
weak effect. To date the only x-ray circular dichroism that has been studied extensively is the magnetic 

(d)

(c)

(b)

(a)

FIGURE 3 Circular phase plates for x rays based on: 
(a) circular absorption dichroism; (b) linear birefringence 
in Laue geometry; (c) linear birefringence in Bragg trans-
mission geometry; and (d) Fresnel rhomb in Bragg reflection 
geometry.
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circular dichroism in magnetic materials. However, the largest difference experimentally observed in 
absorption coefficients between the left- and the right-handed circular polarization is on the order of 
1 percent, which is too small for any practical use as an x-ray circular polarizer.13

Fresnel rhomb is based on the principle that the reflected waves from the surface of a material 
can have different phase shifts between two othogonal linear states, s and p. The x-ray analog of 
this occurs at a Bragg reflection from a crystal and arises from the difference in the intrinsic angular 
widths (Darwin widths) of the s and the p diffracted waves.14,15 The width for the p polarization is 
smaller than that for the s polarization. Because of a continous phase shift of 180° from one side 
of the reflection width to the other, a difference in the phase shift can be obtained between the s 
and the p polarizations if the angular position is selected to be near the edge of the angular width. 
Experimentally, a multiply bounced Bragg reflection is needed to make a ± °90  phase shift. The phase 
shift is independent of the crystal thickness, but this method requires a highly collimated incident 
beam, about 1/10 of the reflection width, which is usually the limiting factor for its thoughput.16

The linear birefringence or double refraction effect relies on the difference in the magnitudes 
of the wavevectors of two orthogonal linear polarization states, s and p, when a plane wave travels 
through a crystalline material. Because of this difference, a phase shift between the s and the p travel-
ing waves can be accumulated through the thickness of the birefringent material:17

 Δ = −2π σ π( )K K t  (7)

where t is the thickness, and Kσ  and Kπ  are the magnitudes of the wavevectors inside the crystal for 
the s and p wavefields, respectively. When the phase shift Δ reaches ± °90 , circularly polarized radiation 
is generated, and such a device is usually termed a quarter-wave phase plate or a quarter-wave phase 
retarder.

For x rays, large birefringence effects exist near strong Bragg reflections in relatively perfect crystals. 
Depending on the diffraction geometry, one can have three types of transmission birefringence phase 
retarders: Laue transmission, Laue reflection, and Bragg transmission, as illustrated in Fig. 3b and c. 
The Laue reflection-type9,18 works at full excitation of a Bragg reflection, while the Laue and the Bragg 
transmission types19–22 work at the tails of a Bragg reflection, which has the advantage of a relaxed 
angular acceptance. In the past few years, it has been demonstrated that the Bragg transmission-type 
phase retarders are very practical x-ray circular polarizers. With good-quality diamond single crystals, 
such circular phase-retarders can tolerate a larger angular divergence and their throughputs can be as 
high as 0.25, with a degree of circular polarization in the range of from 95 to 99 percent. The handed-
ness of the circular polarization can be switched easily by setting the diffracting crystal to either side 
of the Bragg reflection rocking curve. There have been some excellent review articles20–22 in this area 
and the reader is referred to them for more details.

43.5 CIRCULAR POLARIZATION ANALYZERS

Circular polarization P3 of an x-ray beam can be qualitatively detected by magnetic Compton 
scattering18 and by magnetic circular dichroism. In general, these techniques are not suitable for 
quantitative polarization determination because these effects are relatively new and because of the 
uncertainties in the materials themselves and in the theories describing the effects.

Two methods have been developed in the past few years for quantitative measurements of circular 
polarization in the x-ray regime. One is to use a quarter-wave phase plate to turn the circular polariza-
tion into linear polarization which can then be measured using a linear polarization analyzer (Fig. 4a), as 
described in the previous sections. This method is entirely analogous to the similar techniques in visible 
optics and has been used by a couple of groups to characterize special insertion devices and quarter-wave 
phase plates.20,23

Multiple-beam Bragg diffraction (MBD) is the other way to measure the degree of circular polar-
ization of x rays (Fig. 4b). This technique makes use of the phase shift d between the s and the p wave 
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fields that arises from the phase-sensitive interference24 and possible polarization mixing in an MBD 
process in a single crystal.25 The phase shift d is insensitive to crystal perfection and thickness as well 
as x-ray wavelength, since it is strictly determined by the crystal structure factors. Thus the MBD 
method has a broad applicable energy range and a good tolerance in the angular divergence of an 
x-ray beam.

Multiple-beam Bragg diffraction is also called simultaneous Bragg reflection, or Umweganregung 
(detour), as first noted by Renninger.26 It occurs when two or more sets of atomic planes satisfy the 
Bragg’s law simultaneously inside a crystal. A convenient way (Fig. 5) of realizing a multiple-beam 

(b)

(a)

Linear
polarization

analyzer

Noncentrosymm
MBD cystal

Detector

Detector

c

c
f

Circular
phase plate

FIGURE 4 Two types of optics for analyzing circu-
larly polarized x rays: (a) circular phase plate plus a lin-
ear polarization analyzer and (b) multiple-beam Bragg 
diffraction from a noncentrosymmetric crystal.

Ewald
sphere L

kH

k0

f

H

O

FIGURE 5 Ewald sphere construction showing a multiple-
beam diffraction geometry.
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reflection condition is exciting first one Bragg reflection, say H, then rotating the diffracting crystal 
around H to bring another reciprocal node, say L, onto the Ewald sphere.27 The rotation around the H 
is represented by the azimuthal angle f. It has been known28–30 that the simultaneously excited Bragg 
waves interfere with each other and give rise to a diffracted intensity that is sensitive to the structural 
phase triplet δ = −arg( ),F F FL H L H/  where FH is the structure factor of the main reflection H and FL and 
FH–L are the structure factors of the detoured reflections L and H–L. Another effect that exists in MBD 
is polarization mixing due to the intrinsic double Thomson scattering process,31,32 which causes a part 
of the p wave field amplitude to be scattered into the s channel and vice versa. The combination of 
these two effects makes the MBD intensity sensitive to the phase difference between the s and the p 
wave fields and thus to the circular polarization in the incident x-ray beam.

For maximum sensitivity to circular polarizations, a noncentrosymmetric crystal structure can 
be chosen as the analyzer and an MBD reflection with δ = ± °90  can be used. A complete determina-
tion of all Stokes-Poincaré parameters can be obtained either by measuring three independent MBD 
profiles25,33 and solving for ( , , ),P P P1 2 3  or by separate measurements11,12,34 of P1 and P2. This latter method 
provides a very convenient way for complete determination of Stokes-Poincaré parameters. Once the 
analyzer crystal is oriented and the proper multiple reflection is found, a complete determina-
tion of ( , , ),P P P1 2 3  requires four rocking curve measurements of the integrated 2-beam intensities, 
I I Ib b b( ), ( ), ( ),0 90 45° ° − °  and Ib( ),− °45  at χ = ° ° − °0 90 45, , , and 45°, respectively, and two rocking 
curve measurements of the MBD intensities, I( )+Δφ  and I( ),−Δφ  at each side of the multiple reflec-
tion peak. The ( , , )P P P1 2 3  are then obtained by taking the three pairs of difference-over-sum ratios,12 
with a scale factor for P3 involving the multiple-beam structure factors.

We would like to point out that for an MBD reflection to have maximum sensitivity to circular 
polarization, δ = ± °90  is desired. This condition can be conveniently satisfied by choosing a noncen-
trosymmetric crystal such as GaAs. However, as we have previously shown,32 because of the dynamical 
phase shift within the full excitation of a multiple reflection, an MBD in a centrosymmetric crystal 
such as Si or Ge can also be sensitive to circular polarization. The only drawback is that it requires an 
extremely high angular collimation. With the arrival of low-emittance undulator-type sources, one 
should keep in mind that the use of Si or Ge crystals for MBD circular polarimetry may be feasible 
for well-collimated x-ray beams.
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44.1 GLOSSARY

 ACV autocovariance function
 AUDPSF  average unregistered detected point spread function 
 AXAF Advanced X-Ray Astrophysical Facility
 DPSF  detected point spread function
 ESA European Space Agency 
 EUV extreme ultraviolet
 EUVE extreme ultraviolet explorer 
 GOES Geostationary Orbiting Environmental Satellite
 GPSF  geometrical point spread function 
 HH hyperboloid-hyperboloid
 HPR  half power radius
 MTF modulation transfer function
 OFOV operational field-of-view
 PSF point spread function
 RDPSF  registered detected point spread function
 ROSAT  Rontgensatellit
 SAX Italian x-ray astronomy satellite
 SSPSF  surface scatter point spread function
 SXI solar x-ray imager 
 WS Wolter-Schwaraschild 

44.2 INTRODUCTION TO X-RAY MIRRORS

Conventional mirrors have traditionally exhibited useful reflectances at x-ray wavelengths only for 
grazing incidence angles. The first two-dimensional image produced by deflecting x rays in a con-
trolled manner was obtained by Kirkpatrick and Baez in 1948 with two grazing incidence mirrors as 
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illustrated in Fig. 1a.1 The extremely small collecting area of such an imaging system can be allevi-
ated by constructing the multiplate Kirkpatrick-Baez mirror of Fig. 1b.

In 1952 Hans Wolter published a paper in which he discussed several rotationally symmetric 
grazing incidence x-ray telescope systems.2 The Wolter Type I telescope consists of a coaxial parabo-
loid (primary mirror) and hyperboloid (secondary mirror) as illustrated in Fig. 2a. The focus of 
the paraboloid is coincident with the rear focus of the hyperboloid and the reflection occurs on the 
inside of both mirrors. The Wolter Type II telescope also consists of a coaxial paraboloid and hyper-
boloid. However, the focus of the paraboloid is coincident with the front focus of the hyperboloid 
and the reflection occurs on the inside of the paraboloid and the outside of the hyperboloid. This 
system, illustrated in Fig. 2b, is the grazing incidence analog to the classical Cassegrain telescope. The 
Wolter Type III telescope consisting of a grazing incidence paraboloid and ellipsoid is illustrated in 
Fig. 2c. The focus of the paraboloid is coincident with the front focus of the ellipsoid, and the reflec-
tion occurs on the outside of the paraboloid and the inside of the ellipsoid. 

The Wolter Type I telescope typically has a grazing angle of less than a degree and is used for 
hard x rays (greater than 1 keV). The Wolter Type II telescope typically has a grazing angle of 
approximately 10 degrees and is used for soft x rays and the extreme ultraviolet (EUV). The Wolter 
Type III optical design is not practical for astronomical telescopes; however, a finite-conjugate 
version of it is frequently used for x-ray microscopes.3 (See Chap. 51.)

The grazing incidence optical configurations are all free of spherical aberration; however, they 
exhibit severe field curvature, coma, and astigmatism. They are also cumbersome and difficult to 
fabricate and align, and scattering effects from imperfectly polished surfaces severely degrade image 
quality for these very short wavelengths. Aschenbach has written a nice review of these scattering 
effects in x-ray telescopes.4 

Primarily due to much improved optical surface metrology capabilities, the conventional opti-
cal fabrication techniques of grinding and polishing glass substrates are resulting in major advances 
in the resolution of grazing incidence x-ray telescopes.5,6 The European ROSAT (Rontgensatellit) 
telescope7 consisting of four nested Wolter Type I grazing incidence telescopes provided substantial 
improvement in both effective collecting area and resolution over the Einstein Observatory which 
was launched in 1978,8,9 and NASA’s Chandra Observatory, called the Advanced X-Ray Astrophysical 
Facility (AXAF) during the years it was being designed and fabricated, has demonstrated that the 
technology exists to produce large Wolter Type I grazing incidence x-ray telescopes with subarcsec-
ond resolution. This progress in grazing incidence x-ray optics performance is illustrated in Fig. 3.10

The very smooth surfaces required of high-resolution x-ray optics have been achieved by tedious 
and time-consuming optical polishing efforts of skilled opticians. AXAF and ROSAT were thus very 
expensive to produce.

When such high resolution is not required, other optical materials and fabrication techniques may be 
applicable. The extreme ultraviolet explorer (EUVE) was a NASA-funded astronomy mission intended to 
perform an all-sky survey in the 70 to 760 Å spectral region. The deep survey and spectroscopic portion 
of the mission utilized a Wolter Type II grazing incidence telescope built at the Space Sciences Laboratory 

Q

P

FIGURE 1 (a) The Kirkpatrick-Baez telescope consists of two orthogonal grazing incidence parabolic sheet 
mirrors and (b) a multiple stack of several mirrors can be used to substantially increase the collecting area.



IMAGE FORMATION WITH GRAZING INCIDENCE OPTICS  44.5

at the University of California, Berkeley. Its mirrors were fabricated from aluminum substrates by forging, 
rough machining, diamond turning to the desired figure, nickel plating, polishing, and coating with gold. 
An image half-power-width of approximately 1.5 arcsec was achieved.11

Smooth x-ray mirror surfaces have been achieved without any labor-intensive polishing by 
merely dipping diamond-turned metal substrates in lacquer, then depositing tungsten or gold coat-
ings to yield the desired high reflectance.12,13 

Hyperboloid

Paraboloid

Hyperboloid

Paraboloid

Paraboloid

Ellipsoid

Wolter Type I

Wolter Type II

Wolter Type III

(a)

(b)

(c)

F2 F1

F2F1

F2F1

FIGURE 2 Hans Wolter’s three classical, confocal, cylin-
drically symmetric grazing incidence x-ray telescope designs.
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The apparent smoothness of the lacquer-coated surfaces and a desire for light weight and a high 
throughput or filling factor led Petre and Serlemitsos to develop the concept of tightly nested conical foil 
x-ray telescopes.14,15 These conical foil x-ray imaging mirrors are discussed in more detail in Chap. 48.

Still other novel optical fabrication concepts for grazing incidence x-ray optical surfaces include a 
variety of replication techniques.16 The Italian x-ray astronomy satellite (SAX) consisted of 30 nested 
coaxial mirrors electroformed over conical mandrels to a thickness ranging from 0.2 to 0.4 mm.17 
And the European Space Agency (ESA) provided a dramatic increase in collecting area with its high 
throughput x-ray spectroscopy XMM mission featuring several modules of 58 tightly nested confo-
cal Wolter Type I telescopes fabricated with a metal/epoxy replication technique.18

Another attempt to avoid the problems of grazing incidence telescope configurations has resulted 
in the practice of depositing enhanced reflectance multiple high and low atomic number thin films 
onto more conventional Schwarzschild configurations (or other normal incidence designs). This 
rapidly emerging technology19–21 is currently effective for wavelengths longer than about 40 Å and 
then only for very narrow bandwidths.

These advances in the fabrication of x-ray optics, along with new technologies for the produc-
tion of x rays such as synchrotron sources, free electron lasers, and laser generated x-ray plasmas are 
stimulating renewed efforts in the areas of x-ray/EUV astronomy, soft x-ray microscopy, and x-ray/
EUV microlithography.

44.3 OPTICAL DESIGN AND RESIDUAL 
ABERRATIONS OF GRAZING INCIDENCE 
TELESCOPES

The two-mirror grazing incidence telescopes described above (Wolter Types I, II, and III) were 
axially symmetric, confocal, and were designed by following the principles of on-axis stigmatic 
imaging developed over 300 years ago by Newton, Gregory, and Cassegrain. Wolter did not 
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attempt to optimize his first designs for off-axis or finite conjugate imaging, but he did write a 
second paper later that same year formulating a completely aplanatic (corrected for both spheri-
cal aberration and coma) version of his designs; that is, the Wolter-Schwarzschild designs.22 Van 
Speybroeck and Chase used computerized ray tracing algorithms to empirically determine the 
parametric effects of varying designs on the imaging performance of the Wolter23 and Wolter-
Schwarzschild24 Type-I telescopes. Their findings, published in 1972 and 1973, were extremely 
useful but lacked the identification and interpretation of conventional aberrations (i.e., defocus, 
spherical aberration, coma, astigmatism, field curvature, distortion, etc.). In 1977, Werner25 
attempted the computational optimization of a Wolter Type I telescope by relaxing the surface 
shape constraint to that of a generalized axial polynomial. This resulted in almost flat imaging 
response across the field of view but significantly compromised the on-axis performance. Also in 
1977, Winkler and Korsch26 published an apparently decisive and thorough formulation of two-
mirror grazing incidence aberration theory. The results showed, however due to their limited pre-
cision, that any classical Wolter type telescope was already aplanatic. Even Wolter himself would 
not agree with this as evidenced by his second paper.22 In 1979, a paper by Cash et al. 

27 concluding 
that standard, near normal incidence aberration theory could be exactly applied to grazing inci-
dence optical elements. However, Korsch28 showed (even with his low precision) that there exists a 
first order coma term not present in normal aberration theory for a single mirror. Furthermore, Nariai29 
stated in 1987 that “it is not possible to use ordinary aberration theory because the expansion of the 
aberration in series of powers on the height of the object and on the radius of the pupil does not con-
verge, . . . etc.” Nariai30 later showed analytically that all aberrations in his own expansion must be 
integrated over the entire annular pupil, apparently, aberration coefficients in grazing incidence 
systems are themselves a function of pupil coordinates. Saha31–34 published several extensive theo-
retical and numerical analyses of the aberrations of generalized Wolter Type II as well as some 
Wolter Type I configurations. These papers provided much-needed insight and understanding 
concerning the aberrations of grazing incidence x-ray optical systems. The aberration theory of 
Wolter type x-ray telescopes is briefly reviewed in the Chap. 45.

A Wolter Type I grazing incidence x-ray telescope made up of a paraboloid and hyperboloid is 
illustrated in Fig. 4. The equation for a paraboloid with its vertex at zp is given by

 
r r z zp p p

2 2= −( )
 (1)

2
Z

Lp Lh

ro

z = 0 z1 zo zf zh zp
x

a(e – 1)

2aef´

Gap

Paraboloid

Hyperboloid

r

Rp

FIGURE 4 Wolter Type I grazing incidence telescope configuration.
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where Rp is the paraboloid vertex radius of curvature and rp is the radius of the paraboloid at the 
axial position z. The equation for a hyperboloid centered at zh is given by
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where a and b are the semimajor and semiminor axes of the hyperboloid. The eccentricity of the 
hyperboloid is determined by a and b
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The separation of the two hyperboloid foci is given by 2aε. If we superpose the rear hyperboloid 
focus with the paraboloid focus, the front hyperboloid focus becomes the system focus and f ′ = zf − zo 
becomes the nominal focal length of the telescope. This is accomplished by positioning the origin 
of our coordinate system an arbitrary distance z1 in front of the front edge of the paraboloid mirror 
and setting

 z z L gap f a Rp p p= + + + ′+ +1 2 2 2/ /ε   and  z z L gap f ah p= + + + ′+1 2/ ε   (4)

where Lp is the length of the paraboloid mirror and gap is the width of the gap between the parab-
oloid and the hyperboloid. 

The optical prescription of a classical Wolter Type I x-ray telescope can thus be completely 
defined by the three independent parameters Rp, a, and b (or Rp, a, and e). An optimized (maxi-
mized effective collecting area) Wolter Type I telescope can be obtained if we require the graz-
ing angles of reflection from the paraboloid and the hyperboloid to be equal near their point of 
intersection. This constraint reduces the number of independent parameters defining the optical 
prescription to two. 

For our purposes it is more convenient to choose the telescope radius at the intersection of the 
paraboloid and the hyperboloid, ro, and the nominal focal length of the telescope f ′ as the param-
eters defining the optical prescription. The grazing angle at the joint is then given by
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The actual focal length, as measured from the system principal/nodal point, is slightly larger than 
the nominal focal length
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and the plate scale is the reciprocal of this focal length, expressed in arcsec per micrometers. 
In addition to the telescope radius ro and the nominal focal length f ′, the remaining optical design 

parameters include the length of the paraboloid mirror Lp the length of the hyperboloid mirror Lh 
and the width of the gap between the two mirror elements. From these input parameters the actual 
dimensions of the mirror elements can be calculated as well as the obscuration ratio of the col-
lecting aperture which determines both the geometrical collecting area and the diffraction-limited 
image characteristics.
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The classical Wolter Type I x-ray telescope design produces an ideal on-axis geometrical point 
image (zero spherical aberration); however, field curvature is a dominant limiting factor determin-
ing the off-axis performance of grazing incidence x-ray telescopes if a flat detector or focal plane 
is used. The severe field curvature of a classical Wolter Type I grazing incidence x-ray telescope is 
demonstrated in Fig. 5 by using the prescription of the solar x-ray imager (SXI) baseline design. 
SXI is a complementary, add-on instrument designed primarily for use on the GOES next genera-
tion geosynchronous weather satellites. However, its modular design is suitable for installation on 
many other spacecraft platforms. Its primary mission is to continuously observe the full solar disc, 
including coronal holes, active regions, flares, and coronal mass ejections.35 The axial focal position 
was determined by minimizing the geometrical root-mean-square (rms) image size obtained from 
geometrical ray trace data.

If covering a significant field-of-view, the focal plane of such systems is frequently despaced to 
improve the off-axis performance; although, this results in a degraded (defocused) on-axis image. 
Geometrical optical performance from ray trace data is conveniently expressed in terms of rms image 
radius in arcsec. This quantity is calculated and plotted as a function of field angle for several different 
axial positions of the focal plane, see Fig. 6. Also shown for comparison is the performance curve that 
would be achieved with a curved detector conforming to the optimally curved focal surface.

Note that the curve for the best focal surface in Fig. 6 appears to have a linear and a quadratic com-
ponent. This is consistent with findings of Van Speybroek and Chase.23 For small field angles, the linear 
component dominates and will be associated with a comalike aberration.36,37 Similarly, the quadratic 
component of the curve will be associated with an astigmatism-like aberration.36,37 The curve cor-
responding to the Gaussian image plane also appears to consist of a linear and a quadratic compo-
nent. The linear component (coma) is same as for the best focal surface as evidenced by the slope at 
small field angles. However, the quadratic component is significantly larger since it contains a con-
tribution from both astigmatism and field curvature. Without attempting to develop any rigorous 
aberration theory, we will, throughout this chapter, refer to the image degradation (indicated by rms 
image size) that is linear with field angle as coma, and the degradation that is quadratic with field 
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angle as a combination of astigmatism and field curvature. Similarly, we will consider any image 
degradation on-axis to be caused by a combination of defocus and spherical aberration. Clearly, we 
are not trying to distinguish between various orders of aberrations. For example, the linear compo-
nent of these curves includes all orders of linear coma. Likewise, the quadratic component includes 
third-order field curvature and astigmatism as well as all higher-order aberration terms that have a 
quadratic dependence on field angle; this includes the fifth-order aberration usually referred to as 
oblique spherical aberration.25,29–34 There are also, no doubt, cubic and higher-order contributions 
to the curves in Fig. 6; however, they do not appear to play a significant role for field angles less than 
21 arcmin.

Despacing the focal plane of the classical Wolter Type I grazing incidence telescope clearly bal-
ances field curvature with defocus, thus improving the wide-field performance at the expense of 
the small-field performance. There are no additional design variables available to further correct or 
balance aberrations. This classical Wolter Type I design produces a stigmatic image on-axis in the 
Gaussian focal plane and has thus been used in virtually every x-ray stellar telescope built in the last 
40 years, including the Einstein Observatory,38 ROSAT,39 and AXAF (the Chandra Observatory).40

However, for wide-field x-ray imaging systems, stigmatic imaging on-axis is no longer an appro-
priate image quality requirement. Consider a solar physics application where the imaging system is a 
staring x-ray telescope pointed at the center of the sun. Sunspots or solar flares can appear anywhere 
on the solar disc; hence, the field-weighted-average resolution element as degraded by all error sources 
is an appropriate image quality criterion.41 This led to a departure from the conventional Wolter 
Type I grazing incidence x-ray telescope design which optimizes the on-axis resolution and is thus 
used for most stellar x-ray telescopes. Instead, a family of optimal hyperboloid-hyperboloid (HH) 
grazing incidence x-ray telescope designs was developed, where each member of the family is opti-
mized for a different operational field-of-view (OFOV).42

A schematic diagram of the resulting generalized Wolter Type I grazing incidence x-ray telescope 
is shown in Fig. 7. Note that the front focus of the primary mirror does not coincide with the rear 
focus of the secondary mirror as is the case with the classical Wolter Type I design. This confocal
delta is indicated as the quantity Δps in Fig. 7. Similarly, the system focal plane does not lie at the 

front focus of the secondary mirror. This displacement is indicated as Δf.
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The above HH grazing incidence x-ray telescope thus has five design variables that can be varied in 
the design optimization process; the vertex radii of curvature of the two mirrors, their conic constants, 
and the vertex-to-vertex separation. For the SXI first-order design parameters a detailed comparison 
of the geometrical performance of the optimally despaced classical Wolter Type I design, the optimally 
despaced Wolter-Schwaraschild (WS) design, and the optimum HH design was performed. Figure 8 
shows that the optimally despaced WS design and the optimum HH design always significantly 
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outperforms the optimally despaced classical Wolter Type I design. However, the optimally despaced 
WS design only outperforms the optimum HH design for OFOVs less than approximately 18 arcmin.42 
Note that for OFOVs greater than approximately 18 arcmin, the optimum HH design outperforms the 
optimally despaced WS design.

44.4 IMAGE ANALYSIS FOR GRAZING INCIDENCE 
X-RAY OPTICS

A complete systems engineering analysis of x-ray telescope performance requires that we look at the 
effects of aperture diffraction, geometrical aberrations, surface scattering, and all other potential 
error sources such as assembly and alignment errors and metrology errors that appear in the mirror 
manufacturer’s error budget tree as shown in Fig. 9. Detector effects must also be accurately mod-
eled, particularly if it utilizes a staring mosaic detector array. 
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Aperture diffraction effects are not necessarily negligible since the effects of the high obscuration 
ratios inherent to grazing incidence optics off-sets the effects of the very short x-ray wavelengths.43,44 
Furthermore, most conventional, commercially available optical design and analysis codes do not 
adequately model the diffraction effects of highly obscured annular apertures. A semiempirical 
expression that does not require the high sampling density and associated computational problems 
when performing numerical convolutions can be used.44

Likewise, most commercially available optical design and analysis codes do not provide aberra-
tion coefficients for highly obscured annular apertures. However, a high density spot diagram for 
each field angle of interest can be produced with a standard ray trace program (such as Code V or 
ZEMAX), the ray intercept data can be used to construct a ray density function in the focal plane 
which can be referred to as a geometrical point spread function (GPSF). 

When light is reflected from an imperfect optical surface, the reflected radiation consists of 
a specularly reflected component and a diffusely reflected (or scattered) component. The scat-
tered light behavior can be calculated from the surface characteristics (see Vol. I, Chap. 8, “Surface 
Scattering,” by Eugene L. Church and Peter Z. Takacs). The surface autocovariance (ACV) function 
or the surface power spectral density (PSD) function completely determines the scattered light 
behavior. For the SXI program, we used NASA’s EEGRAZE code to calculate the scatter profile for 
the SXI telescope. Either assumed or measured surface metrology data (PSD function) must be sup-
plied as input for the EEGRAZE code. This scatter profile was then used to construct the surface 
scatter point spread function (SSPSF).

And finally, the effects of all other potential error sources appearing in the SXI mirror manufac-
turer’s error budget tree were modeled as a single contribution to the final rms image core diameter. 
The aerial image produced by the x-ray telescope was then modeled by the convolution of the indi-
vidual PSFs associated with the respective error sources as illustrated schematically in Fig. 10.45
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Fractional encircled energy plots of these four functions and the aerial image provide insight 
concerning the relative effects of the various image degradation mechanisms as shown in Fig. 11a 
and 11b. Note that for small field angles the scattering effects dominate geometrical aberrations, 
whereas for large field angles the geometrical aberrations dominate the scattering effects. Note also 
that the half power radius (HPR) of the on-axis aerial image is 2.0 arcsec and the HPR of the aerial 
image at a 20 arcmin field angel is 10.5 arcsec.

When a single detector is scanned over an aerial image, the detected image (in the scan direction) 
can be modeled by the convolution of the aerial image with the detector; or conversely, one can mul-
tiply the modulation transfer function (MTF) of the imaging system by the detector MTF. However, 
mosaic detector arrays employ a discrete sampling interval that causes these systems to exhibit a 
particular kind of local shift variance which causes the appearance of the reconstructed image to 
vary with the location of the aerial point spread function (PSF) relative to the sampling (i.e., pixel) 
grid.46 The MTF approach to system performance analysis is thus not directly applicable to systems 
utilizing staring mosaic detector arrays.

Figure 12 illustrates the example of a Gaussian aerial PSF slightly larger than a detector pixel 
being sampled (averaging over each detector pixel) to produce a detected point spread function
(DPSF).

An interpolation scheme is then used to reconstruct a smooth DPSF. This is done for three sit-
uations: (1) when the aerial PSF is precisely “registered” at the center of a detector pixel, (2) when 
the aerial PSF is positioned on the boundary between two detector pixels, and (3) when the aerial 
PSF is positioned at a point where four detector pixels meet. This registration error can result in 
as much as a 40 percent variation in the calculated HPR of the reconstructed DPSF.

For an application where the telescope is being operated as a staring telescope recording fine 
detail in an extended image (random location of aerial PSF on pixel), the “average unregistered” 
detected point spread function (AUDPSF) is given by the convolution of the registered detected 
point spread function (RDPSF) by the unit cell of the sampling grid.47

Figure 13 illustrates the calculation of both the reconstructed registered DPSF and the 
reconstructed average unregistered DPSF. Since the aerial PSF is represented as a dense 
numerical array, the averaging over the individual pixels is referred to as a “binning” operation. 
Care is taken to precisely “register” the sampling detector grid by positioning it so as to maximize 
the signal produced by a given pixel. We then use a cubic interpolation technique to recon-
struct the RDPSF. Finally, we convolve by the unit cell of the sampling grid to produce the 
AUDPSF. 47
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We can now calculate the field-weighted-average HPR of either the aerial image or the AUDPSF 
for any specific operational field-of-view (OFOV).
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Defining a spatial (angular) resolution element as a circle of radius HPR(q), we can also calculate 
the number of spatial resolution elements N in that OFOV
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Minimizing the HPRfwa for a given OFOV maximizes the number of spatial resolution elements 
N, and thus also maximizes the amount of information contained in the image.

A comparison of the predicted HPR versus field angle of the geometrical PSF (geometrical 
aberrations only, as determined by ray trace analysis), the aerial image (including all system errors 
except detector effects), and the averaged unregistered detected PSF for the SN002 SXI telescope that 
was launched on GOES-13 is illustrated in Fig. 14.48,49 Predictions were performed for two different 
wavelengths, 44.7 and 13.3 Å. These curves provide insight concerning the relative effect of various 
error sources upon the image quality, and certainly demonstrate the inadequacy of merely perform-
ing a geometrical ray trace analysis of these grazing incidence x-ray telescopes. Similar graphs were 
obtained for each of the other “as-manufactured” SXI telescopes.50

44.5 VALIDATION OF IMAGE ANALYSIS FOR 
GRAZING INCIDENCE X-RAY OPTICS

The SXI was launched on GOES-13 on May 24, 2006, and the “first light” image was recorded with on 
July 6, 2006. Figure 15 shows one of the first raw on-orbit images, which was described as “exquisite” 
by at least one solar physicist. 
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Upon close inspection, it is reasonable to assume that the abundance of small features in Fig. 15 
consist of the images of unresolved bright spots on the sun. This assumption becomes more obvi-
ous as we highlight and magnify small areas in the raw on-orbit image. As examples, we illustrate 
three separate regions of the solar image that we have highlighted and magnified. The first high-
lighted area shows two closely spaced pixilated images of unresolved features on the sun. Note 
that they are 6 to 8 pixels in diameter which is consistent with the numerical predictions of the 
detected point spread function in Fig. 13. The second highlighted area shows a very small bright 
spot which, when magnified, is obviously merely detector noise (a single detector pixel with 
unusually high responsivity). Similarly the third highlighted area depicts detector noise which 
should not be mistaken with actual bright spots in the solar corona as they would have to be at 
least as large as a point spread function.

In order to extract quantitative data from the raw on-orbit images to compare with our image 
quality predictions, the solar disc was divided into seven radial zones. The sizes of small prominent 
features in each radial zone were then measured (and normalized by the known size of the solar 
disc) and averaged. The apparent (measured) diameter of these features was assumed to be equal to 
twice their half power radius (HPR).51

These average-measured HPRs were then compared to the results of the detailed image quality 
predictions illustrated earlier by superposing these average values for each radial zone on the per-
formance prediction curves presented in Fig. 14. This extremely simple and straightforward 
comparison of raw on-orbit experimental data with the detailed and exhaustive numerical pre-
dictions of our systems engineering analysis of image quality is displayed in Fig. 16. The excellent 
agreement of this quantitative data with image quality predictions provides an experimental 
validation of the detailed systems engineering analysis of image quality required for grazing 
incidence x-ray optics.

Pixelated images of
unresolved objects

Detector noise

Detector noise

FIGURE 15 On-orbit solar image with three small regions highlighted and magnified for detailed 
inspection. This allows one to distinguish between images of unresolved bright features on the sun and merely 
detector noise. (See also color insert.)
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FIGURE 16 Experimental validation of an exhaustive systems engineering analysis of image qual-
ity for grazing incidence x-ray telescopes, including the modeling of surface scatter and detector effects. 
(See also color insert.)
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ABERRATIONS FOR GRAZING 
INCIDENCE OPTICS
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Greenbelt, Maryland

45.1 GRAZING INCIDENCE TELESCOPES

Large number of grazing incidence telescope configurations have been designed and studied (see 
Chaps. 33 and 47 in this volume). Wolter1 telescopes are commonly used in astronomical applica-
tions. Wolter telescopes consist of a paraboloidal primary mirror and a hyperboloidal or an ellip-
soidal secondary mirror. There are eight possible combinations of Wolter telescopes.2 Out of these 
possible designs only type 1 and type 2 telescopes are widely used. Type 1 telescope is typically used 
for x-ray applications and type 2 telescopes are used for EUV applications.

Wolter-Schwarzschild (WS) telescopes3 offer improved image quality over a small field of view. 
The WS designs are stigmatic and free of third-order coma and, therefore, the point spread function 
(PSF) is significantly better over a small field of view. Typically the image is more symmetric about its 
centroid. The eight designs of WS telescopes have not been widely used because the surface equations 
are complex parametric equations complicating the analysis, and typically the resolution require-
ments are too low to take full advantage of the WS designs.

There are several other design options. Most notable are wide-field x-ray telescope designs. 
Polynomial designs were originally suggested by Burrows4 and hyperboloid-hyperboloid designs for 
solar physics applications were designed by Harvey.5

No general aberration theory exists for grazing incidence telescopes that would cover all the 
design options. Several authors have studied the aberrations of grazing incidence telescopes.6–9 A 
comprehensive theory of Wolter type 1 and 2 telescopes has been developed.10,11 Later this theory 
was expanded to include all possible combinations of grazing incidence and also normal incidence 
paraboloid-hyperboloid and paraboloid-ellipsoid telescopes.12 In this chapter the aberration theory 
of Wolter-type telescopes is briefly reviewed.

45.2 SURFACE EQUATIONS

The surface equations of the grazing incidence telescopes can be combined to a general form cover-
ing large number of design options. General surface equations have been developed for grazing inci-
dence telescopes.2 Unfortunately, these equations are too complex to be a basis for the aberration 
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theory. The equations of the Wolter telescopes presented in the cylindrical coordinate system are 
relatively simple. Assuming an incoming ray hits the telescope entrance aperture at radial and azi-
muthal location (h, b), it strikes the primary mirror at a location A, the secondary mirror at a loca-
tion B, and the focal plane at a location F, as shown in Figs. 1 and 2. The extension of the ray which 
hits the secondary at the location B would intersect the optical axis at F1, at the common focus of 
the paraboloid and hyperboloid.
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FIGURE 1 Cross-section of Wolter type 1 telescope showing the optical 
componets, ray paths, and the parameters.

FIGURE 2 Primary mirror of the grazing incidence 
telescope showing entrance aperture and incoming off-axis ray.
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Assuming the primary and the secondary mirror are surfaces of revolution and the primary mirror 
focus coincides with the secondary mirror focus, then the surface equation of the primary mirror can 
be written as

 1 1 1/ (cos )/ρ θ= − R  (1)

where r is the distance from the paraboloid-hyperboloid focus F1 to a point on the primary mirror, 
q is an angle this ray makes with the optical axis, and R1 is the vertex radius of curvature of the pri-
mary mirror. 

The secondary hyperboloid can be expressed either as a function of angle a or q

 1 1 2/ ( cos )/q R= −ε α  (2)

 1 1 2/ ( cos )/r R= − ε θ  (3)

where q is the distance from the focus F to the point B on the secondary mirror, a is an angle q 
makes with the optical axis, R2 is the vertex radius of curvature of the secondary mirror, e is the 
eccentricity of the secondary, and r is the distance from the point B on the secondary to the focus F1 
of the primary. 

The principal surface13,14 of the Wolter telescopes is defined by the intersection points of the exten-
sions of the incoming rays and the extensions of the rays reflected on the secondary, q. The principal 
surface goes through the intersection points of the primary mirror and secondary mirror. The princi-
pal surface of the Wolter telescopes is always a paraboloid.13 It is useful to define the focal length f of 
the telescope to be the distance from the vertex of the principal surface to the telescope focus F. Quite 
often the focal length is defined as the axial distance from telescope focus to the primary-secondary 
surface intersection plane.

A useful relation for the paraboloid-hyperboloid or paraboloid-ellipsoid telescopes is15

 h fp = 2 2tan( / )α  (4)

This equation ties the telescope object side to the image side. Equation (4) shows that the Wolter 
telescopes do not satisfy the Abbe’s sine condition 

 h fp = sinα  (5)

If the angle a is small, as is the case in x-ray optical systems, then the trigonometric terms could be 
expanded in a. The difference in Eqs. (4) and (5) would be in the third-order term indicating that 
the third-order coma should be small in the Wolter telescopes and the telescopes nearly satisfy the 
Abbe’s sine condition.

45.3 TRANSVERSE RAY ABERRATION EXPANSIONS

Transverse ray aberration (TRA) expansions are expressed as functions of entrance aperture 
coordinates (h, b) shown in Fig. 2. The expansions presented here are based on the format intro-
duced by Cox.16 The derivation is simple but rather lengthy. In the derivation an off-axis ray 
making an angle d is mathematically traced from the primary mirror to the secondary mirror 
and to the focal plane. The surface intersection points on the primary and on the secondary are 
solved with respect to an on-axis ray and expanded in d and h. The image plane intersection 
point (Hx, Hy) of this ray are the final image coordinates. They are then expressed as functions 
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of entrance aperture coordinates (h, b) and image height H0 (=ftan(d )). The TRA expansions of 
Wolter telescopes are
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In the derivation and resulting expansions only significant terms for grazing incidence telescopes 
are kept. The image height terms (H0) higher than third order are dropped. The radial height, h, terms 
higher than fourth order are also dropped. The parameters of the TRA expansions are listed as follows 
in Eqs. (8) through (19) as functions of the telescope basic parameters f, R1, R2, e, and L. The param-
eter L is the length of the telescope from the entrance aperture to the focal plane.

 A f2
21 4= /( ) (8)

 A K f R R f3 1 22 1 1= − −[ /( ) / / ]/  (9)

 A K f R R f4 1 23 2 1 1= − −[ /( ) / / ]/  (10)

 B f2
41 8= /( ) (11)

 B K f R R f R R f3 1 2 1 2
31 1 2 4= − − −[ / / / /( )]/( )  (12)

 B K f4
42= /( )  (13)

 B K R R R f f R R5 1 2 1
2

1 21 2 2= − + + +[ ( / ) ( /( )]/( ) (14)

 λ1
41 16= /( )f  (15)

 λ2 1 2
34 1 1= − + +[ /( ) / / ]/K f R R f  (16)

 C f R R1
4

1 21 4= − /( ) (17)

 C R R f R R2 1 2
2

1 21 1 2= − +( / / )/( ) (18)

 K L R f R R= − − +[ /( )]/ /2 12
2

1 2ε ε  (19)

The Wolter telescopes are stigmatic on-axis and, therefore, the designs are free of all orders of 
spherical aberration terms. The first term in the expansion is the third-order coma. The coma coef-
ficient is proportional to the inverse square of the focal length and the coma term is inversely propor-
tional to the square of the telescopes’ f-number. It does not depend on the location of the entrance 
aperture or the other parameters.

The third-order aberration terms A3 and A4 are proportional to second order of the image height 
(H0) and first-order aperture height h. Both terms depend on the location of the entrance aperture. 
Astigmatism and field curvature can be derived from these terms.10

All fifth-order terms are represented in the expansions relative to Cox’s work.16 As the third-order 
spherical aberration, the fifth-order spherical aberration term is zero since the Wolter telescopes are 
stigmatic. Coefficients B2 and l1 represent fifth-order circular coma. The term including the B3, B4, 
and l2 is the so-called astralate aberration.16 If coefficient B4 = 0, the term is called fifth-order oblique 
spherical aberration. The terms represented by B5 coefficient is the fifth-order elliptical coma aberration. 
Approximations suitable for grazing incidence telescopes were made in the derivation of B5 coefficient.

Two seventh-order terms C1 and C2 proportional to H0
2h5 and H0

3h4 are approximations. Exact 
solutions are very complex formulas of the basic parameters.
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Typically the seventh-order terms and the fifth-order terms become more important when the 
grazing angles of the surfaces decrease. Expanding the TRA equations as a function of radial height 
h is not the best choice in case of grazing incidence systems. For example, expanding the TRA equa-
tions as a function of Δh (h – hint), where hint is the radial height at the primary secondary intersec-
tion plane, could lead to fewer terms and aberration coefficients more meaningful for the grazing 
incidence telescopes.

The RMS image size can be represented as a function of the aberrations coefficients.17 The result-
ing equation is rather complex function of the aberration coefficients and the field angle. 

45.4 CURVATURE OF THE BEST FOCAL SURFACE

All combinations of Wolter telescopes suffer from large curvature of the best focal surface. This limits 
the field of view of the telescopes. The shape of the best focal surface is parabolic. The radius of cur-
vature Rd of this surface can be estimated from the TRA equation11

 1 2
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2 2
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where Rmax and Rmin are the maximum and minimum radial heights of the entrance aperture, respec-
tively. If only the third-order terms A3 and A4 are included, the equation represents third-order field 
curvature.10 In case of grazing incidence telescopes the fifth-order term (B3 + B4 + l2/2) is comparable to 
the third-order term. If the grazing angles are small, even the seventh-order term C1 cannot be omitted.

Alternative equation for the shape of the best focal surface is given by Shealy.17 In Shealy’s paper 
the RMS image radius is formally calculated from the TRA equations [Eqs. (6) and (7)].

45.5 ABERRATION BALANCING

In case of Wolter type 1 telescopes the aberration equations suggest that for the optimum design the 
primary and the secondary should be as close to each other as possible. Separating the primary and 
the secondary, increases the radial heights on the primary, and therefore the image size.

The best focal surface of the Wolter type 1 telescopes always curves toward the telescope. The larg-
est term in the aberration coefficients is the sum of the inverse of the radii of curvatures (1/R1 + 1/R2). 
For Wolter type 1 telescopes, the radii of curvatures are both negative and these quantities in the terms 
A3, A4, and B3 cannot cancel each other.

In case of Wolter type 2 telescopes, R1 is negative and R2 is positive. The radius of curvature can be 
optimized. It turns out that for all the practical designs the R2 is always smaller than R1 and the radius 
of curvature of the best focal surface is negative and curving toward the telescope. The aberrations are 
optimized when the primary and secondary are as close to the primary-secondary surface intersection 
point as possible. 

The field of curvature could be improved by moving the entrance aperture away from the telescope. 
The K parameter would get bigger since the length L of the telescope would increase. Having the 
entrance aperture far in front of the telescope may not be practical design. For example, the vignetting 
would increase rapidly as a function of the off-axis angle.

The aberration equations [Eqs. (6) and (7)] presented in this paper are derived in terms of conven-
tional parameters. The equations are shown as functions of the entrance aperture coordinates using the 
formulation introduced by Cox.16 The TRA polynomials and the OPD-polynomial have also been derived 
as functions of the exit pupil coordinates12 using the traditional formulation shown, for example, in 
Handbook of Optics.18 The derivation includes all the terms shown in this paper (as a function of entrance 
aperture coordinates). The expansions are valid for all the combinations of Wolter telescopes and also for 
all the combinations of normal incidence paraboloid-hyperboloid or paraboloid-ellipsoid telescopes. 
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45.6 ON-AXIS ABERRATIONS 

Rigid-Body Motions

Rigid-body motions and low spatial frequency errors of the primary and secondary are the most 
important on-axis image aberrations. These errors typically degrade the on-axis resolution of the 
grazing incidence telescopes and limit the encircled energy performance of the telescopes. Glenn19 
introduced an orthonormal set of Legendre-Fourier (L-F) polynomials for cylindrical mirrors which 
are used to describe the low-order errors of the primary and secondary mirrors. The L-F polynomials 
have been implemented in the optical surface analysis code (OSAC) ray trace code.20

The TRA aberration expansions have been derived for the rigid body motions and low order L-F 
polynomials.21 The rigid-body motions of the primary and secondary mirrors are despace, decenter, 
tilt, and defocus errors. The TRA equations can be derived following the similar principle used in the 
derivation of TRA expansions of off-axis aberrations shown in Sec. 45.5.

The defocus term (Δz) can be expressed as11,21

 H
z

f
hx = − Δ

sin( )β  (21)

  H
z

f
hy = − Δ

cos( )β  (22)

In the equations only the first-order term in radial height h is kept and the higher-order terms are 
omitted. The defocus terms are proportional to the radial height h. Therefore, this term can be used 
to optimize the off-axis aberration terms that are also proportional to h sin(b)-h cos(b) pair. This 
principle was used to find the best focal surface and the radius of curvature of the best focal surface. 

Despace surface errors of the primary (n = 1) and secondary (n = 2) can be expressed as surface 
radial height errors Δhn and surface axial errors Δzn as

 Δhn = 0  (23)

Δzn = constant (24) 

The despace image terms of the primary mirror can be approximated by

 H z
f R
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fR
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The despace image terms of the secondary mirror are
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The leading term in the expansions is now proportional to inverse of h3. The off-axis aberrations 
shown above do not have terms proportional to inverse of h. This is because the primary mirror and 
secondary mirror are stigmatic and confocal.

Decentering the mirror leads to radial height error of the primary (n = 1) and secondary (n = 2) 
that can be written in terms of radial error as

 Δh e fn n n= +01 01cos( ) sin( )β β  (29)
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where e01n and f01n are the amount of decenter error. The approximate TRA aberrations of the decen-
tered primary mirror for the cosine component are

 H e
fR

hx = 011
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2

2
2sin( )β  (30)

 H e
f R

hy = 011
1

2

2
2cos( )β  (31)

The equations of decentered secondary are similar
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The tilt error of the mirrors can also be expressed in terms of radial height error and axial translation 
of the primary (n = 1) and secondary (n = 2). The radial and axial errors are

 Δh z E Fn n n n= +( cos( ) sin( ))11 11β β  (34)

 Δz h E Fn n n n= − +( cos( ) sin( ))11 11β β  (35)

where E11n and F11n are the amount of tilt error in radians when the mirror is rotated about x axis 
and y axis, respectively. The approximate expansions of the primary mirror are
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where h10 is the radial height of the primary mirror at the center of the mirror. The equations of the 
secondary mirror are
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where h20 is the radial height of the secondary mirror at the center of the mirror.
The sin(2b)-cos(2b) relationship of the primary and secondary components shown in the equations 

for the decenter [Eqs.(30) to (33)] and tilt [Eqs. (36) to (39)] errors is typical of coma. Note that the 
components are now inversely proportional to h2. The off-axis coma term is directly proportional to h2. 

Axial and Circumferential Slope Errors and TRA Equations

Assuming the primary mirror figure error Δh1 and the secondary mirror figure error Δh2 are known 
as functions of the surface axial coordinate and circumferential coordinate. Then, if the grazing 
angles of the mirrors are small, the on-axis aberrations can be evaluated easily from the surface slope 
errors. The TRA equations of the primary mirror of the axial surface errors are 
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where ∂Δh1/∂z1 is its axial slope error. The secondary mirror TRA equations for the axial slope errors are 

 H q
h

zx =
∂
∂

2 2

2

Δ
sin( )β  (42)

 H q
h

zy =
∂
∂

2 2

2

Δ
cos( )β  (43)

where q is the distance from the secondary to the telescope focus and ∂Δh2/∂z2 is the axial slope error 
of the secondary. The q variable can by approximated by q0 that is the distance from the center point 
of the surface to the telescope focus.

The approximated TRA equations for the primary mirror circumferential slope errors are
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where I1 is the grazing angle on the primary and ∂Δh1/(h∂b) is the circumferential slope error of the pri-
mary mirror. The approximate TRA equations of the secondary for the circumferential slope error are
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where I2 is the grazing angle of the surface, h2 is the radial height of the surface, and ∂Δh2/h2∂b is 
the circumferential slope of the surface. The variables I2 and h2 can be approximated by the grazing 
angle and radial height at the midpoint on the surface.

The TRA equations of the circumferential errors include the grazing angle I1 or I2. Typically, the 
grazing angles are small (0.5 to few degrees). Therefore, the circumferential errors have miniscule effect 
on the image at the focal plane compared to he axial slope errors and, in many cases, can be ignored. 
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46.1 GLOSSARY

 d sampling distance on surface

 DFT two-sided discrete Fourier transform

 f spatial frequency

 F[∗] Fourier transform operator

 H transfer function in frequency domain

 K(m) bookkeeping factor

 M surface slope function

 PSD power spectral density function

 Rq, Mq root-mean-square (RMS) roughness, and slope error

 S1( f ) one-sided height profi le power spectral density function 

 S1′( f ) one-sided slope profi le power spectral density function

 W(n) window function in spatial domain

 w sensor pixel width projected onto surface

 Z(x) surface height profi le 

 z(x) residual surface height profi le after detrending

46.2 INTRODUCTION

The earliest use of mirrors for producing images with x rays dates from the work of Kirkpatrick 
and Baez in 1948 who used an orthogonal pair of shallow cylindrical mirrors to produce a focal 
spot.1 Interest in x-ray mirrorfabrication technology grew rapidly in the 1970s and 1980s as a result 
of several factors: the initiation of a number of space-based x-ray telescope projects, the develop-
ment of diamond machining of precision optical components, the development of bright laboratory 
x-ray sources for x-ray microscopy, and the development of dedicated synchrotron radiation source 
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facilities with many available beam lines. Owing to the nature of grazing incidence x-ray optics, con-
ventional interferometric techniques for surface figure measurement are not easily employed in the 
testing of these aspheric surfaces. Surface profilometry, either contact or noncontact, has been the 
method of choice for measuring the figure of Wolter telescopes, x-ray microprobe optics, and syn-
chrotron radiation mirrors. This has necessitated the development of specialized instruments with 
measurement capabilities far beyond those of the typical coordinate-measuring machine (CMM) 
found in precision machining shops. Grazing incidence x-ray mirror metrology requires measure-
ment precision and accuracy in the nanometer range, while typical CMM machines are only able to 
achieve measurements at the micron level. 

46.3 SURFACE FINISH METROLOGY

Surface roughness reduction has been a major consideration in the use of grazing incidence optics 
in x-ray telescope applications2,3 and in synchrotron beam line instrumentation.4 Optical systems 
used to reflect x rays at extreme grazing incidence angles are often made from far off-axis segments 
of cylinders, paraboloids, and toroids. These aspheric surfaces usually have a long tangential radius 
and a short sagittal radius, which necessitates fabrication processes that depart from conventional 
optical polishing techniques. Conventional full-contact pitch lap polishing works well for flat and 
spherical surfaces, but is difficult to achieve for aspheric surfaces. Novel figuring techniques, such as 
single-point diamond turning and ductile grinding, leave large microroughness levels that need to 
be reduced by polishing. 

Measuring the roughness of aspheric optics at the sub-nanometer level was difficult before the 
advent of noncontact optical profilers. The collection of papers by Bennett5 chronicles the development 
of various surface roughness–measurement instruments and techniques over the past several decades. 
Of particular relevance to x-ray optics are the noncontact optical-measurement methods. Early optical 
profilers were based around interference microscopes with images recorded on film or by eye. Roughness 
was estimated by observing irregularities in the shape of multiple-beam interference fringes, as in the 
fringes of equal chromatic order (FECO) technique6 or by analyzing differential interference contrast 
(Nomarski) microscope images.7 Contact methods were more quantitative. Stylus profilers, such as the 
Talystep and Dektak, used a small radius diamond stylus that was dragged across the surface to record 
the surface topography. Analog data was recorded on a chart recorder. The stylus profilers were difficult to 
use for x-ray optics because they could only handle small samples and were not suited for measuring 
the surface of large optics. There was always the risk of damaging the surface of an optic coated with a 
soft metal-reflecting layer with the diamond stylus. Methods were developed to make replicas of sur-
face roughness with collodion films that could then be analyzed in electron microscopes or by stylus 
instruments. This hybrid measurement technique was not very repeatable and suffered from accuracy 
problems. Sommargren developed a noncontact optical scanning profiler with Angstrom-level accuracy 
that utilized a precision rotary stage to scan a probe beam around a central stationary reference beam.8 
The first noncontact optical profiling instrument based upon a computer-controlled phase-measuring 
interferometer (PMI) was developed by Koliopoulos9,10 and became available as a commercial instru-
ment in the early 1980s. Similar instruments are now available from several sources. 

Digital optical profilers revolutionized surface roughness-measurement technology for x-ray 
optics. Since they were true noncontact measurements, it was possible to configure the microscope-
based PMI instruments to measure the entire surface of full-size mirrors. Manufacturers were able to 
get rapid feedback about their polishing processes and were able to make significant improvements 
in producing low-scatter superpolished surfaces for x-ray optics. In parallel with these instrument 
developments, advances in x-ray scattering theory were made to connect the performance of grazing 
incidence optics at x-ray wavelengths with roughness measurements made by the various surface-
profiling techniques at visible wavelengths. A critical part of connecting the surface-finish measure-
ments to the functional performance at x-ray wavelengths was the understanding of the measurement 
bandwidth of each profiling technique (frequency footprint) and how it is related to scattering at 
grazing incidence through the power spectral density function.11–17 (See Chap. 44 in this volume.)
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46.4 SURFACE FIGURE METROLOGY

Full-Aperture Techniques

Conventional optical interferometry of grazing incidence aspheric optics is difficult to implement. 
Speer used a Linnik interferometer arrangement to visualize the figure error on toroidal surfaces at 
EUV wavelengths,18 but most interferometry techniques at grazing incidence on cylindrical aspheres 
result in poor spatial sampling of errors along the surface owing to the extreme foreshortening of 
the surface in the aperture. Grazing angle of incidence testing of long flat and large radius spherical 
mirrors can be done by using double-pass Fizeau techniques.19 This geometry allows one to fore-
shorten the long axis of a mirror to fit within the interferometer aperture that is usually 4 or 6 inches 
in diameter. Careful system calibration needs to be done with this test geometry to ensure that subtle 
systematic errors are corrected in order to achieve nanometer accuracy. Full-aperture measurements 
of x-ray telescope optics at x-ray wavelengths have been made at specialized test facilities, such as the 
X-Ray Calibration Facility at Marshall Space Flight Center that has a 518-m long source distance, 
and the PANTER facility at the Max-Planck-Institute near Munich. These are not interferometric 
tests, rather they measure directly the quality of the image of an x-ray point source. 

Height Profilometry

Practical figure metrology methods for aspheric optics are generally based on some type of profilom-
etry. Surface-profiling instruments for grazing incidence metrology can be classified into two broad 
categories: height-measuring instruments and slope-measuring instruments, based on the fundamental 
measurement provided by the machine. Height-measuring instruments measure the distance between 
the test surface and a reference surface; slope-measuring instruments measure either the differential 
phase shift between two closely spaced probe beams or the angle of a reflected laser beam directly, and 
are usually based upon some variant of the optical lever principle.20–22 A number of surface profilers 
with nanometer precision were originally developed for microroughness investigations. Their scan 
ranges were limited to a few millimeters. Bennett et al.23 describe a number of commercially available 
mechanical stylus-based profiling instruments that have been modified to extend the measurement 
length to the 100- to 200-mm range. Carl Zeiss has developed a 3D coordinate-measuring machine, 
the M400, which utilizes a laser-based distance interferometer on all three axes with 10-nm position-
ing resolution.24 This machine is capable of measuring slope errors with a repeatability of 0.1 arc sec 
(0.5 μrad) over the 400 × 600 × 200 mm measurement volume. Other scanning stylus profilers were 
developed at the National Physical Laboratory25 and at Cranfield Institute.26 A noncontact fringe-scanning 
technique was developed at Perkin-Elmer to measure the distance between an aspheric test surface and 
a toroidal test plate. The fringe scanner measured the position of Fizeau fringes formed in the air gap 
between the two surfaces and converted the air-gap profile into a surface height profile.27,28 This instru-
ment was used to measure the axial profile of the HEAO-2 and AXAF Wolter telescope mirrors.

Slope Profilometry

Slope-profiling instruments generally operate on the principle of the optical lever, where an angular 
deviation of a probe beam is magnified and recorded with a high-gain amplifier. Jones chronicles the 
development of sensitive optical lever instruments capable of measuring nanoradian angular deflec-
tions.22 An optical lever device was developed by George Random to measure slope errors on x-ray 
optics several centimeters in length.29,30 The Random Devices Slope Scanner used a clever air-bearing 
slide mechanism to move the probe beam along a circular arc that matched the curvature of the part 
under test.31 This motion always kept the surface near the focus of the laser beam spot. The deflection 
of the reflected beam was measured with a resolution of a few tenths of an arc second by the differential 
signal from a pair of photodiodes. As DeCew notes, the limitation in the measurement accuracy was 
not in the optical system, but was in the tolerances of the mechanical translation system. 
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Makosh and coworkers developed a number of surface-profiling instruments at IBM in Germany 
based on the principle of differential heterodyne interferometry.32–34 Two probe beams generated by 
a Wollaston prism were focussed onto a test surface. The spot separation could be varied from 2 μm 
to 1.5 mm by changing the Wollaston prism or the microscope objective. The phase shift between the 
two spots was a measure of the local surface slope, and the slope was integrated to provide surface 
height roughness information. They point out that the differential height measurement is insensitive 
to mechanical vibrations and air turbulence and is suitable for long-distance measurements.

A slope-measuring system was developed by Ennos and Virdee at NPL that was based on the prin-
ciple of laser autocollimation.35,36 An unfocused laser beam was reflected off a cylindrical asphere 
and an astigmatic line image was focused onto a position-sensitive quad cell detector so that the 
detector sensed the slope errors in the axial direction of the scan. An innovation in the Ennos and 
Virdee system was the incorporation of an optical reference beam to monitor changes in the pointing 
direction of the laser beam during the scan. The measurement precision was on the order of 0.5 μrad, 
corresponding to a displacement of the line focus by 0.1 μm on the detector, but beam pointing drifts 
of 1.5 μrad over the 10-min scan period needed to be corrected from the measured profiles. The 
instrument could reproducibly measure height profiles to within ±5 nm over 16-mm travel lengths. 

Bristow and Arackellian reported on the development of a slope-measuring profiler based upon 
a modification of a surface microroughness-profiling instrument.37 The original was based on the 
principle of Nomarski differential interference contrast but was modified to act as a differential polar-
ization interferometer.38 The MP2000 had an intrinsic lateral resolution on the order of 1 μm, owing 
to the focal properties of the microscope objective used to focus the beam onto the surface. An astig-
matic autofocus control system was added to the instrument to extend the depth of focus and allow 
the profiler to scan over longer distances on curved parts.39 The basic instrument had a maximum 
scan range of 100 mm. 

Glenn described a novel surface-profiling instrument that, unlike the height- and slope-measuring 
instruments, measured surface curvature directly on aspheric parts.40,41 The Bauer Model 100 used 
a laser pencil beam that was passed through a calcite prism to generate two spatially separated and 
orthogonally polarized beams. Both beams were directed onto the test surface by a steerable mirror 
so that normal incidence could be maintained over surface slope changes of up to ±30°. The reflected 
beams were directed to separate quad-cell detectors, one of which could be translated to accommodate 
the average surface curvature. The differential measurement between each separate beam position 
was a direct measurement of the variation of the surface curvature away from the average. Because 
the instrument measures the intrinsic curvature of the surface, it is immune to vibration or tilt errors 
between the optical head and the part during the scan period. This instrument is particularly well-
suited for azimuthal circularity measurements on x-ray telescope mirrors and mandrels.

Weingärtner, Schulz, Estler, and coworkers at the PTB in Braunschweig, Germany, have developed 
a number of precision figure-measuring techniques based on multiple-beam slope profilometry with 
large lateral shear distances.42–47 Their measurement techniques and analysis algorithms correct for 
errors in the translation stages and rigid-body motions of the test piece during the measurement. 
Schulz has extended this work to combine a scanning microinterferometer that measures distance at 
16 discrete positions with an autocollimator to measure pitch error during the scan.48,49 A sketch of 
an autocollimator is shown in Fig. 1. The interferometer is scanned over the surface with a 0.2-mm 
step size, determined by the interferometer sensor resolution. The resultant height measurements are 
stitched together to produce a high-resolution surface profile with sub-nanometer uncertainty.

The long trace profiler (LTP) is optimized for measuring the surface figure of synchrotron beam 
line optics. Its design is based upon the principle of the pencil beam interferometer, originally devel-
oped by von Bieren in 1982.50,51 Qian designed an improved version of the beam-splitting system for 
the original LTP I at BNL that produces zero-optical path difference probe beams with a spacing that 
could be adjusted from complete overlap to several millimeters apart.52–54 The optical head design is 
quite simple, with no internal moving parts during the measurement to ensure long-term stability 
and maintain high accuracy. An advantage of the pencil beam interferometer over microscope-based 
systems is the effectively infinite depth of field of the probe beam, which relaxes the tolerances on test 
piece alignment and allows for rapid setup and testing. An LTP slope profile of a single-crystal silicon 
cylinder mirror is shown in Fig. 2. This mirror exhibits several significant defects and was returned to 
the manufacturer for rework.
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The LTP can be operated in two basic configurations. The standard configuration places the optical 
head on a linear translation stage and moves the entire optical head over the surface that is being mea-
sured. The alternative configuration places the stationary optical head off to the side with the test beam 
directed horizontally to a penta prism that sends the probe beam down to the test surface. The penta 
prism is scanned over the surface; the optical head remains fixed. This is the original measurement 
method proposed by von Bieren.50 The nano-optic-measuring (NOM) machine at BESSY II also uses a 
scanning penta prism with a fixed autocollimator providing the main probe beam.55 Each configuration 
has advantages and disadvantages. The moving optical head requires a high-quality translation stage 
to minimize pitch angle errors during the scan. A reference beam must be used to correct for residual 
pitch errors during the scan caused by the sag of the translation stage and irregularities in the motion. 
The moving penta prism, however, always redirects the incident beam by exactly 90°, independent of 
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FIGURE 1 Sketch of a visible light autocollimator.
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FIGURE 2 Slope profile measurement on a 700-mm long silicon cylinder 
mirror made with an LTP. Sampling step size is 2 mm. Mean has been subtracted 
from the data (detrend 0). Profile shows that the surface has an overall convex 
curvature (tilted profile down to the right) with significant edge roll-off (change 
in slope at each end). Also, a polishing defect with a 20-mm period is evident in 
the center of the surface. The slope profile emphasizes high-frequency surface 
defects. (See also color insert.)
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the errors in the translation stage. Use of a reference beam is optional in this case. 56–62 Use of the penta 
prism also greatly relaxes the tolerances on the translation mechanism. The penta prism LTP can be 
configured to provide measurements in difficult environments, such as inside complete x-ray telescope 
cylinders 60,63–66 and in situ at SR beam lines during actual operations.61,67

46.5 PRACTICAL PROFILE ANALYSIS 
CONSIDERATIONS

Nomenclature

Most profiling instruments today produce a map of surface height or slope topography over a 2D 
area. Early profiling instruments, optical and contact, were restricted to single 1D line profiles. Some 
authors refer to surface profilometry over a 2D area as 3D profilometry and over a line as 2D pro-
filometry, which introduces some ambiguity into the nomenclature. For purposes of clarity, 1D will 
refer to a linear scan over one line and 2D will refer to a scan over an area. 

Detrending

Most x-ray mirrors are made today with extremely smooth surfaces by processes that produce iso-
tropic roughness. In this case it is sufficient to consider surface statistics in one dimension to be 
descriptive of the entire surface. Most x-ray mirrors have overall figures that are either plano, spheri-
cal, or cylindrical, or are a far off-axis segment of a conic section. The current trend is to produce 
aspheric surfaces by bending substrates that are prefigured with a long-radius sphere or cylinder. In 
order to assess the underlying residual roughness, it is usually necessary to subtract the best-fit conic 
section from the measured data before computing statistical properties. The magnitude of the over-
all figure is usually many orders of magnitude greater than the residual surface roughness and needs 
to be removed by mathematical manipulation of the measured profile. The residual profile z can be 
viewed as the difference between the measured profile, Zraw, and the deterministic figure: 

 z x Z x A Bx Cx Dxn n n n n( ) ( )= − + + + +⎡⎣ ⎤⎦raw
2 3 	  (1)

where the profile is sampled at discrete points, xn, separated by equal intervals, d, and the figure 
is described by some polynomial function of position. The process of removing the deterministic 
part of the measured profile is called detrending and we denote removing the mean as a “detrend0” 
or “D0” process, a first order detrend as a “detrend1” or “D1” process, and so forth. Most often, the 
detrending function is determined by a least-squares fit to the measured data. Any convenient poly-
nomial function can be used to describe this function. In certain cases it may be more useful to do a 
straight-line detrend between the endpoints of the profile. The simple polynomial shown in Eq. (1) has 
terms that can be identified with various rigid body alignments: A = piston (DC) offset, B = tilt. The 
second order curvature term C is an intrinsic surface property, independent of body orientation. 
The third-order term D is related to the ellipticity of the surface, but its value depends on which 
part of the ellipse is being viewed. For instruments that measure slope M, directly, the slope space 
profiles can be detrended in a manner analogous to Eq. (1), but the identification of the polynomial 
coefficients with rigid-body parameters differs from the distance space identifications. 

Simple polynomials are not orthogonal over the measured region, so the values of lower-order 
terms change when higher-order terms are added to the detrending. Other orthogonal polynomial 
functions, such as sinusoids, Chebyshev, and Legendre may be better suited for linear traces, while 
Zernike polynomials may be better suited for 2D area detrending, depending upon the application. 
The simple polynomial, however, has a simple connection to the radius of curvature of the surface 
when R >> L, (L = the trace length): R = 1/2C. For the other polynomials, some combination of two or 
more coefficients is required to estimate the radius. Note that this discussion has involved fitting a 1D 
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polynomial to a linear profile that is only a function of one coordinate. Equation (1) can be general-
ized to two variables when fitting a 2D polynomial to the 2D surface. However, when a 2D polynomial 
is fit to an area, the individual row or column profiles will generally not be fully 1D detrended. In 
computing 1D statistical quantities from 2D data, one must be aware that the extracted profiles may 
need further detrending.

A typical detrending example is shown in Fig. 3. The detrend0 height profile has only had the 
piston (DC) term removed. The radius of curvature can be extracted by further detrending with a 
second order polynomial function (D2). The radius of curvature of the central region of the surface 
between 100 and 600 mm is derived from the coefficient of the x2 term, giving R = 3.572 km as the 
best-fit radius. When this fit is subtracted from the D0 curve, the edge roll-off at each end of the mir-
ror becomes visible. The region over which the detrending polynomial is applied, and over which the 
statistical roughness and slope-error parameters are computed, depends upon how the mirror will be 
used in a synchrotron beamline and on the clear aperture of the illuminated region. Surface errors 
outside the clear aperture can generally be ignored and should be excluded from the statistics.

Power Spectral Density Function

Various statistical quantities can be computed from profiler data. Standards exist that define the 
various surface texture parameters that can be derived from surface profile measurement.68,69 For 
high-performance x-ray optics, the most useful descriptor of surface roughness is the power spectral 
density function (PSD). Church and collaborators have shown that the PSD computed from normal 
incidence visible light profilometry measurements can be used to predict the performance of grazing 
incidence optics at x-ray wavelengths in SR beam lines. (See Chap. 8 in Vol. I and Chap. 44 of this 
volume for a discussion on the connection between PSD and optical scatter.) A detailed description 
of the definition of the PSD function and related issues involving calculations from sampled data 
can be found in SEMI standard MF1811-070470 and in the volume on scattered light by Stover.71 
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FIGURE 3 Height profile calculated by integrating the slope profile of 
Fig. 1. Solid circles: mean height subtracted (detrend 0); open circles: second 
order polynomial subtracted (detrend 2). The radius of curvature extracted 
from the second order term coefficient is 3.572 km. The residual profile shows 
that the surface has a “kink” in the center that separates it into two distinct 
segments with slightly different slopes. This low frequency defect is not evi-
dent in the slope profile of Fig. 1. (See also color insert.)
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The following paragraphs highlight parameters derived from profile measurements important for 
x-ray optic characterization.

The “periodogram estimator” for a 1D profile Z (n) is used to define the 1D PSD function70–72
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where DFT is the two-sided discrete Fourier transform of the N real data points:
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d = sampling period in one direction, N is the number of sampled points, m is the spatial frequency 
index, where f m Ndm = −( )/1  is the value of the spatial frequency, W(n) is a window function (see 
following section), and K(m) is a bookkeeping factor to ensure that Parseval’s theorem is satisfied, 
that is, that the variance of the distance space profile is equal to the variance of the frequency space 
spectrum (see the following section).

A number of useful bandwidth-limited statistical parameters and functions can be derived from 
the PSD function in frequency space. The RMS roughness, Rq, over a given spatial frequency band-
width is given by 

 Rq
Nd

S m
m

2
1

1
( ) ( )low, hi

low

hi

=
=
∑  (4)

where low and hi are the indices corresponding to the desired spatial frequency range. When the 
frequency indices correspond to the full bandwidth, this number is identically equal to the RMS 
roughness computed in distance space (Parseval’s theorem). Measurements from instruments that 
have different bandwidths can be compared by restricting the calculation of RMS roughness to the 
bandwidth that is common to both instruments.

The “Bookkeeping Factor” for the PSD

Most discrete Fourier transform algorithms used in computing libraries today can efficiently calculate 
the transform for an arbitrary number of real or complex data points. See the section in Numerical 
Recipes73 for a discussion of practical considerations in Fourier transform calculation. The form of 
the DFT shown in Eq. (3) is known as the “two-sided” DFT, since the m-index runs over all 
N frequency terms. But since we are starting with N real numbers, the |DFT|2 will be symmetric
about the Nyquist frequency, defined to be f dNy = 1 2/  and will consist of only N/2 independent numbers 
(assuming N is even—see the following discussion). The numbers beyond the Nyquist frequency 
correspond to the negative frequencies in the input signal and have the same amplitude as the positive 
frequencies when the input data are real numbers. We can then effectively ignore the numbers beyond 
the Nyquist frequency and only need consider terms over one half of the N points. When we do this, we 
restrict m to range over approximately N/2 points. However, the missing power in the negative frequencies 
needs to be added to the positive frequency terms, hence the factor of 2 in the numerator of Eq. (2). 

An additional bookkeeping consideration depends on whether N is an odd or even number. In 
order to ensure that the total power, according to Parseval’s theorem, is satisfied in both distance and 
frequency space, careful consideration must be given to the terms at the extremes of the frequency 
interval. In our realization of the Fourier transform, the DC term occurs at frequency index m = 1. 
The fundamental frequency is at m = 2 with a value of 1/Nd = 1/L, where L is the total trace length. 
The difficulty arises in specifying the index of the Nyquist frequency for a set of N discrete sampled 
points that can be even or odd. When N is even, the Nyquist frequency term occurs at a single index 
position, m = (N/2) + 1. When N is odd, the Nyquist frequency power is split between adjacent points 



X-RAY MIRROR METROLOGY  46.9

m = 1 + (N − 1)/2 and m = 2 + (N − 1)/2. When the terms in the two-sided spectrum above the Nyquist 
frequency are discarded and the remaining terms are doubled to generate the one-sided spectrum, the 
resultant DC term for both N even and odd must be reduced by 1/2, and the Nyquist term for the N = 
even case must also be reduced by 1/2. Hence the bookkeeping factor, K(m): 

for N even K m
m m N

( )
/ ( / )= = = +1 2 1 2 1

1
for or

for all othher m
⎧
⎨
⎩

  where m = 1, 2, . . . , (N/2) + 1

 for N odd K m
m

m
( )

/= =⎧1 2 1
1

for
for all other⎨⎨

⎩
   where m = 1, 2, . . . , N −( ) +1

2
1

Windowing

Proper preparation of raw input profile data is necessary to obtain meaningful results from statis-
tical calculations. Detrending is usually required to remove the gross figure terms from the 
measured data so that the underlying surface roughness can be seen. Even after the gross figure has 
been removed by detrending, edge discontinuities in the residual profile can introduce spurious 
power into the spectrum and hide the true nature of the underlying roughness spectrum. Methods 
have been developed in the signal-processing literature to deal with this “leakage” problem.73–75 
These methods are collectively known as “prewhitening” techniques. A simple method to prepro-
cess the data is known as “windowing.” A window function, W (n), in distance space is applied to
the residual profile before the PSD is computed to smooth the spectrum somewhat and to minimize 
the spectral leakage from edge discontinuities. The window function used should be normalized to 
unity so as not to introduce any additional scale factors that would distort the magnitude of the 
spectrum. Most common window functions tend to enhance the lowest two or three spatial 
frequencies which are generally related to the deterministic figure components, but the power in 
these frequencies should already have been minimized by the detrending process. We prefer to use 
the Blackman window for processing smooth-surface residual profile data. The Blackman window, 
normalized to unit area, is defined as

 W n n N n N( ) [ cos( ( )/ ) cos( ( )/ )]= − − + −2

1523
21 25 2 1 4 4 1π π  (6)

The Blackman window applied to the detrended profiles of Fig. 3 are shown in Fig. 4. One can see 
that this window function forces the edge discontinuities to go to zero. This has the beneficial effect 
of reducing the discontinuity between the derivatives of the profile at each end point. Discontinuities 
at the end points, or large spurious spikes in the data, produce large high-frequency ringing effects 
in the DFT coefficients that distort the underlying surface spectrum. Figure 5 shows the results of 
computing the PSD for the windowed and unwindowed profiles of Figs. 3 and 4. Application of 
the window function effectively eliminates the contamination of the high frequency content in each 
profile, even for significant edge discontinuities.

Instrument Transfer Function Effects

The ideal surface-profiling instrument has a unity transfer function response over an infinite spatial 
period bandwidth. In other words, the measurement does not distort the intrinsic surface proper-
ties. In the real world, however, all measuring instruments have a response function that varies over 
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a limited bandwidth. For optical profiling instruments, the transfer function is limited mainly by the 
numerical aperture of the objective and the sampling properties of the detector. The transfer func-
tion of an unobscured objective for incoherent illumination is given by76

 Hobj = − −−π
2

11 2(cos )Ω Ω Ω  (7)
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FIGURE 4 The height profiles of Fig. 3 with a Blackman window 
applied. The edge discontinuities are minimized by this function. Although 
the shape of the profile is distorted, the average statistical properties of the 
underlying function are not changed. (See also color insert.)
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nates the discontinuity contamination, allowing the underlying surface 
spectral characteristics to become visible. (See also color insert.)
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where Ω = λ f /2NA and NA is the numerical aperture of the objective lens. The cutoff frequency 
where Hobj goes to zero is at fcutoff  = 2NA/l; the transfer function is zero for all higher frequencies. 
This function may need to be modified if the objective lens in the profiling instrument contains a 
central obscuration, as in the case of a Mirau objective. The transfer function of an ideal 1D linear 
sensor array is given by 

 H
wf

wfarr = sin( )π
π

 (8)

where w is the pixel width in one dimension. In most cases the pixel width is equal to the sampling 
distance, w = d, and the attenuation at the Nyquist frequency, f = 1/2d, is sin( / )/( / ) .π π2 2 0 63= . Since 
the transfer function of the array is still above zero beyond the Nyquist frequency, and the optical 
cutoff frequency is also generally beyond the Nyquist frequency, the measured spectral density will 
usually contain aliasing from frequencies beyond the Nyquist. This usually results in a flattening of 
the measured spectrum at the highest spatial frequencies. This effect is obvious when measurements 
are made with more than one magnification objective with an optical profiler. The combined optical 
and pixel sampling transfer functions can be used as an inverse filter to restore the high-frequency 
content of the measured spectrum and give a better estimate of the intrinsic surface power spectral 
density:

 S S H H= ⋅ − −
meas obj arr

1 1   (9)

There are practical limitations of this technique, such as the need to avoid singularities in the 
inverse filter that cause the resultant PSD estimate to blow up. In practice, one must impose a practi-
cal cutoff frequency before the Nyquist frequency or before the zero in the sampling function to avoid 
significant distortion of the spectrum by noise and aliasing.77 Other complications to this simple 
restoration filter approach occur when, unknown to the user, the signals from the sensor are prepro-
cessed inside the measuring instrument, such as when adjacent rows of pixels are averaged to smooth 
out amplifier gain differences in 2D array sensors. In this case, the Harr filter needs to be modified with 
correction factors.78,79

Slope Measurement Analysis

Surface slope profiles can be derived from surface height measurements by finite difference calculation:

 M x
d

Z x Z x n Nn n n( ) [ ( ) ( )] , , ,( )= − = −+
1

1 2 11 …  (10)

Note that there is always one less slope point than there are height points in this calculation. 
Conversely, height profiles can be generated from slope profiles by numerical integration:

 Z x Z d M x n Nn i
i

n

( ) ( ) , , ,= + =
=
∑0

1

1 2…  (11)

Note that this latter calculation involves an arbitrary constant, Z0, which corresponds to a rigid body 
piston orientation of the part. Surface slope and height profiles can also be computed by Fourier dif-
ferentiation and integration. The formal relationships between the slope and height transforms are

 

F M x i f F z x

F z x
i

f
F M x

m m m

m
m

m

[ ( )] [ ( )]
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2

2

π

π
 (12)



46.12  X-RAY AND NEUTRON OPTICS

where F[∗] is the Fourier transform operator. Care must be exercised in implementing these expres-
sions with a DFT to ensure that the frequency terms fm encompass both the negative and positive 
frequencies around zero and multiply the corresponding transformed height and slope numbers. 
Also, the DC term at f = 0 must be excluded from the denominator in the slope-to-height transform. 

Of particular interest to users of x-ray optics is the slope PSD function, S′, which is related to the 
height PSD by 

 ′ =S m f S mm1
2

12( ) ( ) ( )π  (13)

The slope S′ spectrum can also be calculated directly from data that is generated by profilers that 
measure slope by substituting the slope data, M(n), for the Z(n) data in Eq. (3). Bandwidth-limited 
RMS slope numbers, Mq, can be calculated from the slope S′ function in a manner analagous to Eq. (4). 
Conversely, a measured slope profile PSD curve can be used to predict the height spectrum by the inverse 
of the above expression:

 S m
f

S m
m

1 2 1

1

2
( )

( )
( )= ′

π
 (14)

Care must be exercised in this case to exclude the DC term (fm = 0) from the calculation, as it will 
cause the result to be nonsense. 
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Over the past three decades, grazing incidence optics has transformed observational x-ray astron-
omy into a major scientific discipline at the cutting edge of research in astrophysics and cosmology. 
This chapter summarizes the design principles of grazing incidence optics for astronomical applica-
tions, describes the capabilities of the current generation of x-ray telescopes and the techniques used 
in their fabrication, and explores avenues of future development.

47.1 INTRODUCTION

The first detection of a cosmic x-ray source outside of our solar system was made during a brief 
rocket flight less than 50 years ago.1 This flight, which discovered a bright source of x rays in the 
Scorpius Constellation, was quickly followed by other suborbital experiments and in 1970, the first 
dedicated x-ray astronomy satellite, UHURU, was launched into an equatorial orbit from Kenya.2

UHURU, which used mechanically collimated gas-filled detectors, operated for just over 2 years and 
produced a catalog of 339 cosmic x-ray sources.

While UHURU significantly advanced the discipline, the real revolution in x-ray astronomy came 
about with the introduction of grazing-incidence optics aboard the Einstein observatory in 1978.3

Focusing optics provide an enormous increase in signal to noise ratio by concentrating source pho-
tons into a tiny region of the detector, thereby reducing the detector-area-dependent background 
to a very small value. Despite a modest collecting area, less than that of the UHURU, the Einstein 
observatory had two-to-three orders of magnitude more sensitivity, enabling emission from a wide 
range of sources to be detected and changing our view of the x-ray sky.

Since that time, payloads have increased in capability and sophistication. The current “flagship” 
x-ray astronomy missions are the U.S.-led Chandra observatory and the European-led XMM-
Newton observatory. Chandra represents the state of the art in astronomical x-ray optics with 
sub-arcsecond on-axis angular resolution and about 0.1 m2 of effective collecting area.4 Its 
sensitivity is over five orders of magnitude greater than that of UHURU, despite having only slightly 
greater collecting area; in deep fields Chandra resolves more than 1000 sources per square degree. 
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The XMM-Newton observatory, designed for high throughput, has nearly 0.5 m2 of effective 
collecting area, and 15-arcsecond-level angular resolution.5

In addition to providing a considerable increase in sensitivity and enabling fine imaging, x-ray 
optics also permit the use of small-format, high-performance focal-plane detectors. Both Chandra 
and XMM feature fine-pixel silicon imagers with energy resolutions an order of magnitude greater 
than the earlier gas-filled detectors. Currently planned missions will utilize imaging x-ray calorim-
eters that will offer one to two orders of magnitude further spectroscopic improvement.

This chapter describes the optics used in, or with potential for use in, x-ray astronomy. The 
missions described above use mirror geometries based on a design first articulated by Wolter6 and 
these, and their fabrication techniques, are described in Sec. 47.2. An alternate mirror configuration, 
termed Kirkpatrick-Baez, which has not seen use yet in astronomy but offers potential future ben-
efit, is described in Sec. 47.3. Payloads designed to extend the range of x-ray focusing optics into the 
hard-x-ray region are detailed in Sec. 47.4. Finally, new developments offering the promise of ultra-
high angular resolution for future missions are discussed in Sec. 47.5.

47.2 WOLTER X-RAY OPTICS

Optical Design and Angular Resolution

Wolter optics are formed by grazing-incidence reflections off two concentric conic sections 
(a paraboloid and hyperboloid, or a paraboloid and ellipsoid—see Chap. 44). The most common 
case (Wolter type I) is conceptually similar to the familiar Cassegrain optical telescope: the 
incoming parallel beam of x rays first reflects from the parabolic section and then from the hyper-
bolic section, forming an image at the focus (Fig. 1). To increase the collecting area, reflecting shells 
of different diameters are nested, with a common focal plane.

FIGURE 1 Geometry of a Wolter type I x-ray optic. Parallel light incident from 
the right is reflected at grazing incidence on the interior surfaces of the parabolic and 
hyperbolic sections; the image plane is at the focus of the hyperboloid.
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A Wolter I optic can be described by four quantities:

1. The focal length, Z0, which is defined as the distance from the intersection of the paraboloid 
and hyperboloid to the focal point

2. The mean grazing angle a, which is defined in terms of the radius of the optic at the intersec-
tion plane r0:

α ≡ 1
4

0

0

arctan
r

Z
   (1)

3. The ratio of the grazing angles of the paraboloid and the hyperboloid x, measured at the inter-
section point

4. The length of the paraboloid Lp

Wolter optics produce a curved image plane, and have aberrations which can cause the angu-
lar resolution of the optic to be significantly worsened for x-ray sources that are displaced from 
the optical axis of the telescope (see Chap. 45); for these reasons, designs are usually optimized 
using detailed ray-trace simulations (see Chap. 35). However, a good approximation to the opti-
mum design can be readily obtained using the results of Van Speybroeck and Chase.7 The highest 
x-ray energy that the optic must transmit largely determines the mean grazing angle (see “X-Ray 
Reflectivity” section), which in turn constrains the focal ratio of the optic [Eq. (1)]. The grazing 
angles on the parabolic and hyperbolic sections are usually comparable, so x ≈ 1. With the diameter 
and length of the optic as free parameters, the curves in Van Speybroeck and Chase can be used to 
estimate the angular resolution and the collecting area for different designs. Very high resolution and 
good off-axis performance is possible with Wolter I optics. Figure 2 presents sub-arcsecond angular 
resolution images from the Chandra X-Ray Observatory and wide field images from the XMM-
Newton Observatory.

Mirror Figure and Surface Roughness

Irregularities in the mirror surface will cause light to be scattered out of the core of the x-ray image, 
degrading the angular resolution of the telescope. If an incoming x ray strikes an area of the mirror 
surface that is displaced from the ideal height by an amount s, the resulting optical path difference 
is given by

OPD = 2σ αsin    (2)

and the corresponding phase difference is

Δ = 4πσ α
λ
sin

 (3)

where a is the grazing angle and l is the x-ray wavelength. For a uniformly rough mirror surface 
with a gaussian height distribution, RMS values of s and Δ can be used to calculate the scattered 
intensity relative to the total intensity:8,9

I

I
es

0

1
2= − −ΔRMS  (4)

This result implies that high-quality x-ray reflectors must have exceptionally smooth surfaces: in 
order for the scattered intensity Is to be small, ΔRMS must be << 1. For a grazing angle of 0.5° and 
a wavelength of 1 Å, a surface with an RMS microroughness of 4 Å will scatter approximately 20 
percent of the incident intensity. A surface roughness of 8 Å will scatter more than 50 percent of the 
incident intensity at this x-ray wavelength and grazing angle.
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FIGURE 2 (a) A Chandra x-ray image of the fiery ring surrounding the 1987 supernova explosion in the Dorado constel-
lation. Subarcsecond angular resolution is required to resolve the structure surrounding the supernova remnant (http://chandra.
harvard.edu/photo/2005/sn87a/). (NASA/CXC/PSU/S.Park & D. Burrows.) (b) A Chandra x-ray image of the supernova remnant 
G292.0+1.8. The colors in the image encode the x-ray energies emitted by the supernova remnant; the center of G292.0+1.8 con-
tains a region of high energy x-ray emission from the magnetized bubble of high-energy particles that surround the pulsar, a rap-
idly rotating neutron star that remained behind after the original, massive star exploded (http://chandra.harvard.edu/photo/2007/
g292/). (NASA/CXC/Penn State/S.Park et al.) (c) Chandra x-ray image of the Crab Nebula—the remains of a nearby supernova 
explosion which was seen on Earth in 1054 AD. At the center of the bright nebula is a rapidly spinning neutron star, or pulsar,
that emits pulses of radiation 30 times a second (http://chandra.harvard.edu/photo/2002/0052). (NASA/CXC/ASU/J. Hester et al.)
(d) XMM-Newton and Chandra x-ray images RCW 86, an expanding ring of debris that was created after a massive star in the 
Milky Way collapsed onto itself and exploded. Both the XMM-Newton and Chandra images show low-energy x-rays in red, 
medium energies in green and high energies in blue. The Chandra observations focused on the northeast (left-hand) and southwest
(lower right) side of RCW 86, and show that x-ray radiation is produced both by high-energy electrons accelerated in a magnetic
field (blue) as well as heat from the blast itself (red). These images demonstrate the large field of view and moderate angular resolu-
tion of XMM-Newton, compared to the smaller field of view and high angular resolution provided by Chandra (http://chandra.
harvard.edu/photo/2007/2snr/). (NASA/CXC/ESA/Univ. of Utrecht/J. Vink et al.)(See also color insert.)
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To calculate the effect of surface imperfections on the x-ray point spread function in detail, it is 
necessary to measure the distribution of the deviations on all spatial scales of the optic, from the 
microroughness on submicron scales to the overall slope error of the full mirror. The surface devia-
tions are characterized by the power spectral density, and the resulting x-ray scattering can be calcu-
lated using the methods described by Church,10 Aschenbach,8 O’Dell et al.,11 and Hughes et al.12

X-Ray Reflectivity

For most astronomical applications, x-ray telescopes are required to have high reflection efficiency 
across the operational energy band, and also to function at the highest possible energy for a given 
focal length and diameter. The overall reflection efficiency and the high energy response can both 
be increased by applying a high density coating to the polished reflecting surfaces of the optics, 
such as nickel, gold, platinum, or iridium (the latter element having the highest density and the best 
reflectivity).13 As discussed earlier, the uniformity and smoothness of the reflective coating is critical 
to the imaging performance of the optic.

The reflection efficiency of an x-ray optic is strongly dependent on energy, due to the presence of 
atomic absorption edges and the rapid decrease in efficiency at high energies. The reflectivity can be 
readily calculated using the Fresnel reflection formulae expressed in terms of the complex dielectric 
constant of the reflecting surface, k.13 Dielectric constants can be easily derived from experimentally 
determined atomic scattering factors, f , using the relation

κ
ρ

π
λ= −1 2

r N

A
fe A

W

   (5)

where re is the classical electron radius, NA is Avogadro’s number, and r and AW are the density and 
molecular weight of the reflecting material. An extensive compilation of atomic scattering factors 
for elements 1 to 92 over the energy range 50 eV to 30 keV is given by Henke, Gullikson, and Davis14

(also see Chap. 36).

Effective Collecting Area

The useful collecting area of a grazing incidence optic depends on several factors: the size and num-
ber of mirror shells, the projection of the grazing incidence mirrors onto the sky, blockage of the 
aperture by support structures, x-ray reflection efficiency, and vignetting of off-axis sources. The 
effective collecting area Ae is the convolution of all of these terms; it is highly energy dependent due 
to the mirror reflectivity, and falls to zero at the high energy cutoff of the optic.

Technologies for Fabricating Wolter-Type X-Ray Optics

There are currently three primary methods for fabricating nested Wolter x-ray optics for astronomi-
cal applications. The approach that has produced the highest angular resolution involves the fabri-
cation of Zerodur glass shells, a few centimeters thick, which are ground, figured, highly polished, 
and coated on the interior reflecting surface. Optics of this type have been built and flown on the 
Einstein observatory,3 ROSAT,15 and the Chandra X-Ray Observatory.16 Einstein and ROSAT each 
had approximately 5 arcsec angular resolution, while Chandra has sub-arcsecond on-axis resolu-
tion. These optics represent what might be called the traditional approach to mirror fabrication 
which involves meticulous figuring and polishing of relatively heavy substrates. The resulting mir-
rors deliver superb performance, but in an effort to avoid the high cost necessarily incurred by this 
labor-intensive work and the significant weight of the mirrors and their support structures, other 
fabrication techniques have been developed that trade angular resolution for light weight, higher 
throughput, and lower cost.
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A mirror-fabrication process used widely in x-ray astronomy is electroformed nickel replication 
(ENR). This technique makes use of a master or “mandrel” which is used to replicate identical 
mirror shells. The required parabolic and hyperbolic surfaces are machined into the outer surface 
of the mandrel, which is then highly polished and coated or chemically treated. A thin nickel shell is 
electroplated onto the mandrel; the shell and mandrel (which have different coefficients of thermal 
expansion) are then separated by cooling. The attraction of the process is that the resulting shells 
are full cylinders that contain both parabolic and hyperbolic segments of the Wolter geometry. This 
makes them inherently stable and results in reasonable angular resolution despite their thin (1 mm 
or less) walls. A good example of the use of the ENR process is in the mirrors for the XMM-Newton 
Observatory which has three optics modules, each containing 58 replicated Wolter-I shells (Fig. 3), 
which provide high effective collecting area and 15-arcsecond angular resolution.17

A third approach to mirror fabrication is to utilize reflector segments mounted in a housing 
to give the desired mirror geometry. This technique opens the possibility of compact, very-light-
weight, densely-packed optics modules. To date, many segmented optics have flown on satellite mis-
sions and all have utilized thin aluminum reflectors coated (typically via an epoxy replication off a 
smooth mandrel) to improve their surface roughness. The current SUZAKU18 x-ray astronomy mis-
sion has several foil segment mirror modules (Fig. 4). Typically these have around 175 nested shells, 
each consisting of 8 × 150 μm thick reflectors. The on-orbit measured angular resolution is around 
2 arcminutes.

Recently there has been a significant optics development effort utilizing slumped glass seg-
mented reflectors rather than aluminum. The attraction of the glass is that it is available with very 
smooth surfaces due to the fabrication process used. Certain glass types, notably float borosilicate 
glass, is obtainable with sub-5-Å smoothness making it an ideal x-ray reflector even for demanding 
multilayer coatings. The NuSTAR mission,19 recently selected as a NASA small explorer, utilizes float 
glass reflectors “slumped” by heating the glass to approximately 600°C on a suitably figured pyrex 
mandrel. The reflectors are coated with multilayers for hard-x-ray responsivity (see Sec. 47.4), and 

FIGURE 3 An x-ray optics module for the XMM observatory. Fifty-eight electroformed nickel 
Wolter I optics are nested to increase the effective x-ray collecting area. (See also color insert.) 
(Photo courtesy of ESA.)
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are assembled into a module through the use of machined precision graphite spacers inserted and
glued between successive shells. The spacers are machined in situ, before each successive shell is 
glued, to prevent error buildup. The expected angular resolution for the NuSTAR optics is approxi-
mately 50 arcseconds.

47.3 KIRKPATRICK-BAEZ OPTICS

The first demonstration of grazing incidence x-ray imaging was performed by Kirkpatrick and 
Baez20 using mirrors with one-dimensional parabolic curvature (Fig. 5a). An optic of this type 
focuses in one plane only, so two mirrors are mounted orthogonal to each other to achieve 2D 
imaging (Fig. 5b); they can also be stacked to increase the effective collecting area (Fig. 5c). Design 
studies of multielement Kirkpatrick-Baez systems have been carried out by Van Speybroeck et al.,21

Weisskopf,22 and Kast.23

Kirkpatrick-Baez optics has not been widely used in astronomical applications because the 
required grazing angles are a factor of two larger than those of a Wolter design, for the same optic 
diameter and focal length. (This can be seen from Fig. 7: An x-ray reflecting in the horizontal plane 
receives the full angular displacement in a single reflection, while a Wolter optic achieves the same 
angular displacement via two half-angle reflections.) The larger grazing angles in the Kirkpatrick-
Baez design significantly reduce the high energy efficiency of the optic. However, optimal packing 
schemes and ease of manufacture may eventually permit Kirkpatrick-Baez designs to overcome this 
disadvantage; for example, mass-produced flat plates can be substituted for the curved optics in 
cases where the curvature of the mirrors is small (Fig. 6). In the small angle approximation the pro-
jected width of the flat plate is

δ =
Lr

F
0

2
   (6)

where L is the length of the plate, r0 is the distance of the plate from the optical axis, and F is the 
focal length. The limiting angular resolution due to the flat plate geometry, Δq, is

Δθ ( )~arcsec 105 0
2

Lr

F
   (7)

FIGURE 4 The segmented foil mirrors aboard the SUZAKU spacecraft. (a) A complete mirror module and 
(b) a single aluminum foil reflector coated with gold. (See also color insert.)

(a) (b)



47.8  X-RAY AND NEUTRON OPTICS

(a)

(b)

(c)

FIGURE 5 Kirkpatrick-Baez optics. 
(a) Mirrors with one-dimensional parabolic cur-
vature focus in one plane only, producing a line 
image; (b) two mirrors mounted orthogonal to 
each other can produce 2D imaging; and (c) para-
bolic Kirkpatrick-Baez optics can be nested to 
increase the effective collecting area.

Equation (7) indicates that the error introduced by the flat plate approximation can be made rea-
sonably small: Δq = 10 arcsec for a mirror 0.1 m in length and r0 = 0.1 m away from the axis of a 
10-m focal length optic. Analytic expressions for the number of flat plates, their spacing, and the 
resulting packing fraction are given by Weisskopf.22



ASTRONOMICAL X-RAY OPTICS  47.9

47.4 HARD X-RAY OPTICS

As noted in Sec. 47.1, x-ray optics has revolutionized the field of x-ray astronomy, with current state-
of-the-art telescopes having more than five orders of magnitude greater sensitivity than the first 
satellite-borne instruments. This statement is only true, however, below approximately 10 keV where 
x-ray optics have been used extensively. The hard-x-ray region, above 10 keV, is very important for 
study as in this energy regime sources transit from thermal to nonthermal emission mechanisms. 
In addition, nuclear lines appear and obscured objects become visible. Despite this significance, this 
energy region remains relatively unexplored at high sensitivities and fine angular scales.

The difficulty inherent in obtaining high-energy response is that the critical angle, below which 
x rays can be reflected, is given by

fc ~ 0.93 . l . √ r

where l is the wavelength of the incident x ray (nanometers) and r is the density of the reflecting 
medium (grams per cubic centimeter). Thus at 6 keV, for example, a nickel surface will reflect x rays 
up to an angle of approximately 1/2 degree, but at 60 keV, this will be only 3 arcminutes and thus the 
projected collecting area of hard-x-ray mirror shells becomes very small.

FIGURE 6 Flat plates can be substituted for the parabolic 
Kirkpatrick-Baez optics in cases where the curvature of the mirrors 
is small, and 2D imaging can be achieved by stacking two orthogonal 
sets of flat reflectors.
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There have recently been several balloon payloads developed with hard-x-ray telescope sys-
tems using slightly different approaches to obtaining high-energy response. The HERO balloon 
payload24,25 uses an array of shallow-graze-angle, iridium-coated optics fabricated using the elec-
troformed nickel replication process, while the HEFT26 and the InFOCUS/SUMIT27 payloads use 
multilayers (see Chap. 41) to extend the graze angles over which useful reflectivity can be obtained. 
Both InFOCUS/SUMIT and HEFT utilize a segmented optics approach, the former with aluminum 
reflectors and the latter with slumped glass segments as described in “Technologies for Fabricating 
Wolter-Type X-Ray Optics” section.

There are also various satellite missions with hard-x-ray focusing optics that have been approved 
and are in the early stages of development. Among these are the US NuSTAR small explorer mission,19,28

the Japanese NeXT (ASTRO–h) mission.27,29

NuSTAR is a small explorer mission that has recently been approved for flight with a planned 
launch in 2011. It is an outgrowth of the HEFT balloon program, described previously, but with an 
increased focal length and glass-mirror-module size to give an effective area around 200 cm2 at 50 keV 
and useful response to above 70 keV. This, coupled with the long integration times available on orbit, 
results in a two-order-of magnitude increase in sensitivity over currently orbiting (non-focusing) 
hard-x-ray instruments. Launched in an equatorial orbit for low background, NuSTAR will have a 
2-year mission lifetime.

The Japanese NeXT mission builds on the InFOCUS/SUMIT experience, and will utilize 
multilayer-coated aluminum foil optics for extended response up to approximately 60 keV. It is  
projected to fly in the 2013/2014 timeframe.

47.5 TOWARD HIGHER ANGULAR RESOLUTION

The next generation of x-ray missions requires ever-higher angular resolutions and collecting 
areas and it is difficult to construct grazing incidence x-ray optics that combine both of these. The 
Chandra X-ray Observatory currently delivers sub-arcsecond angular resolution, a superlative 
achievement for an x-ray telescope, but still an order of magnitude below the resolution achieved 
by optical observatories, and more than three orders of magnitude below the diffraction limit. 
Improving conventional Wolter x-ray optics to produce milli-arcsecond (or better) angular resolu-
tion is a formidable technical challenge. One alternative is to exploit an approach that is widely used 
in the radio and optical spectral regions: interferometry.

Several fundamental questions about the feasibility of x-ray interferometry are immediately 
apparent. First, interferometry requires that the phase errors be controlled to a fraction of a wave-
length; is it possible to figure and control optics for x-ray wavelengths on the scale of Angstroms? 
Second, cosmic x-ray sources are notoriously faint (especially the cosmologically interesting sources 
at high redshift), and the effective collecting areas of x-ray telescopes are low; is it possible to build 
an x-ray interferometer that would collect a sufficient number of photons to construct a useful 
image in a finite amount of time?

The scientific case for very-high-angular resolution x-ray imaging proves to be strong. Many 
of the most interesting objects in the universe (including active galactic nuclei, accretion disks, 
and the black holes that power them) are very small (< 1 milli-arcsec), very hot (T >108 K), 
and radiate a large amount of thermal energy (Bn ∝ T4) primarily in the x-ray spectral region. 
Obtaining the highest scientific returns, however, will require microarcsecond x-ray angular 
resolution.30

The answers to some of the technical feasibility questions are interesting and rather unexpected. 
Figure 7 shows a schematic drawing of an x-ray interferometer, in which the beams from two x-ray 
telescopes are mixed to form fringes. Grazing incidence mirrors are used for both the telescope 
optics and the beam-combining optics.

How accurately must the grazing incidence optics be figured and controlled in order to achieve 
an acceptable phase error at x-ray wavelengths? For a 1/2 degree grazing incidence optic, l = 2 Å,
and a l/10 path difference, Eq. (2) indicates that the tolerance on surface deviations is large 
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compared to the wavelength: s ≈ 10 Å. Thus, for typical grazing angles, the factor of sina in Eq. (2) 
relaxes the tolerances on the mirror surface by approximately two orders of magnitude. Significantly, 
this brings the required x-ray optics and metrology solidly into a regime that has been demonstrated 
in the laboratory, suggesting the future possibility of an ultra-high-angular resolution x-ray astronomy 
mission.
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48.1 INTRODUCTION

Improved source development and the growing number of types of x-ray sources have generated an 
increased interest in detection, spectroscopy, and x-ray imaging. Synchrotron, free electron laser (FEL), 
laser plasma, tokamak plasma, capillary discharge, and Z-pinch x-ray sources need various diagnostics 
and offer many applications in science and technology. X-ray imaging and x-ray optical systems play 
a major role. The study of refraction, reflection, and diffraction in the x-ray region have led to the 
development of new optical elements and systems. They allow extended use of x rays in microscopy, 
computed tomography, nondestructive testing (NDT), and material science, as well as in the semicon-
ductor industry, arts, security, and astronomy. Demands for extremely wide field of view (FOV) and 
cost-effective optical systems have led to the concept of multifoil optics (MFO). The basic principles 
and designs of grazing incidence multifoil optics are reviewed in this chapter. Recent developments 
and typical applications for multifoil optics in astronomy, extreme ultraviolet (EUV) lithography, and 
microscopy are described. The requirements for these applications are discussed.

48.2 GRAZING INCIDENCE OPTICS

Atomic scattering functions for x rays had been studied by Henke1 and are tabulated in Chap. 36. 
The real part of complex index of refraction in the x-ray region approaches unity so the focusing 
effect is small in comparison with classic visible radiation optics. The imaginary part of the index 
causes absorption that is not negligible for most materials. Therefore, refraction optics had played 
no significant role until recently (see Chap. 37). The theory of reflection of x rays from a mirror 
surface shows the possibilities and limitations for optics in the x-ray spectral region (see Chaps. 26 
and 44). Reflection optics have been more suitable for most applications. However, x rays can reflect 
only at grazing incidence angles and, thus, only a relatively small solid angle of collection can be 
used. Different solutions can be applied to enlarge the collection angle such as nested Wolter-type 
optics described in Chaps. 44 to 46, or multifoil optics (MFO). The microroughness of the reflecting 
surface plays a critical role in the x-ray spectral region. Microroughness on no larger than an atomic 
scale is necessary for acceptable x-ray reflection2 and optic figure errors no larger than micro- to 
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nanometer scales are necessary for high-resolution imaging. Grazing incidence x-ray optics can be 
used to collect the radiation in a wide wavelength range. While grazing incidence optics are com-
monly used in space x-ray telescopes, they can be also successfully used for laboratory imaging, as 
well as for collecting x rays from the laboratory sources. The critical angle is relatively large in case 
of the EUV radiation. It can be up to 15° for gold-coated mirrors with surface microroughness 
below 1 nm and radiation wavelength around 10 nm, or better for some other materials. Beside flat 
mirrors, the most commonly used optics are toroidal mirrors, ellipsoidal mirrors, or parabolic mir-
rors. Kirkpatrick-Baez,3 Wolter,4 Schwarzshild, and polycapillary systems are also commonly used 
and based on reflection. Multilayer structures can be deposited on the surfaces of mirrors to achieve 
the desired spectral properties or higher solid angles of collection.

48.3 MULTIFOIL LOBSTER-EYE OPTICS

The first representative of the MFO is lobster-eye optics (LE). The name of these optics arises 
because lobsters have eyes which operate in a similar manner.5 See also Chap. 49.

Lobster-Eye Geometry

X-ray optics offer an excellent opportunity to achieve very wide fields of view. A one-dimensional 
lobster-eye geometry was originally suggested by Schmidt,6 based upon flat reflectors. The device 
consists of a set of flat reflecting surfaces. The plane reflectors are arranged in an uniform radial 
pattern around the perimeter of a cylinder of radius R (Fig. 1a). X rays from a given direction are 
focused to a line on the surface of a cylinder of radius R/2. The azimuthal angle is determined 
directly from the centroid of the focused image. Used at a glancing angle for x rays of wavelength 1 nm 
and longer, this device can be used to focus a sizable portion of an intercepted beam of parallel x rays. 
Focusing is not perfect and the image size is finite. On the other hand, this type of focusing device 

x ray

(a) (b)

R

R/2
Detector X

Z

Y

j

FIGURE 1 (a) Geometry of a lobster-eye x-ray optic. Parallel light incident from the top is reflected 
at grazing incidence on the set of flat mirrors. The image is formed on a sphere with R/2 radius. (b) The 
Schmidt lobster-eye objective in the double-focusing arrangement. (Courtesy of A. Inneman.)
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offers a wide field of view, up to a maximum of 2p with coded apertures. It appears practically pos-
sible to achieve an angular resolution of the order of one-tenth of a degree or better. Two such sys-
tems in sequence, with orthogonal stacks of reflectors, form a double-focusing device (Figs. 1b and 2). 
Such device offers a field of view of up to 1000 square degrees at a moderate angular resolution.

48.4 MULTIFOIL KIRKPATRICK-BAEZ OPTICS

Schmidt LE systems with flat mirrors offer unsurpassed FOV, but have serious imaging and focusing 
limitations. Ideally, a good LE system should have mirrors as short as possible, very thin and densely 
packed. In laboratory applications, where the FOV is often not of the key importance, better focus-
ing systems can be used. Kirkpatrick and Baez3 proposed combination of two mirrors in orthogonal 

(a) (b)

FIGURE 2 (a) The mini (24 × 24 mm, 0.1-mm-thick foils spaced by 0.3 mm) Schmidt LE module. (b) The 
mini Schmidt LE module focal spot image (8-keV x rays from microfocus x-ray tube, image area 12.3 × 12.3 mm). 
Maximum beam intensity in the focal spot is 680× higher than the intensity of unfocused beam. (Courtesy of 
Reflex.)

(a) (b)

FIGURE 3 Kirkpatrick-Baez test Au-coated glass foils system (a) and VIS focal image (see also color 
insert) (b) studied for XEUS project. (Courtesy of Reflex.)



48.4  X-RAY AND NEUTRON OPTICS

configuration (KB system) in order to achieve two-dimensional imaging. With this mirror combina-
tion they were the first to demonstrate experimentally grazing incidence x-ray imaging. Multifoil 
versions of KB systems (Fig. 3—example of MFO KB test module) have been studied for astronomical 
purposes by Van Speybroeck et al.,7 Weisskopf,8 Kast,9 and Gorenstein.10 A laboratory MFO system 
with elliptical mirrors was recently designed and tested in EUV lithography.

48.5 SUMMARY

Wide-field lobster-eye x-ray telescopes are expected to play an important role in future x-ray 
astrophysics missions and projects. These devices allow the study of novel science, including such 
important fields such as gamma ray bursts (GRB). Use of wide field x-ray optics will allow the signal-
to-noise ratio to be increased compared to measurements with nonfocusing devices. The expected 
limiting sensitivity of LE telescopes is roughly 10−12 ergcm−2s−1 for daily observation in the soft x-ray 
range. The scientific applications are expected to be very broad, covering numerous types and cat-
egories of variable and transient x-ray sources including x-ray binaries, AGN, blazars, Supernovae, 
x-ray counterparts of gamma ray bursts (including orphan afterglows), x-ray flashes, cataclysmic 
variables, and the like. Laboratory multifoil optical condenser allows extended use of x rays in 
microscopy and in EUV lithography.
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49.1 INTRODUCTION

For x rays, the ratio of effective collecting area to the total reflecting surface area is small. This quan-
tity, defined as the surface utility, for a Wolter-I optic, equals

s = R2(a, E) sin (a)/2 (1)

where a is the grazing incidence angle on both mirrors in the Wolter-I optic, and R(a, E) the reflec-
tivity at that grazing angle and the energy of the incident radiation. This quantity is only determined 
by the reflective properties of the surface, and is generally small. A typical value is 0.0015 for Au at 
1 keV, which means that 1 cm2 mirror only results in 0.0015 cm2 effective collecting area. The chal-
lenge is therefore to create large surface area with high accuracy. For a given surface area the mass is 
determined by the density and thickness of the mirrors. However, thinner mirrors have lower stiff-
ness and it is therefore more difficult to achieve a good figure and therefore angular resolution of 
the optic. An x-ray optic is therefore a trade-off between mass and resolution. The resolution can be 
improved by increasing the stiffness for a given mirror thickness. One possible solution is the use of 
a spacer that supports the mirrors. A more drastic implementation are pore optics, where the spac-
ing of the spacers is of the same order as the spacing between the mirrors. There are currently three 
technologies that employ pore optics to implement x-ray pore optics: microchannel plate, silicon 
stacks, and micromachined silicon.1–15

49.2 GLASS MICROPORE OPTICS

Introduction

Glass micropore optics are made from square glass fibers that are arranged in an appropriate con-
figuration, after which the cores of the fibers are etched away such that thin mirrors remain. The 
resulting mirror thickness can be as low as 1 μm. With a glass density of about 2.3, this results in 
several orders of magnitude reduction in mass compared to 1-mm nickel shells or 0.1-mm-thick 
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aluminium foils. These optics can be produced with the same technology used for the manufactur-
ing of microchannel plates, but using square instead of round glass blocks from which the fibers 
are drawn, as shown in Fig. 1. The process results in multifibers, as shown in Fig. 2, a square array 
of typically 50 × 50 fibers. These can be arranged in the desired geometry in a block. Plates are cut 
from the block and the core of the fibers are etched away, leaving square holes in a regular grid, as 
shown in Fig. 3.16

Glass micropore optics can be manufactured from different types of glass. In the etching pro-
cess heavier elements are etched away preferentially and the resulting surface is mostly composed 
of SiOx. It has not yet been possible to coat the inside of the pores uniformly with a material with a 
higher atomic number.

FIGURE 1 SEM image of a square-pore square-pack 
microchannel plate that acts as micropore optics. The pores are 
20 × 20 μm, the wall thickness is 2 μm.

FIGURE 2 The front side of a multifiber with a size of
0.7 × 0.7 mm2. The front side of the unprocessed fiber is irregular 
and therefore not the entire area is properly focussed.
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In the drawing process the surface of the core glass is elongated by several orders of magnitude, 
thereby reducing the surface roughness significantly to about 1 to 2 nm. This makes them suitable 
for x-ray reflection. The typical pore size varies between 10 and 100 μm, and the wall thickness 
between 2 and 20 μm. This results in an open area ratio of typically 65 percent.

Lobster-Eye Optics

Multifibers can be arranged in a regular rectangular arrays, resulting in the so-called square-pore 
square-pack plates. If these are slumped over a spherical surface, a lobster-eye optic results,17 as 
shown in Fig. 4. Radiation that reflects twice inside the pore from orthogonal walls will be focused 
into a point. However, a large fraction of the incoming radiation will be reflected from one wall only 

FIGURE 3 Manufacturing of a microchannel plate optics. A square core is inserted into a square cladding, and fibers are 
drawn. The fibers are stacked in a block, and multifibers are drawn.
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FIGURE 4 Creating a collimated beam with a slumped multichannel plate. (From Ref. 16.)
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or go straight through the pores. The resulting image from a point source is called a crucifix image, 
as shown in Fig. 5.18 The crucifix point spread function (PSF) of the lobster optic results in a typi-
cal image resolution of a few arcminutes half-energy width. With a sufficiently large signal-to-noise 
ratio it is possible to deconvolve the image using the known PSF.

The lobster-eye optic only focuses light from an annulus on the optic. The collecting area will 
therefore be smaller than the total open fraction of the optic.

The field of view of a large curved lobster-eye optic is large. This optic is therefore well suited for 
sky survey instruments. A large-FOV instrument based on a lobster-eye optic is being developed for 
the International Space Station.19

The lobster-eye optic can be used for sources at finite distance, in which case a thin lens formula 
applies, as shown in Fig. 4,

1 1 2

L L Rs f

− =
slump

 (2)

Glass micropore optics have been used to image x-ray fluorescence of biological and geological 
samples.20,21

Wolter Optics

If the square fibers are stacked in concentric rings or sectors, as shown in Fig. 6, the radiation that is 
reflected from the azimuthal walls will result in a focus, as shown in Fig. 7. A second plate can be used 
to eliminate the extreme coma from a single plate, as shown in Fig. 8, resulting in proper imaging.22,23

In the case of a source at infinity the required slump radii are

f R R= =1
4

3
41 2  (3)

FIGURE 5 The crucifix image produced by a microchan-
nel plate optic with square packing in a confical arrangement. 
The half-energy width of the spot is about 6 arcmin. Data 
taken at the beam line of the Space Research Centre of Leicester 
University at 1 keV. (From Ref. 18.)
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FIGURE 6 Radial microchannel plate optic are produced 
by stacking multifibers radially, cutting plates and etching the 
cores.
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FIGURE 7 The focus of a single-plate radially packed microchannel plate optic. (See also 
color insert.)
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FIGURE 8 Two radially stacked plates that are 
slumped to different radii mimic a Wolter-I optical 
geometry and provide true focusing.



49.6  X-RAY AND NEUTRON OPTICS

When the ratio of the pore size and thickness of the plate is properly chosen, the entire optic 
contributes to the focus of an on-axis source. The geometrical collecting area is therefore the open 
area ratio times the aperture.

The imaging performance of a glass micropore optic will be determined by the optical geometry, 
manufacturing errors that are imminent in the production of glass surfaces, as well as diffraction 
due to the pore structure. The focal plane is in the near field of the diffraction of the pores at typical 
x-ray wavelengths and Fresnel diffraction treatment is required to calculate the diffraction pattern. 
The actual geometry is basically a conical approximation to a Wolter-I. This will result in an image 
that has the size of a pore. However, in the case of concentric rings of multifibers, the multifibers 
will not be appropriately slumped in the azimuthal direction, and the focal spot will have the size 
of a multifiber. For a 1-mm multifiber size and a focal length of 1 m this corresponds to 3 arcmin. 
Diffraction at x-ray energies can be comparable depending on energy and pore size.24

The optic can be created in off-axis segments, so that a larger collecting area in a single focus can 
be obtained, as shown in Fig. 9. Such an optic is being developed for an x-ray imaging spectrometer 
for BepiColombo, a European mission to Mercury25,26 and could be used for medium-resolution 
timing experiments.27

49.3 SILICON PORE OPTICS

Silicon pore optics are produced by stacking silicon plates with ribs on the backside onto a conical 
mandrel, as shown in Fig. 10. Silicon wafers produced by the semiconductor industry are used. The 
chemomechanical polishing process that was developed for high-quality wafers results in a surface 
that has very good quality as x-ray mirror. Typical surface roughnesses are 0.1 nm and the flatness is 
better than a few nanometers over 25 mm. The plates are stacked such that the ribs make contact with 
the next plate and form a strong bond. This way stacks of a large number of concentric mirrors can be 
made. The porous structure, shown in Fig. 11, is almost as stiff as a solid silicon block. The x rays will 
reflect from the front side of the wafer toward the focus. A second stack is required to eliminate the 
severe coma caused by a single reflection. The current imaging resolution is 17 arcsec HEW over the 
full area and below 5 arcsec over selected regions.28

Metallic and multilayer coatings can be applied to the surface inside the pore before stacking, 
provided that the coating is laid down in stripes, leaving uncoated silicon for the bonding.

FIGURE 9 A segment of a radially stacked micropore 
optic. Two such plates behind each other act as a conical 
approximation to a Wolter-I optic. The width of the segment is 
35 mm. (See also color insert.)
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The resulting optic has a typical pore size of 1 × 1 mm2 and a typical mirror thickness of 170 μm. 
The mass of these optics is about 1/10 of nickel replicated optics and is comparable to foil optics. 
The resolution is potentially better. This technology is well suited for conical approximations to a 
Wolter telescope. In that geometry the resolution will be inversely proportional to the focal length 
for a given pore size, and therefore this optic is best suited for large focal lengths. A closer approxi-
mation to a Wolter-I optic would require bending the plates in two directions, leading to additional 
distortion which has to be balanced against the benefit of the improved design.

The resulting stacks can be mounted as smaller modules into a larger structure. Note that the 
combination of two stacks forms a lens and therefore the alignment of a so-called tandem is much 
less critical than the alignment of an individual stack.

This optic is the baseline technology for the XEUS/IXO mission concept and would allow a 
collecting area of more than 3 m2 in space.

49.4 MICROMACHINED SILICON

Careful etching of silicon can result in surfaces that are sufficiently smooth for x-ray reflection. 
With this method a structure can be etched into silicon that forms a geometry that can be used for 
imaging.29 To get good surface quality requires etching along silicon crystal planes, which limits the 
geometries that can be realized.
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ADAPTIVE X-RAY OPTICS

Ali Khounsary
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50.1 INTRODUCTION

The field of adaptive optics (AO) has its origin in the second half of the twentieth century1,2 in con-
nection with improving the image quality of celestial objects taken by Earth-based telescopes. Prior 
to this, and for some 300 years, telescopes had evolved significantly, from primitive constructs to 
sophisticated systems that incorporated the latest in design, optical material, polishing, and assembly.3

Further improvement in image quality required collecting more light and, more importantly, dealing 
with the blurring caused by atmospheric turbulence. These two requirements have led to the develop-
ments of active and adaptive optics, respectively.

To collect more light, telescopes with large primary mirrors several meters in diameter were 
proposed. To control optical aberrations due to mechanical and thermal effects in such large 
systems, active optics4 techniques were developed and implemented that allowed automatic 
adjustments via built-in corrective optical elements operating at fairly low temporal frequency 
(<<1 Hz).

To address the degrading effects of atmospheric turbulence and to obtain sharper images, 
adaptive optics was developed and implemented.5 Using a bright star or a beacon,6 wavefront 
distortions due to atmospheric turbulence are measured in real time, and this information is 
fed into a system of many high-speed (kHz range) actuators operating on a deformable mirror 
that adjusts its shape, as shown in Fig. 1, to correct for the atmospheric distortion to produce 
sharper images. A deformable mirror of this type is typically about 10 to 20 cm in diameter, 
located behind the telescope focus, and its axial range of deformation is typically on the order 
of a few microns. 

Developments in adaptive optics in the visible or IR region of the spectrum have continued with 
military, communication, astronomy, energy, and medical applications (see Chap. 5). These efforts 
are now being extended to the x-ray region, notably in x-ray astronomy and synchrotron-based x-ray 
systems. 

50.1
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50.2 ADAPTIVE OPTICS IN X-RAY ASTRONOMY

Unlike optical astronomy, space-based hard x-ray astronomy relies on grazing incident optics to col-
lect an image. This severely restricts the amount of light that can be collected because the available 
optical surface is limited. To address this problem, light-weight optics composed of a large number 
of nested confocal mirrors with very thin walls have been developed (see Chap. 47). Mirrors are 
individually produced by electroforming on a suitably shaped mandrel and then releasing them.7,8

For high-angular-resolution hard x-ray astronomy, telescopes with rigid optics are presently pre-
ferred, as they maintain their figure during the rigor of launch and beyond. The light collection area 
is severely restricted, however, due to weight considerations. Research is continuing in the use of 
adaptive optics techniques for in situ control and figure correction.9,10 For soft x-ray telescopes oper-
ating near normal-incident angles, on the other hand, adaptive optics is being developed to correct 
figure errors of the primary mirror in an effort to approach diffraction limit performance.11

50.3 ACTIVE AND ADAPTIVE OPTICS FOR 
SYNCHROTRON- AND LAB-BASED 
X-RAY SOURCES

The terms active optics and adaptive optics have distinct meanings in the optical telescope community,
denoting low-speed and high-speed correction systems, respectively. Elsewhere, this distinction is not 

Distorted
wavefront

Light from
telescope

Adaptive
mirror

Wavefront
sensor

High-resolution
camera

Beamsplitter

Corrected
wavefront

Control
system

FIGURE 1 Light from the celestial object of inter-
est and a nearby “guide star” passes through the telescope 
optics and propagates within the adaptive system shown. The 
light from the star is continuously measured by a high-speed 
wavefront sensor and analyzed to determine atmospheric 
distortion. This information is used to change the shape of 
the deformable mirror in order to cancel out the distortion 
due to atmosphere, which allows the high-resolution camera 
to obtain sharper images of the stars and celestial objects. 
(Courtesy of Claire Max, Center for Adaptive Optics, University 
of California at Santa Cruz, California.)
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always observed. For example, within the x-ray optics community, the terms active, adaptive, bendable, 
and deformable are used interchangeably, yet only a few systems are truly adaptive in the sense of 
high-speed automatic sensing, feedback, and correction. In what follows, the term adaptive is used to 
denote optics that during operation undergo complex deformation or rigid body motions that require 
(manual or automatic) monitoring and active feedback, or optics that are of the self-correcting type, 
which have built-in self-adjustment mechanisms by design. Other systems are termed active optics. 

In recent years, several groups of researchers have begun exploring adaptive optics technologies 
for application to synchrotron and lab-based x-ray optics. This trend is expected to accelerate because 
of its impact on beamline performance and throughput. More significantly, because of the relative 
ease with which adaptive technologies can be implemented at the so-called mezzo (sub-mm) level 
(using MEMS, micro-sensors, and related processing and technologies), an entirely new generation 
of x-ray optical systems could result. 

The ultimate goal would be to develop a new class of enabling adaptive optical systems that can, 
in real time, sense and compensate for undesirable changes (a) in the optics itself, (e.g., due to beam 
heat load), (b) in the laboratory environment (e.g., thermal, mechanical), and (c) possibly in the x-ray 
source (temporal and spatial). As an example, it would be possible to focus and keep a nanofocused 
x-ray beam on a small sample for an extended period of time, a goal that might best be achieved not 
by expansive control of a long beamline but by active/adaptive control of the optics. 

Major x-ray optical systems currently in use on synchrotron x-ray beamlines or in lab-based 
x-ray systems include monochromators, mirrors, multilayer-coated mirrors, zone plates, poly-
capillaries, and compound refractive lenses. Many are active optics, as they have provisions for 
angular and spatial movements and adjustments. They generally lack automatic sensing, feed-
back, and control because, unlike optical astronomy, which requires an automatic and relatively 
high-speed feedback system on the order of kHz, many laboratory and synchrotron x-ray optics 
rely on painstakingly slow operator feedback and adjustments. In many instances “sensing” is 
difficult, labor intensive, or complex, and not amenable to effective automation. Thus, of the 
three components of an adaptive optical system (sensor, optics, and control), the sensor remains 
most problematic. Currently, for example, when bending a mirror to focus an x-ray beam, inten-
sive operator intervention, in the form of repeated knife-edge scans and bending adjustments, is 
necessary to arrive at the optimal mirror shape for finest focus. With an adaptive x-ray system, 
the mirror surface profile could be automatically measured (optically or directly by x rays) and 
the bending adjusted to arrive at the best surface profile. 

Thus, incorporating adaptive techniques in synchrotron- and lab-based x-ray optics optical sys-
tems is highly desirable.

Progress in three cases is described in this chapter:

• Bendable optics: Controlled elastic bending of optical substrates into versatile shapes necessary 
to focus, collimate, or collect x rays.

• Figure correction: Controlled correction of long spatial wavelength figure errors (due to manu-
facturing, thermal load, mounting, gravity, etc.).

• Novel optics: Development of new types of optical systems, such as x-ray telescopes for both 
tabletop and synchrotron x-ray sources, where adaptive techniques form the basis of the design 
rather than an enhancing feature. 

Bendable Optics

Because of the widespread need to collect and focus x rays on one hand, and the availability of higher-
quality flat substrates on the other, a number of bendable optical systems (composed of bent mir-
rors, monochromators, or both) have been developed.12–17 An additional impetus is the difficulty and 
expense in manufacturing high-quality mirrors with elliptical or higher-order polynomial profiles.18–21

A variety of bending tools and techniques using electrical, mechanical, and thermal means have been 
developed, although most are mechanically bent by applying moments at or near the ends of the mir-
rors, as shown in Fig. 2.
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The design principle underlying bendable optics is simple elastic beam theory. It is well known that a 
flat beam of uniform cross section can be bent to the arc of a circle of radius R given by ( ) ( ),1/ /R M EI=
where M is the applied bending moment at its ends, E is the modulus of elasticity, and I is the beam’s 
moment of inertia.22 This one-dimensional treatment is applicable to long mirror substrates where the 
length is much larger than other dimensions. Application of two equal moments at the ends produces 
a circular arc; two unequal moments produce an ellipse. More generally, this equation can be written 
as a function of location x along the length of the mirror and measured from an arbitrary origin as

1
R x

M x
EI x( )

( )
( )

=

where R(x) is the local radius of curvature. Thus, a homogeneous elastic substrate may be bent into 
a range of longitudinal profiles by the appropriate application of moments along its length.14,18,23

Alternatively, because of its dependence on moment of inertia, even with the application of a con-
stant moment M, the curvature R(x) can be made to vary along the mirror length by using a sub-
strate with a tailored nonuniform cross section (width or thickness). Thus, within limits, a flat mir-
ror can be bent into one with an arbitrarily varying longitudinal surface profile, and indeed many 
such optics have been made and are in operation.20, 24–26

With the few exceptions, these bendable systems do not employ adaptive technology, although 
most of the necessary apparatus, except for an automatic sensing system, are in place. An automatic 
sensing and feedback system could provide real-time enhanced dynamic bending options and auto-
matic adjustments in response to environmental changes, and the capacity to correct long wavelength 
tangential slope errors in systems with multiple actuators.

Although bendable optical systems have successfully produced focused x-ray beams down to submi-
cron size, it should be noted that they have some practical limitations.18,27,28 First, they are sensitive to the 
bender adjustment, especially when adaptive techniques are not used. Second, they are bulky and harder 
to cool in comparison to the prefigured alternative. Lastly, in practice, bent mirrors have not been able to 
match the precise figures possible with prefigured rigid optics to produce nanometer-size focal spots.29,30

Adaptive X-Ray Optics

For the reasons described earlier, only a few truly adaptive x-ray optical systems that use actuators 
and robust sensing techniques, such as Shack-Hartmann wavefront sensing, have been developed to 
date. A few of the main systems are described next.

FIGURE 2 A mirror bender designed by IRELEC for ESRF. 
The system applies two controlled bending moments, by means 
of two electrical actuators, at each end of a mirror. The moments 
are controlled independently to be able to bend the optics into 
elliptical or cylindrical profiles. (Courtesy of IRELEC, France.)
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Bimorph Mirrors One of the promising adaptive optical systems developed for x-ray applications 
is the bimorph mirror system. Piezoelectric bimorph mirrors31 were first proposed for adaptive con-
trol of laser32 and astronomical mirrors,33 and prototype systems were built.34,35 A bimorph mirror 
consists of two faceplates with a sheet of active elements sandwiched symmetrically between them. 
The active elements are made of two piezoelectric plates glued together with their polarization 
vectors in the same direction perpendicular to the plate face. Each plate is coated with a thin metal-
lic electrode at the glued surface. When a voltage is applied at the interface electrodes, one plate 
contracts and the other expands, bending the mirror assembly spherically. To change the radius, 
the applied voltage is changed. To change the mirror shape locally, a number of smaller embedded 
piezoelectric plates can be used to provide versatile shape control, as shown in Fig. 3.

In the early 1990s, the European Synchrotron Radiation Facility (ESRF) began exploring active 
and adaptive technologies in connection with thermally induced deformation in cooled x-ray mir-
rors for high-heat-load x-ray beamlines.37,38 A system composed of multiple discrete piezoelectric 
actuators and a Shack-Hartmann wavefront sensor39 was built, as shown in Fig. 4.40 It was recognized, 
however, that thermally induced deformations are rather smooth and slow varying along the mirror 
length, and their correction requires only a gentle bending for which a bimorph mirror with one or a 
small number of electrodes is most appropriate.41 For focusing x rays that require an elliptically bent 
mirror, a bimorph composed of a few electrodes is sufficient;42 short bimorph mirrors were fabricated 
and bent to an elliptical shape in a Kirkpatrick-Baez geometry43 (see Chap. 44) to focus x-ray beams 
in two directions.44 The design has been evolving over time and improvements are gradually being 
made in fabrication, control, feedback, and performance.45–48 Presently about 150 of these bimorph 
mirrors are in use on synchrotron x-ray beams worldwide, a number that is likely to grow as they are 
recognized as an economical approach to adaptive optics for synchrotrons and x-ray astronomy.49

It is important to note that one of the severe limitations on the use of bimorph mirrors at synchro-
tron facilities is that the mirror temperature must remain below 60˚C, and thus this technology is only 
suitable for monochromatic beams or other low thermal load beams.

Adaptive Optics for Thermal and Environmental Control and Correction As noted, one potential 
use of adaptive optics in synchrotron and perhaps lab-based x-ray systems is for the control and 
correction of surface deformations due to beam thermal load, gravity, or environmental factors. 
Thermally induced deformations are particularly important, and an adaptive optics system that 
allows cooling to take place while providing dynamic correction is highly desirable. For reference, 

FIGURE 3 A bimorph mirror, 600 mm in length, com-
posed of four bimorph plates each with four electrodes, 
installed at the GM/CA-CAT beamline at the Advanced Photon 
Source in the United States.36 (Courtesy of SESO, France.)
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it should be noted that the third-generation synchrotron x-ray facilities that have come online since 
the early 1990s generate very small but powerful x-ray beams with low divergence50 but with thermal 
loads from a few hundred to thousands of watts. Optical substrates subjected to high-heat-load x-
ray beams typically deform into a convex shape. For reflective optics, this results in increased beam 
divergence; for refractive optics, it results in loss of x-ray beam intensity. These optical elements, 
therefore, must be cooled to remove the heat, and their adverse thermal deformations corrected, 
internally or externally. While most corrections require external means, under some circumstances it 
is possible to build into the design of the system some untraditional adaptive features such that the 
sensing, feedback, and correction are performed by the optics itself.51 In one design, two properly 
devised cooling blocks are optimally positioned on the long sides of a mirror close to the reflecting 
surface. When a high-heat-load x-ray beam strikes the mirror at grazing angles, the heat is deposited 
along a narrow longitudinal footprint on the optical surface. The mirror immediately deforms into 
a convex shape, but within several minutes a reverse thermal moment is automatically generated 
within the mirror body that reverses the initial curvature and largely flattens the optical surface.51,52

In general, however, thermal distortions cannot be mitigated by internal reversal, and traditional 
adaptive techniques must be implemented to correct the deformations. One such system was devel-
oped at the ESRF.40 In this system, shown in Fig. 4, a Shack-Hartmann sensor monitors the mirror 
surface to determine thermally induced deformations and provides feedback to a system of 22 piezo-
electric actuators to correct the figure of the thermally deformed mirror.

X-Ray Monochromators As noted, x-ray monochromators (see Chaps. 30 and 39) installed on 
high-heat-load x-ray synchrotron beamlines can undergo thermal deformation that effectively 
reduces the intensity of the diffracted beam. Unlike mirrors, however, monochromators intercept the 
beam typically at large angles and absorb most of the white incident beam, and thus they are sub-
jected to a substantially higher heat flux. They must therefore be efficiently cooled and their thermal 

Mechanical system applying discrete forces 

X-rays

Electronic feedback control

Visible light source Detector

User reference shape

X-ray mirror

Optical system to measure shape 

FIGURE 4 Schematic of a cooled adaptive mirror system for synchrotron x-ray applications. 
A Shack-Hartmann wavefront sensor is used to measure the thermally induced deformation of the 
optical surface and provide feedback to 22 (in two rows of 11) piezoelectric actuators that flex the 
1-m-long mirror. Each actuator has a maximum stroke of 40 micrometers.40 (Courtesy of Jean Susini, 
ESRF Gronoble, France.)
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deformation managed. This thermal management issue is likely to become more acute as a result of 
the upgrades planned at synchrotron facilities. Presently most high-heat-load silicon monochroma-
tors, by necessity, employ cryogenic cooling around 125 K to exploit silicon’s high thermal conduc-
tivity and nearly zero thermal expansion coefficients around this temperature. Thermal deformation 
is insignificant, requiring little or no corrections. However, the cooling systems are somewhat com-
plex and water cooling is preferred, if possible, especially for lower-heat-load beamlines. A number 
of “adaptive” techniques to overcome undesirable thermal distortions were explored earlier. For 
example, in one design, a silicon monochromator with a thin diffracting surface was water-cooled 
with water jets on its back while pressurized helium was used on the front side of the diffracting 
surface to flatten its convex shape and increase diffracted intensity.53 In another design, a silicon 
monochromator, consisting of a thin crystal faceplate with small cooling channels in it, was bonded 
to and supported by beryllium through which some 20 actuators were used to flatten the faceplate.54

While many investigators have examined adaptive techniques for the control of thermal effects, 
some have examined active control of an optical system thermally. For example, to increase the 
throughput or resolution in a monochromator subjected to a divergent incident beam, heat can be 
applied to generate a thermal gradient across the face of the diffracting crystal such that the d-spacing 
variation matches incident angles of the divergent beam, i.e., λ θ= 2d Bsin  is a constant. This is use-
ful when the divergences of a beam appreciably exceed the acceptance angles of the monochromator 
used. Gains of up to two orders of magnitude in intensity, relative to standard flat isothermal crystal 
systems, are expected.55 A number of other schemes to use thermal gradients to actively control optics 
have also been suggested or implemented with varying degrees of success.56,57

Novel Optics

Microchannel Plates (MCPs) Microchannel plates, also known as “micro pore optics” (MPOs), 
(see Chap. 49) were originally developed to provide high-resolution images in low-light condi-
tions (e.g., night vision goggles) using image intensifiers. More recently, they have been used in 
x-ray detectors and have also been investigated for x-ray focusing58 in a manner similar to the 
lobster eye vision proposed earlier.59 A typical MCP is a planar glass, on the order of 1 mm thick, 
composed of thousands of small channels. To focus x rays using MCPs, these channels must be 
curved. This can be accomplished by spherically slumped or adaptively controlled bending of the 
plate so that incident rays on the channel walls of the MCP are reflected onto a screen producing 
an image of the object. Developments in this field continue through various design improve-
ments, smoother walls, and more accurate channel alignment. Lobster-ISS (International Space 
Station) is one such system that is expected to be deployed in 2010 aboard the ISS.60,61 While 
lobster x-ray optics was originally intended for astronomical applications to view a broad swath 
of the sky, these compact x-ray focusing devices are being explored for lab-based sources and pos-
sible synchrotron use.62

Adaptive Microstructured Optical Arrays (MOAs) Microstructured optical arrays are a new class 
of x-ray focusing optical systems under development that is conceptually similar to polycapil-
lary and microchannel plane optics but differs in that x-rays are guided by a single (rather than 
multiple) grazing angle reflection from each MOA.63,64 In a sense, MOAs are a discretized version 
of a polycapillary optics, allowing considerable flexibility in the design of the channels and layout 
of the arrays. Figure 5 shows a sketch of a one-dimensional MOA system composed of two arrays 
focusing x rays from S to S′. The second array shown is bent. Bending one or both arrays provides 
a variable focal length. Adaptive control, for example, of the piezoelectric material coated on the 
support structure of the arrays allows bending, changing the dimensions of the channels, or cor-
recting optical aberrations. Preliminary MOAs are being made by the deep silicon etching process.65

MOAs hold considerable potential for x-ray optics in general and adaptive optics in particular. For 
example, it is estimated that an optimally designed MOA could provide two orders of magnitude 
more focused flux than the corresponding zone-plate, primarily due to the larger aperture afforded 
by an MOA.65
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50.4 CONCLUSIONS

Adaptive x-ray optics, as a field, is in its early stages of development. Most x-ray optical systems in 
use today are passive because stability is valued more than versatility. 

However, development of robust adaptive systems is likely to provide the means to achieve 
enhanced throughput, resolution, stability, and versatility. Concerted effort is needed to develop 
cost-effective and reliable systems that provide real improvement over the existing optical systems. 
Actuation mechanisms (thermal, piezoelectric, magnetic, electrostatic, motor driven) and sensing 
techniques suitable in a variety of x-ray environments must be developed. Development of novel x-
optics based on adaptive techniques would enhance throughput and versatility of both synchrotron- 
and lab-based systems. 
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OBJECTIVE
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51.1 INTRODUCTION 

The Schwarzschild objective is based on the use of two almost concentric spherical surfaces: a small 
convex mirror and a larger concave facing each other as shown in Fig. 1. 

While this design is widely attributed to Schwarzschild, previous descriptions of the optical 
system had already been analyzed and published by Paul and Chretien. The design is simple and 
elegant, and well suited for optical systems with small field of view and high resolution. The 
Schwarzschild objective is an evolution of the Cassegrain telescope, where the primary and sec-
ondary are both nonspherical elements, providing good aberration correction and large field of 
view. Aspherical optics are, however, difficult and expensive to manufacture, and simpler designs 
are desirable. The Schwarzschild objective replaces the aspheres with spherical elements, as shown 
in Fig. 1.

The Schwarzschild objective has found its primary use in microscopy and astronomy at wave-
lengths where glass lenses are not suitable or where a truly achromatic optical is needed, like in micro-
spectroscopy systems. The applications are thus mainly in the Infrared (FTIR microscopes) and the 
UV; recently, the Schwarzschild objective has been extended to the Extreme UV region (≈13 nm) for 
microscopy1,2–5 and for the development of advanced lithography.6 Some of the first X-ray images of 
the sky were also acquired using Schwarzschild objectives.2

In the Schwarzschild objective each spherical surface forms an aberrated image, and it is a simple 
exercise in third-order expansion to show that the aberrations can be made to compensate each other. 
This is because the surfaces have curvatures of different sign, and hence each aberration term is of the 
opposite sign. All the third-order Seidel aberrations are exactly zero on axis, and only some fifth-order 
coma is present. However, the focal plane of the Schwarzschild objective is not flat; because of the 
spherical symmetry, the focal plane forms a spherical surface. Thus, the Schwarzschild objective has 
excellent on-axis imaging properties, and these extend to a reasonably large field. It is ideally suited 
for scanning systems, where the field of view is very narrow. 

The excellent imaging properties of the Schwarzschild objective are demonstrated by an analysis 
of the objective’s modulation transfer function (MTF). In Fig. 2 one can see the excellent imaging 
property of the Schwarzschild objective, essentially diffraction limited, as well as the effect of central 
obscuration (increase of side wings). As shown in Fig. 3 the curve extends to the diffraction limit 
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FIGURE 1 Layout of a Schwarzschild objec-
tive used as a microscope objective. 

and remains very close to the ideal (diffraction limited) MTF curve even at wavelengths as short as 
13 nm. However, in the midspatial frequency region, the MTF deviates considerably from the ideal. 
This behavior is typical of optical systems with central obstruction, and in general does not affect the 
ultimate resolution of the objective. 

FIGURE 3 Modulation transfer function (MTF) of the previous 
Schwarzschild objective used as a microscope objective. Notice that in this 
figure the dotted line corresponds to e = 0 (no obstruction).
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FIGURE 2 Point image of a Schwarzschild 
objective used as a microscope objective at a wave-
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51.2 APPLICATIONS TO X-RAY DOMAIN 

The high resolution of the microscope is achieved through the use of near normal-incidence optics; 
off-axis systems of comparable speed have unacceptable aberrations. This poses a big problem in 
the soft x-ray (EUV) region, where normal-incidence reflectivity is essentially negligible. The devel-
opment of interference multilayer coatings for the soft x-ray region [now often called Extreme UV 
(EUV)] has in part solved this problem and made possible sophisticated optics.2 (Also, see Chap. 41.) The 
combination of Schwarzschild objective and multilayer coatings, in its simplicity, is a very appealing 
design for the EUV region. Because the difference in optical path is so small, it is possible to achieve 
diffraction-limited performance even at wavelengths of 13 nm with good overall transmission. 
At wavelengths longer than about 2d = 40 Å (300 eV) it is possible to use interference filters to 
increase the reflectivity of surfaces in the soft x rays. These filters, often called “multilayers,” are, 
in effect, synthetic Bragg crystals formed by alternating layers with large optical contrast.2 From 
another point of view, they are a l /4 stack in the very short x-ray region. The possibility of using near 
normal optical surfaces clearly simplifies the design and allows greater freedom to the optical designer. 
Furthermore, the relatively high reflectivity of the multilayers (up to 60 percent) allows the design of 
multiple surface optics. 

Several microscopes have been built at synchrotron facilities, and are operated successfully.3

Nonsynchrotron sources do not have enough brightness to deliver the flux required for practical 
experiments. The best resolution achieved with a Schwarzschild objective is of the order of 90 nm 
at the MAXIMUM microscope7 at the advanced light source. For a numerical aperture of 0.2 at 
the sample, the diffraction-limited resolution is approximately given by the Rayleigh criterion; at a 
wavelength of 13 nm, we have d = l/2 NA = 32 nm. However, one is limited by the flux (i.e., by the 
finite brightness of the source) and by mounting and surface errors.3 Diffraction limit operation 
has not yet been demonstrated. 

High resolution is particularly easy to achieve if only a small imaging field is required as in the case 
of a scanning microscope. The requirement of UHV conditions for the surface physics experiments 
forced the design of in situ alignment systems, by including piezodriven actuators in the mirror hold-
ers. During the alignment procedure, the use of an at-wavelength knife edge test made it possible to 
reach the ultimate resolution of approximately 900 Å.4 Excellent reflectivities were achieved by using 
Mo-Si multilayers for the region below 100 eV, and Ru-B4C for the region around 135 eV. 

An example of a Schwarzschild objective is shown in Fig. 4. The two mirrors are coated with a 
Mo-Si multilayer for 92 eV operation. Notice the groove on the large concave mirror for stress-free 
clamping. These mirrors are then mounted in the casing shown in Fig. 5, which includes piezoelectric 
adjustments suitable for ultrahigh vacuum operation. Finally, Fig. 6 shows some images acquired 
using this objective in a scanning x-ray microscope.5,7

FIGURE 4 Mirrors forming a Schwarzschild objective during assembly. 
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FIGURE 6 Images acquired from an Al-Cu interconnect 
wire in an integrated circuit after failure using the Schwarzschild 
objective as part of a scanning photoemission microscope.5 The 
images correspond to different electron kinetic energy and show 
chemical contrast.

FIGURE 5 Schwarzschild objective in its mount with in situ adjustments. 
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52.1 BACKGROUND

Monocapillary x-ray optics can be used to increase the x-ray flux per square micrometer onto a 
small sample while also controlling the divergence of the x-ray beam. These optics efficiently collect 
and transport x rays of all energies up to a cutoff energy that is dependent on the capillary material 
and shape. The past decade has seen the rapid development of elliptically figured monocapillary 
optics that are designed to condense an x-ray beam and produce a highly demagnified image of the 
x-ray source (tube or synchrotron) at the sample position. Monocapillary optics are being used in a 
wide variety of applications such as x-ray diffraction, x-ray fluorescence, small angle x-ray scatter-
ing, confocal x-ray microscopy, and so on.

52.2 DESIGN PARAMETERS

Monocapillary optics relies on total external reflection of the x rays from the internal surface of the 
glass tube to transport x rays. To keep the x rays from being absorbed in the wall of the capillary, the 
angle of incidence must be kept below the critical angle, which is typically less than 4 milliradians 
(0.23°). Glass materials that have been used to fabricate capillary optics are borosilicate (Pyrex), 
lead-based, and silica glasses. The composition of these typical glasses is shown in Table 1. 

The critical angle, qc , is equal to (2d )1/2 where d is the refractive index decrement of the material 
at the energy of the x-ray photon. For borosilicate glass (Corning 7740) with a density of 2.23 g/cm3,
qc is approximately (3.8 × 10–2)/E radians where E is the x-ray energy in keV. 

The simplest form of a monocapillary optic is a hollow straight glass tube, as shown in Fig. 1.
Straight capillary tubes were first used in the 1920s when Jentswch and Nahring demonstrated 

that x rays1 can be guided down the length of the tube by multiple reflections of x rays at constant 
angle from the inner glass surface. The intensity of the beam is proportional to the solid angle sub-
tended by the capillary entrance2 or to (di /L1)

2. The ideal intensity gain over a pinhole at the exit is 
proportional to [(L + L1)/L1]

2 provided that the glancing angle at entrance of the capillary is less 
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than or equal to qc. These properties have been used by several investigators to create small beams of 
x rays that ranged from 10 to 200 μm in diameter.3–10

Condensing capillary optics are figured so that the x-ray beam is compressed with each 
reflection, producing a gain in intensity. These optics produce a smaller, more intense beam at 
the expense of divergence. Stern et al.11 were the first to quantitatively describe how x rays would 
propagate down a linearly tapered or optic. The design parameters for this optic are shown in Fig. 2 
and are primarily driven by the following parameters:

1. Divergence of the exit beam, and spot size

2. Distance from the source, source dimensions, and source beam divergence

TABLE 1 Composition of Typical Glass Starting Materials and Their Basic Physical Properties 

Glass  Density Softening   Weight Percent (%)

Code Type (g/cm3) Point (°C) SiO2 Na2O K2O CaO MgO PbO B2O3 Al2O3

0080 Soda lime 2.47 696 73.6 16 0.6 5.2 3.6 0 0 1.0
7050 Borosilicate 2.25 703 67.3 4.6 1.0 0 0.2 0 24.6 1.7
7740 Borosilicate 2.23 820 80.5 3.8 0.4 0 0 0 12.9 2.2
7900 96% Silica 2.18 1500 96.3 0.2 0.2 0 0 0 2.9 0.4
7910 99% Silica 2.18 1500 99.5 0 0 0 0 0 0 0
8870 High lead 4.28 580 35 0 7.2 0 0 58 0 0

Source : Corning Glass Works, Corning, NY.

FIGURE 1 Design parameters of a straight capillary tube geometry (diameter 
of capillary entrance = diameter of exit) and its divergence, b.

Capillary:
Entrance diameter, di
Exit diameter, de

X-ray source
diameter, d

L1 L2L

Beam divergence b
Spot size

= de + bL2

Capillary:
Entrance diameter, di
Exit diameter, de
Taper angleg

Beam divergence b < 2qc
Spot size

= de + bL2

X-ray source
diameter, d

L1

g

L2

FIGURE 2 Design parameters for a condensing capillary optic including its 
entrance capillary diameter, di, its exit diameter, de, and its tapering angle, g.
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The acceptance angle, at a given x-ray energy, of the capillary is 2qc. Upon reflection, the angle 
of incidence increases by 2g and only photons for which the angle of incidence is less than the 
critical angle will emerge from the capillary. The emerging beam has a divergence which is gener-
ally less than 2qc and the sample must be placed close to the exit end of the capillary to preserve 
the small spot size. The beam is smallest at the tip and the sample should be positioned no further 
away than 20 to 100 times the exit diameter.12 The design of condensing capillary optics relies 
on the use of ray tracing computer models that allow the capillary shape, figure errors, surface 
roughness, materials, and source parameters to be included.13–15 Advanced condensing capillary 
designs are being investigated that include using elliptical and hybrid combinations of capillary 
shapes.16,17

The present state-of-the-art in single channel capillaries are single-bounce capillary optics, which 
produce a well-defined focus. A single hollow capillary tube is shaped into a parabolic or elliptical 
curve, (a conic section of eccentricity less than 1) rotated about an axis of symmetry. With the well-
controlled shape, the x rays need only one bounce from the inner surface to be directed to the capil-
lary optic’s focus. For synchrotron applications, the source is typically located many meters away 
from the optic and the incident radiation has a low divergence. 

The key parameters in the design of these optics are:

1. The working distance (distance F in the diagram). This sets the demagnification that determines 
the spot size. The spot size is approximately d∗(L2/2 + F)/L1.

2. The divergence of the x-ray beam incident upon the sample. The full divergence of the optic is 
qD = (tip inner diameter)/F. For total external reflection, qD < 4qc.

The elliptically shaped optics were first developed at the University of Melbourne, Australia, and 
have demonstrated the ability to produce a focused spot of 40 to 50 μm with monochromatic light, 
and a gain factor of 700 (the increase in flux through a small 5 × 5 μm aperture with the optic) with 
a divergence angle of approximately 6 milliradians.18,19

Single-bounce monocapillary optics have been subsequently used for a number of years at 
Cornell High Energy Synchrotron Source (CHESS). They have been made in an array of sizes, with 
focal lengths ranging from 20 to 150 mm, divergences from 2 to 10 mrad, and have produced spot 
sizes between 5 and 50 μm, with gains in intensity ranging from 10 to 1000. The single-bounce 
optics available at CHESS generally have inner base diameter sizes ranging from 80 μm to 1.2 mm, 
inner tip diameter sizes ranging from 40 μm to 1 mm, and tube lengths ranging from 40 to 150 mm. 
The real spot size and divergence of the x rays in the image plane depends on the size of the source, 
the shape of the glass tube, and the slope errors introduced during the manufacturing (Fig. 3).20,21

Elliptically shaped single-bounce capillary x-ray optics are focusing optics and not imaging 
optics. The optic’s focus is an extremely distorted image of the source since the rays are effectively 
smeared over 720° of rotation.20,21 Additionally, the optic’s image is smeared due to the optic’s range 
of magnifications; the rays closest to exit tip have the strongest focusing and those furthest from the 

FIGURE 3 Focusing ellipse for single-bounce capillary. L1 is the distance from the x-ray 
source to the capillary entrance. L2 is the length of the capillary and F is distance from the tip 
of the capillary to the focus. 

Spot size
= d (L2/2 + F)/L1

X-ray source
diameter, d

L1 L2 F
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tip have the weakest focusing (or smallest angular deflection). Grazing incident optics, however, can 
produce images with a double-bounce Wolter mirror design, with one bounce from an ellipsoid 
surface and a second bounce from a hyperboloid surface.22,23

52.3 FABRICATION

Capillary optics are typically fabricated by heating the glass tube and then pulling the glass out of 
the furnace in a controlled way. The shape is varied by changing the rate at which the glass is fed 
into and pulled out of the furnace and by the effects of surface tension. A schematic of a typical 
puller is shown in Fig. 4.

This puller, located at the Cornell High Energy Synchrotron Source (CHESS), controls the 
furnace motion, glass tension, and the rate at which the glass enters and leaves the furnace.21 This 
puller has been used to fabricate capillary optics which are 4 to 20 cm in length starting with outer 
tubing diameter up to 3 mm. The furnace limits the peak temperature to about 900°C, so that low 
temperature glasses, such as borosilicate glass, soda lime glass, etc., can be pulled with the present 
equipment. 

FIGURE 4 A glass tube is suspended in an electric furnace 
from a piece of fish line that is attached to a strain gauge at the bottom. 
The torque motor keeps a constant tension as the glass yields during 
drawing. The furnace is programmed to move based on the amount 
of glass yielding to make the desired elliptical, parabolic, etc., shape. 
(See also color insert.)
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The fabrication of high efficiency capillary optics requires three factors: (1) a diameter versus 
length profile that approaches an ideal shape, (2) a concentric capillary bore, and (3) glass that is 
smooth on an atomic scale. Other glass pullers have been fabricated for capillary drawing.21,24,25

A second method has been developed to fabricate capillary optics from metals. In this technique, 
the capillary optic is replicated from an ultrasmooth mandrel through sputtering, vacuum evapora-
tion, or other coating techniques, followed by electroforming.26 The mandrel is expendable and is 
formed by the precision etching of a glass or metal wire into the shape of the desired bore of the 
capillary optic. This technique has been successfully used to fabricate gold and copper paraboloidal 
imaging optics that produce a focused spot size of less than 10 μm in diameter with a collimated 
synchrotron radiation source. Advantages of this technique include wide latitude in the selection of 
materials compromising the optics, good control of the figure and straightness of the part, and high 
thermal conductivity.

52.4 APPLICATIONS OF SINGLE-BOUNCE 
CAPILLARY OPTICS

Applications that have used the single-bounce monocapillary optics are very diverse. They include 
high pressure powder diffraction, high resolution microdiffraction (μXRD), micro-x-ray fluores-
cence (μXRF), confocal x-ray fluorescence, microprotein crystallography, Laue protein crystallogra-
phy, microsmall angle x-ray scattering (μSAXS), x-ray absorption fine-structure (μXAFS), and x-ray 
absorption near edge structure (μXANES).19,21,27–32 The small micrometer-sized x-ray beams have 
been used on a very large array of samples, including proteins, synthetic and natural fibers, poly-
mers, foils, paintings from antiquity, solid-state devices, biological tissues, and so on. At CHESS, the 
single-bounce capillary optics have been used to focus beams with bandwidths ranging from 0.01 to 
30 percent (they are achromatic), produced spot sizes as small as 5 μm, and total flux throughput 
ranging from 109 to 1013 photons/second, as seen in Fig. 5.

FIGURE 5 Upper panel: Profile of intensity versus 5 μm vertical pinhole position at focus of a 
9 milliradians capillary producing a spot size of 5 μm FWHM at a distance of 20 mm beyond the tip 
of the capillary.21 Lower panel: The far-field image shows the direct beam (center dot) passing through 
the capillary and the once-reflected beam forming the outer ring of intensity. The structure in the ring 
is due to slope-error imperfections arising from the pulling process. (See also color insert.)
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The highest flux density achieved with these optics is 3 × 1012 photons/second in a 10 μm spot 
size (~4 × 1010 photons/second/μm2) at the advance photon source (APS).32 The uses of the small 
x-ray beams produced with these optics, in conjunction with synchrotron sources, are still in 
infancy. Also, they are just beginning to be used in conjunction with microfocusing x-ray tubes and 
synchrotron radiation sources for functions such as condensers in x-ray microscopes.33

52.5 APPLICATIONS OF CONDENSING 
CAPILLARY OPTICS

Condensing capillary optics are used to produce small spots of x rays whose diameter ranges from 1 
to about 25 μm with x-ray tubes and from 0.1 to 10 μm with synchrotron sources. A major applica-
tion area is in determining the composition and structure of heterogeneous samples through x-ray 
fluorescence and diffraction. In these techniques, capillaries are used to increase the flux density of the 
x-ray beam onto the sample. By scanning a sample through the beam and recording the resulting x-ray 
fluorescence spectra, one can obtain the spatial distribution of major, minor, and trace elements con-
tained within the sample. The diffracted radiation can be used to identify the crystallographic structure 
of particular regions of the sample. Diffraction data has been obtained with x-ray beams from 0.8 to 
0.05 μm in diameter.17,34–36 Yamamoto developed an integrated spectrometer that he used for the simul-
taneous measurement of local strain and trace metal contaminants in integrated circuits.17,35,37–39 York 
has developed and implemented multiple capillary-based microdiffractometers for defect analysis in 
magnetic disk read heads.34 Capillary-based microbeams have been used to study the impact of crystal-
lographic structure on the sensitivity of IC interconnects to the effects of electromigration.35,37–39 Other 
laboratory based microfluorescence instruments have been developed to produce x-ray microbeams 
that range from 200 μm to approximately 5 μm in diameter.7–10,16,38–41

52.6 CONCLUSIONS

Single-bounce monocapillary optics are still in the developmental stage. They are highly useable for 
making micrometer-sized x-ray beams, but there is still further room for improvement. The most seri-
ous limitations with single-bounce optics arises from slope errors and lack of centerline straightness 
during the time of manufacture. Presently, slope errors are at the 50 μrad level and centerline errors are 
generally 1 μm or less for the Cornell puller. Slope errors on the order 10 μrad or less will be required 
to take full advantage of third generation synchrotron sources. One advantage these grazing incidence 
devices have over many other competing microbeam optics (e.g., zone plates, refractive lenses, etc.) is 
that they are achromatic; they work over a wide energy range without changing the position or the spot 
size and they are very easy to add or align on a beam line when x-ray microbeam capability is required.
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53.1 INTRODUCTION

Polycapillary optics are arrays of a large number of small hollow glass tubes.1,2 X rays are guided down 
these curved and tapered tubes by multiple reflections in a manner analogous to the way fiber optics 
guide light. Like micropore and multifoil optics (see Chaps. 48 and 49), they differ from single bore 
capillaries in that the focusing or collecting effects come from the overlap of the beams from hundreds 
of thousands of channels, rather than from the action within a single tube. A cross section of a polycap-
illary fiber is shown in Fig. 1. As for single bore capillaries, x rays can be transmitted down a curved hol-
low tube as long as the tube is small enough, and bent gently enough, to keep the angles of incidence less 
than the critical angle for total reflection qc. The critical angle for borosilicate glass is approximately

θc E
≈ 30 keV

mrad  (1)

which is approximately 30 mrad (1.7°) for 1-keV-photons and 1.5 mrad (0.086°) for 20-keV pho-
tons. The angles are somewhat larger for leaded glass. As shown in Fig. 2, the angle of incidence 
for a ray near one edge (toward the center of curvature) increases with tube diameter. The require-
ment that the incident angles remain less than the critical angle necessitates the use of tiny tubes. 
However, mechanical limitations prohibit the manufacture of capillary fibers with outer diameters 
smaller than about 300 μm. For this reason, polycapillary fibers, which have tube diameters that are 
much smaller than the fiber diameter, are employed. Typical channel sizes are between 2 and 50 μm, 
although some research has been performed with channel sizes down to submicron sizes.3

While large area optics can be produced by stringing thousands of such fibers through lithograph-
ically produced metal grids to produce a multifiber lens, as shown in Fig. 3, most commercial optics 
are one-piece, monolithic optics as sketched in Fig. 4.

Systems involving the use of a large number of capillary channels were first suggested by M. A. 
Kumahov and his collaborators in 1986.4 The development and study of polycapillary optics and appli-
cations2,5–13 have been pursued since 1990. Polycapillary optics are well-suited for broadband or diver-
gent radiation. They have been used as focusing collectors for x-ray astronomy, to produce large area 
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FIGURE 1 Cross-sectional 
scanning electron micrograph of a 
polycapillary fiber with 0.55-mm
outer diameter and 50-μm-diameter
channels.

FIGURE 2  X rays traveling in a bent capillary tube. The ray 
entering at the bottom (closest to the center of curvature) strikes at 
a large angle. (Adapted from Ref. 8.)

FIGURE 3 Multifiber collimating lens constructed from over a thou-
sand individual polycapillary fibers strung though a metal grid. The lens is 
10 cm long with an output of 20 × 20 mm. The fibers are parallel at the out-
put end (shown) and at the input end point to a common focal spot.

Source Sample

FIGURE 4 Sketch of the interior channels of a monolithic 
polycapillary optic. Monolithic optics can be focusing, as shown, 
or collimating, as in Fig. 3. (Sketch from Ref. 14.)
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collimated beams for wafer analysis, and to provide small focused beams for protein crystallography with 
low power x-ray sources. They are also being developed for a number of medical applications, including 
the removal of Compton scattering with the resultant improvement in contrast and resolution in mam-
mography,9,11 the production of monochromatic parallel beams for high-contrast imaging in a clinical 
setting,15 and the detection and localization of radioactive tracers in microscintigraphy.16–19

53.2 SIMULATIONS AND DEFECT ANALYSIS 

The realization of numerous applications has been advanced by the development of simulation 
analyses which allow for increasingly accurate assessment of optics defects. These computer codes, 
like Shadow20 (see Chap. 35), are generally based on Monte Carlo simulations of geometrical optics 
trajectories and provide essential information on performance, design, and potential applications of 
capillary optics.21 Some simulations also allow for the roughness22,23 and waviness24,25 of the capil-
lary walls, as well as channel blockage and profile error to be taken into account. Optics performance 
over a range of energy from 10 to 80 keV can often be matched with one or two fitting parameters. 
For submicron channels, wave effects become significant.

Detailed measurements of polycapillary fibers, including transmission, absorption, and exit diver-
gence, have been performed as a function of length, bend radius, x-ray source position, x-ray source 
geometry, and x-ray energy.9,12,26–28 Computer-automated systems for fiber measurement have repeat-
ability within 1 percent.29 Very good agreement is found between simulation and experimental results 
for a wide range of geometries.

Profile Error

Bending the channels increases the x-ray incidence angles, as shown in Fig. 2. Because the critical 
angle qc is inversely proportional to the x-ray photon energy, bending decreases the x-ray transmis-
sion down the channels most significantly at higher-photon energies. Lenses can be designed to 
have curvatures which deliberately discriminate against high-photon energies, for example, to reject 
higher-order harmonics from monochromators. Experimental data taken on a nominally straight 
fiber is shown in Fig. 5. The transmission drops off above 45 keV. The model cannot fit the entire 
spectra with bending alone. A bending radius smaller than 100 m would be necessary to fit the mid-
range energies, but underestimates the high-energy transmission. 
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FIGURE 5 Transmission spectra of a nearly straight 
fiber simulated with different bending curvatures alone 
and compared with experimental data. (From Ref. 25.)
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Waviness

Midrange spatial frequency slope errors, i.e., surface oscillations with wavelengths shorter than the cap-
illary length and longer than the wavelength of the roughness, are often called waviness. The detailed 
shape of the channel walls is unknown, but waviness is modeled as a random tilt of the glass wall. The 
tilt angles are assumed to have a Gaussian distribution with width s.25 For high quality glass and pho-
ton energies less than 200 keV, s is much smaller than the critical angle qc. Consideration is taken in 
the simulation of the fact that the surface tilt angle will affect the probability of x-ray impact on that 
surface.24 The effect of waviness on fiber transmission is shown in Fig. 6. Waviness is primarily respon-
sible for reduction of transmission at midrange energies, and additionally, for an increased reduction in 
transmission as the source is moved away from the fiber axis. A simulation fit including waviness and 
bending for a single 0.5-mm diameter fiber with 10 μm channels is shown in Fig. 7.30 Most borosilicate 
and lead glass optics have simulation fitting parameters which give a Gaussian width for the waviness 
of 0.12 to 0.15 mrad. This is in agreement with the slope-error data of the Cornell group.31

Roughness

Roughness is treated as reducing the reflectivty of the glass (see Chap. 46). Roughness only slightly 
decreases the specular reflectivity at low angles, and so has almost no impact on the transmission 
spectra, but becomes increasingly important under circumstances in which the angle and number of 
reflections increase. Surface roughness must be considered to model the effects of moving the source 
away from the focal point.

Blockage

Another defect that is seen occasionally in borosilicate glass optics, and more prevalently in lead 
glass fibers,27,32 is a drop in transmission at low energies, as shown in Fig. 8. Reasonable agreement 
is obtained over the whole range of photon energies by assuming that a glass layer of fixed thickness 
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FIGURE 6 Simulations of transmission spec-
tra for a fiber with waviness values from 0.15 to 
0.3 mrad compared with the experimental data. The 
simulations do not include the roughness or bending. 
(From Ref. 24.)
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blocks the channels. The increase in required layer thickness with fiber length is consistent with a 
stochastic random model of glass inclusions. This random probability of glass inclusions would 
cause the transmission to drop exponentially with optic length, as shown in Fig. 9. 

53.3 RADIATION RESISTANCE

Because the x-ray optical properties of materials depend on total electron density, the optical con-
stants are insensitive to changes in electronic state. Color centers that form rapidly in glass during 
exposure to intense radiation are not indicative of a change in the x-ray transmission of a polycap-
illary optic. Thin fibers exposed to intense beams undergo reversible deformation. However, rigid 
optics, if annealed in situ at 100°C, were shown to withstand in excess of 2 MJ/cm2 of white-beam 
bending-magnet radiation without measurable change in performance at 8 keV.33

53.4 ALIGNMENT AND MEASUREMENT

Standard techniques have been developed for aligning and characterizing polycapillary optics. A 
typical setup is shown in Fig. 10.34 Depending on the source geometry and desired beam placement, 
either the source location or the optic position is translated perpendicular to the optic axis in small 
steps, producing a measurement of intensity versus relative source position, as shown in Fig. 11.35

The plot is symmetric and Gaussian, which indicates good alignment of the source, optic and detec-
tor. In order to determine the focal distance of the optic, source scans are performed at different 
distances from the source. At the focal distance, the ratio of the width of the scan curve to the optic-
to-source distance, called the source scan angle, should be the smallest, as shown in Fig. 12.9

Transmission is the ratio of the number of photons passing along the channels to the number 
incident on the front face of the optic. Transmission with respect to the source-optic distance is 
also shown in Fig. 12. The highest transmission and the lowest source angle occurred at the focal 
distance. 
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FIGURE 8 Transmission of two similar lead glass 
fibers, 30 and 60 mm in length. The simulation fits include 
17 and 33 μm of glass layer, respectively, or 0.55 μm of 
blockage per mm of length. (Figure from Ref. 27.)
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Source

Lead shield

Optic

Detector

FIGURE 10 Set up for optics measurement.
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FIGURE 11 Source scan plot at 17.5 keV for two differ-
ent optics with input focal lengths ranging from 48 to 56 mm. 
(From Ref. 34.)
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Transmission with respect to energy can then be measured, as shown in Fig. 13.34 At 17.5 keV, the 
transmission is 6 percent for optic 1201 and 27 percent for optic 2721 with the source at the focal 
distance. The transmission of optic 2721 was about 4.5 times larger than that of optic 1201 because 
the optics were designed with different radii of curvature R of the outer channel and different chan-
nel size c, resulting in different maximum incident angle.2 The maximum incident angle for a paral-
lel input beam is about θi c R= 2 / .2 For optic 1201, c = 10 μm and R ≈ 1.5 m, giving a maximum 
incident angle of 3.9 mrad, equal to the critical angle for 8 keV, so the transmission is poor for the 
measured energies. Instead, for optic 2721 c = 7 μm and R ≈ 2.3 m, giving a maximum incident angle of 
2.3 mrad, equal to the critical angle for 13-keV photons. A channel halfway from the center to the 
outer edge had a maximun incident angle of 1.6 mrad, equal to the critical angle for 18 keV. Thus, the 
overall optics performance should drop off starting in this range of 13–18 keV. Measured and calcu-
lated intensity after the optic is shown in Fig. 14 for a low power source. The measured values were 
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in good agreement with calculated values. The counts per unit time and unit area after optic 2721 
are about 1.7 times larger than that after optic 1201. This factor is less than T2721/T1201 = 4.5. That is 
because the two optics have the different focal distances and different areas.

53.5 COLLIMATION

As shown in Fig. 15, the output from a multifiber polycapillary collimating optic has both global 
divergence a and local divergence b. Even if the fibers are parallel (a = 0), the output divergence b is 
not zero, but is determined by the critical angle and therefore the x-ray energy. 

The exit divergence from capillary optics is measured by rotating a high-quality crystal in the beam 
and measuring the angular width of a Bragg peak. Since the Darwin width and mosaicity of the crystal 
are typically much smaller than the exit divergence from the optic, the measurement yields the diver-
gence directly. The result at 8 keV, for a 5-mm diameter monolithic collimating optic, is a full width at 
half maximum of 3 mrad, which is approximately given by the critical angle for total reflection.36

The divergence of the beam, and therefore the angular resolution of a diffraction measurement using 
polycapillary optics, does not depend on the source size, unlike the case for pinhole collimation. Thus 
larger, higher-power sources may be used without adversely affecting the resolution of the measure-
ment. The maximum useful x-ray source spot size is limited by the acceptance area of the collimating 
lens, which is about 1 mm wide and 15 mm long for a multifiber lens, well matched for a typical rotating 
anode. Conversely, the divergence does not decrease for smaller sources because waviness increases the 
angle of reflection for x-ray photons and thus the average angle at which they exit the fiber. For example, 
for the case of a small source with a local divergence of 2.4 mrad, a simulation at 8 keV with no channel 
wall defects produces a divergence less than the critical angle, but for a simulation including a typical 
waviness of 0.15 mrad, the divergence grows to 3.9 mrad, which matches the measured value.24

A comparison of measured and simulated transmission for a collimating lens is shown in Fig. 16. 
The output varies by less than 3 percent across the face of the optic, as shown in Fig. 17. The transmis-
sion of a 3-cm square multifiber collimating lens developed for astrophysical applications is shown 
as a function of photon energy in Fig. 18. The “gain” obtained from any optic ultimately should be a 
figure of merit defined by a particular application. For a diffraction measurement which requires 2D 
collimation, e.g., strain measurements, the intensity ratio delivered within a given output divergence 
angle is a reasonable figure.

b ~ 1.5 qca

FIGURE 15 The output divergence from a 
multifiber collimating optic is characterized by 
global and local divergence. (From Ref. 2.)
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53.6 FOCUSING

Polycapillary lenses can be used to collect broadband divergent radiation and redirect it toward a 
focal spot. The first Kumakhov capillary lens was built to demonstrate focusing. It had channel sizes 
of 300 μm and was about 1 m long.37 Smaller channel sizes allow for tighter bending and shorter lenses. 

Focusing the beam increases the intensity on a small sample, compared to pinhole collimation. 
The intensity gain depends on the spot size produced by the optic, which is determined by the capil-
lary channel size c, output focal length f, and x-ray critical angle qc,

d c f cspot out≈ + ⋅ ⋅2 21 3( . )θ  (2)

The factor 1.3 is an experimentally determined parameter that arises from the fact that most of the 
beam has a divergence less than the maximum possible divergence of 2qc produced by reflection. 
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FIGURE 17 Measured and simulated local transmission of 
the lens in Fig. 16, at 8 keV. The uniformity scan was carried out 
by scanning a 5 × 6 mm lead aperture across the output beam. 
(From Ref. 30.)
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The critical angle qc at 20 keV is 1.5 mrad. A lens with c = 3.4 μm and fout = 9 mm has a predicted 
spot size of 18 μm. An intensity distribution measurement, made by scanning a small pinhole, gave 
a FWHM of 21 μm.38

For the case of a very small sample with diameter s, the gain, relative to pinhole collimation, is given by 

Gain lens

pinhole

spot

in
Lens

so= =
⎛
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2

 (3)

For the slightly convergent lens used to produce lysozyme diffraction data,36 the computed gain 
for a 0.5-mm pinhole is 124. The measured intensity gain is 110. The intensity gain for a more highly 
convergent lens with an output focal spot of 21 μm is 2400 at a source to sample distance of 100 mm. 
Because of the divergence from each channel, lenses with smaller focal lengths have smaller spot sizes, 
as do measurements at higher photon energies.

Polycapillary optics can also be used to focus parallel beam radiation for astrophysical or synchro-
tron applications. A 5-mm diameter lens with a 17-mm focal length was measured using knife-edge 
scans in a synchrotron beam.39 The measured spot size, transmission, and gain are shown in Table 1 
along with calculated gains. 

53.7 APPLICATIONS

Energy Filtering

The dependence of the critical angle for reflection on photon energy results in an energy-dependent 
transmission, which can be varied with lens parameters, as shown in Figs. 16 and 18. Thus, capillary 
optics can be used as a low pass filter to remove high-energy bremsstrahlung photons above a given 
energy threshold. With this low-pass filter, high-anode voltages can be used to increase the inten-
sity of the characteristic lines without increasing the high-energy background. An example of the 
effect of a monolithic optic designed to pass 8-keV Cu Ka radiation is shown in Fig. 19.36 The lens 
reduces the Cu Kb 9 keV peak and suppresses the high-energy bremsstrahlung. For low-resolution 
diffraction applications, the energy filtration provided by the optic allowed the monochromator to 
be replaced with a simple filter. Albertini has proposed using polycapillary optics as a low-pass-filter 
for energy-dispersive x-ray diffractometry and reflectometry.40

X-Ray Fluorescence

Polycapillary optics are widely used in x-ray fluorescence (XRF). Details of x-ray fluorescence 
analysis are described in Chap. 29. Focusing the beam from a divergent source can result in a large 
intensity increase compared to pin hole collimation. This allows for flexible system development. 
Formica designed a system for in situ thin-film depostion.41 Nikitina,42 Buzanich,43 and Vittiglio44

TABLE 1 Results for Monolithic Focusing Optic in a Synchrotron Beam39

X-Ray Energy  Spot Size  Transmission  Measured Gain  Calculated Gain  Calculated Gain  Calculated Gain
  (keV) (mm) (%) 350-μm Pinhole 350-μm Pinhole 90-μm Pinhole 10-μm Pinhole

6 0.09 36 78 81 645 911
8 0.08 49 96 110 933 1359
10 0.09 39 83 87 624 842
12 0.09 39 74 87 654 903
white 0.17 42 11 89 243 266
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have demonstrated portable systems for materials and archaeometric analysis. Luo has developed 
a system for combinatorial materials studies.45 Feldkamp has developed a system consistent with 
microtomography.46 Kanngiesser provided detailed analysis of the beam shape and spectrum from 
focusing polycapillary optics to allow for accurate quantitative analysis.47 Langer showed that poly-
capillary focussing makes possible the analysis of Kossel patterns from the fluorescent excitiation 
using a tube source.48 Instead of using the focussing optic on the excitation side, Smit uses a focus-
ing optic to collect the fluorescence radiation in a synchrotron beam system,49 Zitnik in a proton 
beam system,50 and Alberi for particle induced x-ray emission (PIXE).51 With a conventional x-ray 
source, two optics can be used to both excite and collect the fluorescent radiation, as shown in Fig. 20.52

This provides the double benefit of enhanced signal intensity and three-dimensional spatial resolu-
tion. The three-dimensional resolution arises from the overlap of the cone of irradiation of the first 
lens and the cone of collection of the second. Sun uses a similar arrangement for energy-dispersive 
micro-x-ray diffraction.53 Alternatively, Yang uses a collimating optic to increase the excitation 
intensity for total reflection x-ray fluorescence,54 and Sun uses a reversed collimating optic in com-
bination with a torroidal mirror for synchrotron radiation EXAFS.55
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FIGURE 19 Spectrum of a copper tube source with and without a slightly 
focusing optic. The optic suppresses the high-energy bremsstrahlung. The nickel 
filter suppresses the Kb peak. (From Ref. 36.)
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FIGURE 20 Sketch of microfluorescence experi-
ment, showing that overlap of irradiation and collection 
volumes yields three-dimensional spatial resolution. 
(From Ref. 2.)
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Single Crystal Diffraction

Collimating Significant reduction in data collection times for single crystal diffraction can be 
achieved with collimating polycapillary optics. The divergence from the optic, for example, 0.19°
at 8 keV, is less than the w crystal oscillations typically employed to increase the density of reflec-
tions captured in a single image in protein crystallography.56 Using a low-power x-ray source which 
allows close access to the beam spot, the x-ray intensity obtained with a 20 W x-ray source was com-
parable to that achievable with a 3.5-kW rotating anode source with pinhole collimation. Chicken 
egg white lysozyme data taken with a 20-W source and a collimating lens in 20 minutes per frame 
produced an R-factor (variance between the measured and model structure factors) of 5.1 percent 
and resolution of 1.6 Å, as good as equivalent rotating anode data taken with the same or longer 
exposure time. The data shown in Fig. 21 was taken in 10 minutes with the collimating optic and 20-W 
source. Gubarev reported high-quality data extending to 1.7 Å with a 47-W system with greater flux 
than for a rotating anode using graded multiayer mirrors.57

Focused For focused beam diffraction, the volume of reciprocal space that is accessed in a single 
measurement is greatly increased compared to parallel beam geometries. Additionally, the small 
irradiation spot on the sample reduces angular broadening due to sample size effects and allows the 
detector to be placed close enough to the sample that a small imaging detector will intercept dif-
fracted beams at high 2q angles. The reduction in angular broadening due to the small source size 
is significant because the diffraction spot is not isotropically broadened by the convergence of the 
focused beam.58

Figure 22 displays a sketch of the diffraction condition for a single crystal with a monochromatic 
convergent beam. Diffraction conditions are satisfied for the two incident beam directions, k0 and 
k1, when they make the same angle with the reciprocal lattice vector, G. Thus, changing from ko to
k1 rotates the diffraction triangle of ko, G, and kf about the vector G by an angle f. This results in the 
diffracted beam kf moving to trace out a tangential line on the detector. The resultant streak, shown 
in Fig. 23 has length

x z
D=

⎛
⎝
⎜

⎞
⎠
⎟ =

⎛
⎝
⎜

⎞
⎠
⎟2

2
2

2 2
tan

cos( )
tanφ

θ
φ  (1)

The maximum value of f is the convergence angle. There is no broadening in the radial direction. 
The “straight through” beam shown as the vector D will vary within the range of incoming beam 
directions for different reciprocal lattice vectors.

FIGURE 21 Lysozyme diffraction image 
taken with a 20-W microfocus source and 
collimating polycapillary optic in 10 minutes. 
(From Ref. 56.)
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FIGURE 22 Ewald sphere description of focused 
beam diffraction on a single crystal.
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The effects of the one-dimensional streaking are shown in Fig. 24 for a single crystal egg-white 
lysozyme diffraction pattern taken with a 2.1° focusing angle.14 Serious overlap problems were not 
encountered except in low index directions, which are of less interest for structure determination. 
However, so long as the streaked diffraction spots are narrow compared to their separation, they can, 
in principle, be analyzed. For protein crystals with unit cell dimensions < 200 Å, such as lysozyme, this 
does not preclude structural determinations. However, for cell dimensions >200 Å, the diffraction 
spots are not completely separated. Patterns with smaller convergence angles can be analyzed with 
conventional software and give good results.56,59 Patterns from crystals with smaller, less complex, 
unit cells will have lower-diffraction spot density and therefore less potential overlap than for protein 
crystals. 
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FIGURE 23 Diffraction streak due to beam focusing.

FIGURE 24 Lysozyme diffraction 
image taken in 5 min with a 1-mA tube 
source and a focusing polycapillary optic. 
(From Ref. 14.)



53.14  X-RAY AND NEUTRON OPTICS

A direct comparison was made of data quality and collection time on a rotating anode system 
using a single egg-white lysozyme crystal, with and without polycapillary optics.56 The direct beam 
intensity gain and the diffracted beam signal gain were both a factor of 20 for a lens with a 0.3° con-
vergence. There was no degradation in data quality. Li reported intensity and resolution improvement 
with the use of a slightly focusing polycapillary optic for protein crystallography compared to double 
focusing mirrors.60

Powder Diffraction

Collimating Reductions in data collection time can also be obtained for powder diffraction with 
collimating polycapillary optics. In addition, the parallel beam geometry provides insensitivity to 
sample preparation, shape, position, and transparency. Clapp reported significant reduction in sens-
tivity to sample preparation.61 Chen reported reduction in sensitivity to sample shifts and acceptibil-
ity for whole pattern fitting.62 Secondly, the symmetric beam profile and enhanced flux gives much 
improved particle statistics and measurement statistics. 

The nearly Gaussian peaks produced by the polycapillary collimating optics give more precise 
peak localization. For example, a pinhole with a divergence of 0.2 mrad produces peak localization 
errors approximately equal to the divergence, while the system with the polycapillary optic on the 
same sample produced peak localization that was detector limited to 0.04°.63 Misture reported a sig-
nificant intensity gain, reduction in peak shape and peak localization errors (also see Chap. 28).64 The 
constant peak width and resolution throughout the diffraction space facilitates very high precision 
residual stress and texture analysis and reciprocal space mapping. The peak shape is ideally suited to 
phase identification and full pattern analysis of phase content using wavelet transforms. 

In addition, polycapillary optics can be used as high-resolution soller slits. A schematic for an exper-
iment comparing conventional and polycapillary soller slits is shown in Fig. 25. Replacing the soller slit 
with a polycapillary straight angular filter provided approximately a factor of two gain in signal-to-noise 
ratio for the identification of the x phase on a galvannealed steel sheet.65 Leoni performed detailed 
analysis of the beam shape and correction algorithms for a system similar to that of Fig. 25.66

Focusing For focusing polycapillary optics, the peak resolution for powder diffraction continues to 
be much smaller than the beam divergence, even for highly convergent beams, and agrees well with 
a simple geometrical model.63,67

Scatter Rejection in Imaging

The earliest announcements of the discovery of x rays included a radiograph of a human hand.68

One hundred years after its first use, simple radiography is still the most common medical imaging 
modality. The relative simplicity of the required apparatus and the speed with which the image is 

X-ray source

Collimator

Sample

Soller slit

Monochromator

Counting detector

FIGURE 25 Schematic of diffraction setup showing polycapillary collimator and 
normal soller slit configuration. (From Ref. 65.)
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obtained (with the resultant low cost) make x-ray imaging an extremely important diagnostic tool. 
However, Compton scattering can result in substantial image degradation. In a conventional medi-
cal imaging system, scatter is partially removed by inserting a grid with lead ribbons parallel to the 
incoming beam. Alternatively, scatter can be removed by inserting a polycapillary optic between 
the patient and the detector. Because capillary optics have an angular acceptance that is limited by 
the very small critical angle, scattered photons are not transported down optics channels, but are 
largely absorbed by the glass walls of the capillary optic. The scatter transmission of a polycapillary 
optic, measured by moving the source off axis to an angle much larger than the critical angle, was 
less than 1 percent at 20 keV,9 resulting in a contrast enhancement for a Lucite phantom of a factor 
of 1.4 compared to a conventional antiscatter grid, with a maximum enhancement of more than 
a factor of 2 in regions of low contrast or high scatter.11 Measurements at 40 keV showed a contrast 
enhancement of more than a factor of 4.69 Lead glass optics performed well at higher energies.70

While not true imaging optics, polycapillary fibers can transmit an image in the same man-
ner as a coherent fiber bundle. Polycapillary optics can be used to magnify and demagnify images. 
Magnification can improve image resolution, particularly if detector limited. Magnification is conven-
tionally performed by increasing the air gap between the patient and the detector, but this results in a 
loss of resolution due to the geometrical blurring from the finite source size, as shown in Fig. 26.

However, magnification using polycapillary optics, even with a large focal spot, would not be subject to 
a loss in resolution, as shown in Fig. 26. Measured modulation transfer functions (MTF) for computed 
radiography image plate detectors using a magnifying polycapillary optic are compared to air gap mag-
nification in Fig. 27.11 The limiting MTF was increased by the polycapillary magnification factor 
of 1.8. The resolution was not degraded by the capillary structure, which was on a smaller scale (20-μm
channel size) than the desired resolution. The optic yields an MTF increase at all spatial frequencies, 
which may be diagnostically more significant than the increase in limiting MTF. Magnifying capillary 
optics provide simultaneous contrast enhancement and resolution increase. Efforts have been made to 
increase the size of the optics. A transmission image of a multioptic jig is shown in Fig. 28.71

A technical difficulty with many direct x-ray detectors is that they are difficult to manufacture with 
large enough areas for medical imaging. With the use of x-ray optics, demagnification could be used to 
match the image size to a CCD, CID,72 or other digital detectors. A common digital imaging modality is 
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Microcalcifications

Optic

Patient

Image

FIGURE 26 Air gap magnification (top) showing degradation 
of image due to finite source size. Magnification with a long tapered 
polycapillary optic (bottom) showing no increased blurring after the 
exit plane of the patient.



53.16  X-RAY AND NEUTRON OPTICS

the use of a fused fiber optic following a phosphor screen to demagnify the resulting visible light image 
for recording with CCD technology. The use of capillary x-ray optics to demagnify the x-ray image 
in connection with direct x-ray sensitive detectors may be more efficient and would avoid the loss of 
resolution in the optical conversion process.

Monochromatic Imaging

In conventional radiography, subject contrast arises from relatively low differences in absorption 
coefficients between different tissue types. The already low subject contrast is further reduced in a 
conventional system by averaging over relatively large-energy bandwidths. Synchrotron measure-
ments using monochromatic beams have demonstrated higher contrast, but synchrotrons are not 
clinically available. Using monochromator crystals with a conventional source without an optic is 
not practical because the low intensity of the diffracted beam will not allow imaging in vivo before 
motion blur occurs. Polycapillary collimating optics can allow sufficient diffracted beam intensity to 
make clinical monochromatic imaging possible without a synchrotron.15 Measurements at 17.5 keV 
showed subject contrast enhancement of a factor of 2, in agreement with theoretical calculations. 
This contrast enhancement is in addition to that expected from the reduction of scattered radiation.

The output divergence of the collimating optic affects the resolution and is an important param-
eter, especially for low-energy and high-resolution modalities. Good angular resolution was achieved 
even with a large spot source. Resolution was measured by recording a knife-edge shadow with a 
restimuble phosphor-computed-radiography image plate. For a silicon crystal, the width results pri-
marily from the energy spread of the incident radiation. The image in Fig. 29 shows the resolved Mo 
Ka energy doublet.34 The divergence causes the fiber structure to blur and the field to become more 
uniform as the beam propagates away from the optic, as shown in Fig. 30.15

In addition to the monochromatization, the use of a uniform parallel beam would eliminate the 
variations in resolution and magnification of objects on the entry and exit side of the patient. A parallel, 
tunable, monochromatic source would facilitate the use of a number of innovative imaging techniques 
such as refraction contrast,73 K-edge tuning,74 dual energy,75 and phase imaging. Refraction contrast is 
observed for highly monochromatic beams when a second crystal is placed after the specimen. Gradients 
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FIGURE 27 Modulation transfer function of a computed 
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in the index of refraction deflect the beam at the edges of features. The deflected beams are not diffracted 
by the second crystal, resulting in greatly enhanced contrast in the vicinity of feature edges. K-edge tun-
ing is the selection of a photon energy just above the absorption edge for an element that is preferentially 
concentrated in, e.g., cancerous tissues. Dual-energy imaging uses the tunability of the source to make 
a subtraction image taken at energies just above and below the critical edge. Monochromatization with 
the Bragg angle at 45° produces a polarized beam, as shown in Fig. 31.76

Scintigraphy

Unlike external beam radiography, collimators are required for nuclear imaging (see Chap. 32). In 
addition, detectors with energy discrimination are required because only a small fraction of the pho-
tons from the radioactive source are transmitted through the collimator. The majority of the radia-
tion is scattered by the surrounding tissue, to create a broad source with approximately the same total 

FIGURE 29 Knife-edge image. 
The extra shadow is due to the Ka
doublet. The image plate is 550 mm 
from the knife-edge.
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FIGURE 30 X-ray images taken at the three indicated locations along the 
beam. The fiber structure is clearly visble in (a) and blurs as the beam propagates. 
Image (c1) is for silicon, (c2) for mica, and (c3) for graphite.

Crystal

Detector

FIGURE 31 Set up for polarization 
by diffraction at 90°. After diffraction 
by the crystal, the beam is polarized in 
the out-of-plane direction.
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intensity. Since Compton scattering causes the photons to lose energy, energy discrimination can be 
used to distinguish between rays which have traveled directly to the detector from those which have 
been scattered by the tissue. However, energy-sensitive detectors tend to have relatively poor spatial 
resolution compared to radiographic detectors. Testing has been performed of a different mecha-
nism to discriminate against scatter and provide high resolution. In this study, a polycapillary optic 
was used as a high resolution collimator, paired with a radiographic detector with a large number of 
pixels.16–19

Images taken with a parallel 20-mm-thick, 30-mm-wide lead glass polycapillary parallel hole col-
limator and a computed radiography plate demonstrated the ability to image features of individual 
125I ion exchange beads within brachytherapy seeds even in the presence of 30 mm of tissue-equivalent 
scatter material, as shown in Fig. 32. Calculations using simple geometrical models were in good 
agreement with measured signal-to-background ratios and count rates. The calculations and mea-
surements showed that for highly heterogeneous radiation distributions high signal-to-background 
ratios could be achieved by using the high resolution to “dilute” the scatter background without 
energy discrimination. In addition, the high resolution collimator/radiographic detector system is 
significantly more compact than typical g camera systems. Because energy sensitivity is no longer 
required, a wide rage of radiographic detectors with high-resolution could be employed. The poly-
capillary collimator could be either parallel or converging.

Therapy

Conventional x-ray radiation therapy is currently performed with high energy x-ray or gamma radia-
tion. The patient is exposed to multiple parallel beams, produced with slit collimators, with an inter-
section at the tumor. High-energy photons are chosen to minimize the absorbed skin dose relative 
to the dose at the tumor, although energies as low as 100 keV are employed in orthovoltage modali-
ties. The choice of high energies to reduce skin dose is necessary because, in an unfocused beam, the 
intensity is necessarily higher near the point of entry than at the tumor site. Use of focusing optics at 
energies less than 100 keV might substantially increase the tumor dose relative to the skin dose. 
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FIGURE 32 Images taken with set of brachytherapy seeds 
show five beads per seed and a ring-like structure. The source to 
optic distance was z = 18 mm.
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Neutron beams can also be focussed by polycapillary optics (see Chaps. 63 and 64).77–79 A focused 
neutron beam could be used in boron neutron capture therapy (BNCT), based on the selective delivery 
of a boronated pharmaceutical to cancerous tissue followed by irradiation with thermal neutrons.80

Perrung81 has described a BNCT system using capillary optics. Mayer has performed an experimental 
study to determine the radiation dose introduced by focusing a cold neutron beam through a tissue 
equivalent mass.82 With the use of radiochromic images, it was found that neutron scattering within 
the material did not significantly alter the focal image. As a result, the deposition of dose peaks quickly 
at the depth of the focal point. This procedure could be useful in treating near-surface regions such 
as ocular melanomas.

53.8 SUMMARY

Polycapillary x-ray optics are a powerful control technology for x-ray beams. Using polycapillary 
optics to collimate the output from a point source provides much higher intensity than pinhole 
collimation, particularly if two dimensional collimation is required. Focusing the beam yields even 
higher intensity gains. 

Polycapillary optics can also be used to perform low-pass spectral filtering, which allows the use 
of increased source voltage. Further, the optics also remove the connection between source size and 
resolution, which allows the use of increased source current. Pairing a polycapillary optic with a dif-
fracting crystal results in efficient production of monochromatic beams for imaging and analysis.

Tapered or straight polycapillary optics can also be used as angular filters, to replace soller slits in 
diffraction systems, to reduce scatter fraction in imaging thick objects, and to provide resolution in 
microscintigraphy.

53.9 ACKNOWLEDGMENTS

The authors are grateful for useful discussions and data from a large number of collaborators, includ-
ing Carmen Abreu, David Aloisi, Simon Bates, Ayhan Bingolbali, David Bittel, Cari, Dan Carter, 
Heather Chen, Patrick Conlon, Greg Downing, Ning Gao, David Gibson, Mikhail Gubarev, Joseph Ho, 
Frank Hoffman, Huapeng Huang, Huimin Hu, Abrar Hussein, Chris Jezewski, Kardiawarman, John 
Kimball, Ira Klotzko, David Kruger, Danhong Li, Dip Mahato, Kevin Matney, David Mildner, Johanna 
Mitchell, Charles Mistretta, Robin Moresi, Noor Mail, Scott Owens Rohrbach, Wally Peppler, Sushil 
Padiyar, Igor Ponomarev, Bimal Rath, Christine Russell, Robert Schmitz, Francisca Sugiro, Suparmi, 
Christi Trufus-Feinberg, Johannes Ullrich, Hui Wang, Lei Wang, Russel Youngman, Brian York, Qi 
Fan Xiao, and Wei Zhou and for grant support from the Department of Commerce, NASA, NIH, and 
the Breast Cancer Research Program.

53.10 REFERENCES

 1. V. A. Arkadev, M. A. Kumakhov, et al., Sov. Physics. Usp. 32:3, March 1989.

 2. C. A. MacDonald, “Applications and Measurements of Polycapillary X-Ray Optics,” J. X-Ray Science and 
Tech. 6:32–47, 1996.

 3. A. Bjeoumikhov, S. Bjeoumikhova, H. Riesemeier, M. Radtke, and R. Wedell, “Propagation of Synchrotron 
Radiation through Nanocapillary Structures,” Phys. Lett. A 366(4–5):283–288, July 2, 2007.

 4. V. A. Arkd’ev, A. I. Kolomitsev, M. A. Kumakhov, I.Yu. Ponorave, I. A. Khodeev, Yu. P. Chertov, and 
I. M. Shakparonov, “Wide-Band X-Ray Optics with a Large Angular Aperture,” Sov. Phys. Usp. 32(3):271, 
March 1989.



53.20  X-RAY AND NEUTRON OPTICS

 5. I. L. Klotzko, Q. F. Xiao, D. M. Gibson, R. G. Downing, W. M. Gibson, Karnaukhov A., and C. J. Jezewski, 
“Investigation of Glass Polycapillary Collimator for Use in Proximity Based X-Ray Lithography,” Proc. SPIE
2523:175–182, 1995.

 6. C. H. Russell, W. M. Gibson, M. V. Gubarev, F. A. Hofmann, M. K. Joy, C. A. MacDonald, L. Wang, 
Qi-Fan Xiao, and R. Youngman, “Application of Polycapillary Optics for Hard X-Ray Astronomy”, in
Grazing Incidence and Multilayer X-Ray Optical Systems, R. B. Hoover and A. B. C. Walker II, eds., Proc. SPIE.
3113:369–377, 1997.

 7. C. H. Russell, M. Gubarev, J. Kolodziejczak, M. Joy, C. A. MacDonald, and W. M. Gibson, “Polycapillary 
X-Ray Optics for X-Ray Astronomy,” in Advances in X-Ray Analysis, 43, Proc. 48th Denver X-Ray Conference,
1999.

 8. C. C. Abreu and C. A. MacDonald, “Beam Collimation, Focusing, Filtering, and Imaging with Polycapillary 
X-Ray and Neutron Optics,” Phys. Med. XIII(3):79–89, 1997.

 9. C. C. Abreu, D. G. Kruger, C. A. MacDonald, C. A. Mistretta, W. W. Peppler, and Q. F. Xiao, “Measurements of 
Capillary X-Ray Optics with Potential for Use in Mammographic Imaging,” Med. Phys. 22(11)(Pt. 1):1793–1801, 
November 1995.

 10. W. M. Gibson, C. A. MacDonald, and M. S. Kumakhov, “The Kumakhov Lens: A New X-Ray and Neutron 
Optics with Potential for Medical Applications,” in Technology Requirements for Biomedical Imaging, S. K. Mun, 
ed., I.E.E.E. Press, New York, #2580, 1991.

 11. D. G. Kruger, C. C. Abreu, E. G. Hendee, A. Kocharian, W. W. Peppler, C. A. Mistretta, and C. A. MacDonald, 
“Imaging Characteristics of X-Ray Capillary Optics in Mammography,” Med. Phys. 23(2):187–196, February 
1996.

 12. C. A. MacDonald, C. C. Abreu, S. Budkov, et al., “Quantitative Measurements of the Performance of Capillary 
X-Ray Optics.” in Multilayer and Grazing Incidence X-Ray/EUV Optics II, R. B. Hoover and A. Walker, eds. 
Proc. SPIE, SPIE, Bellingham, Wash., 2011, 1993.

 13. W. M. Gibson and C. A. MacDonald, “Polycapillary Kumakhov Optics: A Status Report,” in X-Ray and UV 
Detectors, Proc. SPIE, Bellingham, Wash., 2278, 1994.

 14. S. M. Owens, F. A. Hoffman, C. A. MacDonald, and W. M. Gibson, “Microdiffraction Using Collimating 
and Convergent Beam Polycapillary Optics,” Advances in X-Ray Analysis, vol. 41, Proc. 46th Annual Denver 
X-Ray Conference, Steamboat Springs, Colorado, August 4–8, 1997.

 15. F. R. Sugiro, D. Li, and C. A. MacDonald, “Beam Collimation with Polycapillary X-Ray Optics for High 
Contrast High Resolution Monochromatic Imaging,” Med. Phys. 31:3288, 2004.

 16. C. A. MacDonald, N. Mail, W. M. Gibson, S. M. Jorgensen, and E. L. Ritman, “Micro Gamma Camera Optics 
with High Sensitivity and Resolution,” in M. J. Flynn, ed., Physics of Medical Imaging, Proc. SPIE 5745:1–6, 
2005.

 17. S. M. Jorgensen, M. S. Chmelik, D. R. Eaker, C. A. MacDonald, and E. L. A. Ritman, “Polycapillary X-Ray 
Optics-Based Integrated Micro-SPECT/CT Scanner,” in Developments in X-Ray Tomography IV, U. Bonse, 
ed., Proc. SPIE 5535:36–42, 2004.

 18. W. M. Gibson, C. A. MacDonald, and N. Mail, “Potential for Radioscintography with Polycapillary Optics,” 
in A. M. Khounsary, C. A. MacDonald, eds., Advances in Laboratory-Based X-Ray Sources and Optics III,
Proc. SPIE 4781:104–111, 2002. 

 19. N. Mail, C. MacDonald, and W. M. Gibson, “Microscintigraphy with High-Resolution Collimators and 
Radiographic Imaging Detectors,” Med. Phys. 39(2):645–655, 2009.

 20. A. Liu, “The X-Ray Distribution after a Focussing Polycapillary—A Shadow Simulation,” Nuclear Instruments 
and Methods in Physics Research Section B: Beam Interactions with Materials and Atoms 243(1):223–226, 
January, 2006.

 21. D. Hampai, G. Cappuccio, G. Cibin, S. B. Dabagov, and V. Sessa, “Modeling of X-Ray Transport through 
Polycapillary Optics,” Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, 
Detectors and Associated Equipment, Proc. 10th International Symposium on Radiation Physics—ISRP 10,
580(1):85–89, September 21, 2007.

 22. D. Bittel and J. Kimball, J. Appl. Phys. 74(2):877–883, 1993.

 23. J. Harvey, chap. 11, In Handbook of Optics, Volume II, M. Bass, ed., McGraw-Hill, New York, 1996.

 24. H. Wang, W. Lei, W. M. Gibson, and C. A. MacDonald, “Simulation Study of Polycapillary X-Ray Optics,” in 
X-Ray Optics, Instruments, and Missions, R. B. Hoover and A. B. C. Walker II, ed., Proc. SPIE 3444:643–651, 1998.

 25. L. Wang, B. K. Rath, W. M. Gibson, J. C. Kimball, and C. A. MacDonald, J. Appl. Phys. 80(7):3628–3638, 1996.



POLYCAPILLARY X-RAY OPTICS  53.21

 26. J. B. Ullrich, V. Kovantsev, and C. A. MacDonald, J. Appl. Phys. 74(10):5933–5939, 1993.

 27. Suparmi, Cari, W. Lei, H. Wang, W. M. Gibson, and C. A. MacDonald, J. Appl. Phys. 90:5363–5368, 2001.

 28. C. A. MacDonald and W. M. Gibson, “Applications and Advances in Polycapillary Optics,” X-Ray 
Spectrometry 32 (3):258–268, 2003.

 29. B. Rath, R. Youngman, and C. A. MacDonald, Rev. Sci. Instru. 65:3393–3398, 1994.

 30. F. R. Sugiro, S. D. Padiyar, and C. A. MacDonald, “Characterization of Pre- and Post- Patient X-Ray 
Polycapillary Optics for Mammographic Imaging” in C. A. MacDonald and A. M. Khounsary, eds., Advances 
in Laboratory-Based X-Ray Sources and Optics, Proc. SPIE 4144:204, 215, 2000.

 31. D. Bilderbeck and E. Fontes, AIP Conference Proceedings 417:147–155, 1997.

 32. Cari, C. A. MacDonald, W. M. Gibson, C. D. Alexander, M. K. Joy, C. H. Russell, and Z. W. Chen, 
“Characterization of a Long Focal Length Polycapillary Optic for High Energy X Rays,” in Advances in 
Laboratory-Based X-Ray Sources and Optics, C.A. MacDonald and Ali M. Khounsary, eds., Proc. SPIE
4144:183–192, 2000.

 33. B. K. Rath, W. M. Gibson, L. Wang, B. E. Homan, and C. A. MacDonald, “Measurement and Analysis of 
Radiation Effects in Polycapillary X-Ray Optics,” J. Appl. Phys. 83(12):7424–7435, June 15, 1998.

 34. D. Li, F. R. Sugiro, and C. A. MacDonald, “Source-Optic Optimization for Compact Monochromatic 
Imaging”, in X-Ray Sources and Optics, C. A. MacDonald, A. T. Macrander, T. Ishikawa, C. Morawe, J. L. Wood, 
eds., Proc. SPIE 5537:105–114, 2004.

 35. D. Li, N. Mail and C. A. MacDonald, “A Comparison of Doubly Curved Crystal and Polycapillary Optics for 
Monochromatic Beam Production from a Clinical Source,” in M. J. Flynn, ed., Physics of Medical Imaging,
Proc. SPIE 5745:754–763, 2005.

 36. S. M. Owens, J. B. Ullrich, I. Y. Ponomarev, D. C. Carter, R. C. Sisk, J. X. Ho, and W. M. Gibson, “Polycapillary 
X-Ray Optics for Macromolecular Crystallography,” in R. B. Hoover and F. P. Doty, eds., Hard X-Ray/
Gamma-Ray and Neutron Optics, Sensors, and Applications, Proc. SPIE, 2859, 1996. 

 37. W. M. Gibson and M. A. Kumakhov, Yearbook of Science & Technology. McGraw-Hill, New York, 488–490, 1993.

 38. F. A. Hoffman, N. Gao, S. M. Owens, W. M. Gibson, C. A. MacDonald, and S. M. Lee, “Polycapillary Optics 
for In-Situ Process Diagnotstics,” in In Situ Process Diagnostics and Intelligent Materials Processing, Materials 
Research Society Proc., P. A. Rosenthal, W. M. Duncan, J. A. Woollam, eds., 502:133–138, 1998.

 39. F. A. Hofmann, C. A. Freinberg-Trufas, S. M. Owens, S. D. Padiyar, and C. A. MacDonald, “Focusing of 
Synchrotron Radiation with Polycapillary Optics,” Beam Interactions with Materials and Atoms: Nuclear 
Instruments and Methods B, 133:145–150, 1997.

 40. V. Rossi Albertini, B. Paci, A. Generosi, S. B. Dabagov, O. Mikhin, and M. A. Kumakhov, “On the Use of 
Polycapillary Structures to Improve Laboratory Energy-Dispersive X-Ray Diffractometry and Reflectometry,” 
Spectrochimica Acta Part B: Atomic Spectroscopy 62(11):1203–1207, November 2007.

 41. S. P. Formica and S. M. Lee, “X-Ray Fluorescence System for Thin Film Composition Analysis during 
Deposition,” Thin Solid Films 491(1–2):71–77, November 22, 2005.

 42. S. V. Nikitina, A. S. Shcherbakov, and N. S. Ibraimov, Rev. Sci. Instrum. 70:2950 1999.

 43. G. Buzanich, P. Wobrauschek, C. Streli, A. Markowicz, D. Wegrzynek, E. Chinea-Cano, and S. Bamford, 
“A Portable Micro-X-Ray Fluorescence Spectrometer with Polycapillary Optics and Vacuum Chamber for 
Archaeometric and Other Applications,” Spectrochimica Acta Part B: Atomic Spectroscopy 62(11):1252–1256, 
November 2007.

 44. G. Vittiglio, S. Bichlmeier, P. Klinger, et al., “A Compact [mu]-XRF Spectrometer for (in situ) Analyses of 
Cultural Heritage and Forensic Materials,” Nuclear Instruments and Methods in Physics Research Section B: 
Beam Interactions with Materials and Atoms 213, 5th Topical Meeting on Industrial Radiation and Radioisotope 
Measurement Applications 213:693–698, January 2004.

 45. Z. Luo, B. Geng, J. Bao, C. Liu, W. Liu, C. Gao, Z. Liu, and X. Ding, “High-Throughput X-Ray 
Characterization System for Combinatorial Materials Studies,” Rev. Sci. Instrum. 76:095105, 2005.

 46. J. M. Feldkamp, C. G. Schroer, J. Patommel, B. Lengeler, T. F. Gunzler, M. Schweitzer, C. Stenzel, 
M. Dieckmann, and W. H. Schroeder, “Compact X-Ray Microtomography System for Element Mapping and 
Absorption Imaging,” Rev. Sci. Instrum. 78:073702, 2007.

 47. B. Kanngie[ss]er, N. Kemf, and W. Malzer, “Spectral and Lateral Resolved Characterisation of X-Ray 
Microbeams,” Nuclear Instruments and Methods in Physics Research Section B: Beam Interactions with 
Materials and Atoms 198(3–4):230–237, December 2002.



53.22  X-RAY AND NEUTRON OPTICS

 48. E. Langer, S. Dabritz, W. Hauffe, and M. Haschke, “Advances in X-Ray Excitation of Kossel Patterns by a 
Focusing Polycapillary Lens,” Applied Surface Science, 13th Applied Surface Analysis Workshop—AOFA 13
252(1):240–244, September 30, 2005.

 49. Z. Smit, K. Janssens, K. Proost, and I. Langus, “Confocal [mu]-XRF Depth Analysis of Paint Layers,” Nuclear 
Instruments and Methods in Physics Research Section B: Beam Interactions with Materials and Atoms, Proc. 
Sixteenth International Conference on Ion Beam Analysis, 219,220:35–40, June 2004.

 50. M. Zitnik, P. Pelicon, N. Grlj, A. G. Karydas, D. Sokaras, R. Schutz, and B. Kanngiesser, Appl. Phys. Lett.
93:094104 (2008).

 51. R. Alberti, A. Bjeoumikhov, N. Grassi, C. Guazzoni, T. Klatka, A. Longoni, and A. Quattrone, “Use of Silicon 
Drift Detectors for the Detection of Medium-Light Elements in PIXE,” Nuclear Instruments and Methods in 
Physics Research Section B: Beam Interactions with Materials and Atoms, Accelerators in Applied Research and 
Technology - Proceedings of the 9th European Conference on Accelerators in Applied Research and Technology 
266(10):2296–2300, May 2008.

 52. W. M. Gibson and M. A. Kumakhov, in X-Ray Detector Physics and Applications, Proc. SPIE 1736:172, 1992.

 53. T. Sun, M. Zhang, X. Ding, Z. Liu, X. Lin, and H. Liu, “Characterization of a Polycapillary X-Ray Lens for 
Application in Confocal Three-Dimensional Energy-Dispersive Micro X-Ray Diffraction Experiments,” 
J. Appl. Cryst. 40:1169–1173, 2007.

 54. J. Yang, D. Zhao, Q. Xu, and X. Ding, “Development, Application of Glancing Incident X-Ray Fluorescence 
Spectrometry Using Parallel Polycapillary X-Ray Lens,” Appl. Surface Science, In Press, Accepted Manuscript, 
Available online October 14, 2008.

 55. T. Sun, Y. Xie, Z. Liu, T. Liu, T. Hu, and X. Ding, “Application of a Combined System of Polycapillary X-Ray 
Lens and Toroidal Mirror in Micro-X-Ray-Absorption Fine-Structure Facility,” Appl. Phys. 99:094907, 2006.

 56. F. A. Hofmann, W. M. Gibson, C. A. MacDonald, D. A. Carter, J. X. Ho, and J. R. Ruble, “Polycapillary 
Optic—Source Combinations for Protein Crystallography,” J. Appl. Crystallogr. 34:330–335, 2001.

 57. M. Gubarev, E. Ciszak, I. Ponomarev, W. Gibson, and M. Joy, “A Compact X-Ray System for Macromolecular 
Crystallography,” Rev. Sci. Instrum. 71:3900, 2000.

 58. C. A. MacDonald, S. M. Owens, and W. M. Gibson, “Polycapillary X-Ray Optics for Microdiffraction,” J. Appl. 
Crystallogr. 32:160–167, 1999.

 59. J. X. Ho, E. H. Snell, C. R. Sisk, J. R. Ruble, D. C. Carter, S. M. Owens, and W. M. Gibson, “Stationary Crystal 
Diffraction with a Monochromatic Convergent X-Ray Beam Source and Application for Macromolecular 
Crystal Data Collection,” Acta Cryst. D54:200–214, 1998.

 60. P.-W. Li and R.-C. Bi, “Applications of Polycapillary X-Ray Optics in Protein Crystallography,” 
J. Appl. Cryst. 31:806–811, 1998.

 61. R. A. Clapp and M. Haller, “Parallel Beam Methods in Powder Diffraction and Texture in the Laboratory,” 
Adv. X-Ray Anal. 43:135–140 (2000). 

 62. X. Chen, S. Bates, and K. R. Morris, “Quantifying Amorphous Content of Lactose Using Parallel Beam X-Ray 
Powder Diffraction and Whole Pattern Fitting,” J. Pharma. Biomed. Ana. 26(1):63–72, August 2001.

 63. W. Zhou, D. N. Mahato, C. A. MacDonald, “Analysis of Powder X-Ray Diffraction Resolution Using 
Collimating and Focusing Polycapillary Optics,” Thin Solid Films, accepted. 

 64. S. T. Misture and M. Haller, “Application of Polycapillary Optics for Parallel Beam Powder Diffraction,” Adv. 
X-Ray Anal. 43:248–253, 2000. 

 65. W. M. Gibson, H. Huang, J. Nicolich, P. Klein, and C. A. MacDonald, “Polycapillary Optics for Angular 
Filtering of X Rays in Two Dimensions,” in Proc. 50th 2001 Denver X-Ray Conference, Advances in X-Ray 
Analysis 45:F-58, 2002.

 66. M. Leoni, U. Welzel, and P. Scardi, “Polycapillary Optics for Materials Science Studies: Instrumenal Effects 
and Their Correction,” J. Res. NIST 109(1):27–48, 2004.

 67. A. Bingölbali, W. Zhou, D. N. Mahato, and C. A. MacDonald, “Focused Beam Powder Diffraction with 
Polycapillary and Curved Crystal Optics,” in Advances in X-Ray/EUV Optics and Components III, Proc. SPIE, 
A. M. Khounsary, C. Morawe, S. Goto, eds., SPIE, Bellingham Wash., 7077, 2008.

 68. W. C. Röntgen, “On a New Form of Radiation,” Nature, 53, 274–276, January 23, 1896, English Translation 
from Sitzungsberichte der Würzburger Physik-medic. Gesellschaft, 1895.

 69. Cari, Suparmi, W. M. Gibson, and C. A. MacDonald, “Contrast Enhancement Measurements Using 
Polycapillary X-Ray Optics at 20–40 keV,” in L.E. Antonuk, M.J. Yaffe, eds., Medical Imaging 2001:Physics of 
Medical Imaging, Proc. SPIE 4320:163–170, 2001.



POLYCAPILLARY X-RAY OPTICS  53.23

 70. Suparmi, Cari, Lei Wang, Hui Wang, W. M. Gibson, and C. A. MacDonald, “Measurement and Analysis of 
Leaded glass Capillary Optic Performance for Hard X Ray Applications,” J. Appl. Phys. 90(10):5363–5368, 2001.

 71. R. E. Ross, C. D. Bradford, and W. W. Peppler, “Optimization of X-Ray Capillary Optics for Mammography,” 
Med. Imaging, 2002.

 72. R. Wentink, J. Carbone, D. Aloisi, W. M. Gibson, C. A. MacDonald, Q. E. Hanley, R. E. Fields, and M. B. 
Denton, “Charge Injection Device (CID) Technology: An Imaging Solution for Photon and Particle Imaging 
Applications,” Proc. SPIE 2279, 1994.

 73. V. A. Somenkov, A. K. Tkalich, and S. S. Shilstein, “X-Ray Refraction Radiography of Biological Objects,” 
Zhurnal Teknicheskoj Fiziki 11:197, 1991.

 74. F. E. Carroll, “Generation of Soft X-Rays by Using the Free Electron Laser as a Proposed Means of 
Diagnosing and Treating Breast Cancer,” Lasers Surg. Med. 11:72–78, 1991. 

 75. P. C. Johns, D. J. Drost, M. J. Yaffe, and A. Fenster, “Dual-energy Mammography: Initial Experimental 
Results,” Med. Phys. 12:297–304, May/June 1985.

 76. R. Schmitz, A. Bingölbali, A. Hussain, and C. A. MacDonald, “Development of Polarized and Monochromatic 
X-Ray Beams from Tube Sources in Advances,” in A. M. Khounsary, C. Morawe, S. Goto, eds., X-Ray/EUV 
Optics and Components III, Proc. SPIE 7077, 2008.

 77. H. Chen, R. G. Downing, D. F. R. Mildner, W. M. Gibson, M. A. Kumakhov, I. Yu Ponomarev, and 
M. V. Gubarev, “Guiding and Focusing Neutron Beams using Capillary Optics,” Nature 357:391, 1992.

 78. Q. F. Xiao, H. Chen, V. A. Sharov, D. F. R. Mildner, R. G. Downing, N. Gao, and D. M. Gibson, “Neutron 
Focusing Optic for Submillimeter Materials Analysis,” Rev. Sci. Instrum 65:3399–3402, 1994.

 79. D. F. R. Mildner, H. H. Chen-Mayer, and R. G. Downing, “Characteristic of a Polycapillary Neutron Focusing 
Lens,” Proceed. of Intl. Symp. on Adv. in Neutron Optics and Related Research Facilities, March 19–21 (1996), 
J. Phys. Soc. Jpn.

 80. R. F. Barth, A. H. Soloway, and R. G. Fairchild, “Boron Neutron Capture Therapy for Cancer,” Sci. Am.
263(4):100–103, 1990.

 81. A. J. Peurrung, “Capillary Optics for Neutron Capture Therapy,” Med. Phys. Apr. 23(4):487–494, 1996.

 82. R. Mayer, J. Welsh, and H. Chen-Mayer, “Focused Neutron Beam Dose Deposition Profiles in Tissue 
Equivalent Materials: A Pilot Study of BNCT,” presented at the 5th International Conference on Neutron 
Techniques, Crete, Greece, June 9–15, 1996.



This page intentionally left blank 



SUBPART

5.4
X-RAY SOURCES



This page intentionally left blank 



X-RAY TUBE SOURCES

Susanne M. Lee
GE Global Research
Nikayuna, New York

Carolyn MacDonald
University at Albany
Albany, New York

54.3

54

54.1 INTRODUCTION

An x-ray measurement system includes a source, optics (at least pinhole optics or apertures), 
and a detector. To optimize the system, the requirements of the application and the properties 
of the available sources and detectors must be considered. This chapter discusses the properties 
of the most common type of source, x-ray tubes, and how they affect optics optimization. Even 
though tube sources have been around for more than 100 years, recent advances have been made 
in tube design and performance. These include the method by which the electrons are generated, 
submicron focal spot sizes, sources with multiple targets, and the ability to direct the x-ray beam 
to a desired location.

The most common x-ray tubes generate x rays by accelerating electrons toward a target anode. 
The electron beam impact on the target generates x rays, as shown in Fig. 1. The mechanisms for 
x-ray generation and the resulting spectra are discussed in Sec. 54.2. Electron generation in the 
cathode is discussed in Sec. 54.3. The design of the anode, considerations in the choice of anode 
material, and limitations in the electron spot size and shape on the anode are discussed in Sec. 54.4. 
General optimization considerations are discussed in Sec. 54.5.

X-ray tube sources can be unipolar or bipolar, depending on how the electron-accelerating poten-
tials are distributed between the source anode and cathode. In unipolar sources, such as the one 
shown in Fig. 1, the anode can be grounded, and the accelerating potential created by keeping the 
cathode at a large negative voltage. Alternatively, the electron source can be grounded with the anode 
at positive voltage. One advantage of anode grounding is the elimination of high-voltage standoffs, 
allowing much smaller distances between the x-ray generation point on the anode and the x-ray 
source exit window. This is beneficial for many x-ray optics, since short input optic distances allow the 
optic to collect from large source solid angles. In bipolar circuits, the anode is usually held at half the 
full potential between the cathode and anode; the cathode is then held at the same negative potential. 
By splitting the potential, smaller high-voltage standoffs and lighter electrical cables can be used, 
which increase the portability of such sources. Since portability is important in many nondestructive 
testing applications, industrial x-ray tubes are frequently bipolar.
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54.2 SPECTRA 

Two basic processes convert the kinetic energy of the electrons into x rays, bremsstrahlung radiation, 
and characteristic emission.

Bremsstrahlung Continuous Radiation

The high-energy electrons emitted from the cathode impact the target and are decelerated by their 
interaction with the nuclei and electrons of the target material, converting the kinetic energy of the 
impacting electrons into electromagnetic energy. The x rays generated by this mechanism, known as 
braking radiation or bremsstrahlung, have a broad energy spectrum, with the high-energy cut-off 
determined by the maximum kinetic energy of the incident electrons, Kmax = eVtube, where e is the 
electron charge and Vtube is the accelerating voltage. The efficiency of converting incident electron 
kinetic energy into continuum x-ray radiation energy is approximately1

 η α( )= = ≅
P

P
C Z Kbrems

electrical
target max

1

2

CC
Z eV

2
( )target tube (1)

where Pbrems is the total bremsstrahlung radiation power, Pelectrical is the electrical power of the tube, 
Pelectrical = ItubeVtube, a  ≅ 1, C is Kramer’s constant, C ≅ 2.2 × 10–9/eV, Kmax is the maximum kinetic 
energy of the electrons, Kmax ~ eVtube, and Ztarget is the atomic number of the target material. The effi-
ciency of bremsstrahlung production is low, even for a high Z material at high voltage. For example, 
for a tungsten target with an electron accelerating potential of 100 kV, only 0.8% of the impacting 
electron beam energy is converted into x rays. Most of the energy in the incident electron beam is 
converted to heat.

High
voltage

Target
(anode)

Electron source
(cathode)

e – 

X rays

FIGURE 1 Schematic of a common unipolar 
anode-grounded electron impact source.  Electrons 
emitted from the cathode, usually inside a vacuum 
vessel, are accelerated toward a metal anode by an 
accelerating voltage, which typically ranges from 
10,000 to 500,000 V.
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The total bremsstrahlung power from Eq. (1) is

 P P
C
e

Z eV Ibrem electrical target tube tube= ≅η
2

2( )  (2)

where Itube is the tube current. The emitted power depends roughly on the square of the electron-
accelerating voltage. 

For thin targets, the bremsstrahlung energy emission spectrum is usually regarded as flat, inde-
pendent of x-ray energy, up to the maximum energy, where the intensity vanishes.2 The differential 
bremmstrahlung energy intensity, Eds, between E and E + dE is then a constant, i.e.,

 Ed Z dEσ ~( )const target  (3)

where ds is the differential bremsstrahlung cross section. For thicker target materials, the impact-
ing electrons undergo multiple scattering. The bremsstrahlung spectrum then for thicker targets 
becomes a superposition of thin-target bremsstrahlung spectra from thin layers at increasing depths, 
with successively lower cutoff energies due to the electron energy losses as the electrons penetrate 
into the material. At moderate tube voltages, up to approximately 100 kV, the shape of this spectrum, 
shown in Fig. 2, is roughly linear in x-ray energy.3,4 

While the x-ray spectrum produced by the electrons is roughly triangular for thick targets, if the 
target is thick enough and the electron penetration depth deep enough, the x rays can be absorbed 
by the target as they exit it, which results in a preferential decrease in the low energy x-ray intensity 
actually emitted by the tube. A similar loss in low energy photons is produced by intentional filtration 
and by absorption due to the source and detector windows and any air path the x rays traverse. As a 
result, while the Kramer approximation reproduces the general shape of the Bremsstrahlung from a 
real x-ray tube, it does not model the detailed spectrum well.

Accurate bremsstrahlung cross sections are difficult to calculate from first principles. A number of 
cross sections have been proposed with varying degrees of success (see Nakamori et al. for an excellent 
review of the literature).5 Birch and Marshallf,6 proposed a more precise semi-empirical model where 

FIGURE 2 Triangular shape of bremsstrah-
lung intensity from a thick target, showing the 
superposition of flat spectra from thin-target 
bremsstrahlung with decreasing kinetic energy as 
the electrons penetrate into the material.
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the bremsstrahlung cross section ds was modified to include a polynomial energy dependence and a 
relativistic correction factor,
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where NA is Avagadro’s number, r is the target material density, and m0c
2 is the electron rest mass 

energy. The polynomial coefficients were determined by fitting their calculated bremsstrahlung 
intensity to measured spectra. 

Birch and Marshall also included x-ray attenuation in the target. In their model, the number of 
bremsstrahlung x rays having energy between E and E + dE is given by6
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where A is an empirical correction factor, ds is the differential bremsstrahlung cross section for 
x-ray emission with x-ray energy between E and E + dE, Ke is the electron kinetic energy, x is the 
electron depth into the target, m(E) is the linear x-ray absorption coefficient in the target material 
at the x-ray energy E, g is the angle the incident electron makes with the target, CTW is the empiri-
cally determined Thomson-Whiddington constant, and a is the angle the exiting x ray makes with 
the target surface. The expression in brackets [1/r(dke/dx)−1] is the inverse of the electron stop-
ping power of the target and tends to be a slowly varying function of the electron energy, such as 
(a b+ − ),e cKe  where a, b, and c are estimated from experimental data, usually with a least squares fit. 
The exponential factor in Eq. (5) accounts for the absorption of generated x rays in the target mate-
rial. Both the electron stopping power and x-ray absorption in the target have been tabulated as a 
function of electron energy.7 Note that Eq. (5) gives the number of photons per energy interval and 
must therefore be multiplied by the photon energy E and integrated to obtain the total bremsstrah-
lung power.

Characteristic Radiation

If the kinetic energy of the electron impacting the target exceeds the electron binding energy of the 
target material, bound target electrons can be ejected. Then either a free electron, or one bound in 
an upper shell of the target atom, can fill the vacant lower energy state, in the process emitting a 
photon. If the vacant lower energy state is an inner shell, the emitted photons will be in the x-ray 
regime for most common target materials. Because these emitted x rays have an energy that depends 
on the core electronic levels of the target material, they are known as characteristic x rays. The lines 
are enumerated according to the vacancy core level, with K levels having principal quantum number 
n = 1, L levels n = 2, and M levels n = 3. The a transitions have Δn = 1; the b transitions Δn = 2. The 
energy of the core atomic level with quantum number n is given by

 E E
Z
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−

0

2

2
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where E0 is the Rydberg energy,
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Z is the atomic number of the anode material, and z is a screening constant that describes the 
reduction in effective nuclear charge experienced by outer shell electrons. The screening constant 
increases with n; for K-level electrons, x ~ 3; for L levels, x ~ 12 for elements with moderate Z. For 
copper, with Z = 29, the energy of a K-shell electron is −9 keV. The 1/n2 dependence in Eq. (6) 
results in bunching of the upper levels so that the L energy is just −1 keV. When an electron from the 
L shell fills a vacancy in the K shell, a copper Ka photon is emitted with energy 8.0 keV. The Kb line 
energy, which is due to filling the K shell vacancy with the slightly higher-energy M-shell electron, is 
8.9 keV. The levels, and hence emission lines, are further split according to the total angular momen-
tum quantum number J, resulting in doublet and multiplet lines. 

Characteristic emission requires overcoming the inner-shell electron binding energy of the tar-
get atoms. (For low Z targets the binding energy of the electron in the solid is nearly equal to the 
ionization energy of a gaseous atom, although relaxation effects can be significant for tungsten.) 
No emission will be seen unless the tube voltage imparts to the impacting electron a kinetic energy 
greater than the electron binding energy in the target. For example, to produce the K-line emission 
from a copper target, the tube voltage must be larger than 9 kV. Above this minimum voltage Vmin the 
characteristic photon emission rate increases with tube current Itube and tube voltage Vtube roughly as 
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where A is a constant determined by the target material, eVtube is the maximum electron impact 
energy, and the exponent p ranges from 1.2 at high tube voltages to 1.7 at low tube voltages. At high 
tube voltages the electron penetration into the target is greater, leading to greater x-ray reabsorption 
in the target. The coefficient A gives the ratio of the number of characteristic photons emitted per 
incident electron when the tube voltage is twice the minimum voltage needed to excite the charac-
teristic line, and is typically around 1 photon per 1000 to 6000 electrons. An example of a measure-
ment and fit to a single value of A is shown in Fig. 3.8 This measurement was performed with a 
small pinhole to avoid flooding the detector. Measurements can also be made with filters of known 

FIGURE 3 Intensity of Mo Ka doublet versus 
anode voltage at 20 W (○) and at 10 W (•). The solid 
and dashed lines are the calculated intensities.
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transmission. In either case, care must be taken so that errors in pinhole alignment, pinhole size, or 
filter thickness and composition do not affect the result, as the measured count rate must be orders 
of magnitude smaller than the source emission rate for most detectors. 

The width of the characteristic emission lines is quite small; for Cu Ka it is 4 eV and for Mo Ka 
it is 8 eV.9 As a result, while the characteristic emission rate is typically similar in magnitude to the 
bremsstrahlung rate, the characteristic radiation is much brighter, and the diffracted intensity from, 
e.g., a narrow bandwidth monochromator, will be very much higher for the characteristic radiation. 

Chapter 36 contains tables of the characteristic lines and corresponding energies for the elements 
commonly used in x-ray analysis. The International Tables for X-Ray Crystallography4 contain data on 
the efficiency with which various characteristic x-ray energies are produced as a function of incident 
electron beam energies. A typical spectrum from a tungsten anode, where both the characteristic lines 
and bremsstrahlung continuum can be seen, is shown in Fig. 4.

Spectral Selection

The Effect of Anode Material on Spectrum A consequence of the Z dependence in Eq. (8) is that 
increasing the atomic number of the anode slowly increases the emission energy of a particular 
emission line; e.g., the Ka energy for W (Z = 74) is 59.3 keV compared to 8.0 keV for Cu (Z = 29). 
For that reason, for applications where monochromatic beams are desired, the anode material is 
chosen for the required x-ray energy. For example in mammography (described in Chap. 31), the 
anode material is chosen to provide a more intense beam in the 20 to 30 keV range, requiring selec-
tion of Mo, Rh, or Ag targets. In x-ray fluorescence (XRF) applications (described in Chap. 29), the 
anode material is chosen to be slightly higher in atomic number than the element to be sampled, 
since this will maximize the fluorescence emission intensity. In x-ray diffraction, when the sample is 
weakly diffracting, a Cu rather than Mo or W tube is frequently chosen because, at the lower ener-
gies, the cross section for diffraction is higher. In monochromatic x-ray diffraction, where an intense 
characteristic line is desired with a low intensity continuum, increasing the atomic number will have 
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FIGURE 4 Source spectrum from a tungsten anode oper-
ated at 150 kV. The characteristic lines are superimposed on 
the bremsstrahlung, which has a maximum energy of 150 keV, 
according to Eq. (2). At low energies the spectrum differs signifi-
cantly from the triangular approximation due to x-ray absorp-
tion in the target, air, windows of the x-ray tube, and the detector.
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a deleterious effect on the ratio of characteristic to continuum emission, since, according to Eq. (1), 
the continuum intensity will increase. Thus, the highest resolution x-ray diffraction measurements 
performed with laboratory sources use sources with lower atomic number targets.

In other applications where it is more important that a high total x-ray power is generated, such 
as white-beam diffraction or some imaging applications, the increase in bremsstrahlung continuum 
intensity with atomic number is a positive effect, and higher Z sources, like W, are common.

The Effect of Tube Voltage on Spectrum Many tubes use pulsed rather than continuous operation, 
and even in continuous operation the tube voltage may not be stable, so the tube voltage is usually 
specified in terms of peak voltage, kVp.

The tube voltage is also used to shape the spectrum. According to Eqs. (2) and (8), the total 
unfiltered bremsstrahlung power increases approximately as the square of the tube voltage, while the 
total characteristic intensity increases somewhat slower, especially for high accelerating voltages. The 
resultant ratio of the power in the characteristic line to the total bremsstrahlung power is highest at a 
tube voltage corresponding to

 eV
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α
α
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2
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For low voltages (p ~ 1.7), the electron energy eVtube should be roughly six to seven times the char-
acteristic line energy, or about 45 to 55 kVp for Cu Ka radiation. For higher voltages (p ~ 1.2), the 
tube voltage need only be approximately 2.5 times the electron binding energy, or about 150 kVp for 
W Ka radiation.

However, the ratio of the characteristic photon emission rate to the bremsstrahlung photon emis-
sion increases monotonically with tube voltage. The relative importance of the characteristic versus 
bremsstrahlung intensities depends on the experiment—in many imaging applications, the image 
reconstruction process is simplified considerably if the tube voltage does not excite the character-
istic energies. In monochromatic x-ray diffraction applications, the characteristic lines are usually 
preferred; the monochromator, x-ray optics, and type of x-ray detector (photon counting or energy-
integrating detector) can impact the characteristic to bremsstrahlung ratio. One consideration with 
x-ray optics is whether they will pass undesirable high-energy components, e.g., integral multiples of 
the characteristic energy, which may affect the choice of tube voltage. In addition, at a fixed current, 
increasing the tube voltage increases the power that must be dissipated in the anode, and thus gener-
ally the source size.

Filtering For some applications, such as low-resolution diffraction, a sufficiently monochromatic 
spectrum can be obtained by employing a simple absorption filter with a K-edge between the Ka 
and Kb emission lines of the anode material. For example, Ni, with Z = 28 is used to absorb the Cu 
(Z = 29) Kb emission in many laboratory diffractometers. The filter also absorbs the low-energy 
bremsstrahlung, but the tube voltage should be set only slightly above the characteristic line voltage 
to avoid creating too much high-energy bremsstrahlung. Aluminum filters are also commonly used 
in medical imaging systems to remove the low-energy photons that would otherwise be absorbed in 
the patient as unnecessary dose.

Because the filter preferentially transmits high-energy photons, the bremsstrahlung power output 
rises more rapidly with tube voltage than the V 2 factor for thick targets of Eq. (2), to more than V 3 
under heavy filtration.10

Multi-Energy Imaging Some materials have similar x-ray absorption properties for a limited 
range of energies, yet different properties for other energies. By imaging these objects with multiple 
spectral ranges, the materials can be differentiated from each other. This is known as multi-energy 
imaging and can be accomplished in several different ways. One way is to exploit the tube-voltage 
dependence of Eqs. (2) and (5) to produce bremsstrahlung spectra with different x-ray energy dis-
tributions. Operating the x-ray source at two different tube voltages will produce x-ray beams with 
bremsstrahlung spectra having different maximum intensity energies and different high-energy 
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cutoffs. This technique is known as kVp-switching. Unfortunately, the differences in tube voltage 
needed to provide clear image differences can be on the order of 100 kV, which is a large voltage 
difference to switch quickly and stably.

An alternative approach to kVp-switching is to have multiple target materials present in one 
x-ray source housing. The electron beam is directed toward each target material sequentially, creating 
images made with different energy spectra. This technique is beginning to see more use in imaging 
applications such as mammography, where it has been difficult to distinguish between tumors and 
the surrounding soft tissue due to similar absorption properties. The different energy images together 
with contrast agents allow other features, such as the vascularization of the tumors, to be seen more 
readily. One issue with using different target materials is the physical displacement of the targets from 
each other, which causes the x rays from each target to intersect the object to be imaged at different 
angles; the different viewing angles then have to be compensated for in the image processing algo-
rithms unless the target material is moved between images.

54.3 CATHODE DESIGN AND GEOMETRY

Hot Filament Sources

Typically, a helical wire filament is heated in vacuum to slightly below the melting point of the 
filament material (~1000°C or higher), allowing electrons with high kinetic energy to escape. 
A grid at a slightly positive potential with respect to the filament is usually placed near the filament 
to focus and accelerate the electrons in the direction of the target. Because of the high operating 
temperature of this filament type, substantial warm-up times, often on the order of a half hour, 
are required before stable filament current is achieved. In addition, the high temperature results 
in substantial evaporation from the filament, eroding and reducing the filament lifetime. As the 
filament wire diameter decreases, so does the electron density that can be extracted from the 
material. This has the negative effect of causing the electron beam intensity to be nonuniform 
throughout its lifetime. Higher electron extraction density requires hotter temperatures, which 
results in shorter lifetimes. However, wire filaments are the most physically robust of all electron 
emitters and can withstand the high-voltage arcs that sometimes occur inside the tube without 
significant filament degradation.

An alternative type of hot filament electron emitter is the dispenser cathode, which consists of a 
high electron-emissivity thin film on top of an integral resistor. Such integration reduces the power 
consumption of the device to around 1/2 W, while providing excellent thermal stability and fast 
warm-up times, as short as a few seconds, even though the operating temperatures are still on the 
order of 1000°C. The current densities obtained from dispenser cathodes, ~8 A/cm2, are about four 
times higher than traditional hot filaments can provide, with similar lifetimes. In addition, since the 
architecture of dispenser cathodes is different than traditional hot filament cathodes, more uniform 
current densities are obtained over the cathode lifetime. However, the thin-film nature of these 
emitters makes them more susceptible to arc damage.

Cold-Cathode Field Emission Sources

Field emission sources, consisting of carbon nanotube (CNT) or small diameter nanorods of high-
electron-emissivity materials, are just becoming available commercially. Currently, CNT sources are 
the more common. Since the diameter of the CNTs used in x-ray sources is so small, a few to tens of 
nanometers in diameter, very high electric field enhancements occur around the tips of the CNTs, 
reducing the need to apply high voltages to the whole device. In theory, voltages as low as a few tens 
of volts applied to a CNT device should be able to extract a sufficient electron beam density for 
x-ray source operation. In practice, hundreds to thousands of volts are used for the extraction process 
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on unheated CNT devices, although it is expected that as CNT device–manufacturing processes 
mature, the operating voltages will decrease. Since the operating temperature is so low, essentially 
no evaporation should occur, greatly increasing the “filament” lifetime. However, CNT adherence 
issues arise under arcing in the x-ray tube.

Inverse Geometry Sources

In conventional imaging, the source is well separated from the object and the detector, which is usu-
ally about the same size as the illuminated part of the object and in close proximity to it. In inverse 
geometry imaging applications, the object to be imaged is placed very close to the x-ray source and 
the detector is far away from both object and source. The small source-object distance requires 
either a prohibitively large x-ray beam or one that is scanned over the object. The latter approach is 
the most common for inverse-geometry sources; the electron beam is rastered across a target anode, 
which is approximately as large as the object being imaged. Rastering is usually accomplished by 
magnetically and/or electrically steering the electron beam across the target. The detector, which is 
typically placed about a meter away, is very small, roughly the size of a single pixel detector. Since 
the x-ray beam scans a large space, this type of source typically does not lend itself well to x-ray 
optic applications.

Electron Beam Steering and Multispot (Array) Sources

Even in conventional imaging, with the object and detector close to each other and the source far-
ther away, being able to steer the electron beam—usually magnetically—to different positions on 
the target has the advantage that images from different viewing angles can be acquired simply and 
quickly. These images can then be combined, for example, to reconstruct a stereoscopic image of the 
object. Alternatively, multiple electron sources can be present inside a single x-ray source housing to 
accomplish the same type of imaging. Cold-cathode field emission devices particularly lend them-
selves to such multispot arrangements since they can be deposited in arrays with a huge number of 
addressable emitters. 

54.4 EFFECT OF ANODE MATERIAL, GEOMETRY, 
AND SOURCE SIZE ON INTENSITY 
AND BRIGHTNESS

For electron impact sources, the two fundamental limiting factors on source brightness are the 
diameter of the electron beam on the target and the maximum power density the target can toler-
ate without melting, since most of the electron beam power is dissipated in the target as heat. This 
power density, determined by the electrical power, ItubeVtube, limits the total flux and hence bright-
ness that can be produced by the source, according to Eqs. (10) and (8). The brightness of the beam 
transmitted by an x-ray optic is limited, as stated in Liouville’s theorem,6 to this maximum source 
brightness.

Transmission Sources

In transmission sources, the electron beam is perpendicular to the target, which is thick enough 
to stop the electrons, but thin enough for the x rays to traverse the target thickness and exit the 
tube with minimal intensity losses. In reflection sources, the terms anode and target are used inter-
changeably, but in transmission targets they are not, since the anode tends to be positioned close 
to the cathode to provide the greatest electron acceleration, while the target (at ground potential) 
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is farther away, with electron focusing elements in between. Frequently the target material also acts 
as the source x-ray window, enabling focal-spot-to-optic distances of a few tens of microns, or the 
thickness of the transmission target. Another advantage of transmission sources, especially for many 
types of x-ray optics, is their small focal spot sizes, which can be as small as a few tenths of a micron 
with appropriate electron redirection and focusing optics. However, transmission source powers 
tend to be low due to limits on heat dissipation in the targets.

Target Material

For higher power sources metals with good thermal conductivity and high melting temperatures, 
such as tungsten and copper, are generally chosen. In addition, according to Eq. (10), the total source 
x-ray intensity increases with atomic number, so the most powerful sources have the largest atomic 
number targets, such as W or Re.

Stationary Anodes

To attain the maximum source brightness in a reflection source, where the electron beam makes an 
oblique angle with the anode target material and the target is stationary, direct anode cooling is neces-
sary to prevent target melting. In this case, the target material has to be thick enough to separate the 
cooling medium from the vacuum required for the electron beam operation. Jets of water are frequently 
sprayed onto the backside of these thick targets to directly cool them. No matter how the anode is 
cooled, the greater the x-ray source power, the larger the x-ray beam diameter required to prevent melt-
ing. Müller7 has shown that the diameter (not, as one might expect, the area) increases linearly with 
power. For sealed-tube copper x-ray sources, the maximum power is typically 5 kW/mm of x-ray beam 
diameter. The x-ray beam focal spot size in stationary anode tubes can range from microns to as large as 
6 mm or more, for very high voltage tubes (above 500 kVp). Sources with submillimeter diameter focal 
spots are referred to as micro-focus sources and contain electron-focusing elements that aid in attaining 
the small spot diameter. Additionally, many microfocus sources also contain electron redirection ele-
ments to keep the electron beam precisely on the same target spot. A shift in the x-ray source position of 
a few hundred microns is not significant when the focal spot is several millimeters in diameter; however, a 
similar shift of a micron diameter beam can eliminate all x-ray intensity through an optic with a small 
acceptance angle. Source manufacturers address this issue by using magnetic fields to correct the elec-
tron beam direction. These magnetic fields can be generated with simple external permanent magnets 
or with internal electromagnets connected into a feedback loop that monitors the beam position and 
adjusts the electromagnet current to re-center the electron beam.

Rotating Anodes

Alternatively, in reflection sources, the heat load can be reduced by rotating the target so rapidly that 
the electron beam dwell time on the target is too short to thermally overload the target. With advances 
in bearing lubricants, very fast rotations are possible. Maximum powers of roughly 150 kW/mm of 
x-ray beam diameter can be achieved without any direct anode cooling. The electrons that are not 
absorbed by the rotating target are called secondary electrons. These electrons, while lower in energy 
than the incident beam, still carry considerable kinetic energy that must be removed from the system 
with an electron collector, usually a sizeable piece of copper with a slit in it to let the x rays pass. The 
high power density of rotating anode sources usually results in larger x-ray focal spot sizes (roughly 
0.1 mm to about 3 mm in diameter) than in stationary target sources. Although the x-ray power of 
rotating anode sources is a couple of orders of magnitude higher than for stationary targets, with 
accordingly more intense x-ray beams, rotating anode systems typically are larger and more costly to 
maintain. They also generally require larger source to window distances, limiting the available accep-
tance angle for small x-ray optics.
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Liquid-Metal Anodes

All commercial x-ray sources have solid phase target materials. However, over the years liquid metal 
targets have been repeatedly proposed. The basic concept consists of a liquid metal, e.g., GaInSn 
or hot Sn (300°C), flowing turbulently past a thin barrier, e.g., molybdenum foil or glass, that is 
reasonably electron transparent; the barrier separates the liquid metal from the vacuum in which 
the cathode has to operate. The electrons from the cathode pass through the vacuum/liquid barrier 
and interact with the liquid target, producing x rays in much the same way they would from a solid 
target, with the liquid metal removing the heat generated during electron impact as the metal flows 
away from the impact region. The bremsstrahlung energy distribution from a liquid target is slightly 
different than that from a solid target, since the reduced density of atoms in a liquid will skew the 
energy distribution toward lower energies compared to those from a solid target. Liquid metal anode 
sources have the potential for much improved continuous loading capability and significantly higher 
maximum loading (a few hundred kW/mm x-ray beam diameter).

Source Shape

In many reflection sources, the electron beam intersects the target in a line rather than a circular spot. 
The x rays are then viewed at a small takeoff angle with respect to the target, resulting in what appears 
to be a nearly square or circular source spot, as shown in Fig. 5. Because the apparent size of the beam 
is reduced by the sine of the take-off angle, the brightness in the resultant x-ray beam is increased to

 Brightness ∝ (power)/(apparent area) = (power)/(A sin a) (10)

where A is the actual electron beam spot area on the target and a is the takeoff angle (see Fig. 5). This 
can considerably improve the brightness for some applications. However, the x rays are not produced at 
the surface of the target, but a few microns into the target, depending on the electron stopping power of 
the target material and the electron voltage. Absorption of the x rays traveling out of the target mate-
rial will eventually reduce the source brightness at small grazing angles. The radiated power is reduced 
exponentially with the path length,

 Brightness ∝ 
power out power /
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where d is the depth in which x rays are produced and D the absorption length for the x rays. The factor 
on the right is plotted in Fig. 6 for d/D = 10, which is approximately the case for a typical Cu Ka system. 
The brightness is usually maximized for a takeoff angle from 6° to 12°. Excessively small takeoff angles 
are more affected by surface roughness, which may increase with target use.
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FIGURE 6 Source brightness as a function of takeoff 
angle for an x-ray production depth to absorption length 
ratio of 10.
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FIGURE 5 Apparent x-ray beam 
size from a line focus source when viewed 
at an angle.
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FIGURE 8 Schematic diagram of the setup for source spot 
measurement.
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Optics with sufficient depth of field to collect from the entire length of the line source can take 
advantage of the increased power emitted by line-focus sources compared to a smaller square source. 
It should be noted, however, that optics designed for very short source-to-optic distances often do not 
have large depths of field. 

Source Depth and Size Measurement 

The solid angle from which an optic can collect x rays depends on how close the optic can be placed 
to the x-ray generation point inside a source. For optics placed external to a source, this is limited 
by the distance from the vacuum window to the electron beam spot on the target. One method to 
measure this distance in practice is to move a pinhole in a series of steps transverse to the beam and 
record the intensity in multiple exposures, as shown in Fig. 7.8 The source position X relative to the 
pinhole is related to the image position Y and the source spot to pinhole distance L by

 L
X
Y

D=  (12)

where D is the pinhole to image plate distance. 
Most optics can only collect from relatively small source spots. Thus, source size measurement is 

very important for optics and system design, and also for optic characterization. Source sizes can be 
deduced from pinhole images. Because small pinholes may be thick compared to their diameter, it is 
important to ensure that the measured size is not influenced by pinhole shape, and so multiple images 
are required for accurate assessment.

Several images should be taken with the detector at different distances D from the pinhole, as 
shown in the sketch of Fig. 8. The slope of a plot of the image size W versus pinhole-to-detector dis-
tance D yields the source diameter S.
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FIGURE 7 Schematic diagram of the setup for a source 
depth measurement.
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There should be good agreement between the intercept value and the pinhole radius, as shown in 
Fig. 9.

The beam emitted from a standard tube is often restricted in one direction due to shadowing by the 
anode, as shown in Fig. 10, which has a cone angle of approximately 15° in the horizontal direction.

Effective Source Size for X-Ray Optics

When applying Liouville’s theorem to x-ray optics, the limiting factor is not the source focal spot 
size, but the area over which the optic can collect photons. Even if the optic can be placed close 
to the source, the optic collection area may be smaller than the actual focal spot, wasting source 
photons. However, large source sizes do not detract from beam brightness, if the power density 
is maintained and the optic only collects from a small area suitable for a specific application. For 
sources with nonuniform brightness, typically high peak brightness in a central region of the beam, 
the optic has to be carefully optimized to collect x rays from the smallest possible region that will 
provide sufficient power for the selected application.

54.5 GENERAL OPTIMIZATION

Trade-Offs between Low- and High-Power Sources

Low-power sources typically have shorter distances between the x-ray generation point on the target 
and the source exit window, where x-ray optics are usually positioned. Such small source-to-optic dis-
tances allow the optics to collect significantly larger solid angles than similar optics applied to larger 
sources. For applications, e.g., diffraction, where x-ray pencil beams are employed, or microanalysis, 
which requires small x-ray beam spots, x-ray optics coupled to low-power sources can provide similar 
intensities to higher-power sources, with greater convenience, portability, ease of maintenance, and 
lower cost. However, applications such as many medical and nondestructive imaging modalities, that 
require irradiating a large area in a short time use higher-power sources. These allow shorter exposure 
times, but are not conducive to efficient x-ray optic coupling.

FIGURE 9 Image size W  versus pinhole to image plate 
distance D taken with a 25-μm pinhole. The slope is 0.0024, 
yielding a source size of 25 μm, and intercept 0.023 mm, in 
good agreement with the nominal pinhole size.
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FIGURE 10 Source image 
at 10 cm from the source spot.
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Parallel Beam

As a result of Liouville’s theorem, the x-ray source has to be smaller than the desired parallel beam 
diameter in order to achieve an intensity gain. The gain is produced by collecting over a solid angle 
from the source that is larger than the output divergence of the collimated beam. Therefore, it is 
particularly challenging to provide intense, small-cross-section, nearly parallel beams, as required by 
some microdiffraction applications.

Focused Beam

An optic can achieve large gains if it collects a diverging beam from a point source and refocuses it 
into a converging beam. The diameter of the optic is not limited by the application, but by manufac-
turing and integration constraints. For any optic, the minimum focal spot size will be smaller for a 
smaller optic-to-focus distance, as the output divergence of the optic is never zero. The best spatial 
definition of the beam will occur for smaller focal distances.

Effect of Different Optics Types on Brightness

Imaging optics such as pinholes and mirrors are able to conserve brightness. Pinholes are the most 
basic optic and can be used to define unity gain. They are also useful to further condition the beam 
and eliminate scatter at the sample location. A straight, untapered, single capillary tube preserves 
the beam condition across its length, if transport losses are ignored. Therefore, it is identical in per-
formance to placing a pinhole at the input of the capillary. Straight single capillaries can be use-
ful as improved pinholes or to provide more convenient geometries.8 (Capillaries are discussed 
in Chap. 52.) Mirrors are imaging optics and can preserve brightness. An ideal symmetric mirror 
produces a focal spot equal in size to the source spot. In order to demagnify the source focal spot 
size, the output focal distance has to be reduced from the symmetric case. (Mirrors are discussed in 
Chaps. 44 to 47.) The same considerations for mirrors are valid for diffractive optics, with the addi-
tional restriction that the Bragg diffraction condition must be met for the characteristic energy of 
the source target material, to obtain the most intense x-ray beam. (Diffractive optics are discussed 
in Chaps. 39 to 43.) Tapered single capillary tubes can provide a significantly enhanced flux over 
simple pinholes. If shaped appropriately, the tapered capillaries can serve as imaging micro-mirrors 
and fall under the mirror category. Polycapillary optics use many consecutive reflections to achieve 
a large overall deflection. The acceptance from the multiple capillary tubes can be overlapped so 
that the optic collects from a large solid angle with correspondingly large total power. However, 
polycapillary optics are not imaging optics and cannot conserve brightness. (Polycapillary optics 
are discussed in Chap. 53.)

Choosing a Source/Optic Combination

Choosing an appropriate source/optic combination depends on analyzing the requirements of the 
application for photon energy, energy bandwidth, beam size, beam divergence, and total power. 
If total x-ray power is the only consideration, a large focal spot source with high Z target material, 
high voltage, high current, small source-to-sample distance, and no optic is the most appropriate 
choice. If an optic is to be employed, it must be carefully designed to take into account the source 
geometry. Large focal spot sources with large source-to-output window distances are not well 
matched with optics designed to produce small bright beams. Detector properties, discussed in 
Chaps. 60 to 62, also affect the system optimization.
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55.1 INTRODUCTION

Synchrotron radiation is a bright, broadband, polarized, pulsed source of electromagnetic radiation 
extending from the far-infrared to the hard x-ray region. Brightness, defined as flux per unit area 
per unit solid angle, is normally a more important quantity than flux or intensity, particularly in 
throughput-limited applications which utilize only a small fraction of the transverse phase space of 
the emitted radiation or a small energy bandwidth, or both. 

It is well known from classical theory of electricity and magnetism that accelerating charges emit 
electromagnetic radiation. In the case of synchrotron radiation, relativistic electrons are accelerated 
in a circular orbit and emit electromagnetic radiation in a broad spectral range. The visible portion of 
this spectrum was first observed on April 24, 1947 at General Electric’s Schenectady facility by Floyd 
Haber, a machinist working with the synchrotron team, although the first theoretical predictions were 
by Liénard1 in the latter part of the 1800s. An excellent early history with references is presented by 
Blewett2 and a history covering the development of the utilization of synchrotron radiation is pre-
sented by Hartman.3

Synchrotron radiation covers the entire electromagnetic spectrum from the far-infrared (or THz) 
and infrared, through the visible, ultraviolet, and x-ray regions and into the very hard x-ray range up 
to energies of 100 kilovolts and above. If the charged particles are of low mass, such as electrons, and 
if they are traveling relativistically, the emitted radiation is very intense and highly collimated, with 
opening angles, which depend inversely on the energy of the particle, on the order of 1 milliradian. In 
electron storage rings there are two distinct types of sources of synchrotron radiation: dipole (bending) 
magnets and insertion devices. Insertion devices are further classified as either wigglers, which act like 
a sequence of bending magnets with alternating polarities, or undulators, which are also multiperiod 
alternating magnet systems but in which the beam deflections are small resulting in coherent interfer-
ence of the emitted light.

In typical storage rings used as synchrotron radiation sources, several bunches of up to ~1012 elec-
trons circulate in vacuum, guided by magnetic fields. The bunches are typically several 10s of centi-
meters long, so that the light is pulsed, being on for a few 10s to a few 100s of picoseconds, and off for 
several 10s to a few 100s of nanoseconds depending on the particular machine and the radio-frequency 
cavity which restores the energy lost to synchrotron radiation. The revolution time for a ring of cir-
cumference 30 m is 100 ns, so that each bunch of ~1012 electrons is seen 107 times per second, giving a 
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current of ~1 A (assuming single bunch filling). In linacs that are used as light sources the electrons are 
also in bunches, but these are usually much shorter resulting in pulses of < 1ps.

The most important characteristic of accelerators built specifically as synchrotron radiation 
sources is that they have a magnetic focusing system which is designed to concentrate the electrons 
into bunches of very small transverse cross section and to keep the electron transverse velocities small. 
The combination of high intensity with small opening angles and small source dimensions results in 
the very high brightness.

The first synchrotron radiation sources to be used were operated parasitically on existing high-
energy physics or accelerator development programs. These were not optimized for brightness, and 
were usually accelerators rather than storage rings, meaning that the electron beams were constantly 
being injected, accelerated, and extracted. Owing to the successful use of these sources for scientific 
programs, a second generation of dedicated storage rings was built starting in the early 1980s. In the 
mid 1990s, a third generation of sources was built, this time based largely on insertion devices, espe-
cially undulators of various types. A fourth generation of accelerator-based photon sources is now 
coming on line, based on what is called multiparticle coherent emission, in which coherence along the 
path of the electrons, or longitudinal coherence, plays the major role. This is achieved by microbunch-
ing the electrons on a length scale comparable to or smaller than the scale of the wavelengths emitted. 
The emission is then proportional to the square of the number of electrons N which, if N is 1012, can 
be a very large enhancement. These sources can approach the theoretical diffraction limit of source 
emittance (the product of solid angle and area).

55.2 THEORY OF SYNCHROTRON 
RADIATION EMISSION

General

The theory describing synchrotron radiation emission is based on classical electrodynamics and can 
be found in the works of Tomboulian and Hartman,4 Schwinger,5 Jackson,6 Winick,7 Hofmann,8 
Krinsky, Perlman, and Watson,9 and Kim10. A quantum description, presented by Sokolov and 
Ternov,11 is quantitavely equivalent.

Here we present a phenomenological description in order to highlight the general concepts 
involved. Electrons in circular motion radiate in a dipole pattern as shown schematically in Fig. 1a. 

Orbit

90 deg

(a) (b)

Orbit

Accel

Opening
angle

FIGURE 1 Conceptual representation of the radiation pattern from a 
charged particle undergoing circular acceleration at (a) nonrelativistic and 
(b) relativistic velocities.
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As the electron energies increase and the particles start traveling at relativistic velocities, this dipole 
pattern appears different to an observer in the rest frame of the laboratory. Special relativity tells us 
that angles qt in a transmitting object are related to those in the receiving frame qr by

 tan
sin

(cos )
θ

θ
γ θ βr

t

t

=
−

 (1)

with g, the ratio of the mass of the electron to its rest mass, being given by E/m0c
2, E being the elec-

tron energy, m0 the electron rest mass, and c the velocity of light. b is the ratio of electron velocity 
v to the velocity of light c. Since b ≈ 1 for electrons travelling at relativistic energies, the peak of the 
dipole emission pattern in the particle frame, qt = 90°, transforms to qr ≈ tan qr ≈ g −1 in the labora-
tory frame as shown in Fig. 1b. Thus g −1 is a typical opening angle of the radiation in the laboratory 
frame. For an electron viewed in passing by an observer, as shown in Fig. 2, the duration of the pulse 
produced by a particle under circular motion of radius r will be r/g c in the particle frame, or r/g c × 
1/g 2 in the laboratory frame owing to time dilation. The Fourier transform of this function will 
contain frequency components up to the reciprocal of this time interval. For a storage ring with a 
radius of 2 meters and g = 1000, corresponding to a stored electron beam energy of ∼500 MeV, the 
time interval is 10−17 seconds, which corresponds to light of wavelength 30 Å.

Bending Magnet Radiation

For an electron storage ring, the relationship between the electron beam energy E, bending radius r, 
and field B is
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FIGURE 2 Illustration of the derivation of the spectrum emitted by a charged particle in 
a storage ring.
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where g, the ratio of the mass of the electron to its rest mass is given by γ = = =E m c E/ / MeV0
2 0 511.  1957 E 

[GeV] and lc, which is defined as the wavelength for which half the power is emitted above and half below, is

 λ πρ
γ

ρ
c

m

E B T E
= = =

4

3
5 59

18 6
3 3 3 2

.
[ ]

[ ]

.

[ ] [
A

GeV

A

G

�
�

eeV2]
 (3)

The critical frequency and photon energy are
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The angular distribution of synchrotron radiation flux emitted by electrons moving through a bend-
ing magnet with a circular trajectory in the horizontal plane is given10 by
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where q is the observation angle in the horizontal plane, y the observation angle in the verti-
cal plane, a the fine structure constant (1/137), w the light frequency, I the beam current, and ξ = 
(w /2wc)(1+ g 2y 2)3/2. The subscripted Ks are modified Bessel functions of the second kind. The K2 3/  
term represents light linearly polarized parallel to the electron orbit plane, while the K1 3/  term repre-
sents light linearly polarized perpendicular to the orbit plane.

If one integrates over all vertical angles, then the total intensity is
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The Bessel functions can be computed easily using algorithms of Kostroun:12
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for all x and for any fractional order n, where h is some suitable interval such as 0.5. In evaluating 
the series, the sum is terminated when the rth term is small, <10−5, for example.
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In Fig. 3 we plot the universal function 
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from Eq. (6), so that the photon energy dependence of the flux from a given ring can be calculated 
readily. It is found that the emission falls off exponentially as e−lc /l for wavelengths shorter than lc, 
but only as l−1/3 at longer wavelengths.

The vertical angular distribution is more complicated. For a given ring and wavelength, there is a 
characteristic natural opening angle for the emitted light. The opening angle increases with increasing 
wavelength. If we define y as the vertical angle relative to the orbital plane, and if the vertical angular 
distribution of the emitted flux is assumed to be Gaussian in shape, then the rms divergence sy is 

defined as 1 2/ π  times the ratio of Eqs. (5) and (6) evaluated at y = 0:
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In reality, the distribution is not Gaussian, especially in view of the fact that the distribution for the ver-
tically polarized component vanishes in the horizontal plane (y = 0). However, sy defined by Eq. (9) is 
still a simple and useful measure of the angular divergence. The photon energy (w) dependence of the 
electron-energy-independent quantity γσψ  is plotted in Fig. 4. At w = wc, sy = 0.647/g. The asymptotic 
values of sy can be obtained from the asymptotic values of the Bessel functions and are
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In Fig. 5 we show examples of the normalized vertical angular distributions of both parallel and 
perpendicularly polarized synchrotron radiation for a selection of wavelengths.
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FIGURE 3 Universal synchrotron radiation output curve.
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Circular Polarization and Aperturing 
for Magnetic Circular Dichroism

Circularly polarized radiation is a valuable tool for the study of electronic, magnetic, and geometric 
structure of a wide variety of materials. The dichroic response in the soft x-ray spectral region (100 
to 1500eV) is especially important because in this energy range almost every element has a strong 
dipole transition from a sharp core level to its lowest unoccupied state.13

The production of bright sources of circularly polarized soft x-rays is therefore a topic of keen 
interest, and is a problem which has seen a multitude of solutions, from special insertion devices 
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FIGURE 4 Plot of the normalized vertical opening angle 
γσψ  for bending magnet radiation.
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(crossed undulators, helical undulators, elliptically polarized undulators/wigglers) to optical devices 
(multiple-bounce reflectors/multilayers and quarter-wave plates). However, standard bending magnet 
synchrotron radiation sources are good sources of elliptically polarized soft x-rays when viewed from 
either above or below the orbital plane.

As discussed by Chen,13 a practical solution involves acceptance of a finite vertical angular range, 
yoff − Δy/2 < y < yoff + Δy/2 centered about any vertical offset angle y = yoff or, equivalently, about 
y = −yoff. This slice of bending magnet radiation exhibits a circular polarization14

 P
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h v

h v

= −
+

2
2 2( )

 (12)

where A Kh = 2 3/ ( )ξ  and A Kv = +γψ γ ψ ξ/( ) ( )/
/1 2 2 1 2

1 3  are proportional to the square-roots of the hor-
izontally and vertically polarized components of bending magnet flux [Eq. (5)], i.e., Ah and Av are 
proportional to the horizontal and vertical components of the electric field, respectively. Pc depends 
on the vertical angle y, electron energy g  and, through ξ, the emitted photon energy w/wc. In Fig. 6 
we plot values of Pc vs g y  and w/wc for g = 1565 (E = 0.8GeV) and r = 1.91m (hncrit = 594 eV).

Magnetic circular dichroism (MCD) measures the normalized difference of the absorption of 
right circular and left circular light. Assuming no systematic error, the signal to noise ratio in such a 
measurement defines a figure of merit.

 MCD figure of merit average circular polarizati= ( oon flux fraction) ( ) /× 1 2  (13)

where

 average circular polarization
off=

P
dF
d

dc( )ψ
ψ

ψ
ψ −−

+

−

+

∫

∫

Δ

Δ

Δ

Δ

ψ

ψ ψ

ψ ψ

ψ ψ

ψ
ψ

2

2

2

2

off

off

off

dF
d

d

 (14)

1.0

0.8

0.6

0.4

0.2

0
0.001

0.01

0.1

1.6

1.2

0.8

0.4

0
1

|P
c|

w /w
c

gy

FIGURE 6 Pc versus g y versus w/wc.



55.8  X-RAY AND NEUTRON OPTICS

and the fraction of the total (vertically-integrated) flux emitted into the vertical slice y = yoff ± Δy/2 is
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Here d 2Fbm(w)/dqdy is the angular dependence of the bending magnetic flux from Eq. (5) and 
dFbm(w)/dq is the vertically integrated flux from Eq. (6). For a 0.8 GeV storage ring (e.g., the VUV 
ring at the National Synchrotron Light Source (NSLS), Upton, NY USA), the choices of y and Δy
that maximize the MCD figure of merit are 0.5 mrad and 0.66 mrad, respectively. This yields a flux 
fraction ~0.3, a circular polarization ~0.65 and a figure of merit ~0.35. 

Bending Magnet Power

Integration of �ω ω θ ψ( ( ) )d F d dbm
2 /  from Eq. (5) over all frequencies w yields the angular distribu-

tion of power radiated by a bending magnet:
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which is independent of the horizontal angle q as required by symmetry, and the vertical angular 
dependence is contained in the factor
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The first term in F (g y) represents the component of the bending magnet radiation parallel to the 
orbital plane, while the second represents the perpendicular polarization component. F (g y) and its 
polarization components are plotted versus g y in Fig. 7. Note that the area under the Fparallel curve is 
approximately seven times greater than that for Fperpendicular.

0
0

Total

||

⊥
0.2

0.4

0.6

0.8

1.0

0.5 1.0 1.5 2.0

g y

F 
(g

y
)

FIGURE 7 Vertical angle dependence of bending 
magnet power, F (g y), versus g y.



SYNCHROTRON SOURCES  55.9

Integrating Eq. (17) over the out-of-orbital-plane (vertical) angle y yields the total power radiated 
per unit in-orbital-plane (horizontal) angle q:
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For example, a 1.0-GeV storage ring with 2 m radius bends generates 7.04 W/mrad/Amp of stored 
current. By contrast, a 2.5 GeV machine with 7-m radius bends generates 78.6 W/mrad/A and a 7 GeV 
machine with 39 m radius bends generates 867 W/mrad/A. 

Bending Magnet Brightness

Thus far we have calculated the emitted flux in photons per second per milliradian2 of solid angle. In 
order to calculate the brightness we need to include the source size. In these calculations we calculate 
the central (or maximum) brightness, for which we use the natural opening angle to define both the 
horizontal and vertical angles. Using vertical angles larger than this will not increase the flux as there 
is no emission. Using larger horizontal angles will increase the flux proportionately as all horizontal 
angles are filled with light, but owing to the curvature of the electron trajectory, the average bright-
ness will actually be less. The brightness expression15,16 is
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ex and ey are the electron beam emittances in the horizontal and vertical directions respectively, bx 
and by are the electron beam beta functions in the horizontal and vertical planes, hx is the dispersion 
function in the horizontal plane, and sE is the rms value of the relative energy spread. All the elec-
tron beam parameters are properties of a particular storage ring. The diffraction-limited source size 
is sr = l/4πsy. The effective source sizes (∑x and ∑ y) are photon energy dependent via the natural 
opening angle sy and the diffraction-limited source size sr.

55.3 INSERTION DEVICES 
(UNDULATORS AND WIGGLERS)

General

Insertion devices are periodic magnetic structures installed in straight sections of storage rings, as 
illustrated in Fig. 8, in which the vertical magnetic field varies approximately sinusoidally along the 
axis of the undulator. The resulting motion of the electrons is also approximately sinusoidal, but in 
the horizontal plane. One can understand the nature of the spectra emitted from these devices by 
again studying the electric field as a function of time, and this is shown in Fig. 9. This shows that 
the electric field and hence its Fourier transform, the spectrum, depend critically on the magnitude 
of the beam deflection in the device. At one extreme, when the magnetic fields are high, as in Fig. 9a, 
the deflection is large and the electric field is a series of pulses similar to those obtained from a 
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dipole. Such a device is termed a “wiggler.” The Fourier transform for the wiggler is N times that 
of a single dipole. At the other extreme, as in Fig. 9b, the deflection of the electron beam is such 
that the electric field as a function of time is sinusoidal, and the Fourier transform is then a single 
peak with a width proportional to the inverse of the length of the wavetrain L∗ according to l2/Δl  = 
L∗. L∗ is obtained by dividing the real length of the device L by g 2 because of relativistic effects. 
Thus for a meter long device emitting at a wavelength l = 10 nm in a machine of energy 0.5 GeV 
(g ~ 1000), corresponding to, for example, 1 cm period length and magnetic field strength B = 1.5 T, 
we get l2/Δl  = 10−6 meters, and l/Δl = 100. Note that Δl/l ∼ 1/N as expected. Interference occurs 
in an undulator since the electric field from one part of the electron path is added coherently to that 
from adjacent parts.

Radiation from an insertion device
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FIGURE 8 Schematic of an insertion device.
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FIGURE 9 Conceptual representation of the electric fields emitted as a function of time by an electron in (a) a 
wiggler and (b) an undulator, with the corresponding spectra.
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Formal Treatment

We assume that the motion of an electron in an insertion device is sinusoidal, and that we have a 
magnetic field in the vertical (y) direction varying periodically along the z direction, with

 B B zy u= − 0 2sin( )π λ/   0 ≤ ≤z N uλ  (21)

where B0 is the peak magnetic field, lu is the period length, and N the number of periods. By inte-
grating the equation of motion, the electron transverse velocity cbx is found to be
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is a dimensionless parameter which is proportional to the deflection of the electron beam. The max-
imum slope of the electron trajectory is δ γ= ( )K / . In terms of d, we define an undulator as a device 
in which δ γ≤ −1, which corresponds to K ≤ 1. When K is large, the device is called a wiggler. In most 
insertion devices the field can be changed either electromagnetically or mechanically, and in some 
cases K can vary between the two extremes of undulator and wiggler operation.

Wigglers

For the wiggler, the flux distribution is given by 2N (where N is the number of magnetic periods) 
times the appropriate bending magnet formulae in Eqs. (5) and (6). However, r or B must be taken 
at the point in the path of the electron which is tangent to the direction of observation. For a hori-
zontal angle q,

 ε θ ε θ δc c( ) ( )max= −1 2/  (24)

where

 εc keV E B Tmax[ ] . [ ] [ ]= 0 665 2 2
0GeV  (25)

from Eq. (4). Integration over q, which is usually performed numerically, gives the wiggler flux.
The calculation of the brightness of wigglers needs to take into account the depth-of-field effects, 

i.e., the contribution to the apparent source size from different poles. The expression for the bright-
ness of wigglers is
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where z nn w± = ±λ [ ( )]1 4/ , lw is the wiggler period, and sy is identical to Eq. (9), but evaluated, in the 
wiggler case, as the instantaneous radius at the tangent to the straight-ahead (q = y = 0) direction 
(i.e., minimum r, maximum ec), σ ε βx x x=  and σ ε βy y y=  are the rms transverse beam sizes, 
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while ′ =σ ε βx x x/  and ′ =σ ε βy y y/  are the angular divergences of the electron beam in the hori-
zontal and vertical directions respectively. The exponential factor in Eq. (26) arises because wigglers 
have two source points separated by 2xo, where

 x
K

o
w=

γ
λ
π2

 (27)

The summations in Eq. (26) must be performed for each photon energy because sy is photon-
energy dependent.

Undulators

The interference which occurs in an undulator, i.e., when K is moderate (K ≤ 1), produces sharp 
peaks in the forward direction at a fundamental (n = 1) and all odd harmonics (n = 3, 5, 7,…) as 
shown for a zero emittance (e = 0) electron beam in Fig. 10a (dotted line). In the e = 0 case, the even 
harmonics (n = 2, 4, 6,…) peak off-axis and do not appear in the forward direction. For real (e ≠ 0) 
electron beams, the spectral shape, angular distribution, and peak brightness are strongly dependent 
on the emittance and energy spread of the electron beam as well as the period and magnitude of the 
insertion device field.

In general, the effect of electron beam emittance is to cause all harmonics to appear in the forward 
direction (solid line in Fig. 10a). The effect of angle integration on the spectrum in Fig. 10a is shown 
in Fig. 10b, a spectrum which is independent of electron beam emittance except for the presence of 
“noise” in the zero emittance case. The effect of electron beam emittance on the angular distribution 
of the fundamental, second, and third harmonics of this device is shown in Fig. 10c, which also nicely 
demonstrates the dependence on harmonic number.
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FIGURE 10 Spectral output and angular distribution of the emission from the early-2000s vintage NSLS In-Vacuum Undulator 
(IVUN) for K = 0.75. (a) Spectral output in the forward direction, with (solid line) and without (dotted line) the effect of electron 
beam emittance; (b) angle-integrated spectral output with (solid line) and without (faint solid line) the effect of electron beam 
emittance, and the decomposition into harmonics (n = 1, 2, 3, 4) (dotted lines); and (c) angular distribution of the first three harmonics 
(n = 1, 2, 3), with and without the effect of electron beam emittance. Emittance values used: 94-nm horizontal, 0.1-nm vertical.
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The peak wavelengths of the emitted radiation ln are given by
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where lu is the undulator period length. They soften as the square of the deviation angle q away 
from the forward direction.

Of main interest is the intense central cone of radiation. An approximate formula for flux inte-
grated over the central cone (for the odd harmonics) is
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and
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 (31)

Here J(n ± 1)/2, n = 1, 3, 5, . . . are the integer Bessel functions of the first kind: J0, J1, J2, . . .

To calculate the undulator flux angular distribution and spectral output into arbitrary solid angle, one 
can use freely available codes such as Urgent17 (R. P. Walker and B. Diviacco). To include magnetic field 
errors (e.g., measured values), use Ur18 (R. J. Dejus and A. Luccio), SRW19 (O. Chubar and P. Elleaume), 
or Spectra20 (T. Tanaka and H. Kitamura).

The brightness of an undulator Bu is approximated by dividing the central cone flux by the effec-
tive angular divergence, ′∑ ′∑x y( ), and by the effective source size, ∑ ∑x y( ), in the horizontal (vertical) 
directions. These are given by convolution of the Gaussian distributions of the electron beam and the 
diffraction-limited photon beam, in both angle and space:

 = +′ ′′∑ σ σx rx
2 2   = +′ ′′∑ σ σy ry

2 2  (32)

       = +∑ σ σx rx
2 2     = +∑ σ σy ry

2 2  (33)

Thus, Bu is given by

 B
F

u
u

yxyx

=
′′∑∑∑∑( )2 2π  (34)

The diffraction-limited emittance of a photon beam is the minimum value in the inequality

 ε σ σ λ λ
π

= ≥ =′r r 2 4
 (35)

where e is the photon emittance and l is the wavelength, in direct analogy to the Heisenberg uncer-
tainty principle in nonrelativistic quantum mechanics. The space versus angle separation of this 
minimum emittance is energy and harmonic dependent.21 For the exact harmonic frequency in the 
forward direction, given by Eq. (28) with q = 0, there appears to be consensus that sr and sr′ are 
given by

 σ λ
′ =r L2

  and  σ λ
πr

L= 2
4

 (36)

On the other hand, at the peak of the angle-integrated undulator spectrum, which lies a factor of 
[ ( )]1 1− /nN  below the exact harmonic energy, sr and sr′ are given by

 σ λ
′ =r L

  and  σ λ
πr

L=
4

 (37)

It is clear from Eqs. (32) and (33) that the choice of expression for sr and sr′ can have a non-negligible 
effect on the undulator brightness value especially for small beam size and opening angle. Lacking a 
specific functional form for sr and sr′ as a function of photon energy, we generally use Eq. (36) in 
evaluating the expression for undulator spectral brightness from Eq. (34).
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Insertion Device Power

The Schwinger5 formula for the distribution of radiated power from an electron in a sinusoidal tra-
jectory, which applies with reasonable approximation to undulators and, to a lesser extent, wigglers, 
reduces22 to

 d P
d d
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2 221
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where the total (angle-integrated) radiated power is
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where N is the number of undulator or wiggler periods, Z0 is the vacuum impedance (377 Ω), I is 
the storage ring current, e is the electronic charge, c is the speed of light, L = Nlu is the length of the 
insertion device,
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and
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where

 D K= + + −1 2 2 2γ ψ γθ α( cos )  (42)

The integral in the expression for fK is best evaluated numerically.
For K > 1, which includes all wigglers and much of the useful range of undulators, an approximate 

formula for the angle dependence of the radiated power is

 f
K

FK ( , ) ( )γθ γψ γθ γψ= − ⎛
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2

 (43)

where F (g y) is the bending magnet formula from Eq. (17). This form clearly indicates the strong 
weakening of insertion device power as q increases, vanishing at q = ±K/g .

Since fK(0,0) is normalized to unity, the radiated power density in the forward direction (i.e., along 
the undulator axis) is
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Polarization of Undulators and Wigglers

The polarization properties of the light emitted by wigglers are similar to those of dipoles. For both 
sources the radiation is elliptically polarized when observed at some angle away from the orbital 
plane as given by Eq. (5). For radiation from planar undulators, however, the polarization is always 
linear. The polarization direction, which is in the horizontal plane when observed from that plane, 
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rotates in a complicated way at other directions of observation. A comprehensive analysis of the 
polarization from undulators has been carried out by Kitamura.23 The linear polarization of the 
undulator radiation is due to the symmetry of the electron trajectory within each period. The polar-
ization can in fact be controlled by a deliberate breaking of this symmetry. Circularly polarized 
radiation can be produced by a helical undulator, in which the series of dipole magnets is arranged 
such that each period is rotated by a fixed angle with respect to the previous one. To generate vari-
able polarization, one can use a pair of planar undulators oriented at right angles to each other. 
The amplitude of the radiation from these so-called crossed undulators is a linear superposition of 
two parts, one linearly polarized along the x direction and another linearly polarized along the y 
direction, x and y being orthogonal to the electron beam direction. By varying the relative phase 
of the two amplitudes by means of a variable-field magnet between the undulators, it is possible to 
modulate the polarization in an arbitrary way. The polarization can be linear and switched between 
two mutually perpendicular directions, or it can be switched between left and right circular polar-
ization. For this device to work, it is necessary to use a monochromator with a sufficiently small 
band-pass, so that the wave trains from the two undulators are stretched and overlap. Also the angu-
lar divergence of the electron beam should be sufficiently small or the fluctuation in relative phase 
will limit the achievable degree of polarization. A planar undulator whose pole boundaries are tilted 
away from a right angle with respect to the axial direction can be used as a helical undulator if the 
electron trajectory lies a certain distance above or below the midplane of the device.

Transverse Spatial Coherence

As shown by Kim24 and utilized in the brightness formulae given earlier, in wave optics the phase-
space area of a radiation beam is given by the ratio of flux (F0) to brightness (B0). A diffraction- 
limited photon beam (no electron size or angular divergence contribution) occupies the minimum 
possible phase-space area. From Eqs. (32) to (37) this area is
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 (45)

Thus, the phase space occupied by a single Gaussian mode radiation beam is (l/2)2, and such a 
beam is referred to as completely transversely coherent. It then follows that the transversely coherent 
flux of a radiation beam is
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and the degree of transverse spatial coherence is

 
F

F

B

F
coherent

0

2
0

02
= ⎛

⎝⎜
⎞
⎠⎟

λ  (47)

Conversely, the number of Gaussian modes occupied by a beam is
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Transverse spatial coherence is the quantity which determines the throughput of phase-sensitive 
devices such as Fresnel zone plates used for x-ray microscopy.
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55.4 COHERENCE OF SYNCHROTRON RADIATION 
EMISSION IN THE LONG WAVELENGTH LIMIT

We now discuss coherent effects which depend upon the phase coherence between electric fields 
emitted by different electrons within a bunch. These effects naturally become stronger as the 
emission wavelength increases to values greater than the bunch length, the so-called long wave-
length limit, which is generally in the far-infrared range or beyond for standard storage ring 
parameters. In the evolution from 3rd to 4th generation sources, the bunch length decreases, 
thereby pushing the coherent emission to shorter wavelengths, into the UV, VUV, and beyond. 
One way to generate shorter bunches is with single-pass devices such as linacs, wherein the elec-
trons can be closer packed since relaxation processes which occur in storage rings may not have 
had time to develop.

In this section, we confine our discussion to coherent synchrotron radiation emission in the long 
wavelength limit. We describe two types of coherence: (i) longitudinal, or temporal (sometimes called 
multiparticle or super-radiant) coherence; and (ii) transverse or lateral coherence.

Temporal (Longitudinal/Multiparticle/Super-Radiant) 
Coherence

Under normal circumstances in a storage ring, the bunch length is considerably longer than the 
emitted wavelength, and since the electrons are randomly distributed, there is no phase correla-
tion between the emitted electric fields from different electrons. For Ne particles emitting, then, the 
amplitude of the electric field is generated from the statistical noise, which is proportional to Ne

½. 
This implies that the power, which goes like to E2, is proportional to Ne.

In situations in which the wavelength is much longer than the bunch length, the phase differences 
between the electric fields of the electrons are small compared to the wavelength, and the field is Ne 
times that of a single electron. In this regime, the intensity is Ne

2 times that of a single electron, or Ne 
times greater than the incoherent process. This effect is very large because Ne is generally quite large: 
the number of electrons per bunch can easily be in the nanoCoulomb range, i.e., containing 1010 to 1011 

electrons.
Long-wavelength coherent emission from bunches of relativistic charged particles was first 

described theoretically by Nodvick and Saxon25 in 1954. For the situation of multiple electrons, the 
more general expression for the flux emitted by an electron bunch as a function of frequency (w) and 
solid angle (Ω) is derived by extending the expressions derived earlier for a single electron [Eq. (5)], 
to a system of Ne electrons, thus:
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where the term Ne
2f(w) represents the coherent enhancement and includes the form factor f(w), 

which is the Fourier transform of the normalized longitudinal particle distribution within the 
bunch, i.e.,

 f e S z dzi n z c( ) ( )ˆ /ω ω= ⋅
−∞

∞

∫
� 2

 (50)

where S(z) is the distribution function for particles in the bunch, measured relative to the bunch 
center.
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If we assume that the electron bunch has a longitudinal Gaussian particle distribution of width sz, 
the form factor will be
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where l is the wavelength of the light at frequency w.
The long-wavelength coherent enhancement is shown graphically for a chosen set of beam 

parameters in Fig. 11. 

Transverse, or Lateral, Coherence

Transverse coherence was defined and described earlier in this chapter in the context of emission 
from undulators. In the long wavelength limit, even the emission from bending magnets becomes 
transversely coherent. In this section, we derive the interesting result that, in the long wavelength 
limit, the flux emitted into the natural opening angle (transverse coherent limit) is constant for all 
wavelengths, independent of storage ring parameters such as electron energy and bend radius.

1. Natural opening angle for synchrotron radiation for w < wc:
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2. For w < wc, the universal function
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from Eq. (6) and Fig. 3 can be approximated by8,11 
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3. Therefore, the formula for angle integrated flux (F) for w < wc into horizontal collection angle q is
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4. Critical wavelength lc is given by
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5. Substituting Eqs. (52) and (55) into Eq. (53) and using 4 × qrms for the horizontal collection 
angle q, we obtain:
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 (56)

 or

 F I A= × ×7 94 10 0 113. sec/ . % [ ]photons/ bandwidth  (57) 

Figure 12 shows a flux plot based on an exact calculation for a synchrotron storage ring source 
with 3-GeV electron energy and 5-meter bend radius. This plot agrees with Eq. (57) from ~2 × 10−6wc 
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tron energy and 5-meter bend radius.
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to ~wc. The curve turns downward at the low-energy end owing to the finite size of the ring vacuum 
chamber. At the upper energy end it also turns downward owing to a failure of the approximation in 
Eq. (53) at and above wc.

For consistency as well as interest, another route to the result in Eq. (57) is via the undulator flux 
formula given by Eq. (29), with K = 1, n = 1, and N = 1. In this case, intended to approximate a bend-
ing magnet, Fn(K) = 0.37 one obtains, from Eq. (29), a flux value of F = ×7 99 1013. sec/photons/
0.1%  bandwidth × I [A], in remarkable agreement with Eq. (57).

55.5 CONCLUSION

We have attempted to compile the formulae needed to calculate the flux, brightness, polarization 
(linear and circular), and power produced by the three standard storage ring synchrotron radiation 
sources: bending magnets, wigglers and undulators. Where necessary, these formulae have contained 
reference to the emittance (e) of the electron beam, as well as to the electron beam size (s) and its 
divergence (s ′). For all three types of sources, the source phase space area, i.e., the spatial and angu-
lar extent of the effective (real) source, is a convolution of its electron and photon components. For 
a more detailed description of these properties, see Ref. 26 and references therein.
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56.1 INTRODUCTION

Laser plasmas are produced by focusing a pulsed laser beam, e.g., Nd:YAG at 1.064 μm, possibly fre-
quency multiplied, or KrF excimer at 249 nm, onto a target, typically a tape,1 liquid droplet or jet2 or 
a gas-jet.3 The required irradiance, that is the focused intensity per unit area per unit time, is in the 
range ~1017 to 1019 Wm−2, which heats the target material to ~106 K and thus ionizes it to produce 
the plasma. The need for high irradiance means that high beam energies, small focused spot sizes and 
short pulse lengths must be used. For repetitive systems1 pulse energies in the range ~10 mJ to 1 J are 
used with focal spot sizes of ~10 μm. For single pulse systems, using much higher pulse energies, 
focal spot sizes can be much larger. Normally pulse lengths are in the range of a few picoseconds to 
several nanoseconds, but lasers with much shorter pulse lengths, in the tens of femtoseconds range, 
have also been used.4

For picosecond–nanosecond systems the emission is generated from the ionized material. 
The spectral characteristics depend mainly on the target material, with the proviso that the irradi-
ance must be sufficient to produce the ionic state required to give a particular spectral feature. The 
use of tape targets, compared to liquids or gases, allows a wider range of materials to be used, but 
the effects of increased particulate debris emission must be alleviated by a low-pressure buffer gas. 
For light materials it is common to almost strip the atoms and emission is then from hydrogen- and 
helium-like ions. The spectrum largely consists of characteristic line emission, with small contri-
butions from bremsstrahlung and recombination radiation. The lines typically have bandwidths 
Δl/l ~ 10−4.

For a repetitive source operated at ~100 Hz, the brilliance in a particular line, e.g., the H-like 
carbon Lyman-a line at a wavelength of 3.37 nm, can be comparable to that of a second-generation 
synchrotron, albeit only at this wavelength. Use of a heavier Z target, such as copper or gold, means 
that the ions are less fully stripped and the emission from many closely spaced ionic energy levels 
merges into a quasi-continuum. Such targets also give rise to more bremsstrahlung. Although the 
overall emission is higher than that from light targets it is considerably lower than that of a synchro-
tron, and the peak emission can be much less than that from light materials.
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56.2 CHARACTERISTIC RADIATION

Characteristic radiation arises as a direct consequence of the quantum nature of the plasma ions. 
Electrons bound in ionic systems can only occupy discrete energy levels, with only one electron in 
each quantum state—the Pauli Exclusion Principle. In the ground state all the lower energy levels 
will be filled. If, by some process, an electron is removed from a filled level, either by promoting it to 
a higher energy level (excitation) or by completely removing it from the ion (ionization), then the 
empty level may be filled by an electron from a higher occupied state, which loses energy by emit-
ting radiation. Because of the discreteness of the energy levels the transition between two defined 
states will always give a photon of the same energy, which is characteristic of the ion involved since 
the energies of the bound states depend on the nuclear charge and on the screening effects of other 
electrons.

Energies of Spectral Lines

For an ion with just one electron—a hydrogenic ion—the energies of the electron states are
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where the negative sign indicates a bound state, n is the principal quantum number, Z is the nuclear 
charge, and m is the reduced mass of the electron-nucleus system
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M being the mass of the nucleus. The energy of the photon emitted when an electron makes a tran-
sition from an initial level ni to a final level nf is thus
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As is well known, for atomic hydrogen the transitions result in long wavelength radiation, for 
example, the Lyman series in the ultraviolet, corresponding to nf = 1. For hydrogenic ions, Eq. (3) 
shows that the spectral line energies are a factor of Z 2 higher than those of atomic hydrogen (and 
the wavelengths are correspondingly shorter); for hydrogenic carbon, for example, the Lyman-a line 
is at a wavelength of 3.37nm, compared to 121.6nm in atomic hydrogen.

Spectral Line Intensities

Characteristic radiation as described here corresponds to spontaneous emission, for which the tran-
sition rate, in the electric-dipole approximation, is5
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where 〈 〉ψ ψf ie| |r  is the matrix element describing the transition from the initial state with wave 
function ψi via the electric dipole operator er to the finale state ψ f . The intensity of the emission 
is given by multiplying Eq. (4) by the energy �wif of each emitted photon, the statistical weight gi of 
the initial state, which is the number of degenerate configurations that can give rise to the transition, 
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and the probability Ff that an electron has been removed from the level to which the system eventu-
ally relaxes. Thus the intensity of a characteristic line is given by
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If the matrix element in the electric dipole transition rate is zero, then the transition cannot take 
place. This is embodied in the familiar electric dipole selection rules, 

  Δ Δ Δl m j j= ± = ± = ± = →1 0 1 0 1 0 0, , with forbidden  (6) 

where l is the orbital angular momentum, m is the magnetic quantum number and j is the total 
angular momentum.

For higher-order transitions the selection rules are more complicated. For electric quadrupole 
radiation, for example,

  Δ Δl j= ± = ± ± → → ↔0 2 0 1 2 0 0
1
2

1
2

0 1, , , with & forbiddden   (7) 

and the parities of the initial and final states must be the same. For magnetic dipole transitions the 
parity must also remain unchanged, with

  Δ Δl j= = ± →0 0 1 0 0, with forbidden  (8) 

The relative intensities in different spectral lines can, in principle, be calculated from Eq. (5), so 
long as all states with the same energy difference Ei – Ef are taken into account. The intensities are 
characterized by the oscillator strength
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where, for hydrogenic systems,

  φif
f
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the sum being over all final states that contribute to emission or absorption of a photon of energy 
�wif , including the continuum if appropriate. In terms of the oscillator strength, the transition rate, 
Eq. (4), becomes
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where a is the fine structure constant and the modulus of ϕif  is used since, by convention, the oscil-
lator strength is defined as negative for emission (Ef  < Ei) and positive for absorption. As hydrogenic 
wave functions can be calculated exactly, the oscillator strengths and transition rates are straightfor-
ward to determine.

For ions with Z electrons the sum rule, Eq. (10), becomes

  ϕif
f

Z∑ =  (12)

and the oscillator strengths can only be estimated since approximate methods must be used to 
determine the wave functions. The oscillator strengths depend on the quantum numbers n, l, and 
m of the initial and final states, particularly on the magnetic quantum number m and hence on the 
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polarization of the radiation. It is often useful to use an oscillator strength averaged over the initial 
and final state magnetic quantum numbers, since this is independent of the polarization,
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The sum rule, Eq. (10) or (12), is still obeyed for the average oscillator strength. The corresponding 
relative line intensities depend on the statistical weights 2(2l + 1) of the initial state and the sponta-
neous emission coefficient as well as on the oscillator strengths.6 

For line emission from hydrogenic ions, as the atomic number increases relativistic effects become 
increasingly important.7 This causes the average oscillator strengths to decrease; for a low-Z element 
such as carbon the decreases are only ~0.1%, for a medium-Z element such as copper they are about 
3%, while for high-Z elements such as gold or uranium they are about 20% and 30%, respectively.

Spectral Line Shapes and Widths

The discussion of line emission so far has implicitly assumed that each spectral line has an exactly 
defined energy, with corresponding frequency and wavelength. However, in practice there is always 
a spread of energies in each line as the result of several factors.8 Since the spread depends upon the 
plasma properties, such as temperature and density, measurement of line shapes and widths pro-
vides a useful diagnostic of the plasma state.

Natural Line Width Natural line widths arise since atomic and ionic levels do not have precisely 
determined energies, because interactions with real or virtual photons result in transitions between 
levels. Hence the levels have finite lifetimes t and so, as a result of the uncertainty principle, there is 
an energy spread
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with a corresponding frequency spread
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For transitions from a state i to a state j, the lifetime tij is given by

  τ ij
ik jk

k jk i

A A
=

+
<<

∑∑
2

  (16)

where Aij is the spontaneous emission coefficient for the transition i j→  and the sums are over all 
spontaneous transitions from the initial and final states, respectively. If the final state is the ground 
state then the second summation is equal to zero.

The amplitude A(t) of a state with lifetime t decays exponentially with time

  A t t t( ) /�e e i− τ π ν2 0  (17)

where n0 is the central transition frequency. The shape of the spectral line is given by the square of 
the Fourier transform of the amplitude, resulting in a Lorentzian distribution
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where I(n) is the intensity at frequency n. The full width at half maximum (FWHM) of this distri-
bution is

  Δν
πτL = 1

 (19)

In terms of wavelength, which is often how spectra are presented, the line shape is still (obviously) 
Lorentzian and the FWHM is

 Δλ
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Doppler Broadening If the emitting ions are in thermal motion, there will be a Doppler shift ΔnD on 
the frequency of the emitted radiation. In a plasma, the particles are normally nonrelativistic,

  Δν ν ν ν υ
D = − =| |0 0 c

  (21)

where u is the particle speed along the line of sight. Radiation from particles with a velocity compo-
nent away from an observer will thus be red shifted, while a velocity component toward the observer 
causes a blue shift. For particles in random motion the spectral lines are therefore broadened and, if 
the velocity distribution f (u) is Maxwellian with a mean speed um, then
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The resulting line profile, found simply by making the substitution υ ν ν→ −c ( )/ 0 1  in Eq. (22), is
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which is a Gaussian distribution with FWHM
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Clearly, the broadening is larger if the mean speed is higher, so that Doppler broadening can dominate 
in hot plasmas and is a measure of the plasma temperature. In terms of the wavelength, Eqs. (23) and 
(24) become

  I I
c

( ) ( )exp
( )

λ λ
λ λ

υ λ
= −

−⎡

⎣
⎢

⎤

⎦
⎥0

0
2 2

2
0
22 m

 (25)

and
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Pressure Broadening In plasmas neighbouring particles affect the emission profiles of spectral 
lines. There are several contributions to this pressure broadening. Collisions, of either ions or elec-
trons, with the emitting ion can change the ionic state, effectively shortening the lifetimes of the 
energy levels involved in the emission. By a similar argument to that in the discussion of natural 
broadening this leads to a Lorentzian profile but with a larger width. The width is governed by the 
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mean time between collisions, and so this process can be dominant in dense plasmas, and is a mea-
sure of the plasma density.

Nearby ions and electrons also generate electric and magnetic fields, which change the ionic 
energy levels of the emitting ion and hence contribute to the line width. The major contributor in 
plasmas is normally the electric field which, in general, produces a shift in the energy levels propor-
tional to the square of the electric field—the quadratic Stark effect. This leads to asymmetric broad-
ening and hence to shifts in the central frequencies of spectral lines. In hydrogenic ions the effect 
is linear, except in the ground state where the linear effect disappears, and hence the broadening is 
symmetric with no shift of the central frequency. The effect on line shapes, apart from in hydrogenic 
ions, is very complicated and requires each case to be treated individually,8 beyond the scope of the 
present discussion. However, it is possible to use simple arguments to obtain an idea of how line 
profiles and widths scale with plasma properties.9

In the nearest neighbour approximation, an ion in a range of distances dr about r from another 
ion experiences a high field; the probability of it being affected is proportional to the volume 4 2πr rd . 
The frequency shift | |ν ν− 0  caused by this is proportional to the field strength, i.e., to r –2, so that
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and the resulting line profile is
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This clearly breaks down for frequencies close to the central frequency, since otherwise the intensity 
I(n0) would become infinite. The line profile, Eq. (28), was derived using the nearest neighbour 
approximation which is only valid for the distance below which the electric field of the perturbing 
ion dominates over that due to other ions. This distance is determined by the volume containing 
about one ion, i.e., r n≈[ ( )] ,/3 4 1 3/ iπ where ni is the ion number density. Thus the line width, which is 
proportional to r –2, is

  ΔνS i�n2 3/    (29)

Combinations of Line Broadening Mechanisms The preceding discussions show that, if the line 
broadening mechanism can be identified, properties of the plasma, such as density and temperature, 
can be determined from measured line profiles and widths. In general, however, the emission lines 
will be affected by more than one process, and thus combinations of the various line broadening 
mechanisms must be considered. In addition, the measured profiles will be modified by the instru-
ment used to obtain the information; this may be dominant and will not, in general, provide a well 
defined profile.

For two independent effects, with profiles I1(n) and I2(n) leading to FWHM line widths Δ1 and Δ2, 
the combined profile is the convolution

  I I I( ) ( ) ( )ν ν ν ν ν= − ′ ′ ′∫ 1 2 d   (30)

If the two profiles are the same the combined profile has the same shape; for Lorentzian distribu-
tions the combined width is

  Δ Δ ΔL = +1 2   (31)

while for Gaussian distributions it is
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If the two profiles are not the same then there is no general simple form for the convolved line 
shape. The combination of a Lorentzian and a Gaussian profile leads to the Voigt function

  I q
x y a

y
y

V

e
d( )

( )
�

−

−∞

∞

− +∫
2

2 2
  (33)

where

  q a= − =2 2
2

1 2

0
1 2(ln )

( ) (ln )
/

/

Δ
Δ
Δν

ν ν
ν
νG

L

G

and   (34)

Equation (33) does not have an analytic solution; the integration has to be done numerically for 
each frequency involved and so is very expensive computationally. An alternative to the Voigt func-
tion, which has been used in many other fields10–17 but not widely in the analysis of x-ray emission 
from plasmas, is the Pearson VII function.18–20 This has the form
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In Eqs. (35) and (36) M is the Pearson parameter and ΔP is the FWHM. If M = 1 the distribution is clearly 
Lorentzian, while as M becomes large the distribution is indistinguishable from a Gaussian. For inter-
mediate values of M the Pearson VII distribution is more general than the Lorentzian and Gaussian 
functions due to the extra free parameter (M), and it makes no assumptions about the line profile. It 
can also provide a good approximation to a Voigt function, compared to which it is much less computa-
tionally intensive since it does not require numerical integration. For M < 1 the distribution has broader 
wings than a Lorentzian function; this corresponds to no known broadening mechanism but even then 
the Pearson VII distribution can still provide a convenient functional form for line profile fitting.

A disadvantage of the Pearson VII distribution is that there are no direct relationships between 
the plasma properties and the fit parameters ΔP and M. The widths of the Lorentzian and Gaussian 
distributions, which can be extracted from fits to the Voigt function can, however, be related to 
plasma properties such as density and temperature. But if the spectra are time and spatially inte-
grated the plasma parameters cannot readily be extracted, so that there is no advantage in using the 
Lorentzian, Gaussian, or Voigt profiles. Unlike the Voigt function, the Pearson VII distribution can 
be integrated analytically to provide the total line intensity
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where Γ is the gamma function,
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A common characteristic of the Lorentzian, Gaussian, Voigt, and Pearson VII profiles is that they are 
symmetrical about the mean. However, some line-broadening mechanisms, e.g., Stark broadening, can 
result in asymmetric profiles. In this case a suitable fitting function is the Pearson IV distribution18,20

  I I a PP IV P VII( ) ( ) exp[ tan ( )]λ λ λ= − −1   (39)

which clearly reduces to the Pearson VII distribution when a, the asymmetry parameter, is zero. The 
disadvantages of the Pearson IV distribution are the extra parameter required in the fit, and the total 
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intensity in the line has to be obtained by numerical integration since the distribution is not analyti-
cally integrable. Hence the fitting is more computationally expensive than for the Pearson VII distri-
bution, but the Pearson IV function may be useful in analysis of high spectral resolution data where 
Stark broadening may be observed.

Reabsorption of Spectral Lines The discussion of spectral lines has so far assumed that the emis-
sion profiles are not modified by reabsorption within the plasma. This may not always be the case, 
especially in optically thick plasmas.

The linear absorption coefficient al, which is a function of the wavelength of the radiation, 
describes the amount of attenuation over a thickness x of a medium

  I x I x
λ λ

αλ( ) ( )= −0 e   (40)

The transmission of radiation can be the same through a tenuous extended plasma or through a 
dense compact plasma. It may not be necessary, or possible, for a remote observer to distinguish 
these, in which case the optical thickness (or depth) tl is a useful concept; this is defined as the 
absorption coefficient (which may depend upon position) integrated between two points x1 and x2,

  τ αλ λ= ∫ dx
t
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An optically thin medium has tl<1 while for an optically thick medium tl>>1; a plasma may be 
optically thin for some wavelengths and optically thick for others.

In an optically thick plasma, some of the radiation in a spectral line may be reabsorbed, which 
can alter the line profile and apparent FWHM. If there is no reabsorption, a beam of radiation pass-
ing through the plasma will gain in intensity due to spontaneous and stimulated emission. However, 
this cannot continue indefinitely since the intensity cannot become larger than that of a blackbody at 
the effective plasma temperature. Hence, as the blackbody level is approached, absorption must bal-
ance the emission and the intensity saturates. Since a spectral line is most intense at its central wave-
length the emitted intensity close to the line center is the first to be limited. Thus the line becomes 
flattened near to its center, which modifies the profile and increases the apparent line width.

In a nonuniform plasma, for example, if the temperature decreases near to the edge—which is 
often the case—the observed central line intensity can be decreased since the observed emission 
near to the line center is from the cooler plasma, which has a lower blackbody intensity. This is 
known as line inversion and can lead to confusion in the interpretation of plasma spectra, as it may 
appear as two closely spaced lines.

56.3 BREMSSTRAHLUNG

The preceding discussion of line emission refers to the situation in which an electron bound in an ion 
makes a transition to another bound state of the same ion (bound-bound radiation). In this section 
the transition of a free electron (or collection of electrons) to another free state is considered—free-
free radiation, caused by the acceleration of the electron in the Coulomb field of an ion. According 
to Maxwell’s equations, accelerated charges emit electromagnetic radiation and so they lose energy; 
the emitted radiation is thus called “braking radiation” or bremsstrahlung. An important difference 
between bound-bound and free-free radiation is that free electrons do not have quantised energies, 
and hence the emission spectrum is a continuum.

Although in practice many electrons will encounter many ions, it is instructive to consider, in the 
first instance, the interaction of a single electron with a single ion. In this case the radiated energy in 
the frequency range dw is given by
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where u is the electron speed, b is the impact parameter (the perpendicular distance between the 
ion and the initial electron direction) and w0 is the central frequency of the emitted radiation. If the 
single electron collides with a random assembly of ions, with a number density ni m

–3, the power 
spectrum is given by multiplying Eq. (42) by niu and integrating over the impact parameter
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Naïvely, Eq. (43) might suggest that a single electron encountering a group of ions would radiate 
infinite power, with a minimum impact parameter bmin = 0 (head-on collision) and a maximum of 
bmax = ∞. This is clearly incorrect; the explanation is that bmax is determined by shielding—since the 
electron is only accelerated if the nuclear charge is not shielded by surrounding particles—and bmin 
is governed by the Uncertainty Principle, since the electron is only close to an ion for a finite time 
and so the impact parameter cannot be determined precisely.

In the nonquantum, nonrelativisitic limit the ratio bmax/bmin may be obtained in terms of the 
impact parameter b90 for which the electron is scattered through an angle of 90°. For the case b >> b90 
this leads to 
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Equation (43) may generally be written as
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where, for b >> b90,

  G
v

b
= 3 2

90π
γ

ω
ln   (47)

Equation (46) can be used for other cases, including when quantum and relativistic effects are 
important (neither of which are normally appropriate for laser-generated plasmas used as x-ray 
sources), so long as an appropriate choice is made for the Gaunt factor, G, which never differs sub-
stantially from unity; in many cases using G = 1 is a sufficient approximation. Several authors have 
calculated Gaunt factors for bremsstrahlung under a range of conditions, including relativistic, and 
extensive tabulations or graphical representations are available.21,22

Bremsstrahlung from a Collection of Electrons In a plasma the electron density ne is usually larger 
than the ion density ni, and so bremsstrahlung from a collection of electrons must be considered. 
The radiated power must then be integrated over the electron velocity distribution f(t) and the 
spectral power emitted into the whole solid angle per unit angular frequency is then
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For an isotropic Maxwellian velocity distribution, as usually assumed,
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where TeV is the plasma temperature in electronvolts and �w is the emitted photon energy. Values of 
the Maxwell-averaged Gaunt fact, G T( , )ω eV  are typically ~1, and this is normally sufficient to give 
an accurate enough approximation of the bremsstrahlung intensity.

56.4 RECOMBINATION RADIATION

In some circumstances in plasmas recombination radiation, emitted when an electron is captured by 
an ion, can be a dominant part of the spectrum, competing with and modifying the bremsstrahlung 
component. In recombination radiation the emitted energy is clearly greater than the free-electron 
kinetic energy, and the final-state electron is bound with a discrete energy spectrum En. For hydro-
genic ions of charge Ze, the emitted spectral power is given by
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and Gn is the Gaunt factor for capture of the free electron to the energy level with principal quan-
tum number n and energy En. Equation (50) is the same as that for bremsstrahlung from a collection 
of electrons, Eq. (49), except that Fn has replaced the Maxwell-averaged Gaunt factor G T( , ).ω eV  The 
ratio of powers emitted in recombination radiation and bremsstrahlung is thus
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It must be remembered that this is only for hydrogenic ions, but Eq. (52) gives an idea of the order 
of magnitude of recombination radiation compared to bremsstrahlung. Putting in the values of the 
constants, and recalling that the ratio of the Gaunt factors will be of order unity,
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which shows that recombination radiation can be many orders of magnitude more intense than 
bremsstrahlung for low temperature plasmas and for recombination to inner ionic levels, i.e., small n.
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57.1 INTRODUCTION

In pinch systems, the source of x-ray radiation is the plasma that is produced by an electrical current 
discharge and compressed by the associated magnetic field. Numerous forms of pinch plasma are 
used as radiation sources (Z-pinch,1 q-pinch,2 etc.). The most common type of pinch plasma source 
is the Z-pinch. In the Z-pinch system, plasma is created by applying a high-voltage pulse from a fast 
generator between an anode and cathode; its name refers to the direction of the earliest experimen-
tal facility, where the current flowed down the vertical discharged tube, the z axis on a normal math-
ematical diagram. Both electrodes have cylindrical geometry and are placed in a vacuum chamber, 
where vacuum is typically held at 10−4 to 10−5 torr. The anode–cathode gap is initially filled with gas 
from a fast valve gas-puff system or connected by an array of tiny (micrometers in diameter) wires, 
placed around the z axis. The typical Z-pinch plasma implosion process is illustrated in Fig. 1, where 
the current starts to flow through outer layers of plasma due to a skin effect, and the Z-pinch plasma 
implodes as a shell. After the discharge current I starts to flow axially through anode-cathode gap, 
it ionizes the wires or gas, produces the azimuthal magnetic field B, and implodes the plasma by 
magnetic field forces. During compression of plasma into a hot dense column and its stagnation, 
the gas dynamic pressure equalizes the magnetic forces (Phase III in Fig. 1),3 and the kinetic energy 
is converted to thermal energy and to a radiation pulse. The implosion typically lasts from 50 ns to 
several hundred microseconds. For a plasma that consists of higher atomic number elements, the 
radiative collapse can happen when strong line or continuum radiation leads to plasma cooling, 
which decreases the gas-dynamic pressure, and allows more significant plasma compression, to a 
diameter of 10 to 100 μm. Under such conditions, Z-pinch loads reveal small, localized sources of 
x-ray radiation (“hot” or “bright” spots, the size of which may be as small as 1 to 5 μm) formed at 
random points along the Z-pinch axis. 

In Z-pinch plasmas, EUV and x-ray radiation occurs by ionization, excitation, and recombina-
tion processes which involve multicharged ions,4 as shown in Fig. 2.5 Bremsstrahlung emission is 
negligible. For high-current Z-pinch systems (more than 3 to 10 MA) high-atomic-number plasmas 
(Pt, W, etc.), are typically optically thick, and plasma radiation can be approximated by a black-body 
spectrum with some presence of spectral lines of multicharged ions.1 At university-scale Z-pinch 
generators, with currents of about 0.5 to 1 MA, the total EUV/x-ray radiation yield can be as high as 
10 to 30% of the electromagnetic energy delivered to plasma.6
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57.2 TYPES OF Z-PINCH RADIATION SOURCES

Z-pinch plasma radiation sources have higher conversion coefficients of input electrical power to 
EUV/x-ray radiation compared to laser plasma or conventional x-ray sources. Z-pinch systems can 
use a wide range of materials for creation of plasma, including metals, dielectrics, and gases. Z-pinch 
radiation sources can be divided into multishot and single-shot systems. The first type includes 
plasma focus, gas-puff, vacuum spark, and capillary discharge devices. They can operate even in a 
repetition pulse regime (up to 0.1 to 0.5 Hz), but not for a lengthy period of time (from tens to 
several thousand shots). Their parameters are shown in Table 1. 

I

I

B

II III IV

I I I

FIGURE 1 Z-pinch plasma implosion, I indicating current, and B, the magnetic 
field. The grey arrows pointing to the central axis show magnetic forces that compress 
plasma; the grey arrows outside the plasma show optical and extreme ultraviolet 
(EUV) emission, and black arrows showing x-ray emission. Phase I: acceleration of 
plasma shell from diameter 2 to 12 cm; Phase II: run-in, start of optical and EUV 
emission; Phase III: stagnation at diameter 1 to 4 mm; generation of softer x-rays and 
keV bursts; plasma reaches the thermalization stage with high concentration of multi-
charged ions; Phase IV: for plasma that consists of higher atomic number elements, 
radiative collapse can happen when strong line radiation occurrence leads to plasma 
radiation cooling, a decrease in gas-dynamic pressure and additional plasma implo-
sion to diameter 10 to 100 μm.
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FIGURE 2 Typical spectrum of Ti X-pinch obtained at the Z-pinch Zebra 
generator. Peak current is 1 MA. The most intense and important spectral lines for 
diagnostics include the He-like lines, resonance line Hea(w), intercombination line 
y, resonance lines Heb and Heg  , and H-like resonance line Lya . They also include the 
satellite lines Li and S of Li-like ions to above mentioned resonance lines and “cold” 
Ka lines of Ti and Fe. The “cold” lines were generated by electron beam existing in 
X-pinch plasma; Ti line was from material of wires and Fe line was from stainless steel 
anode. 
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The plasma focus is similar to a plasma gun device, where plasma sheath ejects between two 
cylindrical coaxial electrodes (positioned in chamber fill with H2, D2, He, or another gas under pres-
sure of several torr) and implodes on central axis near electrodes’ edge.7 Plasma focus facilities with 
current from 100 kA to 2 MA are mainly applied in fusion research, x-ray lithography and microma-
chining, surface material modification, and x-ray sources for medical purposes.

For a gas-puff source,8 the anode-cathode gap in the vacuum chamber fills first with a super-
sonic hollow gas stream from a fast valve (50 to 100-μsec-duration pulse), and then high voltage is 
applied to electrodes and the plasma implodes, generating an x-ray burst 10 to 100 ns in duration. 
The gas-puff devices cover the range from compact table-top machines with current near 100 kA to 
generators with 5 to 15 MA of current. The large facilities are mainly pulse sources of K-shell radiation 
(Ne, Ar, and Kr) with a yield more than 30 kJ, applied in fusion research and x-ray laser studies. 
Table-top gas-puff devices are used in fusion studies, x-ray lithography and micromachining, x-ray 
laser studies, and x-ray spectroscopy.

A vacuum spark9 is a simple compact device that consists of two electrodes positioned in a 
vacuum chamber and separated by a 5 to 10 mm gap. A needle-shaped anode electrode is connected 
to a fast capacitor with an initial stored energy of 1 to 3 kJ. The cathode electrode includes a small 
plasma gun. After the plasma gun ejects a cold plasma cloud into the inter-electrode gap, the current 
begins to flow, evaporating and ionizing anode material. For designs without a plasma gun, the cold 
plasma is created by a pulsed laser beam that focuses on flat cathode. The vacuum spark current 
peak is typically smaller than 200 to 400 kA. The plasma column implodes, with the formation of 
hot spots that generate x-ray bursts. Vacuum spark generators are used in x-ray spectroscopy, x-ray 
lithography and micromachining, and as a testing facility for new diagnostics. The vacuum spark’s 
main shortcoming is instabilities of the x-ray yield from shot to shot.

In capillary discharge devices,10 the plasma is formed on the inner surface of a ceramic capillary 
(with inner diameter several millimeters, and length 100 to 150 mm) under a high-voltage pulse, 
and implodes in a narrow column on the capillary central axis. Such devices are table-top and gen-
erate mainly EUV bursts. They became widely applied in EUV/X-ray lasers10 in the last decade. 

 Single-shot x-ray sources are wire array and X-pinch. In these sources, the wires, anode, and 
cathode electrodes should be changed after each shot. These sources generate maximum radiation 
yields and powers in EUV and x-ray spectral regions. X-ray yields of 1.8 MJ and powers of 250 TW 
were obtained for facilities such as Sandia National Laboratories Z-generator with wire array loads.11

In a Z-pinch source with a conventional wire array load, as shown in Fig. 3a,12 the anode and cath-
ode are initially connected by a cylindrical array (or double cylindrical array, also called nested 
array) of wires several micrometers in diameter that are placed around a central z axis. The wire 
number varies from 4 to 60 (on university-scale generators) to 200 to 300 (on multi-MA machines); 
array diameter is from 8 to 10 mm to 30 to 40 mm. The length of wires connecting anode and 
cathode is 10 to 20 mm. The mechanisms of the implosion and x-ray burst generation are generally 

TABLE 1 Characteristics of Pinch Sources

  Modeb/ Average X-Ray Burst
  Currentc Source Sized Duratione Total Yieldf

  Sourcea  (MA) (mm) (ns) (kJ)

Plasma focus multi 0.1–2 1–50 20–100 0.1–50
Gas-puff multi 0.1–15 0.5–50 5–100 0.1–100
Vacuum spark multi 0.05–0.4  0.01–5 5–20 0.05–0.25
Wire-array single 0.3–20 0.5–20  5–50 0.1–1,800
X-pinch single 0.1–1 0.002–5 0.1–10 0.01–10

aThe minimum values given for sources parameters are for table-top devices.
bThe mode refers to multishot or single-shot operational mode.
cCurrent is peak current.
dAverage source size is the size of the emitting region observed in single shot.
eX-ray burst duration is the FWHM.
f The total yield is the total EUV/x-ray radiation yield.
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the same, as described in Fig. 1. Source parameters are shown in Table 1. For the development of 
more effective sources than conventional cylindrical arrays, new load geometries would help to 
achieve plasma of higher temperature and density, and reduce the source size and possibly shape 
of radiation pulse. A single planar array, as shown in Fig. 3b, consists of tiny wires placed in one-
plane row parallel to each other between anode and cathode plates.13 Multiplanar arrays consist 
of 2 to 3 such rows placed parallel to each other between the anode and cathode plates.6 Compact 
single planar wire array and multiplanar wire arrays (with the width of just several mm) as well as 
compact cylindrical wire arrays (diameter smaller than 4 to 6 mm) show better data than any other 
tested loads at 1-MA generators. The maximum electron temperature Te and density Ne are 1 to 
1.4 keV and 1021 to 1022 cm−3, respectively.6,13 The maximum radiation power in short nanosecond-
scale rise-time x-ray bursts is around 1 TW and the yield is 23 to 25 kJ from 50 to 60 kJ of electrical 
energy delivered by the generator to the Z-pinch load.6,13

An X-pinch load is formed by crossing two or more wires at one point, as shown in Fig. 3c.
X-pinch plasmas have been actively investigated for currents from 0.1 to 1 MA.14,15 The unique 
property of X-pinch as “a point source” is that the emitting region is localized near the wire crossing 
point and the source size varies from 1 to 2 μm up to hundreds of micrometers. X-pinch plasmas 
can radiate just one or two bursts with emission times ranging from a few nanoseconds to less than 
100 ps,15 as described in Table 1. At 1-MA university-scale generators, the total radiation yield can be 
10 kJ, which is half of the output of planar wire array and compact cylindrical array sources, but, the 
burst power is comparable due to the shorter X-pinch x-ray burst duration.14

57.3 CHOICE OF OPTICS FOR Z-PINCH SOURCES

All Z-pinch plasma sources are characterized by the presence of not only powerful x-ray/EUV 
bursts, but also intense neutral and ion beams that can damage the filters (micrometer-thick plastic 
or metal films) typically used to protect x-ray/EUV optics as zone plates, transmission gratings, and 
multilayer and grazing incidence systems (see Chaps. 38, 40, 41, 44, 48, and 49). One of the solutions 
is the application of strong permanent magnets positioned between plasma and optics. The mag-
netic field deflects ion beams from the filter and significantly increases the filter lifetime. Table-top 
plasma focus, gas-puff, vacuum spark, and capillary discharge devices can be used with zone plates 
in applications which require monochromatic radiation, such as x-ray microscopy. Those sources 
also can be applied in x-ray lithography, which needs high x-ray flux, with multilayer or grazing 
incidence optics (high-bandpass x-ray optical systems). 

For more powerful pinch sources, like 1-MA University-scale generators, the situation is more 
difficult, because the sensitive x-ray optical systems, even with magnetic protection, sustatin damage 
even at a distance of 1 to 1.5 m from plasma,14 and the efficiency of the optics decreases dramatically.

Anode plate

(a) (b) (c)

Anode
Diagnostic window

X-pinch load

Cathode plate

Cathode

FIGURE 3 (a) A nested cylindrical wire array.12 The central rods that are sup-
porting the frame should be removed before the shot. (b) Single planar wire array.13

The gap between the wires is 1 mm. The supporting rod at the right should be 
removed before the shot. (c) X-pinch load in the vacuum chamber.14
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Relatively inexpensive high-bandpass EUV/x-ray glass capillary optics (see Chaps. 52 and 53) 
can be used with such powerful x-ray Z-pinch sources.14 These can be placed at a distance of several 
centimeters from a z-pinch source and changed after each shot. Glass capillary optics can be adapted 
for any source configuration, such as a plasma column in wire array source or a point-type source 
in an x-pinch system. Estimates show14 that for a 1-MA wire array (linear source) or x-pinch (point 
source) with glass capillary optics with a 2 to 3 mm diameter focusing spot, it is possible to reach 
energy densities of 2 to 10 J/cm2 and flux densities of (1 to 5) × 109 W/cm2. Because a typical surface 
melting threshold is about 1 to 2 J/cm2, such Z-pinch sources with glass capillary optics can be used 
for surface modification research. 
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58.1 FREE-ELECTRON LASERS

The original concept for a free-electron laser was proposed by Madey in 19711 with free-electron 
laser output observed by Elias in 19762. In a free-electron laser, stimulated emission occurs from 
relativistic electrons passing through a spatially periodic transverse magnetic field (known as an 
undulator). In free-electron lasers operating at wavelength l, the electrons interact with the laser 
electric field and arrange themselves into “microbunches” separated by one wavelength l so that 
the electric field arising from the stimulated emission by each electron is coherently additive at each 
spatial point. As the intensity of laser output is proportional to the square of the laser electric field, if 
N electrons are present, the free-electron laser intensity is proportional to N2. The simplest form of 
free-electron lasing is where spontaneously emitted photons are amplified, so-called self-amplified 
spontaneous emission (SASE) output. The frequency bandwidth of output in SASE mode is usually 
large (n /Δn ≈ 10), potentially enabling ultrashort laser pulses (<10–15 s) to be produced. However, 
large frequency bandwidth implies a short coherence length that can be limiting for some applica-
tions. To reduce the free-electron laser bandwidth, increase the coherence length and increase the 
output brilliance (photons s–1mm–2mrad–2 0.1%BW); it will be possible to “seed” the amplification 
process with photons produced by infrared laser harmonic radiation. The production of harmonic 
radiation is discussed in this chapter.

In 2008, free-electron laser output of ≈70 μJ per pulse had been produced down to a fundamental 
wavelength l ≈ 6 nm together with significantly shorter wavelengths, but less intense harmonic compo-
nents at the FLASH free-electron laser facility at Deutshes Elektronen-Synchrotron (DESY) in Hamburg.3

Free-electron laser operation will be extended to an unprecedented short wavelength of ≈ 0.1 nm with 
the European X-Ray Free-Electron Laser (XFEL) to be also constructed at DESY with the Linac Coherent 
Light Source (LCLS) at the Stanford Linear Accelerator Center (SLAC) due to come on-line in 2009 and 
with the Spring-8 Compact SASE Source (SCSS) under development in Japan.

Free-electron lasers (FELs) are intense (peak brilliance up to 1034 photons s–1 mm–2 0.1% bandwidth 
is expected for XFEL),3 have high transverse coherence, and may be able to be ultimately focused to 
focal diameters ~ l. The high-focused irradiance (initially up to 1018 Wcm–2, ultimately possibly up to 
1030 Wcm–2 assuming focusing to l dimensions) and high photon energy (ultimately exceeding 10 keV) 
will enable many novel experiments in high-energy density physics, biological imaging, and other fields. 
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Future possibilities for basic physics research include the production of Unruh radiation4 and electron-
positron pair production. However, FELs are big, multiuser facilities of large capital and running cost. 
A review in 2008 led to the decision in the United Kingdom not to proceed with the 4GLS free-electron 
laser source producing extreme ultraviolet (EUV) radiation at l > 10 nm.5 The review suggested that 
FELs are uniquely useful for harder x-ray experiments (l < 5 nm), but that they have strong competitors 
from other laser sources in the EUV.

58.2 HIGH HARMONIC PRODUCTION

Experiments with 10 to 100-fs-duration visible and near-infrared laser pulses incident into inert 
gas targets such as Ne, Ar, or Xe targets have shown that harmonics are produced at wavelengths 
>4 nm with an efficiency ∼10–6 into each harmonic.6,7 Electrons are tunnel-ionised from gas 
atoms by the laser and then accelerated in the laser electric field. Provided linear polarisation is 
employed, the electron is accelerated back to the atom when the laser electric field reverses direc-
tion. Returning back to the atom, the electron recombines, emitting radiation up to the energy 
of the accelerated electron (≈atom ionisation energy + 3.17 × electron ponderomotive energy).8

Due to this harmonic production being closely associated with each oscillation of the driving laser 
electric field, the harmonics have to a good approximation the temporal duration and beam quali-
ties of the optical laser creating them. The harmonics are each produced with approximately equal 
efficiency out to a maximum harmonic number (in the so-called “plateau” regime). The maximum 
harmonic photon energy hnmax in the plateau is
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where Ip is the atom ionization energy (in eV), Ilaser is the laser irradiance (in Wcm–2) and lμm is the 
driving laser wavelength (in microns). For example, a focused laser irradiance of 3 × 1014 Wcm–2 can 
be expected to produce strong harmonics up to hnmax ≈ 100 eV, equivalent to a wavelength of 12 nm.

Harmonics from the laser irradiation of solid targets have been recently demonstrated down to 
wavelengths ≈ 0.33 nm with 10–6 efficiency from 500-fs laser pulses.9 Such a development is exciting 
as the harmonic wavelength is in the x-ray regime. To achieve x-ray harmonics, a large laser system 
capable of focusing to ∼1021 Wcm–2 with high contrast (>1010) is required. Much less stringent 
requirements are needed for the production of EUV harmonics. An intensity of 1019 Wcm–2 and 
contrast > 10–6 is sufficient.10 Harmonics from solid surfaces are emitted in the specular reflection 
direction for the incident laser in a narrow cone much smaller than the incident laser cone size. 
As they arise from the relativistic oscillation by the incoming laser electric field of the vacuum-
solid interface, the beam quality of the harmonic radiation depends strongly on the uniformity of 
the solid target irradiation. However, comprehensive measurements of solid target high harmonic 
beam quality have not yet been made.

58.3 PLASMA-BASED EUV LASERS

Until the late 1990s, plasma-based EUV lasers had only been pumped with high-energy laser pulses. 
For example, the record shortest wavelength EUV laser with saturated output was produced at 5.9 nm, 
but required ∼60 to 120 J of energy per pulse.11 It was not feasible to propose that such lasers could 
be used to produce EUV lasing for applications where high average power was required as it is not 
possible to have a high-repetition-rate laser of such energy per pulse. Developments in the last 
10 years have completely changed this picture and have enabled demonstrations showing repetitively 
pulsed EUV laser action (10 to 50 nm) at high average power. Discharge pumped EUV laser action 
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at 46.9 nm was demonstrated with a capillary discharge,12 but significantly shorter wavelength 
(<20 nm), high repetition rate lasing has been achieved with infrared laser pumping in plasmas.13

Repetitively pulsed (>10 Hz), short duration (<ps) infrared lasers capable of pumping EUV las-
ing from initially solid targets were developed in the late 1990s. Resulting EUV gain durations are 
short with <ps pumping pulses, so “traveling wave” pumping is needed whereby the pumping laser 
is incident along the ~3 to 10 mm target length coincident with the speed of propagation (≈ c) of the 
amplifying EUV beam. The efficiency of generating EUV lasing from solid targets works best with 
electron collisional excitation via laser pumping using two-pulse irradiation. A prepulse laser gener-
ates an expanding plasma. A main pulse heats, ionizes, and excites this plasma to generate gain via 
electron collisional excitation at some later time. The prepulse irradiation ensures that the volume of 
the gain region is large, that the main laser pulse is strongly absorbed, and that density gradients at 
the time of arrival of the main pulse are small so that refraction of the EUV lasing beam is reduced. 
A recent significant development, grazing incidence pumping,14 improves the pumping efficiency 
even more by offering a controlled way of achieving pumping at the optimum electron density in the 
plasma, as shown in Fig. 1. There is an optimum density for gain above which collisional de-excitation 
destroys the population inversion and below which the gain coefficient drops due to the decrease in 
density. In grazing incidence pumping, laser light penetrates to a turning point determined by the 
angle of incidence tuned to correspond to the optimum plasma density. In grazing-incidence pumping, 
there is also an inherent (close to velocity c) traveling wave excitation of gain. EUV lasing has been 
produced with laser pumping energies <1 J using the grazing incidence pumping technique.15

The development of plasma-based extreme ultraviolet (EUV) lasers has been a very successful 
investigation that initially started in the 1970s, but has matured to a state where saturated output has 
been achieved down to the record short wavelength of 5.9 nm and the atomic, plasma, and propaga-
tion physics are known to good accuracy (see Ref. 16). Plasma-based EUV lasers (10 to 20 nm) offer 
a route to the achievement of both high peak brightness (typically 1024 photons s–1 mm–2 mrad–2 has 
been achieved) and high average power (e.g., 1014 photons s–1 mm–2 mrad–2 under operation at 10 Hz). 
This compares to, for example, third generation synchrotron light sources that produce smaller to 
comparable peak brightness and comparable average brightness for a spectral bandwidth Δn/n of 0.1% 
over similar spectral ranges. Plasma-based EUV laser output is extremely narrowband (Δn/n < 10–4), 
so coherence lengths are typically 100 μm to 1 mm. The pulse energy in a plasma-based EUV laser is 

FIGURE 1 Schematic diagram illustrating grazing-incidence 
pumping into a preformed plasma. Heating occurs preferentially at 
the turning point of the beam (at electron density nc cos2 q0, where 
nc is the electron critical density for the pump laser wavelength). The 
angle of incidence q0 is tuned so that the pump laser beam turning 
point corresponds to the optimum density for EUV laser gain (0.1 to 
1 joule per pulse laser energy needed).

Target

Grazing incidence
pumping beam
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pulse laser energy
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typically 1 μJ to 1 mJ, giving 0.01- to 10-mW average power (at rep rates of 10 Hz) and 1- to 1000-MW 
peak power.

An outstanding issue with plasma-based EUV lasers is the beam spatial coherence. The phase 
profile of these lasers needs to be improved considerably while maintaining their power output to 
enable their use for the high quality optics testing needed, for example, by the EUV lithography 
industry. At present plasma-based EUV lasers have high Fresnel number (∼104) with EUV lasers 
effectively composed of a large number (≈Fresnel number) of “beamlets” that interfere to create 
output that is a complex speckle pattern.17 With short pulse (∼ps) pumping, each beamlet results 
from a single spontaneous emission and the phase of each beamlet is approximately uniform 
transversely, but random with respect to other beamlets. The temporal duration of each beamlet 
is typically 3 ps and is close to the Fourier transform limit.18
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59.1 INTRODUCTION

Beams of pulsed, tunable, monochromatic hard x rays have been a long sought after goal. Such 
“dream beams,” that are tunable from energies as low as 8 keV to well into the hundreds of keV, have 
now become available in compact units that can rival synchrotrons in many ways, delivering fluxes 
of photons of varying bandwidths that approach or exceed the output of those much larger facilities 
at some energies. Additionally, these monochromatic beams of x rays can be produced in cone beam 
geometries that are very useful for covering larger areas, even as large as humans.

All of this has come about because we have learned to harness a process called inverse Compton 
scattering (Thomson backscattering). In normal Compton scattering, a photon incoherently scatter-
ing from a nearly stationary electron exchanges some of its energy and momentum with the electron, 
resulting in a lower energy photon. In inverse Compton scattering, the electron is traveling at high 
velocity, and the photon gains energy. In one embodiment of this process, an electron beam is acceler-
ated to near-relativistic energies typically between 12 and 50 MeV and then focused down to a focal 
spot that is anywhere from 3 to 100 micron in size in an area designated the interaction zone (IZ). In 
like fashion, an intense (terawatt) laser beam is also focused down to a similar sized focal spot and 
counterpropagated against the packet of electrons in a head-to-head collision (180° geometry), as 
shown in Fig. 1.

The Rayleigh ranges of the beams are aligned so that they completely overlap in the IZ and such 
that the packets of light and electrons both reach the IZ at the same instant. In that collision, the laser 
photons are Doppler shifted by the inverse Compton process to x-ray energies. Hence a light photon 
goes in and an x-ray photon comes out. X rays are generated in a somewhat slowly diverging cone 
beam along the axis and in the direction traveled by the electron beam, as shown in Fig. 1. These 
x rays typically exit the machine through a beryllium vacuum window for use in various applica-
tions. Since the accelerator can be tuned, the x rays emanating from the machine are tunable. Since 
all of the electrons are not at exactly the same energy, some reduction in monochromaticity of the 
x rays is seen, but since the laser light is nearly monochromatic, the x rays, on the whole, are nearly 
monochromatic.1–5
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59.2 INVERSE COMPTON CALCULATIONS

The theoretical x-ray yields from such sources can be computed directly from the Thomson scattering 
cross section and some basic beam-geometry and flux considerations. The Thomson cross-section sT is

σ π
T er= = × −8

3
6 652 102 29 2. m  (1)

where re is the classical electron radius. If one uses a diffraction-limited optical beam and an electron 
beam that is assumed to be smaller than the optical spot size, then this gives an x-ray yield of
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where Qe is the charge in an electron bunch, UL is the energy (in joules) in a laser pulse, h is Planck’s 
constant, c is the speed of light, q is the electron charge, Zr is the Rayleigh range of the laser focal spot 
(which is matched to the electron beam focal parameters for a given desired ΔVx), and ΔVx is the 
fractional energy spread of the x-ray output which is useful to the application. For a system with 10 J 
of laser light, 1 nC of electron charge, and an f /10 final focus of the laser, the output is about 5 × 109

x rays into a 10% bandwidth. The brilliance, is 7 × 1031 [m2 · sr · s · (10% bandwidth)]−1 assuming a 
10-ps output pulse.

Modifications to such machines can include using light of a shorter wavelength, thereby keeping 
gradients within the accelerator smaller. In addition, lasers used for these machines can be run at 20 Hz 
instead of 10 Hz, yielding almost double the light and hence greater x-ray flux.

An additional and extremely important enhancement comes about by using smaller electron beam 
focal spots at the interaction zone, which, when using a higher current of electrons, increases the effective 
cross section for interaction with the light photons, creating significantly more x rays as well.

When all of these factors are used together, one gains anywhere from one to three orders of mag-
nitude in the output flux of the x rays.6–8

59.3 PRACTICAL DEVICES

Synchrotrons are, of course, broadband white radiation sources (see Chap. 55), which use mono-
chromators to deliver beams of narrow bandwidth (see Chap. 39) to multiple user beamlines. Inverse 
Compton sources typically deliver bandwidths of 0.1 to 10%, and can be further monochromatized 
to narrower bandwidth using various x-ray optics as well;9–12 but this diminishes their brightness 
relative to the typical synchrotron source. However, Compton sources are much more compact, 

E-beam dump

Monochromatic
x-rays out

IN IZ

Near-relativistic 
electron beam Mirror

Laser light
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FIGURE 1 Inverse Compton process in practice.
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affordable, and available. A comparison of typical synchrotron beamlines to two published compact 
Compton sources is shown in Table 1.

While inverse Compton x-ray sources have been proposed by many over the years, there have 
only been a few devices successfully built and operated. (Ting 500 eV,14 Carroll 14 to 18 keV,1,2 Ruth 
10 to 35 keV,10,15 Carroll 12 to 53 keV,3,4 Gibson/Pelaides 70 keV,16 and more recently Barty/T-Rex17

at 776 keV.) Some of the more compact devices are now being commercialized for both medical 
and nonmedical purposes in the ranges from 8 to 120 keV (MXISystems, Inc.)18,19 and 10 to 35 keV 
(Lyncean Technologies, Inc.)20,21

59.4 APPLICATIONS

With the advent of this enabling technology come broad-ranging applications. In medicine these 
uses encompass both the diagnostic and therapeutic arenas.

Due to inherent contrast differences between tissues in the human body, monochromatic x-ray beams 
can make cancerous tissues stand out from normal tissues without the use of contrast materials, while at 
the same time lowering radiation dose significantly to the patient.22,23 This is particularly true in studies 
such as mammography, where 3-D compressionless studies become feasible, allowing the examination 
to be performed more accurately and with far less discomfort to the patient while requiring anywhere 
from 5 to 60 times less radiation dose depending on how the study is performed (see Chap. 31).

TABLE 1 Comparison of Synchrotrons to Available Compton Sources

 (Generation 2) Machine∗ (Generation 3) Compton Source†  Typical Synchrotrons‡

E-beam: Linac running in  Same  Synchrotron ring
  “single pulse” mode
 Up to 75 MeV Same 0.1–7.0 GeV
 0.5 nanocoulombs/pulse  2–3 nanocoulombs/pulse 50–5200 mA current
 Emittance ≅ 3.00p mm-mrad  Emittance ≅ 0.7p mm-mrad Variable
 Copper photocathode  Copper-Mg photocathode N/A

Laser: Tabletop terawatt Tabletop terawatt N/A
 1054-nm IR light 532-nm green light N/A
 20 J/5 ps pulse 1.5 J/5 ps pulse N/A
 Once every 5 min 10–20 Hz rep rate  N/A

X-ray beam: 1010/5 ps shot 109–10 photons/5 ps shot  Quasi-CW
 3 × 107 photons/s 2.23 × 1011–12 photons/s Typically 1.4 ×
    1013–16 photons/s
 Tunable from 12–50 keV Tunable from 10–100 keV Variable from
    1–57 keV
 Change energy 30 min to  Change energy in 1/10th  Variable
  4 h  of a second
 0.1–10% bandwidth Same 1 × 10−4

 Conebeam geometry  Same but focusable to  100 × 200 μ
  (large areas covered in a  100 μ (round beam) or 300 μ
  single shot)  in a square beam, if desired
 Effective focal spot  Effective focal spot 3–6 μ Effectively collimated
  100–300 μ

Shielding vault: None None Complex

∗Inverse Compton source operational at the Vanderbilt University Medical Free-Electron Laser Facility, Nashville, TN since 
April 2001.4,5

†MXISystems, Inc., Inverse Compton source, 2008.19

‡Advanced Design Consulting USA, Inc., Synchrotron Primer—World’s Light Sources. Section 4-2.13
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The extremely small effective focal spot size at the interaction zone results in sufficient lateral coher-
ence to allow one to take advantage of the disparate refractive indices of various tissues and use the 
diffractive effects produced at edges within tissues to perform phase contrast imaging (see Chap. 27). 
This type of imaging may be capable of delivering 100 to 1000 times the information than that achieved 
using absorption imaging (what we have done for the past 100 years).24–30

By detecting and back projecting low angle scatter emanating from an irradiated tissue or organ, 
one can conceivably perform noninvasive biopsies of tissues deep within the body of the patient, 
discerning cancerous from noncancerous tissues in a painless fashion.31

Therapeutically, monochromatic x rays can be tuned to the binding energies of the innermost 
electron shells of any atom in the periodic chart, thereby knocking K- or L-shell electrons from their 
orbits, causing cascades of energy (the Auger cascade) concentrating all of this energy within nano-
meters of the atom. By attaching a drug containing a heavy metal target (such as Pt, Gd, or I) to the 
DNA of cancerous cells, one can stimulate Auger cascades within the DNA causing double-stranded 
breaks that for the most part will not heal. This translates into treatment of cancers with 3 to 5 times 
less radiation than is now used by the best techniques.32,33

59.5 INDUSTRIAL/MILITARY/CRYSTALLOGRAPHIC 
USES

These narrow bandwidth, pulsed x rays (with pulse lengths of 5 to 10 ps) are produced through 
widely tunable energy ranges. These are extremely useful in evaluation of defects in newer carbon 
composite airplane parts,34,35 spacecraft parts and subsystems, examination of corrosion and cracks 
in our aging aluminum aircraft fleet, internal analysis of turbines at full power, performance of 
protein crystallography,36 and a host of other nondestructive testing applications.
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60.1 INTRODUCTION

X rays can interact with gases, liquids, or solids to produce electronic, atomic, molecular, or col-
lective excitations. Measurement of these excitations can be used to determine the x-ray inten-
sity, energy, and position. A large variety of phenomena have been used for such detection. These 
include ionization of atoms and molecules, production of electrons and holes in semiconductors, 
excitation of both short-lived and metastable electronic states in liquids and solids, and excitation 
of phonons and Cooper pairs in superconductors. Selection of the detector or detectors to be used 
for a given application depends on the particular requirements and constraints inherent in that 
application, and will typically involve such factors as intensity, energy resolution, position resolu-
tion, size, convenience, and cost. To help with consideration of the kinds of trade-offs involved in 
selection of a particular detector, and, in the context of this Handbook, the factors that influence the 
optimization of a particular optic-detector system, this chapter summarizes the detector choices in 
terms of their type and function. There are no comprehensive reviews specifically devoted to x-ray 
detectors. Most books cover detectors for several types of ionizing radiation.1–4 A useful summary 
specifically devoted to x-ray detectors is given by Buckley,5 and a summary of x-ray detectors for 
astronomy is given by Fraser.6

60.2 DETECTOR TYPE

Ionization

Ionization Chamber Ionization chambers contain a gas in a region of high electric field, usually pro-
duced with flat plates. X rays incident on a gas can excite bound electrons, resulting in their separation 
from the atom with energy equal to the difference between the absorbed x-ray energy and the binding 
energy of the electron. The emitted electron can, if it has sufficient energy, result in further ionization. 

∗This volume is dedicated in memory of Walter Gibson. 
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The average x-ray (actually secondary electron, because these produce most of the ionization) energy 
loss to produce an electron-ion pair depends on the gas, but it is typically about 30 eV (electronvolts). 
This is considerably in excess of the energy needed to ionize the atom, with the difference going into 
dissociation and excitation of molecules. The electrons and positive ions can then be separated by an 
applied electric field. The resulting charge current in the external circuit is a measure of the number 
of electron-ion pairs produced. Because the electrons move much faster than the heavy positive ions, 
the short-term charge pulse is primarily a measure of the electron motion. Ionization chambers have 
frequently been used as spectrometers for energetic ions, such as alpha particles or fission fragments, 
because they have shorter range than x rays, permitting an electrode configuration that allows only 
electron motion to be measured.

The longer range of x rays precludes easy separation of electron and ion motion in a simple 
two-plate chamber. The addition of screening grids can allow such a separation, but the typical appli-
cations of these devices do not usually justify the additional complexity. Also, the statistical fluctua-
tions are larger than in some other spectrometers, so ion chambers are rarely used to measure x-ray 
energy distributions. However, ion chambers are the basis of frequently used radiation-monitoring 
devices, such as the pencil-type electrometers that are used as personal monitors. Another wide-
spread application is to measure the x-ray beam intensity in synchrotron-based experiments. In this 
application, the ion chamber can be relatively thin (absorbing only a very small but proportional 
fraction of the incident x rays), and the resulting current flow in the external circuit is used to measure 
the x-ray intensity. For example, an ion chamber before a sample and one after can be used to mea-
sure the x-ray absorption in the sample as in x-ray absorption fine structure (EXAFS)7,8 and x-ray 
absorption near-edge structure (XANES)9 experiments (see Chap. 30). The gas in an ion chamber 
can just be air at atmospheric pressure as in simple monitoring devices. Frequently, when a more 
consistent measurement is desirable, a rare gas such as helium or argon is used to suppress electron-
ion recombination, often with added methane or other gas to increase the electron drift velocity. 
In the EXAFS applications mentioned here, it is common practice to mix the measurement rare 
gas with helium in varying fractions in order to tailor the absorbed radiation fraction for optimal 
measurement precision. Clearly, one does not want to have all of the radiation absorbed by the first 
of the two chambers. A general discussion of ionization chambers can be found in reviews of radia-
tion detectors.1–4

Proportional Counter If the electric field gradient in an ionization chamber is increased high 
enough, even low-energy electrons released during the x-ray energy loss process can be acceler-
ated enough to produce further ionization. Although, for charged particles or electrons, a parallel 
plate geometry is frequently used, for x rays, thin wires are often used as the positive electrode so 
that the acceleration takes place in a relatively confined space, close to the anode. Over a relatively 
wide applied voltage range, the charge multiplication increases with applied field and is constant at 
a given applied field. This multiplication results in charge amplification that is fast, low noise, and 
because it takes place close to the anode, provides effective separation from the ion current. The 
multiplication factor can be large, typically in the range between 104 and 106. The multiplication gain 
can be stabilized and made less sensitive to the bias voltage as well as the particle energy or count-
ing rate by addition of a small amount of a polyatomic gas to the rare gas. A typical gas mixture is 
10 percent methane and 90 percent argon, known as “P-10 gas.” Carbon dioxide is also a common 
quench gas, and has the added benefit that it is much less prone to polymerization than methane. 
Polymerized methane can collect on the fine wires and cause severe localized gain reduction. This 
is particularly undesirable in a position-sensitive detector since it can distort the position linearity. 
Proportional counters have been extensively used as x-ray spectrometers. They are particularly use-
ful for low-energy x rays because the intrinsic detector amplification reduces the effects of external 
amplifier noise, and because they can be used in a windowless mode. Measurements have been made 
for energies less than 1 keV (kiloelectronvolt).10 At high x-ray energies, the sensitivity is limited by 
the reduced absorption of x rays in the gas, although the energy discrimination for even high-energy 
x rays that are absorbed remains good so long as the secondary electrons are stopped in the detector. 
The effective energy range is dependent on the gas pressure and type, the detector size and shape, 
and on the presence of applied magnetic or electric fields, which can cause the secondary electrons 
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to adopt spiral paths. X rays with energy as high as 100 keV have been measured with special detec-
tor designs.11

One of the most useful applications of proportional counters for x rays is position determination.12

If the charge current in an anode wire is collected from both ends of the wire, resistive separation in 
the wire can be used to determine the position along the wire at which the charge is collected. Position 
resolution of fractions of millimeters can be achieved this way. Furthermore, if a number of parallel 
anode wires are used, the relative charge collection on adjacent wires can be used to determine the 
position of the x-ray absorption between the wires. In this way, two-dimensional position determi-
nations can be achieved. At the same time, energy discrimination can be obtained by combining the 
charge signal for a given event from both ends of the anode wire and from adjacent wires. This has 
been used for a number of applications, notably measurement of x-ray diffraction distributions and 
imaging of astrophysical x-ray sources.13 Another popular method of encoding the position is the 
delay-line technique. In this method, the anode avalanche induces charge in a segmented cathode 
which is connected to the nodes of a lumped-element L-C delay line. Measurement of the arrival 
time of the induced charge pulse at either end of the delay line provides a measurement of the posi-
tion of the event along the wire. This method avoids the need to fabricate the rather delicate resistive 
wire needed in the charge-division method, and such detectors are therefore more robust. This same 
method can also be used in the second dimension, encoding the multiple anode wires described 
above. A third technique uses the same interpolation of partial charges induced on the segmented 
cathode as described earlier for the multi-anode 2-D detector. In either plane, this technique involves 
significantly more complexity than the delay-line method.

Geiger Counter If the electric field in an x-ray proportional counter is increased beyond the pro-
portional region (often by making the diameter of the anode wire smaller), the electron multiplica-
tion increases catastrophically, resulting in large-current pulses that are no longer proportional to 
the x-ray energy. This is called the Geiger region. In fact, the multiplication is large enough that it is 
usually necessary to include components in the gas mixture that will quench the resulting electrical 
discharge. One benefit of this mode of detection is the large amplification that makes it possible to 
detect x rays with simplified electronics. This is why the most common use of such detectors is in 
portable or remote radiation monitors.

Semiconductor Detector In gases, x-ray absorption can produce electrons and positive ions that 
can be separated and measured by an applied electric field. In solids, the situation is somewhat dif-
ferent. In a conductor, the electrons that are excited by absorption of x rays are quickly dissipated in 
energy and lost among the abundant conduction electrons in the material, and the positive charge 
is almost immediately neutralized by conduction electrons. Furthermore, an electric field cannot 
be maintained in the material. In an insulator, it is easy to establish an electric field to sweep out 
excited electrons. However, the positive charge remains behind, trapped and immobile. The electric 
field due to this trapped charge quickly cancels the applied field. As a result, initial charge pulses 
from incident x rays decrease in size and intensity as a result of such polarization effects.14 However, 
for semiconductors, the situation is much more favorable. By doping with an appropriate impurity 
or formation of a surface barrier, a rectifying pn junction can be formed that allows an electric field 
to be established in the solid. The thickness of the field region, called the depletion layer because it 
is free of mobile charge carriers, depends on the applied voltage and on the resistivity of the bulk 
semiconductor.

X rays absorbed within the depletion layer ionize bound electrons with energy equal to the dif-
ference between the absorbed x ray and the binding energy of the electron. These energetic electrons 
are free to move in the solid and produce further ionization by interaction with bound electrons. In 
this sense, the situation is similar to x-ray absorption in ionization chambers. Indeed, semiconduc-
tor detectors are sometimes referred to as solid-state ion chambers. However, there is an important 
difference. Instead of the ionization producing a heavy, slow moving positive ion as in a gas, or an 
immobile positive charge as in an insulator, it produces a positively charged “hole.” The hole is a 
vacancy in the electronic valence band of the solid, with low effective mass and high mobility, closer 
to that of free or conduction electrons than to positive ions. The negatively charged electrons and 
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positively charged holes are swept apart by the electric field in the depletion layer, producing a cur-
rent pulse in the external circuit. Contrary to the ion chamber, both the electron and hole motion 
contribute to the short-term charge pulse. The amplitude of the charge pulse is proportional to the 
energy of the absorbed x ray. The energy resolution depends on the statistics of the ionization pro-
cess and on the electronic noise in the associated electronics, which depends in part on the capaci-
tance of the semiconductor pn junction. Detailed reviews of semiconductor detectors are given in 
Refs. 1, 15, and 16.

To increase the depletion layer thickness and therefore the sensitive volume of the detector, 
very high-resistivity semiconductor material is required. For silicon, this is achieved by drifting 
lithium ions through the diode at an elevated temperature in the presence of an electric field.17–19

The lithium compensates bound impurities in p-type silicon. Such detectors are called lithium-
drifted silicon, or Si(Li), detectors. An alternative is to use very high-purity germanium (HpGe). 
Both Si(Li) and HpGe detectors are cooled (typically by liquid nitrogen) to reduce electronic noise 
due to thermally generated electrons and holes [and for Si(Li) to prevent out diffusion of the 
compensating lithium ions]. Typically, the energy resolution for such detectors is between 120 and 
140 eV.

The availability of high-resistivity silicon, grown using the floating zone technique, has made it 
possible to fabricate detectors using planar fabrication techniques taken from the microchip industry, 
which perform almost as well as the Si(Li) devices, but without requiring cryogenics.20 Good perfor-
mance is achieved using Peltier coolers to bring the detector to around −30°C.

This same technology has allowed a new generation of devices based on manipulating the 
photogenerated charges within the silicon bulk to bring the charge produced over a large area to a 
low-capacitance collection point several millimeters away from the point of generation. This pro-
vides a large-area detector with a small readout capacitance, and hence good collection solid angle 
while maintaining low electronic noise. These devices are called silicon drift detectors (SDDs).21

Single units are commercially available and compete strongly with Si(Li) for low to moderate ener-
gies. Since they are low-capacitance devices they can handle large count rates and maintain good 
resolution. Arrays of such devices are becoming available and should soon become ubiquitous in 
certain applications.

High electric fields in solid state devices can lead to avalanche charge multiplication in a similar 
manner to the gas proportional counter. In silicon, these devices are called avalanche photodiodes 
(APDs).22 Gains of around 100 are possible, and the high fields lead to fast pulses, of order 1 nanosec-
ond. Consequently, they have a high count rate capability, several 10s of megahertz. They have some 
energy resolution, around 20 percent.

Wide bandgap semiconductors, such as CdZnTe or CdTe, have been used because of their stron-
ger absorption and the possibility of room temperature operation. Such materials frequently exhibit 
trapping of minority carriers (typically holes) and therefore can show reduced resolution and some-
times polarization effects. They are of particular interest for use in arrays (typically by segmentation 
of one of the electrodes) for medical or astrophysical applications.23,24

Channel Electron Multipliers X rays and visible photons can be detected by photocathodes and 
electron multipliers. Photoelectrons that are released from thin films or surfaces, accelerated, and 
electrostatically focused on another surface produce increasing numbers of secondary electrons 
as they move from surface to surface, until they are collected on an anode and measured as a 
charge pulse in an electronic circuit. The first such multipliers, similar to photomultiplier tubes, 
were introduced in the early 1960s. These were largely replaced with simpler and more stable 
semiconducting glass or ceramic tubes with a voltage applied between the input and output of the 
tube. These can be thought of as continuous-dynode electron multipliers. Modern channel elec-
tron multipliers (CEM) are made from lead glasses, which contain PbO, SiO2, and several weight 
percent of alkali metal oxides. These are light, compact, and quite rugged and are used in x-ray 
pulse-counting detectors in applications ranging from electron microscopy to x-ray astronomy. 
The electron gain depends on the secondary electron yield of the surfaces employed, the applied 
voltage, and the channel diameter and length. If gas is present in the channel, ionization can take 
place, resulting in further electron multiplication and higher apparent gain. However, ionization 



INTRODUCTION TO X-RAY DETECTORS  60.7

can lead to feedback resulting from positive ions accelerating back up the channel, leading to 
long-term “ringing” of the signal due to electrons released by accelerated ions. Ion feedback can be 
suppressed if the channel is operated at very high vacuum. A more convenient solution is to curve 
the channel so that positive ions do not accelerate to high-enough velocity to produce secondary 
electrons before they strike the channel wall. Gain saturation results when the supply of charge to 
the channel wall lags the depletion rate by secondary electron emission. In practice, operational 
gains of from 104 to 106 are possible.4

Very high counting rates, and especially imaging of x rays, are possible by the use of microchannel 
plates (MCP), which are arrays of very fine bore CEMs, typically with channel diameters and channel 
separations of a few 10s of micrometers.25 Curving the channels in MCPs to suppress ion feedback 
is difficult and expensive, so two (or more) tilted channel MCPs are put together to form “chevron” 
multipliers in modern detectors. Energy resolution in CEM detectors is poor, and their efficiency 
decreases with increasing x-ray energy. Their simplicity, low cost, and, for MCPs, high spatial reso-
lution make them very useful for many applications. Microchannel plates are also used as electron 
multipliers for low-noise amplification when used with scintillation detectors.

Scintillation

Incident x rays can excite electrons in atoms or molecules to excited electronic states, which then deex-
cite by returning to their ground state with accompanying photon emission. The excitation can be 
caused directly by the x ray or, more usually, by secondary energetic electrons excited by the x ray. The 
emitted photons (usually in the optical region of the spectrum) can be measured by film and also by 
photomultiplier tubes or by other electron multipliers such as MCPs. Various plastics, liquids, organic 
crystals, inorganic crystals, and gases can act as scintillators.26 Polycrystalline solid light-emitting mate-
rials are sometimes called phosphors. The deexcitation (and therefore, light emission) can be almost 
instantaneous or delayed. Both types are used for x-ray detectors.

Activated Phosphor The most used scintillator detectors that also give the photon energy spectrum 
involve scintillating crystals with rapid response. These are often single crystals of sodium or cesium 
iodide with thallium added to activate the photo response and shift emission into the visible range. 
Because alkali halides are frequently hygroscopic, they must be sealed. Scintillators are almost never 
used for measurement of x rays with energy less than about 1 keV. The scintillating crystal is com-
monly mounted directly onto the face of the vacuum photomultiplier tube, which provides photo-
electron conversion, and low-noise amplification of the electrons. The conversion efficiency, h, which 
is the fraction of incident energy that appears as scintillation, is typically about 5 percent for CsI(Tl) 
and 12 percent for NaI(Tl).27 The quantum detection efficiency (QDE) is defined as the number of 
photoelectrons produced per incident photon and depends on absorption in the cladding, the thick-
ness and absorption coefficient of the scintillator, and the nature of the photocathode of the photo-
multiplier tube.5 The energy resolution of a well-matched NaI(Tl) system is ΔE/E ~ 1.7E–1/2. Activated 
alkali halide scintillation detectors have working ranges of a few kiloelectronvolts to a few megaelec-
tronvolts. They have good dynamic range with upper detection rates limited by the scintillator decay 
time, which is approximately 1 μs for NaI(Tl). Organic scintillators have faster (nanosecond) decay 
times but have lower efficiency and energy resolution. Scintillation detectors are convenient to use, 
can be large (several square centimeters), are readily available commercially, and are used for a large 
number of x-ray applications.

Scintillators are often used for x-ray imaging applications. In such cases, energy discrimina-
tion is often not important, and other phosphors, such as rare-earth oxides activated with terbium 
[e.g., Gd2O2S(Tb), La2O2(Tb), Y2O2(Tb)] or organic phosphors [e.g., tetraphenyl butadiene (TPB)] 
are used. The phosphor is deposited as a thin layer (1 to 10 μm) directly on a glass plate, which is 
viewed by a sensitive television camera, or directly on the face of a fused-glass fiber optic, which is 
tapered to allow the intensity distribution to match the size and shape of a charge-coupled (CCD) 
or charge-injected (CID) imaging camera. This type of scintillator-fiber-optic-CCD imaging detec-
tor has become the standard for synchrotron-based protein crystallography beamlines, since it 
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produces a digital image which is amenable to computer analysis. At the time of writing, however, it 
is becoming clear that large area direct-detection semiconductor detectors will soon overtake these 
CCD-based detectors for this application, since they provide better point-spread function and faster 
readout.28 Fast readout becomes important when the exposure time is much less than the detector 
readout time.

Restimulable Phosphor In the last decade, a different type of scintillation detector, commonly referred 
to as an imaging or computed radiography plate, has become widely used for x-ray imaging.29,30

This makes use of phosphor materials in which the electron excitation is to a metastable state that 
can have long (minutes to hours) decay time. After exposure, the plate is scanned by a laser beam that 
stimulates the metastable excited states to deexcite, producing light that is detected by a photomulti-
plier tube. The time of the light emission gives the position of the x-ray exposure and the intensity of 
the light, the x-ray intensity. Such detectors have a number of useful features:

1. They produce a digital record that leads conveniently to computer processing, transmission, and 
storage.

2. They have a linear response (as opposed to film) with a large dynamic range.

3. The thickness and nature of the phosphor used can be varied to accommodate the need (e.g., 
low-energy x rays, high-energy x rays, neutrons, etc.), and the size of the plate can be adapted to 
existing systems. For example, such plates are frequently used to replace photographic film.

4. The photostimulable plates can be reused by “erasing” the stored image by exposure to intense 
white light for a few seconds. At the present time, a restimulable scanning plate system (including 
exposure plates, scanner, and eraser) can be less expensive and more flexible than other com-
mercially available position-sensitive detectors, although some with automatic readout features 
are comparable or more expensive. Such systems, although faster than film-based systems, do 
not have the rapid readout needed for some applications. In particular, they are much slower 
than the CCD-based detectors discussed above. In addition, the spatial resolution of these 
systems is limited to around 50 μm, which makes them inferior to film for high-resolution 
applications. 

Film

The oldest, and still the most widely used x-ray detector, is silver halide–based photographic film. 
Indeed, the mysterious exposure of light-protected film led to discovery of x rays by Roentgen in 
1895, and to demonstration of their use for medical imaging, still the most widely used and impor-
tant application. Metastable excitation of grains of silver halide crystals is induced by x rays or sec-
ondary electrons. The resulting latent image is developed by chemical reduction of the excited grains 
to produce the familiar photographic image. Sometimes a phosphor coating or an adjacent phos-
phor plate is used to increase the sensitivity to the penetrating x radiation, with the halide excita-
tion being produced by the secondary light emission from the phosphor. An extensive discussion of 
the use of film for optical imaging is given in Vol. I of this Handbook. Much of that discussion also 
applies to x-ray excitation. Detailed discussion of the use of film for x-ray detection and imaging is 
given in Refs. 1 and 5.

Cryogenic

Recent development of superconducting cryogenic x-ray detectors provides opportunity for impor-
tant new applications, particularly in materials analysis and astrophysics. These make use of tech-
niques to reach and maintain very low temperature (30 to 70 mK) for long periods of time.31 They 
use the measurement of the temperature rise (microcalorimeter),32–35 or tunnel junction current36

in superconducting materials.
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Microcalorimeter Measurement of the temperature rise induced by absorption of an x-ray photon 
has been demonstrated by the use of semiconductor (typically Si or Ge) thermistors whose electrical 
conductivity is temperature dependent, and with bimetallic transition-edge sensors (TES). Of these, 
the TES detectors are the most studied and appear to have the highest potential for x-ray spec-
trometry. They operate by holding the temperature of the metallic absorber at the transition edge 
between the superconducting and normal state. At the transition edge, the conductivity is extremely 
temperature sensitive. The temperature rise that is induced by an absorbed x ray is detected by mea-
suring the conductivity with a superconducting quantum (SQUID) detector. The transition-edge 
temperature is typically about 50 mK and is stabilized by thermoelectric feedback. Energy resolution 
as low as 2 eV and counting rates as high as 500 counts per second (cps) have been reported.37,38

Both the energy resolution and the thermal recovery time (therefore the counting rate) are affected 
by the thermal capacitance of the absorber, which must be as low as possible. Absorber sizes of 300 × 
300 × 50 μm are typical for a very high-resolution detector. Detector arrays are under development 
to increase the effective area, the count rate capability, and to provide imaging for astrophysical 
applications.30 Alternatively, polycapillary focusing optics39 have been used to increase the effective 
area (to >7 mm2).

Superconducting Tunneling Junction (STJ) Another type of cryogenic detector involves x-ray-
induced breakup of superconducting Cooper pairs, which leads to decreased tunneling current 
across a superconducting Josephson junction. Although such detectors must also be small and 
maintained at low temperature to keep the thermally induced current across the junction low, the 
dependence of the counting rate on the thermal capacitance is relaxed. Such detectors have demon-
strated energy resolution <20 eV and counting rate >20,000 cps.33 Again, arrays or optics have been 
used to increase the effective area.

60.3 SUMMARY

A list of properties of a number of single-pixel x-ray detectors is provided in Table 1 for com-
parative purposes. Spatial resolution for typical position-sensitive or imaging detectors is given in 
Table 2.

TABLE 1 Typical Parameters That Affect Detector Choice, Including Counting Rate 
Limitations, Availability of Current Mode Operation, and Energy Resolution

 Intensity measurements

Detector Pulse Counting (cps) Current Mode Energy Resolution

Ionization
 Ionization chamber 1–10 k Yes 1–10 keV
 Proportional counter 10 k  2–20 keV
 Geiger counter 50 k
Semiconductor 0–100 k
 Si(Li)   120 eV
 HpGe   140 eV
 CdZnTe   250 eV
 Pin diode  Yes
Scintillation detector 100–500 k  20–50%
Cryogenic
 Microcalorimeter detector 100–500 k  2–10 eV
 STJ detector 2–20 k  20–50 eV
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  Restimulable phosphor 50–200
Cryogenic 
  Array 
   Microcalorimeter 200–500
   Tunnel junction 300–500
  Dispersive 500–1000
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ADVANCES IN IMAGING 
DETECTORS

Aaron Couture
GE Global Research Center 
Niskayuna, New York

Recent advances have allowed digital x-ray detectors to become widely available commercially, 
replacing many traditional film based systems. Digital x-ray detectors have also enabled a wide variety 
of new applications. This chapter summarizes the current state of the art for digital x-ray imaging 
detectors.

61.1 INTRODUCTION

X-ray detectors have a history of over one hundred years of providing rapid, simple, and low cost 
images of internal structure for a wide range of applications. Medical and dentaand dental x-ray imaging are 
used heavily in screening (e.g., mammography and dental check-up imaging), diagnostic (e.g., cardiac 
and angiographic imaging), and surgical (e.g., cardiac catheterization) proceduprocedures (see Chap. 31). Over 
a million medical x-ray procedures per day are performed worldwide. Industrial x-ray imaging is used 
to penetrate dense materials and provide high-resolution information alution information about the internal composition 
and structure of manufactured parts. Security applications include airport screening of baggage and 
personal items, imaging of cargo containers and rail cars, as well as detection of land mines. In the 
past decade, digital x-ray detectors have begun to replace film screen systems due to decreased cost, 
improved performance, and workflow. Digital x-ray detectors continue to enable new applications 
not previously possible: tele-radiology, computer aided detection (CAD), digital subtraction contrast 
enhancement, and computed tomography (CT) are prominent examples. The cumulative growth of 
digital systems in the market has also accelerated, with the number of medical systems in the field 
from less than one thousand in the year 2000 to more than 30,000 in 2007.

Each imaging application brings new and different performance requirements for x-ray imaging 
detectors. Some of these competing detector requirements include: size, resolution, readout rate, noise, 
image quality, cost, weight, portability, and power. The following section will summarize a number of 
key technologies that represent the current state of the art in x-ray imaging detectors. A wide variety of 
concepts for digital x-ray detectors have been explored both academically and commercially. The tech-
nologies detailed in this chapter represent recently developed digital x-ray detectors. Photo-stimulated 
phosphors (CR plate) detectors, which currently compose a large fraction of the digital x-ray market, 
are not included here, but are introduced in Chap. 60.

61.1

61
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X-ray imaging is typically performed in one of two geometries (Fig. 1): area detection or slot 
detection. In area detection, the x-ray source is typically a few millimeters in size and is collimated to 
expose only the active area of the detector. The magnification of the system is the ratio of the source-
to-image distance (SID) to the source-to-object distance (SOD). Especially in thick specimens, scatter 
can significantly degrade x-ray images. For area detection, a grid is typically inserted directly on the 
detector surface. Additionally, increasing the object to image distance decreases the scattered radia-
tion hitting the detector; however, the fraction of the object imaged also decreases. In radiographic 
applications the maximum dimension to be imaged in a single shot is the chest, which sets the typical 
size for imaging at roughly 40 cm. In slot detection, a collimated fan beam and single slit linear detec-
tor are simultaneously scanned across the object during x-ray illumination. Slot detectors have the 
capability to reject scatter, and also reduce the size and cost of the detector. However, the x-ray tube is 
subjected to higher power and image acquisition is slower than area detection. 

Another classification of x-ray detectors is the mode used for readout, including integrating and 
continuous. Integrating detectors collect signal from a gated x-ray source prior to triggering the readout of 
the detector. Detector readout is performed following illumination by the x-ray source. Data conver-
sion electronics can be multiplexed so that a single converter channel is dedicated to an entire column 
of pixels. Continuous readout detectors output the instantaneous x-ray signal intensity during con-
stant illumination. Depending on the gain, continuous readout detectors may also provide photon 
counting and energy information (see Chap. 62). Continuous readout requires a single conversion 
channel dedicated to each pixel. To maintain low power and cost, x-ray imaging detectors typically use 
integrating readout mode. Finally, x-ray imaging systems can be designed for single shot applications, 
termed radiographic, as well as for sequenced “video-like” imaging, termed fluoroscopic. For fluoro-
scopic applications, the fraction of signal from prior frames that contribute to later frames is quantified 
by the detector lag (0 to 100%).

For virtually every imaging application it is important to minimize x-ray dose. For medical applica-
tions x-ray dose can be harmful to both patients and doctors. For industrial and security applications, 
tube power output is limited, and x-ray dose determines the amount of time required to produce an 
image. The detective quantum efficiency (DQE) is a metric used widely to quantify the image quality 
(IQ) of x-ray imaging detectors. Note that this is different from the quantum detector efficiency used for 
single pixel detectors. The detective quantum efficiency quantifies the ability of a detector to accurately 

FIGURE 1 (a) Area type x-ray imaging system using a collimator to define the x-ray beam 
as well as a grid for scatter rejection. Source to object (SOD) and source to image distance (SID) 
are shown. (b) Slot type x-ray imaging system with fan beam scanning illumination and linear 
detector.
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transfer an x-ray input image into output electronic or digital signal, normalized to input x-ray dose 
(X). A detector with high DQE can deliver equivalent IQ for lower x-ray dose. It is computed as a func-
tion of spatial frequency f,

DQE
MTF

NPS
( )

[ ( )]

( )
f

S f

f X C
=

⋅
⋅ ⋅

2

 (1)

where C is the x-ray fluence, S is the x-ray conversion efficiency, and NPS is the noise power spec-
trum, the spatial or temporal noise added to the image. MTF is the modulation transfer function, 
the ratio of the amplitude of the output image at a spatial frequency f to the input amplitude. MTF 
is a measure of the spatial resolution.

The spatial resolution of the detector is influenced not only by the pixel pitch, but also by spread-
ing of signal to adjacent pixels. The conversion efficiency of the detector is a function of the efficiency 
of the absorbing layer to generate electronic signal as well as the fraction of detector area that is 
sensitive to x rays (fill-factor). In detectors that have electronic noise, the DQE of a detector degrades 
with lower x-ray dose. Electronic noise is suppressed in detectors that have inherent gain, such as 
image intensifiers. Flat panel detectors with no active gain have inherent electronic noise related to 
the transfer of small amounts of charge from the pixels in the array to electronics bonded to the panel. 
Some x-ray imaging detectors add electronic amplification in order to improve performance at low 
x-ray doses.

X-ray imaging detectors must also be insensitive to gain hysteresis, sometimes referred to as ghost-
ing. An x-ray detector exposed to both high and low dose conditions must continue to have a uniform 
response. If the detector is hysteretic, the gain for regions of high exposure can be modified, leading to 
contrast appearing in subsequent images. Ghosting can lead to image artifacts building up over time. 
For acceptable quality medical images, the gain hysteresis must be limited to a few percent.

X-ray scatter can degrade the image quality in x-ray images and is especially a problem with thick 
specimens. The imaging geometry as well as the use of scatter-rejection grids can greatly improve the 
contrast-to-noise ratio (CNR) under such conditions. To improve the rejection ratio, grids can be 
manufactured with septa focused on the x-ray source and made from materials with high stopping 
power. The imperfect x-ray transmission of the grid can degrade the DQE, so high transmission frac-
tion is important in maintaining image quality. Recently, the use of high aspect ratio microlithogra-
phy (HARM) has been applied to manufacturing focused metal grids.1 The high aspect ratio as well 
as dense material could potentially offer enhanced scatter rejection while maintaining good x-ray 
transmission.

61.2 FLAT-PANEL DETECTORS

Introduction

The most common x-ray imaging detectors available include: flat-panel indirect-conversion detectors, 
flat-panel direct-conversion detectors, and charge-couple-device (CCD) based detectors. Figure 2 
shows a diagram of these three types of detectors, including an electrical schematic of a typical pixel. 
Each detector includes an absorbing layer responsible for stopping a fraction of incident x rays, a con-
version layer resulting in electric charge, and a switching matrix responsible for storing and reading 
out charge. Flat panel detectors are typically based on amorphous or polysilicon on glass substrates, 
while CCD detectors are fabricated on single crystal silicon. 

Both indirect and direct-conversion flat panel x-ray detectors utilize an array of amorphous silicon 
(a-Si) thin film transistors (TFT) to form an active array of switches for signal readout. Amorphous silicon 
has a number of advantages for use in x-ray detectors. First, the liquid crystal display (LCD) industry is 
based on very similar active matrix a-Si TFT panels. Market pressures have driven displays toward large 
area, low cost, and low defects. Photolithography, thin film deposition, and etching equipment can be 
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directly incorporated into manufacturing of x-ray detectors. Flat panel x-ray detectors with active area 
of more than 40 cm and pixel pitches less than 100 μm are available. Second, the a-Si TFT has very low 
leakage, allowing storage of signal charge for many seconds during x-ray exposure. Last, amorphous 
silicon is naturally radiation hard. 

Figure 2 shows a schematic for pixels in indirect and direct-conversion flat panel detectors. The 
TFT switching matrix and readout method for flat panel x-ray detectors is the same. Flat panel detec-
tors utilize scan lines that are individually energized to address rows of TFT pixels, as well as data lines 
that transfer signal charge to readout electronics at the border of the panel. The readout is multiplexed 
so that all pixels on a single line are converted simultaneously, utilizing a single converter for each data 
line. Multiplexed readout coupled with a panel design optimized for fast switching has enabled the use 
of flat panel detectors in fluoroscopic medical applications with 30 Hz frame rates. Readout electronics 
are designed to satisfy competing requirements for rapid readout, low noise, or low power.

Flat panel detectors also have advantages for compact design and weight. Portable radiogra-
phy detectors are currently available with thicknesses of a few centimeters and weights under 15 lb. 
Wireless digital x-ray detectors have recently been demonstrated for radiography.

Flat Panel: Indirect Conversion

Indirect-conversion flat panel x-ray detectors utilize a layer of scintillator material to absorb x rays 
and emit visible light photons. The scintillator material must be high density in order to efficiently 
stop x rays, must efficiently convert absorbed x-ray energy into visible photons, and efficiently trans-
fer visible light photons to the photosensing layer. The scintillator material must be a uniform layer 
across the imaging area, typically hundreds of micrometer thick and up to 40 cm in size. The scintillator 

FIGURE 2 (a) Scintillator-based CCD detector with optical coupling; (b) indirect-conversion 
flat panel detector with scintillator layer optically coupled to photodiode layer, integrated onto 
a-Si TFT panel; and (c) direct-conversion detector with wide band gap (WBG) semiconductor 
absorption layer deposited directly onto a-Si TFT panel.
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material is typically a deposited thin film, a plastic sheet, or a solid plate. Thallium doped cesium 
iodide, CsI(Tl), is widely used as a scintillating material due to its high conversion efficiency, limited 
after-glow, and capability for thin film deposition, as well as an emission spectrum that matches 
well with a-Si photodiode absorption. A single x ray can generate thousands of optical photons. The 
optical photons are emitted isotropically, leading to spreading of the light signal before it is absorbed 
in the photosensing layer, degrading the spatial resolution and hence the DQE of the detector. Thin 
film deposited CsI(Tl) can be grown with a structured needle morphology that tends to limit lateral 
spreading of scintillation light, as shown in Fig. 3. Use of a structured scintillator allows thick layers 
(500 μm and greater) to be deposited while maintaining good spatial resolution (MTF) of the detec-
tor. Thallium doping boosts the photoelectron yield and also shifts the emission peak from 315 to 
550 nm; both effects improve the conversion efficiency for a-Si diode photo detectors. In addition, 
lithographically patterned structuring of thin film deposited scintillator has also been investigated.2

The visible light generated by the scintillator is captured by an amorphous silicon photodiode layer 
and converted to electric charge that can be stored in the pixel using the a-Si TFT array. In addi-
tion to requirements related to conversion efficiency and light spreading, which directly affect the 
DQE of the detector, the scintillator also has requirements related to lag, after-glow, and hysteresis. 
Typically lag related to the CsI(Tl) can be less than a few percent, and the gain hysteresis is also lim-
ited to less than a few percent.

The typical pixel design of an indirect-conversion flat panel x-ray detector is shown in Fig. 2. An 
amorphous silicon photodiode layer is deposited onto a TFT active matrix, and a common bias is pro-
vided to bias the array. Leakage through the photodiode degrades the dynamic range of the detector 
and can lead to spatial artifacts and temperature sensitivity. However, amorphous silicon diodes have 
been reported3 with leakage values of <100 pA/cm2. Fluoroscopic lag in direct-conversion flat panels 
can be less than 10 percent.4 An etched mesa structure is the most typical photodiode geometry. 
However, in order to maximize the active area covered by the photodiode array and increase conver-
sion efficiency of the detector, continuous photodiode layers have also been investigated.5

The DQE of indirect-conversion flat panel detectors is improved by the x-ray absorption in dense, 
high brightness scintillators. DQE for mammography detectors at 8.5 mR has been reported in excess 
of 80 percent at 0 frequency, with greater than 30 percent at 5 lp/mm (5 line pairs per mm is 100 μm

FIGURE 3 Thin film deposited CsI(Tl) scintillator, 
typically deposited in thicknesses from 100 μm to milli-
meters. Needle microstructure is responsible for enhancing 
scintillator spatial resolution.

10 μm
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resolution). The DQE for these detectors is degraded mainly by light spreading in the scintillator as 
well as electronic noise in the TFT readout. Electronic noise sources originating from pixel switching 
as well as transferring the charge on the data line are significant for indirect-conversion flat panel 
detectors. Active areas of research include TFT pixel configurations with gain stage at each pixel as 
well as optimization of panel and converter electronics in order to reduce the electronic noise of the 
panel.6 Additionally, some designs incorporate an additional storage capacitor device to increase the 
charge that can be stored in each pixel.7 Diode switching can also be used in place of the TFT array.8

Lightweight and rugged substrates have been investigated, as well as the use of ink-jet printing of 
organic electronics for the TFT and photodiode.9

Flat Panel: Direct Conversion

Direct-conversion detectors, as shown in Fig. 2, combine the x-ray absorbing layer and conversion 
layer into one material. One advantage of direct-conversion detectors is the reduced manufacturing 
cost, due to a reduced number of layers on the TFT flat panel. Additionally, since the signal charge 
created in the conversion layer is subjected to a strong electric field, there is no degradation of the 
spatial resolution due to spreading of the charge in the direct-conversion material. Last, the fraction 
of area that is sensitive to x rays is large due to shaping of the electric field in the conversion layer. 
Direct-conversion detectors are commercially available for medical as well as industrial imaging, typ-
ically for single shot imaging systems. Fluoroscopic mode detectors also have been demonstrated.10

Direct-conversion materials must be optimized for multiple requirements simultaneously: high 
x-ray absorption (high Z, high density), efficient charge collection, low dark current, good uniformity, 
low lag, and long term reliability, and stability. The properties of amorphous selenium, mercuric 
iodide, and lead iodide, three materials that have been investigated for direct-conversion x-ray imag-
ing, are summarized in Table 1. Amorphous selenium is currently the most widely used material in 
commercially available direct-conversion detectors. The x-ray absorption efficiency scales with the 
atomic number as Z4. Formation energy relates to the energy required to create a charge pair, and 
is inversely proportional to the number of charges liberated from each absorbed x ray. The mobility 
lifetime product relates to the ability to remove charge from the conversion layer. The electric field 
relates to the ability to operate the detector electronics at lower voltages.

Figure 4 shows the thin film layer structure for direct-conversion materials. Lead and mercuric 
iodide are deposited directly onto the TFT array, using physical vapor deposition (PVD) or screen-
printing of semiconductor powder incorporated in a polymer binder (particle in binder, PIB). The bias 
electrode is deposited in a separate step, and a polymer layer is used to encapsulate the full structure 
for environmental isolation. Amorphous Se is typically deposited in a layered p-type/intrinsic/n-type 
(PIN) structure with PVD using lightly doped p-Se and n-Se as blocking contacts that reduce the leak-
age current, as shown in Fig. 4b. With bias applied, x rays that are absorbed in the direct-conversion 
material generate charge pairs that are swept to the pixel and bias contacts. Charge is stored in the 
pixel until readout of the detector, which occurs in the same way for indirect-conversion detectors, as 
described in the beginning of Sec. 61.2. Leakage current in the direct-conversion material can degrade 

TABLE 1 Properties of Typical Direct-Conversion Materials Used in X-Ray 
Imaging Detectors11,12,13

HgI2 PbI2 a-Se

Atomic number (Z) 80, 53 82, 53 34
Band gap (Ev) 2.1 2.3 2.2
Charge pair formation energy (eV) 5 5.5 42
Mobility-lifetime product (μτ, cm/V2) 10–5 (h) 10–6 (h) 10–6 (h)
 10–5 (e–) 10–7 (e–) 10–6 (e–)
Electric field (V/μm) 0.2–1 0.2–1 10

Mobility-lifetime products for holes (h) and electrons (e) can also be dependent on 
temperature.
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the dynamic range of the detector and can also generate artifacts if the leakage is not stable with time 
or temperature. Leakage currents have been reported as low as 700pA/cm2 for mercuric iodide.14 Gain 
hysteresis and ghosting have been well studied during the development of direct-conversion detectors. 
The zero frequency DQE performance for direct-conversion flat panel detectors is reported to be in 
excess of 70 percent for amorphous selenium mammography detectors.15

61.3 CCD DETECTORS

A third class of digital x-ray imaging detectors utilizes a scintillation layer coupled to a high effi-
ciency optical system which transfers the image onto a smaller (2 to 3 cm2) CCD photo sensor. 
Applications for CCD detectors vary from medical imaging, mammography, and video rate indus-
trial imaging, to protein crystallography.16 CCD systems have advantages in cost and low electronic 
noise related to the photo sensor; however, some degradation in DQE occurs due to inefficiency in 
the optical system that couples the scintillator to the CCD. A higher reduction ratio used to couple 
signal to the CCD results in lower efficiency, due to losses in the optical system that are fundamen-
tally limited by solid angle considerations. 

Small area prototype flat-panel CCD detectors have been demonstrated with a scintillator depos-
ited directly on the photo sensor.17 An additional stage of optical amplification can be added in order 
to compensate for the inefficiency of the optical demagnification.16 The main elements of CCD x-ray 
imaging detectors are shown in Fig. 2. They include a scintillating layer for absorbing x rays which 
outputs visible light that is coupled to an optical system that focuses the image onto the CCD pho-
tosensor. The CCD is composed of rows of metal gates patterned on silicon with implanted regions 
that act as columns. The gates are biased to define the separation of pixels, and photocharges that are 
generated in the depletion region of the silicon are stored in the charge wells. To read out charge, the 
biasing voltage on the gates can be changed to shift charge to neighboring rows. Charge transport in 
CCDs can be highly efficient, resulting in readout noise levels of less than 10 electrons.16

Figure 5 shows three examples of common configurations for CCD detectors including both area 
detectors and slot scanners. Figure 5a and b show two tiling methods used to increase the size of the x-
ray image, while limiting the demagnification ratio for the detector. Fiber optic tapers used for optical 
coupling are fused bundles of glass fiber light guides. The bundles are heated and shaped into tapers 
for demagnification, with near theoretical efficiencies.16 Tiles must not appear in the final x-ray image, 
so there must be no change in imaging performance across the boundary of adjacent units. Figure 5c
shows the configuration for a CCD array used in a slot scanning geometry. Tiled units with scintillator 
and fiber optics are constructed into a linear detector that is translated across the imaging plane.

FIGURE 4 Typical configuration and biasing for direct-
conversion thin films for (a) mercuric and lead iodide and 
(b) amorphous selenium. Indium tin oxide (ITO) and p-type/
intrinsic/n-type (PIN) top contacts are important in blocking 
injection of carriers into the semiconductor as well as for removing 
signal charge.
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Scintillators for CCD systems can be either optically coupled solid plate or plastic film, or thin 
film deposited directly on optical elements. The scintillating material has similar requirements and 
performance to that for indirect-conversion flat panel detectors; however the spectral response of the 
scintillator must be tailored to the absorption of CCD detectors that peak at red visible wavelengths.

61.4 CONCLUSION

Numerous digital x-ray imaging technologies have created a rapidly expanding medial and indus-
trial x-ray imaging market. This chapter has focused on the most mature technologies; however, 
rapid market growth is currently driving the development of higher performance and lower cost 
systems. A number of new technologies are currently under development that have the potential to 
further improve image quality, increase detector readout rates, and reduce system cost.
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X-RAY SPECTRAL DETECTION 
AND IMAGING

Eric Lifshin
College of Nanoscale Science and Engineering 
University at Albany 
Albany, New York

The concept of an x-ray image is usually associated with a radiograph (also see Chap. 31).1 X rays are 
transmitted through an object and an image is formed on a detector placed on the side opposite the 
source. Contrast is based on point-to-point variation in absorption and the resolution is determined 
by scattering effects and by the pixel size of the detector. Radiographs are collected in parallel, that 
is, the entire image is formed at one time either traditionally by film or more recently by solid state 
imagers of various types. The transmission mode is of great value because the penetrating power 
of x rays makes it possible to see structure within objects be they humans or metallurgical castings. 
Images containing surface detail of the type created with a reflection optical microscope are difficult, 
if not impossible, to form because lens systems similar to those used in optical microscopes are gen-
erally not available with the exception of zone plates and reflective multilayer optics (see Chaps. 40 
and 41). The index of refraction for most materials for x rays is so close to one that glass or other lens 
materials used for focusing the visible, infrared, or ultraviolet parts of the electromagnetic spectrum 
will not work for x rays. Thus, images are formed by transmitting x rays through the object of inter-
est onto an image plane. In the most conventional forms of radiography the magnification on the 
detector plane is unity and any magnification in the image is the result of optically or electronically 
magnifying the detected image. 

Spectral imaging, on the other hand, often involves creating a map of an object based on the spatial 
distribution of x rays of one or more particular energies. This is usually not done in transmission by the 
formation of a kind of mono-energetic radiograph, but rather by examining the emission of x rays excited 
from an area of a material selectively bombarded with some form of ionizing radiation. Furthermore, 
parallel imaging is not used as in the case for radiography. Instead the ionizing radiation is focused to a 
point on the object surface and then scanned over that surface in the form of a two-dimensional raster 
analogous to the electron beam scan on a cathode ray tube (CRT) display such as a conventional televi-
sion tube. The image is formed in a serial or sequential mode, but if the scanning is fast enough and the 
persistence of the CRT phosphor long enough, it will look like an image formed in parallel. The focused 
(or highly collimated) ionizing beam used to cause x-ray emission can consist of electrons, ions, or x rays. 
In addition to the mode of scanning the beam over the surface of the sample, the beam can also be sta-
tionary and the sample physically scanned under a static beam. Either mode of operation forms the basis 
for a variety of analytical microscopy techniques including scanning electron microscopy (SEM), the 
analytical electron microscopy (AEM), proton induced x-ray emission (PIXIE), x-ray microfluorescence 
(XRF), and focused ion beam microscopy (FIB). 
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As an example, the basic operation of an SEM, the most popular embodiment of this approach, 
is shown in Fig. 1. A focused beam of electrons is scanned over the surface of a specimen causing 
the emission of secondary electrons at each point it strikes. The emitted secondary electron signal is 
detected and its intensity used to modulate the brightness of a synchronously scanning CRT or other 
display controlled by the same scan generator. The magnification of the image is simply the ratio 
of the distance scanned on the display to that scanned on the sample. It is simply varied by chang-
ing the scan area on the sample. Variations in the intensity of the secondary electrons emitted from 
each point forms the basis of the observed image contrast. This point-to-point variation signal can 
be due to differences in the secondary electron yield arising from differences in surface topography 
or the material properties of the sample. SEMs typically operate in the magnification range from 
about 20× up over 1,000,000× with their ultimate resolution determined by how finally the electron 
beam can be focused, the volume from which the detected secondary electrons originate, and signal 
to noise ratio associated with the small electron beam currents used. Figure 1 also shows the use of 
x-ray detectors used to create images based on the point-to-point variation of the x-ray emission of 
a single energy.

Before discussing x-ray imaging it is first useful to review how x-ray analysis is done from a single 
point, as for example, one based on a detail observed in an SEM image. Currently the most common 
spectrometers/detectors used are the energy dispersive detector (EDS) and the wavelength dispersive 
(WDS) detector. A detailed description of the operation of an EDS detector can be found in Ref. 2 
and an introduction is given in Chap. 60. The basic concept is that the x-ray energy of each photon 
detected is used to create electron-hole pairs in a solid state device. The number of electron-hole pairs 
produced is proportional to the energy of the x-ray photon detected. The initial electron pulse is converted 
into a voltage pulse whose size remains proportional to the x-ray energy. The pulses are then sorted 
by voltage and displayed as a histogram of pulse intensity versus voltage. The use of reference samples 
makes it easy to adjust the gain such that the x scale is calibrated to give energy rather than voltage. 
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FIGURE 1 Basic SEM operation. An electron beam is scanned over the surface of sample 
covering the surface plane. Points 1 to 9 shown here are just in one dimension. The scan generator 
also controls the scan on a CRT display. The brightness of the CRT is determined by the intensity 
of a selected signal which as shown here could be the secondary electron signal detected with an 
Everhart-Thornley detector (ET) or various other detectors including EDS and WDS x-ray detectors.
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Figure 2 gives a typical x-ray spectrum, in this case of a high temperature superconductor, YBCO. 
Peaks can usually be identified easily as a result of Moseley’s law, which relates the energy of a given 
spectral series to that of the atomic number of the element from which it originates. The character-
istic lines observed are the result of the primary electron beam ejecting core shell electrons and the 
subsequent emission of x-ray photons with an energy equal to the difference between that of the core 
shell from which the electron was ejected and that of the shell from which the electron drops down to 
fill the vacancy (see Chap. 29). The range of x-ray energies used in SEM-EDS analysis is typically from 
about 100 eV up to about 20 KeV, which covers all elements from Be on up in atomic number. The 
lines used are either K, L, or M lines depending on whether the core shell electron was ejected from 
the first, second, or third energy level as defined by the principal quantum number of that level being 
1, 2, or 3. To ensure an adequate signal intensity the electron beam energy used is typically 2 or 3 times 
the excitation energy of the core shell electrons associated with a particular element and shell. Since 
SEMs usually operate at 30 keV or less the lines used in an analysis are generally the K lines for the 
first third of the periodic table, the L lines for the middle third, and the M lines for the highest atomic 
number elements. Exceptions occur in cases of serious peak overlaps in the observed spectra. 

EDS detectors have been used with SEMs since the late 1960s and since that time performance has 
improved significantly. In particular the energy resolution as measured at Mn Ka has improved from 
about 500 eV to better than 130 eV. The development of thin windows capable of withstanding an atmo-
sphere difference in pressure between the detector and the specimen environment combined with very 
low noise electronics has made Be Ka (0.109 keV) analysis possible. Very sophisticated user interfaces 
have been developed to provide for the rapid identification of peaks, background removal (mostly from 
the x-ray continuum), peak area determination (needed for quantitative analysis), and a range of data 
display options including x-ray mapping. The past few years have seen another major advance that will 
revolutionize EDS analysis. It is the development of silicon drift detectors that will eventually replace 
lithium drifted detectors of the type that has dominated the field for well over 30 years. These detectors3

have all of the features mentioned above, but can increase throughput by 10 to 100 times resulting in 
count rate capabilities as high as a million counts per second when those signal levels are available. Until 
recently it was nearly impossible to get count rates greater than about 5000 counts per second without 
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FIGURE 2 EDS spectrum of high temperature superconductor.



62.4  X-RAY AND NEUTRON OPTICS

paying a serious penalty in detector resolution. This was a serious limitation in x-ray mapping for two 
reasons in particular. First, when doing a point-by-point map the dwell time per pixel may be minimal 
(on the order of microseconds) depending on the scan rate used and the number of pixels used. Thus 
the number of counts obtained even from an element present at a high concentration level could be so 
small that counting statistics would make it very difficult to determine that the signal is above the back-
ground level. Second, in EDS the count rate of importance is the total count rate entering the detector. 
If a minor constituent is to be mapped then its proportion of the total count rate may be so low that it 
will be totally obscured by the high count rate of the major peaks. The only way to overcome the above 
difficulties is to take very long scans, but that may lead to problems arising from instrument drift and/or 
sample contamination. An example of how these difficulties can be overcome with the use of the new 
silicon drift technology is shown in Fig. 3 where x-ray maps were obtained in 12 s. 

In an SEM, characteristic x-ray photon production is a very inefficient process compared to the 
generation of secondary electrons where the yield and collection of secondary electrons can even be 
greater than one per incident electron. In fact, the number of x-ray photons collected can be less than 
one per billion incident electrons. The number of incident electrons is closely related to the electron 
probe size on the sample and thus for example a 100 nm probe that could contain 1010 electrons 
striking the sample per second may yield only a relatively small number of measured x rays of a given 
elemental line even from a pure element sample. At 1.0 nm, which is about the smallest size of probes 
now in use, the yield is considerably less. The spatial resolution of x-ray maps collected in this way is 
ultimately determined by the x-ray excitation volume, which depends strongly on the electron beam 
energy, the sample composition, and the spectral line selected. Figure 4 shows a Monte Carlo simula-
tion of electron scattering in copper for different beam energies.3 It clearly shows that the volume of 
electron scattering can be considerably larger than the electron beam size. Although electron energies 
are tracked until they are essentially zero, as long as the energy exceeds the ionization energy for a given 
spectral line, x rays will be produced. In this example that volume will be larger for the lower excita-
tion energy Cu La line than for the Cu Ka line. While reducing the beam energy may help it must be 
pointed out that the intensity of the emitted line is a strong function of the ratio of the beam energy to 

FIGURE 3 A 12-s x-ray spectrum image (128 × 96 pixels; 1 ms) obtained with a silicon 
drift detector. (See also color insert.) (Courtesy of Dale Newbury NIST.)
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the excitation energy, so the resolution approaches its best value as the generated x-ray intensity goes 
to zero. Traditionally x-ray microanalysis has had a resolution limit of about 1.0 μm for the reasons 
cited when thick samples are studied. A combination of careful line selection and beam energy can 
drop this value to about 100 nm at best. To do better, thin samples must be prepared to limit electron 
scattering and higher beam energies used. This is the approach of the analytical transmission electron 
microscope where the limit of spatial resolution for chemical analysis can be around 10 nm. 

If larger areas are to be examined and very high spatial resolution is not required, x-ray mapping by 
x-ray fluorescence can be very effective. It also provides better detection limits since x-ray excited x-ray 
spectra have much less background due to less of the continuum in the spectrum (the continuum back-
ground arises only from scattering of the primary x-ray source since x rays do not generate continuum 
spectra from the sample). Figure 5 is an example of an x-ray map generated using x-ray excitation and 
a scanning specimen stage. While the spatial resolution of this type of image can be extended down to 
about 15 μm, it is expected that, as more advanced synchrotrons are implemented, x-ray probes based 
on collimated beams could be 50 nm or less. Focused high energy ion beams, particularly protons, can 
also be used to create x-ray maps, but once again the yield can be low and the resolution will not be 
much better than 1000 nm. Medium energy focused ion beams, such as the 30 keV used in an FIB, can 
be focused to less than 10 nm; however, the x-ray generation cross-sections are low, as are the beam 
currents, so that no measurable x rays are observed.

As stated previously, most x-ray spectroscopic imaging involves point-by-point (serial) data col-
lection, by either scanning the probing beam or the specimen stage. There has also been some recent 
work with controlled-drift detectors to create two-dimensional x-ray detectors that provide spectral 
information from an array of points without scanning. For example, Castoldi et al. use polycapillary 
optics (see Chap. 53) to excite an array of points on a specimen and then another capillary optic to 
image the excited x rays on the surface of a two-dimentional detector with a 36 mm2 detector con-
taining 180 by 180 μm pixels.4 In this manner they were able to image the Cu Ka line on a fine pitch 
printed circuit board used as a sample. While this resolution is considerably less than that of the scan-
ning methods used in the SEM, the method may still be useful for dynamic studies of samples where 
the sampling time may be very short since the parallel detection process can be quite fast. Another 
approach to parallel detection has been used in conjunction with CdZnTe and CdTe detectors based 
on pixelated CMOS signal processing in which both the numbers of x-ray photons and their average 
energy can be determined. This work has been recently described by Kruger et al.,5 but the spatial 
resolution is also limited due to the pixel sizes currently possible. 
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63.1 NEUTRON PHYSICS

The neutron is a subatomic particle with zero charge, a mass of m = 1.00897 atomic mass units, a spin 
of 1/2, and a magnetic moment of mn = −1.9132 nuclear magnetons. These four basic properties make 
thermal and cold neutrons not only such a rich and useful scientific tool for the investigation of con-
densed matter, but also a basis for observing many beautiful optical phenomena with remarkable prop-
erties,1 as well as for constructing numerous optical devices.2 “Thermal” neutrons are those in thermal 
equilibrium with their surroundings near room temperature. When a beam of energy, E, given by

E
m

= 2 2 2

2

π
λ
�

 (1)

is selected from a thermal distribution, the de Broglie wavelength, l, is comparable to interatomic 
distances in condensed matter, where h = 2π� is Planck’s constant. Consequently neutron diffraction
in condensed matter is analogous to x-ray diffraction. However, a typical thermal neutron has an 
energy of 0.025 eV or 4 × 10–21 J, much lower than electromagnetic radiation of comparable wave-
length. Consequently, the mass and energy are such that the frequency of the radiation is compara-
ble with the vibrational frequencies found in materials, which makes the measurement of the inelastic 
scattering a useful probe of these vibrations. Hence, neutrons are ideally suited for the study of the atomic 
structure and dynamics in condensed matter. The magnetic moment of the neutron interacts with 
those of unpaired electrons in magnetic materials, giving rise to magnetic diffraction and inelastic 
scattering. Again, the wavelength and energy of thermal neutrons are ideal for the study of the mag-
netic structure and dynamics of spin systems. As a result of zero charge, the neutron has only a 
short-ranged interaction with the nucleus. This means that the amplitude of the interaction is small, 
so that neutrons penetrate into the bulk of most materials. Moreover, the interaction probability of 
neutrons varies irregularly with the nuclear isotope, unlike x rays whose amplitudes increase mono-
tonically with the atomic number. Finally, the neutron spin of 1/2 enables a neutron beam to exist in 
one of two polarized states. When the neutron scatters from a nucleus of nonzero spin, the strength 
of the interaction depends on the relative orientation of the neutron and the nuclear spin.

The propagation of neutron de Broglie waves in a potential field is analogous to the propaga-
tion of light waves in a medium with a continuously variable refractive index. The potential can be 



63.4  X-RAY AND NEUTRON OPTICS

gravitational, magnetic, or nuclear. For example, slow neutrons follow a parabolic path under the 
effect of gravity as in classical mechanics. Neutrons in a constant magnetic field experience a torque 
and undergo precession. In a nonuniform magnetic field they experience a force that depends on the 
relative orientation of the spin and field vectors. Thus, a nonuniform magnetic field is a birefringent 
medium for an unpolarized neutron beam, with results analogous to the Stern-Gerlach experiment. 
Neutrons can be focused by refraction in an inhomogeneous magnetic field provided by a magnetic 
hexapole. Neutron waves in bulk nonmagnetic materials interact with the atomic nuclei. Generally, 
the interaction gives rise to an isotropic spherical wave that reradiates the neutron beam incident 
on the nucleus. The potential of the neutron-nucleus interaction has an imaginary part that repre-
sents neutron absorption. A scattering length, b, that depends on a point-like interaction potential, 
describes the scattering of a beam of neutrons. Generally, b is positive (but not always) and varies with 
different isotopes, and even with the same isotope, depending on the relative spin orientations of the 
neutron and isotope.

The similarity of the mathematical descriptions for neutron wave and light propagation gives rise 
to phenomena that are analogous to those of classical optics. In fact, virtually all the well-known clas-
sical optical phenomena that are characteristic of light and x rays have also been demonstrated with 
neutrons. In geometric optics, there are not only the refraction and reflection of neutrons by materials, 
but also special properties in magnetic media. In wave optics, there is Bragg diffraction from crystalline 
materials, and so on, as for x rays, but there are also other phenomena completely analogous to classical 
optics. Various neutron optics experiments have demonstrated quantum-mechanical phenomena on 
a macroscopic scale. For example, the perfect crystal neutron interferometer can measure the relative 
phase between two plane wave states, with the large separation of the beams enabling easy access for 
material phase-shifting devices and magnetic fields. These provide both quantitative verification of var-
ious fundamental quantum-mechanical principles applied to neutrons and accurate measurements of 
neutron scattering lengths. Finally, neutron optical devices have been developed to transport, collimate, 
focus, monochromate, filter, polarize, or otherwise manipulate neutron beams for applications in both 
basic and applied research, such as the study of the microscopic structure and dynamics of materials.

The optical phenomena arise from coherent elastic scattering of neutrons in condensed matter.3–5

The neutron wave function, y (r), can be described by a one-body stationary Schrödinger equation, 
upon which all neutron optics is based, viz.,

[ ( ) ( )] ( ) ( )− ∇ + =�2 2/ m V Er r rψ ψ   (2)

in which E is the incident neutron energy. The optical potential V(r) represents the effective interac-
tion of the neutron with the medium. The scattering of a neutron by a single bound nucleus is based 
on the Born approximation and uses the Fermi pseudopotential,V m b( ) ( ) ( ),r r= 2 2π δ� / where r is the 
neutron position relative to the nucleus, to represent the effective interaction between the neutron 
and the nucleus. The wave function y (r) provides a description of coherent elastic scattering and 
all neutron optical phenomena. There are other scattering processes (incoherent elastic scattering 
and inelastic scattering) collectively referred to as diffuse scattering. In addition, the incident neutron 
might be absorbed by the nucleus. Both of these cause attenuation of the coherent wave, y (r), in the 
medium, so that the potential V(r) and the bound scattering length, b, are in general complex.

The interactions of neutrons in bulk nonmagnetic matter are with atomic nuclei, and for neutrons 
traveling in a bulk medium the potential V(r) may be replaced by a summation of pseudopotentials 
centered at each nucleus labeled i, given by 

V m b
i

i i( ) ( ) ( – )r r r= ∑ 2 2π δ� /  (3)

This aggregate potential results in a coherent scattered wave that is the sum of the incident plane wave 
and the superposition of the spherical waves emanating from each nucleus. For a homogeneous system 
(gas, liquid, or amorphous solid) the optical potential has a constant value V m b0

22=( ) ,π ρ� / where r is 
the atom density and b is the average bound coherent scattering length per atom.

The Schrödinger equation is a macroscopic equation that describes coherent elastic scattering and 
all neutron optical phenomena in terms of the interaction of the neutron wave with a potential barrier. 
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The general solution in a medium of constant potential, V0, can be expressed as a superposition of plane 
waves where the magnitudes of the wave vectors can be determined by the incident neutron energy,

E
m m

V= = ′ +( ) ( )� �k k2 2

02 2
 (4)

where k and k′ are the incident and secondary wave vectors. Note that the neutron momentum 
p k= � , and the magnitude of | | ,k = 2π λ/  where l is the neutron wavelength. For elastic scattering, 
the two equations, |k | = |k′ | (conservation of energy) and k = k′ + q (conservation of momentum) 
combine, where q is the scattering vector whose magnitude is given by

| | ( )sin( )q = 4 2π λ ϕ/ /  (5)

where j is the scattering angle, that is, the angle between k and k′, and �q is the momentum transferred 
from the neutron to the scattering system. The directions of the various wave vectors and their corre-
sponding amplitudes are determined by requiring y (r) and ∇ψ( )r  to be continuous at the boundary 
between media. Some neutron optical phenomena are well described by the kinematic theory of diffrac-
tion. In geometric optics, neutron trajectories obey the same laws of reflection and refraction as in clas-
sical optics, though true mirror reflection only occurs for ultracold neutrons. Other phenomena require 
the dynamical diffraction theory that takes into account the interchange between the transmitted and 
reflected waves. Goldberger and Seitz6 have shown from the theory of dispersion that, with respect to 
neutron optics, all materials behave like a continuous macroscopic medium with a refractive index. In 
general, the propagation of de Broglie neutron waves in a potential field V(r) is analogous to the propa-
gation of light waves in a medium with a continuously variable refractive index that is defined by 

n V E( ) [ ( ) ] /r r= −1 1 2/  (6)

In bulk media, V(r) is replaced by V0. Sears1 has given a more rigorous and comprehensive treat-
ment of dispersion theory.

63.2 SCATTERING LENGTHS AND CROSS SECTIONS

The study of the neutron optics within materials requires understanding of scattering lengths and 
cross sections. This is also necessary for neutron scattering measurements in the study of the struc-
ture and dynamics of condensed matter. The scattering of a neutron by a single bound nucleus is 
described within the Born approximation by the Fermi pseudopotential because V0 /E << 1. The scat-
tering length is a measure of the strength of the interaction of the neutron with the nucleus, and 
the intensity of neutron scattering depends on the cross section of the sample. Fortunately, for most 
nuclei this involves only s wave scattering, and consequently the scattering lengths and cross sec-
tions for thermal neutrons are independent of the neutron wave vector k (or wavelength l = 2π/|k|), 
whereas the absorption cross sections sa are inversely proportional to k (or inversely with velocity n), 
and therefore increase linearly with l. For most nuclides, V(r) is a strongly attractive potential and, 
therefore, the scattering length is positive. Indeed, there are only a few nuclides, such 1H, 7Li, 48Ti, and 
55Mn, plus a few others, that have negative scattering lengths.

The general theory of neutron scattering lengths and cross sections has been summarized by 
Sears,7,8 and a compilation of recommended values is given in atomic data and nuclear data tables.9

The bound scattering length b of a nucleus is in general complex, given by

b b ib= ′ − ′′  (7)
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The scattering cross section is given by ss = 4p 〈|b |2〉, where the brackets denote a statistical average 
over neutron and nuclear spin states, and is divided into coherent and incoherent contributions. The 
coherent scattering depends on the spatial correlations between scattering nuclei and gives rise to 
variations in scattered intensity as a function of the scattering vector. This, therefore, gives informa-
tion regarding the atomic structure of the sample under study. The coherent scattering is responsible 
for the neutron optical effects that include reflection, refraction, diffraction, and interference. The 
incoherent scattering on the other hand is independent of the scattering vector and arises from the 
variance of the scattering lengths at each nuclear site. It depends only on the constituent nuclei and 
the density of the scattering material. In neutron diffraction measurements, including reflectom-
etry and small-angle scattering, it is the incoherent scattering that gives rise to a featureless back-
ground, and its subtraction is important for data analysis, while the coherent scattering gives rise to 
the interference pattern.

The absorption depends on the imaginary part of the scattering length, and the absorption cross 
section is given by s a = (4p /k)b″. In practice, the imaginary part of the scattering length is of the same 
order of magnitude as the real part only when the absorption is large (s a ≈ 104s s). Values of s a are 
tabulated for a neutron velocity of 2200 m s–1 (equivalent to an energy of 25.3 meV, a wave vector k ≈
3.49 Å–1, or a wavelength l ≈ 1.798Å). Nuclides, such as 3He, 6Li, and 10B shown in Table 1, with strong 
neutron absorption have an imaginary part to their scattering length, and are the principal converters 
from neutrons to charged particles that are found in the majority of neutron detectors (see Sec. 63.8). 
There are also a few nuclides like 113Cd or 157Gd that have low energy (n, g ) resonances, these are used 
for beam collimation and definition, and can also be used as foil detectors.

Furthermore, the absorption is usually large for only one spin state of the compound nucleus. For 
nuclides such as 113Cd, 155Gd, or 157Gd, the absorption is large only in the J = I + 1/2 state (neutron 
and nuclear spins are parallel), and b ″ − = 0. For nuclides such as 3He or 10B, the absorption is large only 
in the J = I – 1/2 state (neutron and nuclear spins are antiparallel), and b ″ + = 0. (This forms the basis 
of the nuclear-spin polarizing 3He filter; see Sec. 63.7). For a few nuclides such as 6Li, the absorption 
is large for both J = I ± 1/2 states. Finally, the dependence of the scattering length on the particular 
isotope means that there is a further incoherence for a given element depending on the abundance of 
the various constituent isotopes.

Consider only elastic scattering and take the potential given in Eq. (3). The differential scattering 
cross section may be written as the sum of two contributions

N
d
d

b i b bjj
jj

N

j

σ ϕ
Ω

( ) exp( ) ( )= 〈 〉 ⋅ + 〈 〉 − 〈 〉′
′

∑ 2 2 2q r
≠≠ ′
∑

j

N

 (8)

where the first term is the differential coherent scattering cross section, dependent on the distance 
rjj′ between nuclei labeled j and j ′, and summed over all nuclei N within the scattering system, 

TABLE 1 Scattering Lengths and Cross Sections for 3He, 6Li, and 10B

I(p )∗ e † (%) b+
‡ b–

‡ bc
‡ bi

‡ s c
§ s i

§ s s
§ s a

§¶

3He 1/2(+) 0.00014 4.30 10.07 5.74 –2.5  4.42 1.53 6.0 5333
    –5.93i –1.48i +2.57i
6Li 1(+) 7.5 0.67 4.67 2.00 –1.89  0.51 0.46 0.97 940
   –0.076i –0.63i –0.26i +0.26i
10B 3(+) 20.0 –4.2 5.2 –0.1 –4.7  0.14 3.0 3.1 3835
    –2.49i –1.07i +1.23i

∗I(p ) is the spin and parity of the nuclear ground state. 
†e is the natural isotopic abundance.
‡Values of scattering length b are in 10–13 cm or fm. 
§Values of cross sections s are in 10–24 cm2 or barns. 
¶sa is the absorption cross section at l = 1.798 Å.
Note: bc, bi, s c, s i and s s are defined later in the text, and b+ and b– refer to the scattering lengths of the nonzero spin isotopes 

aligned parallel and antiparallel to the incident neutron spin.
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where N is the number of nuclei or atoms, and the second term is the differential incoherent scat-
tering cross section. The coherent scattering length of a mixture of nuclei is the mean scattering 
length, whereas the incoherent scattering length is the standard deviation of the scattering lengths 
from that mean. Scattering amplitudes add for coherent scattering, whereas scattering intensities 
add for incoherent scattering. Incoherent scattering arises from two contributions: one from spin 
incoherence for those nuclei that have nonzero spin (there are different scattering lengths depend-
ing whether the neutron and nuclear spins are parallel or antiparallel), and the other from isotope 
incoherence. The latter arises because a given element may have different nuclides, each with its 
own scattering length. 

The neutron has a spin 1/2, and if the nucleus has a nonzero spin I, it may be aligned either parallel 
or antiparallel to the incident neutron spin s. This gives rise to spin incoherence, and the bound scat-
tering length is spin dependent with

b b
b

I I
c

i= +
⋅
+

2

1

s I

( )  (9)

where bc and bi are the bound coherent and incoherent scattering lengths. The coupling of these 
spins gives rise to two different scattering lengths b+ and b–, each with different statistical weights, 

w
I
I+ = +

+
1

2 1

and

w
I

I− =
+2 1

 (10)

The bound coherent scattering length for the nucleus with spin I is therefore 

 bc = 〈b〉 = w+b+ + w–b– (11)

and the bound incoherent scattering length is 

 bi = [〈b2〉 – 〈b〉2]1/2 = √(w+w–)(b+–b–) (12)

An important example is 1H for which the spin dependent scattering lengths are b+ ≈ 10.85 fm and 
b– ≈ –47.51 fm. The result is bc ≈ –3.74 fm and bi ≈ 25.27 fm. The spin incoherent scattering can 
be observed using polarized neutrons, either by aligning the nuclear spins within the sample or by 
polarization analysis. Unless otherwise stated, it is assumed that both the incident neutron beam 
and the nuclear spins are unpolarized. 

Each nuclide has a scattering length given by Eq. (9). The total scattering cross section s s is the 
sum of the coherent and incoherent scattering cross sections, s c and s i, with 

σ πc cb= 4 2| |

and

σ πi ib= 4 2| |  (13)
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unless I = 0 in which case bi = 0 and s i = 0. The total scattering cross section is given by 

σ πs b= 〈 〉4 2| |  (14)

where the brackets 〈…〉 denote a statistical average over the neutron and nuclear spins. The absorp-
tion cross section is given by 

σ πa k b= 〈 ′′〉( )4 /  (15)

where k is the magnitude of the incident neutron wave vector. The absorption cross section is deter-
mined by the imaginary part of the coherent scattering length. It is only when neutron and nucleus 
are both polarized that the imaginary part of the incoherent scattering length contributes to s a.

Each element may be composed of different isotopes j of natural abundance ej (such that ε
j

j
=∑ 1),

each with its own coherent and incoherent scattering lengths, bcj and bij (except that bij = 0 for I = 0). 
The coherent scattering length for the element is given by

b bc j cj
j

= ∑ε  (16)

the total scattering cross section is 

σ ε σ π εs j sj
j

j cj
j

b= =∑ ∑4 2  (17)

the bound coherent scattering cross section is

σ π ε πc j cj
j

cb b= =∑4 4
2 2( ) | |  (18)

the bound incoherent scattering cross section is

σ σ σ π ε π ε πi s c j cj
j

j cj
j

ib b b= − = − =∑ ∑4 4 42 2 2( ) | |  (19)

and the absorption cross section is

σ ε σ π εa j aj
j

j cj
j

k b= = ′′∑ ∑( )4 /  (20)

The incoherent scattering, which is independent of scattering angle j is composed of contributions 
from the spin and isotope incoherence, where 

σ ε σ π ε π εi j ij
j

j ij
j

j j jb w w b( ) | | |spin = = =∑ ∑ + − +4 42
jj j

j

b− −∑ |2  (21)

and

σ π ε εi j j cj cj
j

b b( ) | |isotope = −′ ′∑4 2  (22)

The cross sections for a molecule are determined from tables9 of scattering lengths and cross sec-
tions that give values of bc, s i, and s a for each constituent element (where s i is the sum of the spin 
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and isotope contributions) as well as for each isotope. If fp is the fraction of atoms p within the mol-
ecule, the average coherent scattering length per atom is

〈 〉 =∑b f bp cp
p

 (23)

so that the coherent scattering cross section per atom is 

σ π πc p cp
p

b f b= 〈 〉 = ∑4 42 2( )  (24)

whereas the incoherent scattering cross section is the addition of the individual cross sections 
σ σi p ip

p

f= ∑ , so that the total scattering cross section per atom is 

σ σ σ π σs c i p cp
p

p ip
p

f b f= + = +∑ ∑4
2( )  (25)

The absorption cross section per atom is the sum of the individual cross sections

σ σa p ap
p

f=∑  (26)

For a molecule of molecular mass M and macroscopic mass density rM, the molecular number den-
sity is given by N = NArM/M, where NA is Avogadro’s number, ≈ 0.6023 1024 molecules/mol. The 
macroscopic cross sections therefore become

= = ∑∑ Ν Νσ πc p cp
p

f b4 2( )
coh

=∑ Νσ iinc

and

=∑ Νσaabs  (27)

where the units of the macroscopic cross section are cm–1, provided that the microscopic cross sec-
tion s is in units of 10–24 cm2 (or b), and the scattering length b is in 10–12 cm.

Scattering Length Density

While the coherent scattering length is an important quantity determined by the neutron-nucleon 
strong force interaction, it is the scattering length density of the composition that determines the 
refraction, reflection, and diffraction properties of the material. If there are s atoms per molecule, 
the scattering length density of the molecule is given by sN f b bp cp

p
=∑ ρ , where ρ ρ= =s sN MA MΝ /

is the atom number density, and b is the average scattering length per atom. The product rb is called 
the scattering length density of a material. The scattered intensity in small-angle scattering is pro-
portional to the square of the difference in the scattering length densities between two regions of 
different constituents. For example, this contrast (rAbA – rBbB) might be from inhomogeneities of 
molecule A (or pores for which rAbA = 0) in a background or solvent of molecules B.
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An important example is the contrast used in small-angle scattering that can be obtained using deu-
terated solvents for matching the scattering length density to one part of a given system in order to high-
light another part. This is available on account of the greatly different scattering properties of hydrogen 
and deuterium. The values are given in Table 2. Consider light water, H2O, with d ≈ 1 g cm–3, and molecu-
lar mass 18. The number density of molecules N ≈ 0.03346 1024 cm–3. The coherent scattering lengths are 
bH ≈ –3.74 fm and bO ≈ 5.80 fm, so that the scattering length density is (2bH + bO)N = rb ≈ –5.60 × 10–7

Å–2. The average coherent scattering length is 〈b〉 = (2/3bH + 1/3 bO) ≈ –0.56 fm. The coherent scattering 
cross section for H2O is s c = 3 × 4p 〈b〉2 ≈ 0.118 b per molecule, and Σcoh ≈ 0.0039 cm–1. This should be 
compared with the much larger incoherent scattering cross section of light water, 160.52 b/molecule 
(principally due to the spin incoherence of H, but also the isotope incoherence from the 0.015% of D), 
and Σinc ≈ 5.37 cm–1.

Similarly, consider heavy water, D2O, which has the number density of molecules N ≈ 0.03329 
1024 cm–3. The coherent scattering lengths are bD ≈ 6.67 fm and bO ≈ 5.80 fm, so that the scattering 
length density is (2bD + bO)N = rb ≈ 6.37 × 10–6 Å–2. The average coherent scattering length is 〈b〉 =
(2/3bD + 1/3 bO) ≈ 6.38 fm. The average coherent scattering cross section for D2O is s c = 3 × 4p 〈b〉2 ≈
15.35 b/molecule, and Σcoh ≈ 0.511 cm–1. This compares with the incoherent scattering cross section 
of heavy water, 4.10 b/molecule, and Σinc ≈ 0.137 cm–1.

The scattering length density may be varied over a wide range using a mixture of deuterated and pro-
tonated solvents, and in particular light and heavy water. If x is the volume fraction of heavy water in the 
mixture, the scattering length density is given by ( )( ) ( ) ( . . ) .1 6 96 0 56 10 6 1− + = − × − −x b x b xρ ρH O D O2 2

Å
As the deuterated fraction increases, the scattering length density increases linearly, and at 8 percent 
deuteration the coherent scattering is at a minimum, after which it increases quadratically. On the 
other hand both the incoherent and the absorption cross sections decrease steadily upon increasing 
deuteration. The matching of the scattering length density (effectively, the index of refraction) of a 
material with the liquid in which it is immersed gives rise to a sharp minimum in the diffuse scat-
tering.10 This technique allows the measurement of the refractive index of a wide range of materials 
by matching the value of the neutron scattering density, rb, of the material with a mixture of H2O
and D2O, which can cover a wide range as shown in Fig. 1. This is analogous to the Christiansen 
filter in classical optics. The refractive index matching has become an important method for deter-
mining the macromolecular structure of biological and polymeric systems using neutron scattering 
by varying the contrast between different parts of the structure and the supporting medium. This 
is now the standard method for small-angle neutron scattering from biological macromolecules.11

This technique of refractive index matching is also available for nuclear and magnetic components 
of the refractive index by matching one of the two spin states to the nonmagnetic material in order 
to highlight the other. 

TABLE 2 Neutron Scattering Lengths and Cross Sections for Hydrogen, Oxygen, and Water

A∗ I(p )† e ∗ bc
‡ bi

‡ s c
§ s i

§ s s
§ s a

§¶

H    –3.7391  1.7568 80.26 82.02 0.3326
 1 1/2(+) 99.985 –3.741 25.274 1.7583 80.27 82.03 0.3326
 2 1(+) 0.015 6.671 4.04 5.592 2.05 7.64 0.00052
         
O    5.803  0.4232 0.0 4.232 0.00019
 16 0(+) 99.762 5.803 0 0.4232 0 4.232 0.0001
 17 5/2(+) 0.038 5.78 0.18 0.420 0.004 4.20 0.236
         
H2O    –0.56  0.118 56.05 56.17 0.222
D2O    6.38  5.11 0.02 5.13 0.0004

∗A is the mass number and e is the natural isotopic abundance in per cent. 
†I(p ) is the spin and parity of the nuclear ground state. 
‡Values of scattering length b are in 10–13 cm or fm. 
§Values of cross sections s are in 10–24 cm2 or barns.
¶s a is the absorption cross section at l = 1.798 Å. 
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In the case of a mixture of light and heavy water the various scattering properties depend 
on the fraction x of deuteration. There is H/D exchange between molecules so that there are 
fractions (1–x2), 2x(1–x), and x2 of H2O, HDO and D2O, respectively. The scattering length density 
is given by N x b xb[( ) ].1− +H O D O2 2

The coherent scattering cross section per molecule is given by 

σ πcoh D O H O2 2
= × 〈 〉 + − 〈 〉4 3 1 2[ ( ) ] .x b x bc c

The true incoherent scattering is given by f b x b xbp p
p

_ _ _( )inc H O inc D O inc2 2

2 2 21= − +∑ . None of these 

quantities are changed by the H/D exchange. However, the compositional scattering is given by 

f b b b x x b bp p cp cp c c
pp

′ ′′
∑ − = − −( ) ( )( ) /2 21 2H O D O2 2

. This is smaller by 50 percent of that if there were no 

H/D exchange. 

Neutron Attenuation

The Lambert-Beer law of attenuation T = −exp( )μ�  relating the transmission of radiation through 
matter also applies to the attenuation of a neutron beam in a given medium of length �. (This equa-
tion is exact for absorption and approximate for scattered neutrons, but converges to the exact value 
as the detector is moved further downstream from the sample.) The attenuation coefficient m is usu-
ally written using the macroscopic cross section Σ = rs T , where s T = sa + s s is the total cross section. 
The total transmission through an object that is composed of isotopes i, each with a number density 
ri, thickness ti, and total cross section s Ti, is given by T ti Ti i

i
= −∑exp[ ( )].ρ σ  Because the cross sec-

tions vary irregularly between elements in the periodic table, neutron radiography can give good 
contrast between neighboring elements, unlike x-ray radiography. Certain heavy elements also have 
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FIGURE 1 The scattering density of water as a function 
of the fraction x that is deuterated. The scattering lengths of H 
and D are very different (–0.37 × 10–12 cm and 0.66 × 10–12 cm). 
The scattering densities of all biological molecules lie between 
the limits of pure H2O (–0.56 × 10–12 cm–2) and pure D2O (6.3 × 
10–12 cm–2) and can therefore be matched by some fraction of 
deuterated water.
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large resonances. Moreover, neutrons have an increased sensitivity relative to x rays for light ele-
ments, such as hydrogen, carbon, nitrogen, and oxygen. In particular, the anomalously large scat-
tering cross section for hydrogen makes neutron radiography important for the location of hydrog-
enous regions within materials, and complementary to x-ray radiography for a number of applica-
tions. The technique has been important in studying low temperature hydrogen fuel cells.

 Neutron radiography12 is used in both industrial and fundamental research for nondestructive 
testing, with tomographic and image reconstruction methods. The spatial resolution of a neutron 
image is defined as the minimum spatial separation required for resolving two point-like objects that 
have been blurred by the imaging system. The spatial resolution of the image due to the geometry of 
the neutron beam arrangement is determined by the aperture diameter D and the aperture-detector 
separation distance L. A value of L/D ≈ 600 is nearly optimal when using a standard radiography camera 
(resolution ≈ 250 μm). Increasing L/D reduces the neutron intensity and requires longer acquisition 
times. For higher resolution neutron radiography detectors (resolution ≈ 25 μm) much higher values 
of L/D (≥1200) are necessary.

63.3 NEUTRON SOURCES

There are several types of sources of thermal neutron beams that have adequate fluxes for useful 
measurements.13,14 (Though note that the resulting neutron beams are characterized by relatively 
low neutron current densities compared to beams on x-ray synchrotron sources.) In each case these 
sources produce fast neutrons that must be slowed down or moderated to thermal energies with 
velocities useful for neutron spectroscopy. The moderator of area ≈100 cm2 becomes the effective 
source that produces a neutron density with a quasi-Maxwellian-Boltzmann velocity distribution 
approximately in thermal equilibrium with the moderator. The performance of a neutron source is 
usually characterized by its brilliance defined by d4Φ/dΩ dl dA dt in units of neutrons ster–1 Å–1 cm–2 s–1.
A fully moderated thermal neutron source produces beams having a Maxwell-Boltzmann velocity 
distribution, such that the neutron beam has a wavelength spectrum that varies with the neutron 
wavelength as

I T( ) exp[ ( ) ]λ λ λ λ∝ −−5 2/  (28)

where lT is the wavelength of a neutron with an energy kBT

λT Bh mk T= −( ) /2 1 2  (29)

and where kB is the Boltzmann constant and T is the temperature of the moderator. Fig. 2 shows the 
fully moderated wavelength spectrum for T = 293.6 K. 

Thermal nuclear reactors produce neutrons using the fission reaction, and are generally steady-
state sources, though there are also pulsed reactors. Each fission event releases a huge amount of 
energy (200 MeV) in the form of kinetic energy of the fission fragments, gamma, rays, and several 
fast neutrons. The fission fragments are the major source of heating within the reactor core, and 
the heat removal is the limitation to the accessible power at research reactors and therefore to 
the available neutron beam currents. Furthermore, the gammas and fast neutrons require careful 
shielding, and to produce a useful thermal neutron beam, the fast neutrons must be moderated 
by over five orders of magnitude from around 2 MeV to ≈ 25 meV by some hydrogenous material 
(usually light or heavy water).

Pulsed sources generally require a particle accelerator (though they may operate in a quasi-
continuous mode). An electron linac produces bremsstrahlung photons when the electrons are 
stopped in a heavy metal target, and these excite resonance interactions to produce evaporation neu-
trons. (This can also be achieved from the (g , n) reaction in light nuclei such D or Be.) Alternatively, 
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beams of high energy (≈ 100 MeV) H– ions produced in a linear accelerator are stripped of their elec-
trons as they are injected into the proton synchrotron ring. After further acceleration to much higher 
energies (≈ 800 MeV) they smash into the heavy metal target to produce many spallation products 
including high-energy neutrons. As before, these neutrons must be moderated to thermal energies by 
some hydrogenous material to provide neutron beams suitable for experimental work.

Whatever source is used, an important consideration is the background and the acceptable 
signal-to-noise for any neutron measurement on account of high energy gamma rays and fast 
neutrons (E > 1 keV) produced by the source. While thermal neutrons can be stopped by materials 
with a high absorption cross section (such as cadmium, gadolinium, boron, and lithium), the 
shielding from fast neutrons requires that they first be slowed down to thermal energies before 
the capture cross section in one of those materials becomes appreciable. A suitable combination 
of various materials is required; heavy metals such as iron can enable neutron inelastic collisions, 
hydrogenous materials such as concrete can moderate the neutron spectrum, and finally absorbing 
material such as boron can capture the moderated neutrons. Heavy concrete having all three items 
is often used, but detailed analysis of the shielding15 requires careful computer simulations for 
optimum results. 

While shielding from the direct gammas from the source (either the reactor core or the spallation 
target) is often provided by a combination of lead, steel, and concrete, the experimental arrange-
ment must take into account the capture gammas resulting from thermal neutrons absorbed in 
materials to produce both prompt and long-term activation. Both cadmium and gadolinium emit 
high-energy gammas upon neutron capture, and so must be used judiciously. Boron also produces a 
0.478 MeV gamma, so that lithium is the preferred shielding material in the measurement area. On the 
other hand gadolinium makes excellent beam definition as a knife-edge aperture, provided other 
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perature T of 293.6 K, or lT = 1.798 Å, or energy 25.3 MeV, or 
velocity 2200 m s–1. The mean wavelength is √(p /2) lT = 2.25 
Å, and the most probable wavelength is √(2/5) lT = 1.137 Å 
(corresponding to an energy of 63.2 MeV). Note that there are 
always many unwanted fast and epithermal neutrons, whatever 
the source, that need to be removed from the beam.
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material shields the capture gammas. Other aperture materials need to be thicker edged and can 
cause extra diffuse scatter. (Note that both boron and lithium, together with helium, are also neu-
tron detector materials on account of their high absorption cross sections.)

Neutrons produced in a reactor come into thermal equilibrium with the moderator, and have an 
energy spectrum with a Maxwellian distribution characteristic of the temperature of the moderator. 
(In the case of a pulsed source thermal equilibrium is only approximate because time-of-flight mea-
surements require a thin moderator to obtain adequate time resolution.) As indicated in Eq. (29), 
the lower the temperature of the moderator the lower the average neutron energy and the longer the 
available wavelengths. Consequently, it is best to have a cold moderator (often hydrogen or a mixture 
of hydrogen and deuterium) to produce large amounts of the long-wavelength neutrons for high-
resolution measurements. Indeed, the greater availability of cold neutrons has increased the number 
of beam lines and experiments that involve neutron optics.

Neutron beams produced at both sources must be transported from the moderator to the experi-
mental hall, either through beam tubes, or better, through neutron guides using total reflection. This 
allows both thermal and subthermal beams to be brought with little loss to a region of much lower 
source background. Straight guides look directly at the source, so that either curved guides or neutron 
filters must be used to remove these source gamma rays and fast neutrons from the beam. The various 
filters that are used are either Bragg cut-off filters (such as the liquid nitrogen–cooled polycrystalline 
beryllium filter), or single-crystal filters (such as the sapphire that can be used at room temperature, 
or magnesium fluoride or bismuth at cryogenic temperatures).

The determination of which source might be more appropriate is dependent on the particular 
measurement required.16 Though for some experiments the wide energy spectrum of the polychro-
matic beam after filtration is sometimes used, generally a monochromatic beam is used for neutron 
spectroscopy, whereas high-resolution powder diffraction is best performed using the entire spec-
trum on a pulsed source. However, the most appropriate beam to use depends on the particular 
measurement envisaged, though most neutron optics research has been performed on cold sources 
at reactors.

The steady state reactor source can use either a crystal monochromator or a velocity selector 
to determine the wavelength. The resolution of the measurement can be tailored to the particular 
problem by suitable choices of collimation and neutron wavelength, and is symmetric and approxi-
mately Gaussian. The monochromator crystal selects a narrow wavelength band typically in the 
range Δl/l ≈ 10–2 from the white beam according to Bragg’s law. The velocity selector is usually 
composed of helical channels formed by absorbing blades that rotate about an axis parallel to the 
neutron beam. The mean neutron velocity is determined by the rotation speed, and tilting the rota-
tion axis by a small angle enables a change in the coarse wavelength resolution Δl/l ≈ 0.1 to 0.2. 
Disc choppers composed of absorbing material with slits rotating in phase at high speed on an axis 
parallel to the beam and placed a distance apart can also monochromate the beam. The rotation 
speed and the slit widths determine the wavelength resolution, which may be increased by using 
counter-rotating choppers. Finally a Fermi chopper with narrow curved slits that rotates about an 
axis perpendicular to the beam can also monochromate the beam.

The pulsed source measurement requires special considerations because it is by necessity per-
formed in time-of-flight mode synchronized to the source frequency. The instrument collects the data 
by measuring the time interval t taken for the neutron pulse to travel a distance L from the moderator 
to its detection point. This allows a determination of the neutron energy or wavelength by

λ = ( )( )h m t L/ /  (30)

Since the relative uncertainty in the length of the flight path is small, the time uncertainty Δt/t
dominates the resolution of the pulsed source instrument. Hence the resolution of the measurement 
depends on the pulse width Δt produced at the thin (≈ 50 mm) moderator, and is asymmetric and 
wavelength dependent. Consequently, the neutron moderation time must be kept to a minimum, while 
maximizing the beam intensities at long wavelengths emanating from the moderator. Heterogeneous 
poisoning through a layer of neutron absorbing material within the moderator keeps the moderation 
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properties while reducing the pulse width at low energies. Cooling the moderator to low temperatures 
shifts the spectrum to long wavelengths while keeping the pulse width narrow. Finally, grooved or 
fluted moderators can enable greater beam currents by increasing the effective volume for modera-
tion and yet decreasing the effective width for pulse emission at long wavelengths.

63.4 NEUTRON OPTICAL DEVICES

Neutrons stream from the source to the sample through evacuated tubes that might include 
a number of optical devices. A simple example is the neutron guide that uses grazing incidence 
reflective optics to transport the neutron beam. Because neutron sources are very weak com-
pared with x-ray synchrotron sources, efforts are made to increase the neutron current density 
at the sample by various focusing methods. For example, the simple pinhole collimation used in 
small-angle scattering can be enhanced by multiple confocal pinhole collimations that converge 
at a point on the two-dimensional area detector. Though the overall current on the sample has 
increased, the resolution of the measurement is the same as for pinhole collimation. Focusing can 
be achieved using various optical devices. These elements use the optical characteristics of thermal 
and cold neutrons, such as diffractive optics (monochromators to select specific wavelengths), 
reflective optics using grazing incidence (guides transport the beam, mirrors deflect the beam, and 
various reflection devices can focus the beam), or refractive optics (prisms also refract the beam 
and concave lenses focus the beam). Many of these optical devices can also be adapted specifi-
cally for polarized neutrons. In addition, filters use neutron absorption to limit the range of trans-
mitted wavelengths. However, note that the results are limited by Liouville’s theorem that shows 
that the phase space density of neutrons cannot be increased using energy conserving methods; 
indeed, it can only decrease, by the use of imperfect devices that absorb, scatter, or reflect fractions 
of the neutron beam. Consequently, there are limitations on the ability to focus the neutron beam 
onto the sample, because any increase in neutron current density is attained at the expense of the 
beam divergence at the sample. If, however, increased beam divergence can be tolerated, even in 
one dimension, this can be useful. There are other modes of focusing available. Focusing of neu-
trons in momentum space becomes important for diffraction and scattering applications. There is 
also time focusing for improving the resolution for time-of-flight measurements13 on instruments 
when the source, sample, analyzer (if any), and detector have extended areas. In this case the ori-
entation of the various components is arranged so that neutrons with different velocities arrive 
simultaneously at the detector, having had the same momentum change, despite the broad range 
of velocities within the incident beam.

Neutron Collimation

Neutrons may be collimated by defining the beam path with pinhole or slit apertures in a mate-
rial of high absorption cross section, such as cadmium or gadolinium, that is essentially black to 
thermal neutrons. The aperture sizes and the distance between them define the beam direction and 
the divergence. The transmission may be calculated using phase space acceptance diagrams indi-
cating the position and angle in each of the two orthogonal transverse directions. The maximum 
angle transmitted relative to the beam centerline is given by the collimation angle. Often collimation 
is required in only one dimension (that of the scattering plane of the measurement). Soller colli-
mators, composed of a number of long thin blades of neutron absorbing material spaced equally 
apart, allow large transmission, but with narrow divergence in the one plane. These are often used 
to define the wavelength resolution of single-crystal monochromator instruments. Mini collima-
tors composed of thin single-crystal wafers coated with gadolinium are also used for the purpose. 
(Oscillating radial collimators with radial blades have also been used in conjunction with position-
sensitive detectors to reduce the background from the sample environment.) The transmission func-
tion of an ideal collimator is triangular in shape. The transmission may be increased by the use of 
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highly polished reflecting surfaces, such that transmission is uniform in position and angle up to 
qc, the critical angle of the surface material, provided the device, now a guide, is sufficiently long. 
Furthermore, neutron benders have been constructed from stretched mylar blades, coated with copper 
and separated by spacers.

Neutron Guides

The principle of total external reflection from smooth surfaces at small grazing angles enables 
neutron guide tubes17 to be used as channels to transport high-intensity, thermal, or cold neutron 
beams over relatively long distances (≈ 100 m) with only small losses in intensity. They can sup-
ply beams for multiple instruments for neutron scattering experiments at locations of low back-
ground with significant improvement in signal-to-noise. Gamma rays and fast neutrons emitted 
from the source decrease with the square of the distance from the source, whereas the guide main-
tains the same beam current, neglecting reflectivity losses. These neutron guides are common at 
research reactors, particularly those with cold sources because their efficiency increases with wave-
length. Neutron guides are analogous to fiber optics or light pipes in ordinary optics. A neutron 
entering the guide tube with an angle of incidence at the wall that is less than the critical angle 
θ λ ρ λ λc cb= √ π =( ) // for its particular wavelength is transported along the hollow tube by multiple 
total reflections. 

The guides are usually made of highly polished boron-glass plates of rectangular cross section that 
are plated with nickel, which has the highest critical angle per unit wavelength, qc /l ≈ 17.3 mrad nm–1 or 
about 1° nm–1, of all elements. Nickel (b ≈ 10.3 fm) has a scattering length density rb ≈ 9.37 × 10–6 Å–2

with λ π ρc b=( / ) /1 2 ≈ 58 nm and is the reference to which other guides are compared. Isotopically 
pure 58Ni (b ≈ 14.4 fm) has a greater scattering length density of 1.31 × 10–5 Å–2 and lc ≈ 49 nm, and 
has a critical angle per unit wavelength, q c/l ≈ 20.4 mrad nm–1. The use of 58Ni therefore results in a 
40 percent increase in transmission. Further increases in transmission may be obtained by using glass 
coated with supermirror layers on top of nickel. The superposition of many diffraction peaks from 
alternating layers of thin films having a large contrast in scattering length density acts as a two-dimen-
sional crystal to extend the total reflection angle beyond that of nickel. The best contrast is obtained 
with nickel-titanium layers because Ti is one of the few elements that have a negative scattering length 
(b ≈ –3.44 fm). The contrast is given by ρ ρ ρb b bNi Ti= −( ) ( ) ≈ (9.37 + 1.95) × 10–6 = 1.13 × 10–5 Å–2. The 
multilayer consists of a large number of thin layers with a range of d-spacings up to d b= √( )π ρ/4
such that there is a continuous diffraction using Bragg’s law θ λ= / 2d  at small angles. The result-
ing supermirror is characterized by the ratio of the effective critical scattering vector qc (= 4p  qc/l)
to that of natural nickel. Large area coatings with a ratio of 3.6 and with adequate reflectivity are 
routinely available for use in optical devices and higher values are under development.18 In practice, 
there is some loss in reflectivity beyond the nickel total reflection angle, and it drops off considerably 
at highest values of qc. This is caused by a number of factors: the roughness of the substrate surface, 
the interdiffusion between layers, and the stresses induced within the material. Sears19 has reviewed 
the theory of multilayer neutron monochromators, and Anderson20 has reviewed the development of 
supermirrors. 

Guides are composed of many sections that might typically be 750 mm long, with cross sec-
tions 200 mm high and 60 mm wide. Neglecting any reflection losses, the solid angle of the 
beam emerging from the exit of the guide is 4q c

2, providing that the guide entrance is uniformly 
illuminated in space and angle. The effective collimation achieved by these rectangular neutron 
guides corresponds to 2qc in each orthogonal direction, and therefore depends on wavelength. 
Straight guides have the maximum transmission (proportional to the square of the wavelength) 
and require filters to obtain good transmission characteristics without the unwanted radiation. 
However, many guides are curved to take the beam away from the direct streaming of fast neu-
trons and gammas, and have good transmission for slow neutrons above a characteristic wave-
length. Fast neutrons and gamma rays pass through the glass wall and are eliminated from the 
beam, so that guides can transport highly collimated beams of thermal neutrons, devoid of gammas 
and fast neutrons, to regions of low-background far from the source. If the guide sections are 
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placed along a polygonal approximation to a curved guide with a gentle curvature, the transmis-
sion is defined by a characteristic wavelength lc = (rb/p )–1/2 yc, where the characteristic angle 
of the curved guide yc = (2w/R)1/2, with w and R being the width and the radius of curvature of 
the guide. For wavelengths less than lc, transmission only occurs by garland reflections along 
the outer (concave) wall. Fig. 3 shows that at lc, the transmission is only 2/3 that for the straight 
guide. For wavelengths greater than lc, zig-zag trajectories are also allowed and the transmission 
increases asymptotically toward that of the straight guide. Consequently, the curved guide acts 
as a filter provided that the length of the guide is greater than √(8wR) to avoid the direct line-of-
sight with the source. 

Guides are also found on pulsed source instruments. They maintain the incident beam current 
density over long distances to enable more instruments to surround the source. However, the pulse 
frequency, f, limits the wavelength range to Δλ =( / )( / )h m fL1  available on an instrument when the 
detectors are at a distance L from the source, on account of the frame overlap of the slowest neutrons 
by the fastest neutrons from the subsequent pulse. Disc choppers and filters often provide the means 
to overcome this wavelength limitation on a beam line.

The current density of a neutron beam at the sample may be increased by the use of a converging 
guide. The gain of the converging guide depends on three factors: (1) the convergence of the guide, 
(2) the ratio of the critical angles on the converging and straight guides, and (3) the neutron wave-
length. The greatest gains are achieved when the critical angle of the converging guide is much greater 
than the divergence of the incoming beam defined by the critical angle of the straight guide. Even 
with supermirror coatings, intensity gains for the two-dimensional converging guide are limited to 
perhaps an order of magnitude on account of the increase in absolute angle that a neutron trajectory 
makes with the device axis upon successive reflections.21

More recently, the use of “ballistic” guides reduces losses from nonperfect reflection. Neutrons 
enter a guide that initially diverges and then converges to its exit. The central part of the guide has a 
coating of lower qc (and therefore higher reflectivity) than the entrance and exit of the guide. Neutron 
trajectories have a smaller number of reflections with higher reflectivity, resulting in a greater neutron 
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current density than the equivalent straight guide. The details of the transmission of these ballistic 
guides as a function of wavelength require computer simulation.22

Neutron Filters

The use of long wavelength neutrons at reactor and pulsed sources often requires a filter to remove 
epithermal neutrons (energies greater than ≈ 1 eV), and large perfect single crystals can produce 
a beam relatively free of fast neutron background. They are also used to reduce the higher-order 
reflections from crystal monochromators. A useful neutron filter material23 must have wavelength 
dependent cross sections such that the total cross section is low at thermal energies of interest, 
but large at epithermal and higher energies. The efficiency of the filter depends on the magni-
tude of the various cross sections. The absorption cross section is usually linearly dependent on 
the neutron wavelength and is always independent of temperature. The coherent Bragg scattering 
cross section depends on the neutron wavelength and the crystal temperature, orientation, and 
perfection, and can be reduced by suitable orientations and by using highly perfect crystals. The 
incoherent elastic scattering cross section is usually small and is independent of the wavelength. 
The inelastic or phonon scattering cross section also varies with wavelength and depends on the 
crystal temperature T. At low temperatures it varies as T7/2 and becomes linear with T at high tem-
peratures. At energies well below kΘD, where ΘD is the Debye temperature of the crystal, the single 
phonon cross section is also linear dependent on the wavelength. At higher energies (E > kΘD), 
the multiphonon cross section increases with energy and temperature, and rises to the free atom 
cross section at much higher energies.

Typical single-crystal filters include silicon, quartz (SiO2), sapphire (Al2O3), magnesium oxide, 
and magnesium fluoride (Table 3). These filters show a minimum in the total cross section around 
(0.2 to 0.3 nm), with a small linear increase at longer wavelength, and a sharp increase at shorter 
wavelengths. These materials all have low absorption and incoherent scattering cross sections. 
MgO and MgF2 have relatively low Debye temperatures and the cross sections in the thermal 
region are reduced considerably at cryogenic temperatures. On the other hand there is little to 
be gained by lowering the temperature of Al2O3 from room temperature on account of its high 
Debye temperature (ΘD = 1032 K). Polycrystalline beryllium cooled to 77 K is frequently used as 
a Bragg cutoff filter for neutrons with wavelengths less than 0.4 nm (energies above 5 MeV), since 
no Bragg scattering is possible for sufficiently long wavelengths such that l ≥ 2dmax, where dmax
is the largest plane spacing. Pyrolytic graphite crystal oriented with the c axis along the incident 
beam direction allows certain energy windows to exist for which there is no Bragg reflections 
available to scatter the neutrons. Finally, resonance filters that have high absorption resonance 
cross sections can eliminate specific wavelengths from the beam to remove l /2 contamination 
from the scattered beam.

TABLE 3 Possible Filter Materials

M∗ rM
∗ N† Σi bi

‡ r b§ Σfa
¶

SiO2 60.08 2.65 0.0266 1.576 4.19 0.253

Al2O3 101.96 3.98 0.0234 2.431 5.71 0.328

MgO 40.31 3.58 0.0535 1.118 5.98 0.384

MgF2 62.32 3.18 0.0307 1.668 5.13 0.334

∗M is the molecular mass in g/mol and rM is density in g cm–3.
†N is the molecule number density in 1024 cm–3.
‡Σi bi is the molecular coherent scattering length in 10–12 cm. 
§rb = N Σi bi is the scattering length density in 10–6 Å–2.
¶Σfa is the free atom macroscopic cross section in cm–1 at high energies.
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A different concept is the neutron optical filter,24 in which the beam may be deflected by a small 
angle with a high transmission above a cutoff wavelength, without the spatial asymmetry that is 
introduced by the curved guide. This is illustrated in Fig. 4. An initial long nickel guide is followed 
by a short length of supermirror guide, offset by a small angle, x, after which the nickel guide con-
tinues at a further small angle, x. The length of the intermediate supermirror guide is such that there 
is no direct line of sight through the entire system. The advantage of such a geometry is that it has 
the property that a parallel beam is transported unchanged, unlike the case of a curved guide. The 
supermirror critical angle must be at least twice that of nickel. A modification is to have the central 
section tapered and with a different critical angle. Consequently, this type of filter can be designed for 
particular experimental arrangements.

63.5 REFRACTION AND REFLECTION

All isotopes have a scattering length b that characterizes the neutron-nucleus interaction (albeit 
some have a complex value).7 Consequently, all materials have an index of refraction that depends 
on the scattering length of the isotopes that compose the material. The basic difference is that, as for 
x rays, the index of refraction for neutrons has a value of n < 1, whereas n > 1 for light. Moreover, 
the neutron wavelengths are about three orders of magnitude smaller than for visible light. This 
means that in general much larger instruments are required to observe the optical phenomena with 
the same spatial resolution. In addition, the most intense thermal neutron sources are orders of 
magnitude weaker than conventional light and x-ray sources. This means that the phenomena are 
generally not as easy to observe, nor is the resolution as good. However, successful neutron optical 
devices have been developed and are now commonplace in instrumentation for scientific research 
studies, particularly those that use cold- or long-wavelength neutrons.

The index of refraction of a medium is defined by n = k′/k = l/l′, and for slow neutrons is given by

n
b2

2

1= −
λ ρ

π  (31)

where l = 2p /|k| is the incident neutron wavelength, and r is the average atom density of the mate-
rial. Since V/E << 1, Eq. (31) may be approximated by n b= −1 22λ ρ π/ . For thermal neutrons with 
wavelength l > 0.1 nm, the refractive index for most materials differs from unity by a few parts in 106.
Consequently, the various optical features are similar to those in x-ray optics, and various analogous 
features have been demonstrated. However, the small deviation of the refractive index from unity means 
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FIGURE 4 A schematic drawing of a neutron optical filter in 
which the initial long guide of nickel, of width w, is followed at an 
angle, x, by a short length of supermirror guide, and then another 
nickel guide at a further angle, x. If the angle x is made equal to the 
critical q c of nickel at the shortest wavelength of interest, then the 
supermirror must have a critical angle of at least 2q c.
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that focusing through either refraction or reflection is weak. Note that at the boundary between two 
media, A and B, the relative index of refraction is given by

n b b2 21= − π −( )( )λ ρ ρ/ A A B B  (32)

where rAbA is the scattering length density of medium A.
A critical wavelength is defined by λ π ρc b=( ) .// 1 2 If b is real and positive, the index of refraction is 

real if l < lc and imaginary if l > lc. The phenomenon of total reflection for all angles of incidence 
occurs when n is purely imaginary, that is when l > lc. Typically for materials lc ≈ 140 nm, which 
corresponds to a neutron energy of 4 × 10–8 eV or a temperature of 0.5 mK. It is therefore only for 
ultracold neutrons25 that true mirror reflection can occur. Mirror reflections for ultracold neutrons 
can be used to confine neutrons in material cavities or bottles. Smooth, clean surfaces are needed for 
good storage, though this is limited by b decay of the free neutron (with a half-life of ≈ 887 s). In prac-
tice, the storage time is shorter because of losses caused by inelastic scattering from surface impurities. 
Ultracold neutrons are useful for precision measurements of the free neutron lifetime, the neutron 
magnetic dipole moment and the search for its electrical dipole moment.

Note that the usual form of the refractive index is given by Eq. (31). This neglects local field effects 
(the nucleus scatters not only the incident wave but also waves scattered by all other nuclei). It also 
neglects the attenuation of the amplitude due to diffuse scattering of the coherent wave in the medium. 
Sears1 has given a more rigorous and comprehensive treatment of dispersion theory. Fluctuations in 
the scattering length density may be due to both number density fluctuations as well as to the effects 
of spin and isotope disorder that produce fluctuations in the scattering length. Coherent scattering 
gives rise to the neutron optical effects that include reflection, refraction, diffraction, and so on, and 
depend on the orientation of the system relative to the incident beam, whereas diffuse incoherent 
scattering is distributed isotropically.

Refraction and Mirror Reflection

The total external reflection of neutrons from material surfaces has been demonstrated, analogous 
to the total external reflection of x rays and the total internal reflection of light. Because the index of 
refraction is close to unity, total reflection is possible only at glancing incident angles, q, on a mate-
rial surface when cos q > n. This is the neutron analogue to Snell’s law for light (the continuity of 
the tangential component of the wavevector). The measurement of the critical angle for various sur-
faces using monochromatic neutrons can be used for the determination of scattering lengths with a 
relative uncertainty of ≈ 0.2 percent. The reflectivity, R, is given by Fresnel’s law,

R c c= − − + −{ [ ( / ) ] }/{ [ ( / ) ] }/ /1 1 1 12 1 2 2 1 2
2

θ θ θ θ  (33)

where qc = l /lc = l(rb/p )1/2, for nonmagnetic materials. If b > 0, R = 1 for q < qc, the critical angle 
for total reflection. Because (1 – n2) ≈ 10–5 for thermal neutrons, qc ≈ 3 mrad ≈ 0.2°. Hence, the 
measurement of the reflectivity can be used to determine both the magnitude and sign of the bound 
coherent scattering length.

The mean optical potential of neutrons in most materials is comparable in magnitude with the 
gravitational potential energy corresponding to a height difference of order of 1 m. This is the prin-
ciple of the gravity refractometer,26 in which neutrons from a well-collimated initial horizontal beam 
fall under gravity in a long flight path onto the horizontal surface of a liquid. All neutrons achieve a 
critical vertical velocity at a height h m g b0

2 22=( )π ρ� /  and penetrate the surface of the liquid; oth-
erwise, they will be totally reflected by the mirror and be detected in the counter. Consequently, h0
is a measure of the quantity r b, and hence of the scattering length, b. This experiment, illustrated in 
Fig. 5 demonstrates the unique particle-wave properties of neutron optics, with the motion obeying 
classical physics and the refraction obeying quantum physics. The significant point is that the 
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measurement is independent of the neutron wavelength. This allows the use of a more intense 
neutron beam to achieve a measurement with high statistical accuracy, resulting a most accurate 
method to determine b for a liquid.

Grazing-Angle Reflection

Focusing systems based on reflective optics do not suffer from the chromatic aberrations of refrac-
tive optics. For example, the advantage of an ellipsoidal mirror is that, neglecting gravity, all the 
trajectories emanating from one focus (the source) reach the other focus regardless of the neutron 
wavelength. However, single bounce mirror systems suffer from high aberrations. The difficulty 
with grazing incidence optics is that a near parallel beam incident is required and so that the opti-
cal element must be placed far enough from the source to ensure small incident beam divergence. 
Kirkpatrick-Baez neutron mirrors27 using two successive reflections in orthogonal directions can 
efficiently focus neutron beams into small areas with a maximum divergence that is limited by the 
mirror critical angle. The size of the focal spot is primarily determined by geometrical demagnifica-
tion of the source and by figure errors in the mirror shape. Approximately two orders of magni-
tude in neutron current density increase can be achieved within a spot of diameter ≈100 μm using 
crossed mirrors. 

Grazing angle reflective optics based on two-bounce Wolter geometries are used extensively in 
x-ray astronomy because they minimize optical aberrations for off-axis trajectories (see Chap. 64). 
They can be also designed to focus cold and thermal neutron beams using consecutive reflections 
from parabolic and hyperbolic surfaces. The tilt angle of the hyperbolic section is 3 times larger than 
the tilt angle of the parabolic section to preserve the grazing angle of the trajectory. The mirrors are 
fabricated using an electroformed nickel replication process. They have a cylindrical form with dif-
ferent diameters but with the same focal length, such that they can be nested to increase the system 
throughput. Nested replicated optics can improve the focused beam intensity by increasing the inci-
dent area of the quasi-parallel beam. 

Polycapillary Optics 

Polycapillary optics (see Chap. 53) provides a better method for increasing the neutron current den-
sity at a point by using many narrow guides. This allows the possibility of a greater curvature than 
for macroguides for a given wavelength because the transmission characteristics of a curved guide 
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FIGURE 5 A schematic diagram of the neutron gravity 
spectrometer. A neutron of initial horizontal velocity vz and 
vertical velocity vy = 0 falls a vertical distance h and strikes 
the liquid surface at a grazing angle of φ = √( )/2gh vz after 
traveling a horizontal distance vz√(2h/g). The critical height 
for total reflection is h m g b0
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depend on the ratio of the transverse to longitudinal dimensions of the guide. These miniature ver-
sions of neutron guides can be used to transport, bend, and even focus thermal neutron beams. 
Glass polycapillary fibers with thousands of hollow channels recently developed for transporting 
and focusing x rays can also be used for cold (≈ 0.4 nm) neutron beams. The advantage of the 
narrow (≈ 10 μm) channels is that the neutron beam can be bent more sharply than for the wide 
(≈ 50 mm) guides. The transmission properties of the capillaries depend on the internal diameter 
and bending radius of the channels, the glass composition, and the surface smoothness.

The focusing of neutrons comes at a price. Liouville’s theorem requires that an increase in neutron 
current density is obtained with a necessary increase in beam divergence. This means that real-space 
focusing has limited applications in condensed matter research using neutron scattering for which 
angular divergence is important, whereas neutron absorption techniques in analytical and materials 
research do not require a monochromatic neutron beam or a small angular divergence. Consequently, 
a high-intensity beam focused by a neutron capillary lens onto a small sample area can be useful for 
improving both the detection limits of individual elements and the spatial resolution of the measure-
ment. Polycapillary fiber lenses have been produced and tested for analytical applications.28 The gain 
depends on the divergence and the energy spectrum of the incident beam. Within the typical focal 
spot size of 0.5 mm, limited by the outer diameter of the fibers, the gain can be nearly two orders of 
magnitude. For the monolithic lens, a fused version of the polycapillary lens, the focal spot size is less 
than 200 μm with a gain of about 10.

Prisms and Lenses

The prism deflection of neutrons has been observed.29 Because the refractive power, (n – 1), is nega-
tive for most materials, prism deflection is in the opposite direction compared with ordinary light 
optics. Deflection angles of a few seconds of arc can be measured with high accuracy, allowing the 
measurements of refractive indices to 1 part in 104. Because (n – 1) is proportional to l 2, prism 
deflection of neutrons is highly dispersive. It has been used in a fused-quartz converging lens (which 
is concave in shape) and the focusing of 20 nm neutrons has been demonstrated.30 More recently,31

the focusing of shorter (9 to 20) nm wavelength neutrons has been demonstrated using a series of 
many closely spaced symmetric biconcave MgF2 lenses originally produced for infrared optics, with 
gains of approximately 15 and focal lengths of (1 to 6) m, which is well matched to small-angle neu-
tron scattering. Magnesium fluoride is preferred to quartz because it has a higher scattering length 
density (( ) . ,( ) .ρ ρb bMgF SiO2 2

= × = ×− − − −5 13 10 4 19 106 2 6Å Å 22). This compound refractive lens is analo-
gous to that for x rays (see Chap. 37).

Focusing now plays an increasing role in small-angle neutron scattering instruments in order 
to attain lower values of scattering vector without reducing the current density on the sample, by 
decreasing the extent of the beam penumbra at the detector. Pinhole collimation using the optimum 
equal-flight-path configuration, with the source aperture size twice that of the sample, results in a 
beam profile that is conical at the detector. The intensity on sample is proportional to the area of both 
apertures. A focusing optic consisting of a series of biconcave lenses enables the direct beam profile 
at the detector to be both narrower and uniform. When the detector is placed at the image position 
of the source with respect to the optic the beam profile at the detector is uniform, and its size is inde-
pendent of the size of the sample aperture.

The focal length for a set of N biconcave lenses of radius of curvature |r| is given by

f r N n= −| | ( )/2 1  (34)

where the index of refraction is given by n b= −1 22ρ λ π/ . Hence the focal length of the biconcave 
lens is f r N b= π ρ λ| | ( )./ 2  Since f varies inversely with the square of the wavelength, refractive lenses 
are strongly chromatic, with large chromatic aberrations. For perfect focusing with the lens placed 
immediately before the sample, the usual lens equation is valid with 1 1 11 2/ / /L L f+ = , where L1 and 
L2 are the incident (source to sample) and secondary (sample to detector) flight paths, respectively. 
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However, the chromatic aberration determines that this is only true at one wavelength. If f0 is the 
focal length of the lens at a wavelength l0 such that the system is focused at that wavelength, then 
the focal length of the lens at some other wavelength l is given by f f= 0 0

2( ) .λ λ/  This is illustrated 
in Fig. 6. Since the index of refraction of material lenses is very close to unity, the focusing is weak. 
The radius of curvature of the lens must be small, and a large number of lenses means that the part 
of the beam travels through a large thickness of material. If a Fresnel lens is used the thickness can 
be reduced considerably, decreasing the attenuation. This is particularly useful for cold neutrons.

The use of both long wavelength neutrons and long flight paths results in the transmitted beam 
falling under the influence of gravity by an amount that is wavelength dependent. That is, the neu-
tron’s vertical position changes by an amount y g m h L= −( )( )/ /2 2λ  over a distance L, where g is the 
acceleration due to gravity. Since the incident beam has some divergence, this smearing results in 
an oval shape to the neutron beam spot at the detector. A prism can compensate for the chromatic 
aberration caused by gravity because the refractive index for neutrons has a wavelength dependence 
(~ l2) similar to that for gravity. An “antigravity device” has been demonstrated using single-crystal 
prisms such that the transmitted beam is restored to the instrument centerline defined by the source 
and sample aperture centers. Others have studied both magnetic prisms and the compound refractive 
prism made of single crystal elements.

63.6 DIFFRACTION AND INTERFERENCE

The Bragg diffraction by single crystals, powders, amorphous materials, and liquids is analogous to 
that for electromagnetic waves, with formulas similar to those for x-ray diffraction except the mag-
nitude is determined by the coherent scattering lengths. The diffraction pattern is simply a function 
of scattering angle and is proportional to the square of the Fourier transform of the structure of 
the diffracting sample. The small-angle neutron scattering from inhomogeneous materials also has 
expressions similar to those for x rays. The availability of the (partial) substitution of hydrogen by 
deuterium allows the ability to change the relative scattering powers for different features within 
the structure. 

Most neutron scattering instruments use a large crystal monochromator to select neutrons of a 
particular wavelength l from the polychromatic beam from the source to be incident onto the sample. 
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FIGURE 6 A schematic diagram of a focusing lens arrangement with source of radius 
R1 at a distance L1 from the sample with an aperture of radius R2. The focusing lens with a 
focal length f0 is placed in front of the sample such that the source is imaged (continuous 
lines) with a radius (L2/L1) R1 at a distance L2 from the lens for a wavelength l0. For another 
wavelength l (> l 0) the source is imaged (long dashed lines) with a radius ( )′L L R2 1 1/  at a dis-
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The mean wavelength reflected from the crystal depends on the Bragg angle q and the monochroma-
tor crystal plane spacing d according to Bragg’s law, nl = 2d sin q, where n is the order of diffraction. 
Usually the first order (n = 1) is desired because the reflection is most intense. A neutron filter may 
be desired to remove the higher-order contamination. Monochromators are characterized by their 
peak reflectivity and their mosaic width obtained by a rocking curve, rotating the crystal between two 
perfect crystals. The intrinsic angular reflectivity width for a particular wavelength of perfect crystals, 
called the Darwin width, is far too narrow for their use as neutron monochromators in diffractom-
eters, and though the peak reflectivity is very high, the integrated reflectivity is low. It is necessary to 
deform the crystals in order to introduce dislocations to form many slightly misaligned crystals, called 
a mosaic crystal. Alternatively, the perfect crystal may be bent such that the crystal orientation varies 
across the face of the crystal, such that the crystal lattice spacing has a gradient across its depth (see 
Chap. 39 for x-ray monochromators). In both cases, the mosaic of the crystal is described by the width 
of the Gaussian angular crystal plane distribution obtained in a rocking curve measurement. The 
reflectivity may be reduced by extinction and absorption, and sometimes by simultaneous parasitic 
scattering. However, perfect crystals are used for some applications, such as high-resolution backscat-
tering instruments, neutron interferometry, and ultra small-angle scattering. 

The wavelength resolution of the diffracted beam depends on the angular collimation both before 
and after the monochromator and on the mosaic spread of the crystal. For maximum reflected inten-
sity at a given resolution it is usual to make the collimations comparable, and the mosaic spread large. 
Typical crystal mosaic spreads are between 0.2° and 0.5°. The collimation out of the scattering plane 
should be as relaxed as possible to increase the reflected intensity. Typical neutron monochromators 
are graphite, silicon, germanium, copper, and beryllium. Monochromators may be used in reflec-
tion (Bragg) geometry or in Laue (transmission) geometry. Neutron monochromator efficiencies are 
higher in reflection geometry than in transmission geometry.

Exact analytic general solutions32,33 of the Darwin equations have been derived that describe the 
multiple Bragg reflection of x rays or neutrons in a mosaic slab crystal. Both the intensity reflection coef-
ficient R and the transmission coefficient T, where R + T = 1, can be expressed in compact form for both 
the Bragg case (reflection geometry) and the Laue case (transmission geometry). For the Bragg case

R b a a b a a b a b= + + + +/{[ ( )] coth[ ( )] ( )}/ /2 21 2 1 2
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/ /
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2 2

1 2

1 2 1 2 (( )sinh[ ( )] /a b a a b+ + 2 1 2
 (35)

And for the Laue case 

R a b= − − −1 2 1 2/ exp( )[ exp( )]

T a b= − + −1 2 1 2/ exp( )[ exp( )]  (36)

The dimensionless quantities are defined by a t= +μ θ α/sin( ) and b t= +σ θ α/ sin( ), where the 
angles q and a, respectively, are the Bragg angle and the angle between the reflecting planes and 
the crystal surface, and t is the thickness of the monochromator crystal. The linear coefficients s
and μ, respectively, are the Bragg reflection coefficient, and the attenuation coefficient for all other 
processes other than Bragg reflection, including absorption, incoherent scattering, and coherent 
inelastic scattering. The quantity μ ρ σ σ= +( ),a i  where s a and s i are the absorption and incoher-
ent scattering cross sections and r is the atom number density. The quantity s depends on the inci-
dent neutron wavelength l and the Bragg angle q and is nonzero only if Bragg’s law is satisfied. It is 
given by σ θ θ= −Q Wc ( ),hkl where W( )θ θ− hkl is a normalized rocking curve, and is sharply peaked 
at q = qhkl, and its shape is characteristic of the mosaic structure of the crystal with Miller indices hkl. 
Here Q F vc = λ θ3 2

0
2 2| | sin ,hkl hkl/ where Fhkl is the structure factor for the unit cell of volume v0. This 

enables the calculation of the reflectivity of an absorbing crystal of finite thickness in situations 
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where the Bragg planes make an arbitrary angle with the surface of the crystal. The symmetric case 
is the usual monochromator geometry (a = 0) that results in a reflected intensity with an asymmetric 
intensity distribution across the beam. The asymmetric case is known as a Fankuchen-cut crystal 
(a ≠ 0), and for a > 0 the beam is compressed and the diffracted beam is more intense.

A considerable gain in intensity for a neutron spectrometer is obtained with an improved mono-
chromator with an anisotropic mosaic structure by focusing in both the horizontal and the vertical 
directions, to form a double focusing monochromator34 using many crystals assembled together, with 
little degradation of instrumental resolution. Vertical focusing increases the intensity for a diffraction 
measurement without affecting the resolution. This is achieved by placing the crystals along an arc of 
radius of curvature RV in the vertical plane given by 

R
L L

L LV
B=

+
2 1 2

1 2

sinθ
 (37)

where L1 and L2 are the distances of the effective source and the sample from the monochromator, 
or the distances from the sample and the detector if the crystal is used as an analyzer. Horizontal 
focusing involves Bragg crystal optics (see Chap. 22) and requires the bending of long single crystals 
in a suitable mechanical device, or placing smaller crystals along an arc of radius of curvature RH in 
the horizontal plane given by

R
L L

L LH
B

=
+

2 1 2

1 2( )sinθ
 (38)

Diffraction Effects

Various important measurements have illustrated the wave nature of neutrons. Shull35 has demonstrated 
Fraunhofer slit diffraction using a monochromatic beam of neutrons diffracted from a perfect single 
crystal of silicon through a slit that was analyzed by a similar crystal. The diffraction broadening of the 
transmitted beam was shown for several very narrow slit widths to agree with the classical formula 
(sin x/x)1/2 for diffraction from a single slit. Later experiments36 with greater precision performed for 
single slit and double slit geometries have showed excellent agreement with wave diffraction theory. The 
diffraction of thermal neutrons by ruled gratings at grazing incidence has also been demonstrated.37

The Fresnel diffraction of an opaque straight edge38 has been found to be in excellent agreement 
with theory. The focusing of slow neutrons by zone plates (phase gratings of variable spacings) has 
been demonstrated.30,39 Conventional zone plates, analogous to those for x rays (see Chap. 40), use 
constructive interference of diffracted waves through open zones, with absorption of radiation in 
dark zones. Neutron zone plates use phase reversing in alternate zones and can achieve greater focus-
ing efficiency. Zone plates can be produced by photolithography on silicon wafer substrates from a 
computer-drawn pattern. The resolution is limited by the inherent chromatic aberration of the zone 
plate. Cylindrical zone plates have been used as a condensing lens.40

Interference

There have been various demonstrations of the interference of coherent beams using thermal, cold, 
and ultracold neutrons. 41,42 Two beam interferometers allow the determination of the relative phases 
of two coherent wavefronts and the investigation of different influences, such as force fields and 
material media, on the phase of a wave. This is again analogous with classical optics. When neu-
trons are incident on perfect crystals under Bragg conditions, there is a dynamic interchange of flux 
between the incident beam and the Bragg diffracted beam inside the crystal medium. The radia-
tion density traveling in either the Bragg or the forward direction is a periodic function of depth 
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in the crystal. This results in extinction effects, with an associated primary extinction length of 
order (1 to 100) μm. The dynamical theory of diffraction leads to anomalous transmission effects, 
and there have been numerous experiments using perfect crystals to observe these special effects of 
neutron wave propagation in periodic media. For example, Shull43 has observed the Pendellösung 
interference fringe structures in the diffraction from single-crystal silicon.

The superposition of two spatially separated parts of one coherent wavefront produces interference 
patterns from which the relative phases of the two parts can be deduced. The effective source for the 
original wavefront is a beam with a spatial coherence produced by passage through a narrow slit from 
which a partially coherent cylindrical wave emerges. This beam illuminates a pair of closely spaced 
narrow slits, and the diffracted radiation gives rise to interference fringes in the plane of observation,36

analogous to Young’s slits in classical optics.
A similar experiment44 has shown the interference of two spatially separated parts of one wavefront 

using the boundary between two domains of opposite magnetization in a crystal of Fe-3%Si. In travers-
ing the ferromagnetic foil on either side of a domain wall in the sample, the spin of the neutron pre-
cesses in opposite directions. The two parts of the wavefunction acquire a relative phase shift that shows 
up in the interference pattern in the plane of observation. The expected pattern is the superposition of 
two Fresnel straight-edge patterns that for zero phase shift combine to give a uniform distribution. For 
p phase shift, destructive interference occurs in the center of the pattern, giving a deep minimum. The 
relative phase shift depends on the angle of precession of the neutron spin, which is proportional to 
the thickness of the region of the magnetic field traversed. The results of the experiment demonstrate 
that a phase shift of p (destructive interference) occurs when the spin is rotated by odd multiples of 2p,
verifying the distinctive behavior of spin 1/2 particles under rotation, that the neutron is a spinor.

The coherent splitting of the amplitude of a wave by means of partial reflection from thin films 
gives rise to interference effects in visible light. For neutrons this partial reflection from the front and 
back surfaces of various thin films occurs at glancing angles close to critical reflection. The resultant 
interference phenomena give valuable information about the structure of the interfaces involved.45

Various neutron optical devices based on thinfilm interference have been developed, such as bandpass 
monochromators, supermirrors that are highly efficient neutron polarizers,46 reflectivity and polar-
izing characteristics of Fe-Ge multilayers,47 and devices involving multiple-beam interference effects, 
analogous to classical optics (see Chap. 41 on multilayers for x rays). Multiple-beam interference has 
been demonstrated47 with ultracold neutrons in which thin films of copper and gold are used in the 
construction of a resonant structure analogous to a Fabry-Perot cavity.

Perfect Crystal Interferometers

Bonse and Hart48 have pioneered the x-ray interferometer that uses Bragg reflection by crystal flats 
to split and recombine two coherent beams. The crystal flats are cut from a monolithic piece of 
large, highly perfect single-crystal silicon leaving a central backbone. This ensures that all the crystal 
planes in each crystal flat are perfectly aligned, since each remains part of the original monolithic 
crystal. This idea has been applied to neutron interferometry, and involves triple Laue transmission 
geometry optics.49 This design is analogous to the Mach-Zehnder interferometer of classical optics. 
The interferometer illustrated in Fig. 7 comprises three identical, perfect crystal flats cut perpendicular 
to a set of strongly reflecting planes, with distances between flats usually a few centimeters. There 
are of order 109 oscillations of the neutron wave function in each beam path, so that there are stringent 
requirements on the microphonic and thermal stability of the device. This requires vibrational isola-
tion of the interferometer from the reactor hall, plus thermal isolation. The three crystal slabs must 
be aligned within the Darwin width of a few seconds of arc for thermal neutrons in silicon. The 
precise definition of the wavelength is accomplished by the Bragg diffraction of the interferometer. 
Placing an object of a given thickness in one of the beams leads to a phase shift or change in the 
interference contrast. The path difference must be small compared with the coherence length of the 
beam that depends on the degree of beam monochromatization. There have been many applications 
of neutron interferometry in fundamental physics, such as gravitationally induced quantum inter-
ference and tests of nonstandard quantum mechanics.41,42
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The analog of the classical Rayleigh interferometer is a two-crystal monolithic device cut from 
a large silicon crystal.50 The incident beam is restricted by a narrow entrance slit and is Bragg-
reflected by the first silicon crystal slab. Inside the crystal, the diffracted neutron beam fills the 
entire Bormann triangle, and the beam that leaves the back face of the crystal is broad, having a 
width that is dependent on the crystal thickness. There is a conjugate focal point on the exit face 
of the second crystal, from which neutrons along the complementary interfering rays leave the 
device in the incident and diffracted beam directions. If the central rays are blocked by a cadmium 
absorber, the parallelogram ray diagram is analogous to the three-crystal interferometer. Another 
variant uses Bragg reflection geometry rather than Laue transmission geometry. The incident beam 
reflected from the front surface of the first crystal is brought back to interfere with the beam origi-
nating from the back face of this crystal by using a second parallel Bragg reflecting crystal. The 
advantage is that the spatial definition of the outgoing interfering beam is as sharp as the beam 
incident on the interferometer.

Perfect crystal neutron interferometry is a convenient and most precise technique for measuring 
coherent scattering lengths solid, liquids, and gases. It has the advantage of not being limited to liq-
uids as the gravity reflectometer. The period of the intensity oscillations as a function of the orienta-
tion of a slab of material that is rotated about an axis perpendicular to the plane of the interferometer 
enables the determination of the refractive index and hence the scattering length of the slab material. 
There is also a differential technique using a phase shifter in one of the beams. Neutron interferom-
etry measures the difference in the average neutron-nuclear potential of the sample traversed by the 
two beams. Intensity oscillations are observed by varying the atom density, with more rapid interfer-
ence oscillations for larger scattering lengths. The sensitivity of the technique allows a measurement 
of the hydrogen content in various transition metals at a level of about 0.05 atom fraction.51

63.7 POLARIZATION TECHNIQUES 

Neutron Polarization

It is the spin of 1/2 of the neutron that results in neutron optics having phenomena quite different 
from x-ray optics, and enables neutrons beams to be polarized. The neutron spin, s, interacts with 
the nuclear spin, I, and the optical potential, V(r), and the bound scattering length, b, are both spin-
dependent for I ≠ 0. The total spin, J = I + s, is a constant of the motion with eigenvalues J = I ± 1/2. 
The interaction potential of the magnetic dipole moment mn of the neutron in a magnetic field B is 

Phase
shifter

Detectors

1 2 

q

3

FIGURE 7 A schematic diagram of the triple Laue neutron inter-
ferometer cut from a monolithic perfect crystal of silicon in which the 
first slab splits the incident beam into two coherent parts, with the second 
slab acting as a mirror to bring the beams together at the third slab. 
Interference fringes are observed in the detectors by rotating the phase 
shifter in one of the paths.
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given by Vmag = –ln.B. When a neutron beam traverses a magnetic field, the field defines a quantiza-

tion axis such that the neutron spin is either “up” or “down” relative to the field direction. That is, 
the spins of neutrons may be oriented such that their projections are either parallel (+) or antiparallel (–) 
to the magnetic field. Because there are two possible spin states, a beam with a fraction, f+, of its 
neutrons in the spin “up” state and a fraction, f–, in the “down” state has a magnitude of its polariza-
tion, P, in the field direction given by

| |P = − = − = −+ − + −φ φ φ φ2 1 1 2  (39)

The total optical potential in a medium containing a magnetic field is the sum of the nuclear and 
magnetic potentials. Consequently, the index of refraction may be written

n b m Bn
2 2 2 21 2= − ±λ ρ π μ π[ / /( )]�  (40)

This is often written as n b p2 21= − ±λ ρ π( ) ,/ where p is consider a magnetic scattering length, the 
sign of which depends on the neutron spin orientation relative to magnetic field, B, in the medium. 

This polarization property of a neutron beam gives many special capabilities to neutron scatter-
ing and neutron optics.52 The refractive index depends on the orientation of the spin with respect to 
the magnetization direction, and therefore there are two critical glancing angles of reflection, with 
polarizing mirrors having a greater critical angle for the + state than for the – state. This property 
of reflection of neutrons from magnetized mirrors is widely used for obtaining polarized neutrons. 
From Eq. (40), if ρ μ πb m Bn< /( ),2 2� neutrons with spins antiparallel to the magnetization are not 
reflected, and only those neutrons with parallel spin orientation are reflected. However, values of p
are less than b, so that devices work with an angular range such that reflection occurs for + spins and 
transmits for the – spins. Supermirror polarizers53 can be used in transmission or reflection geometry. 
In transmission geometry the required (–) spin state beam is transmitted through the supermirror 
and its substrate and the unwanted (+) spin state is reflected from the beam and absorbed elsewhere. 
In reflection geometry the required (+) spin state beam is reflected, and the unwanted (–) spin state 
is transmitted through the supermirror and absorbed in the substrate.

Polarizing mirrors are generally ferromagnetic films deposited on silicon substrates and m = 3 Fe/Si 
polarizing mirrors are common. Polarized beams are obtained using total reflection from magnetized 
iron and cobalt mirrors, with the refractive index of the ferromagnetic material in one spin state 
matched to that of the nonmagnetic material. Polarizing mirrors produce high polarization and good 
transmission, but are restricted to low incident angles and wavelengths longer than 2 Å. In addition, 
thin (≈ 100 nm) evaporated films of magnetic alloys have been used. Two-dimensional multilayer 
structures have alternate layers of a (magnetized) magnetic material whose refractive index for the 
(–) spin neutrons is matched to the second (nonmagnetic) layer, for example, in Fe-Ge multilayers. 
Supermirrors can produce a broadband-polarized beam using evaporated multilayer films deposited 
to provide a lattice spacing gradient. The reflectivity profile may be extended in angle beyond the 
simple mirror critical glancing angle through thin-film interference. 

A ferromagnetic single crystal may simultaneously polarize and monochromate a neutron beam. 
A magnetic field applied perpendicular to the scattering vector saturates the magnetic moment 
along the field direction. Diffraction occurs corresponding to plane spacings with an intensity that 
is dependent on both the nuclear and the magnetic structure factors. The sign of the latter depends 
on the direction of the neutron spin relative to the magnetic field. Ideally, if the nuclear and mag-
netic structure factors are equal in magnitude, so that for one spin state the intensity of diffraction 
is zero and the other spin state has twice the structure for diffraction. The naturally occurring 
ferromagnets are the 3d elements Fe, Ni, and Co, but none are good single crystal polarizers. The 
nuclear scattering lengths for iron and nickel are too large for the their weak magnetic moments, 
while cobalt is a strong neutron-absorbing element. Alloys are found to have a better match of the 
structure factors, and Co0.92Fe0.08 (220 reflection with d = 1.6 Å) and magnetite Fe3O4 are used as 
polarizing monochromators, but Heusler alloy Cu2MnAl (111 reflection with d = 3.43 Å) is often 
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preferred, with a reflectivity of 25 to 30 percent for the reflected spin state and a neutron polariza-
tion of 95 percent.

There are various polarizing filters that absorb one spin state while transmitting the other spin 
state. The filter thickness is a compromise between the desired polarization P that increases and the 
transmission T that decreases with filter thickness. High polarization (P > 0.96) with reasonable trans-
mission (T > 0.2) requires that the spin-independent cross section is small compared to the spin 
dependent absorption cross section. Resonance absorption polarization filters depend on the spin 
dependent absorption cross section of polarized nuclei at their nuclear resonant energy. Cooling 149Sm 
or 151Eu in a magnetic field can provide efficient polarizing filters with reasonable nuclear polarization 
over a wide energy range. A better filter is obtained with nuclear-spin polarized 3He that takes advan-
tage of the huge absorption cross section of 3He that comes from only the (–) spin state, so that it pref-
erably absorbs neutrons with spins antiparallel to the 3He spin, while transmitting the (+) spin state. 

Neutron capture by a 3He nucleus results in an excited 4He nuclear state that subsequently decays 
into a proton and a triton. The cross section for capture of thermal neutrons with spin antiparallel 
to the 3He nuclear spin is 10666 b, whereas that for neutrons with spin parallel is essentially zero. 
Theoretically with a sufficient gas density of 100 percent polarized 3He, all neutrons with antiparallel 
spin are absorbed, while nearly all neutrons with parallel spin are transmitted, resulting in 100 percent 
neutron polarization and 50 percent transmission. For an initially unpolarized neutron beam that 
passes through a cell filled with 3He with less than 100 percent polarization, the transmitted beam has 
a polarization Pn given by

P n n n n LPn( ) ( ) ( ) tanh[ ( ) ]λ σ λ ρ= − + =+ − + −/ He He  (41)

and a transmission Tn given by 

T T LPn( ) cosh[ ( ) ]λ σ λ ρ= 0 He He  (42)

where n+ and n– are the numbers of neutrons with parallel and antiparallel spin, s (l) is the 
absorption cross section for unpolarized neutrons of wavelength l, rHe is the number density of 
3He, L is the length of the cell, and PHe is the nuclear polarization of the 3He. For PHe = 0, T0 is the 
transmission through an evacuated cell, neglecting the transmission loss of the glass windows. 3He 
can be polarized either by spin exchange54 with optically pumped Rb or metastability-exchange 
optical pumping methods,55 and 3He nuclear polarizations near 75 percent have been attained. 
The characteristics of the filter depend on its opacity, which is defined by the product of the cell 
length, the 3He gas pressure, and the neutron wavelength (proportional to the absorption cross 
section). Figure 8 shows the neutron polarization Pn and the transmission Tn for a 3He nuclear 
polarization PHe = 0.75 as a function of the cell opacity. This indicates that there is a trade-off 
between neutron polarization and transmission, and a figure-of-merit is usually given by Pn

2Tn.
Note that shorter wavelength neutrons require a thicker target to produce the same polarization.

A spin flipper is a device that can reverse the direction of polarization of a beam. A thin flat coil 
with a relatively strong field inside is placed perpendicular to the neutron beam. Within the coil the 
beam polarization direction is no longer parallel to the magnetic field and it begins to precess around 
the field. The particular field strength of the flipper and its direction determine whether the neutrons 
precess exactly by p or p/2 by the time the beam has passed through the flipper.

Larmor Precession

When a polarized neutron beam enters a homogeneous magnetic field B that is perpendicular to the 
neutron magnetic moment, the direction of the neutron spin precesses in B with a Larmor frequency 
given by ω μ γL nB B= =2| |/ ,�  where g is the gyromagnetic ratio of the neutron. This phenomenon is 
utilized by the spin echo spectrometer,56 in which the incoming and outgoing velocities of the neutron 
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are measured, so that small changes in velocity that may take place on scattering can be inferred from 
the shift in phase in the Larmor precession angle. This is effectively a time-of-flight method in which 
polarized neutrons precess in the magnetic field to provide its own clock. Such a technique enables 
energy resolution in the neV region, orders of magnitude smaller than for conventional instruments.

Cold neutrons from a neutron guide are coarsely monochromatized by a velocity selector and 
polarized by supermirrors. The spins are made horizontal by a p /2 spin flipper. The polarized neu-
tron beam enters the first magnetic field B1 of length L1 and the spins precess many times. The total 
precession angle of a neutron spin is φ γ1 1 1 1= B L v/ , where v1 is the neutron velocity. After scattering 
the spins are reversed in direction by a p flipper, and then precess in the reverse direction. The total 
precession angle of a neutron spin in the second magnetic field B2 of length L2 in is φ γ2 2 2 2= B L v/ ,
where v2 is the final neutron velocity. The spins are flipped again by p /2, and the polarization of the 
neutron beam is analyzed. If the scattering is elastic, v1 = v2, and if B1L1 = B2L2, the final beam has 
the same polarization. If there is a change in energy �ω  upon scattering where w is small, the total 
change in the precession angle is given by φ γ ωtot / /= BL v m3( ).�

The analogue to the Stern-Gerlach effect arises from the interaction between the neutron mag-
netic moment mn and an inhomogeneous magnetic field that bends the neutron trajectory by impart-
ing an acceleration

d dt m2 2r B/ /= ∇∓ | | | |μ  (43)

A superconducting hexapole magnet of typical length ≈ 2 m can simultaneously focus and polar-
ize a neutron beam. If the incident neutron beam is unpolarized, the trajectory of those neutrons 
with spins oriented parallel to the direction of the magnetic field bend toward the magnet axis, and 
those antiparallel bend away from the axis. As a result half the neutrons are spin polarized about the 
local magnetic field and are focused a distance that is inversely proportional to l. Because the effect 
index of refraction of the magnetic field lens is near unity, the focusing is weak and depends on the 
strength of the hexapole magnetic field.
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FIGURE 8 Neutron polarization Pn, transmission Tn, and 
figure-of-merit Pn

2Tn as a function of opacity, the product of 
the 3He pressure in bar, assuming a room temperature cell, the 
cell length L in cm, and the wavelength l in nm, for a nuclear 
polarization PHe = 0.75 of the 3He.
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63.8 NEUTRON DETECTION

Neutrons are uncharged and do not directly ionize atoms, and consequently they easily penetrate 
most materials. They cannot be detected directly, and their detection requires a nuclear reaction 
within a converter that results in the emission of a charged particle or ionizing radiation that can 
more readily interact with other materials.13,57 (Fast neutrons may be detected by proton recoil or 
after thermalization.) The efficiency of absorption of neutrons incident normally on an absorber 
of thickness � is given by 1− −exp[ ],ρσa� where r is the atom number density of the absorbing 
nuclei and s a the absorption cross section. The three most common reactions used for the detec-
tion of slow neutrons all have cross sections that increase linearly with wavelength (see Table 1). All 
three reactions are exothermic with Q values much greater than the energy of slow/thermal neu-
trons (≈ 25 meV) so that there is no energy discrimination. (Note that energy or wavelength deter-
mination of a neutron beam requires a crystal spectrometer or a mechanical monochromator.) The 
choice of the reaction depends on its ability to discriminate against gammas. The reaction Q value 
determines the energy released, and the greater the energy, the easier it is to discriminate against 
gammas.

1. The 10B(n,a) reaction has a thermal (velocity of 2200 m s–1, or wavelength of l ≈ 0.179 nm) 
absorption cross section of 3835 b, and a Q value of 2.792 MeV to decay directly the ground state 
(6 % branch ratio), or a Q of 2.310 MeV for decay to an excited state with the subsequent emis-
sion of a 478-keV gamma (94%) with a half life of about 10–3 s. The reaction products are an 
alpha particle with an energy of either 1.77 MeV (6%) or 1.47 MeV (94%), and a 7Li ion with an 
energy 1.01 MeV (6%) or 0.84 MeV (94%). This reaction is used in BF3 gas proportional coun-
ters or in B-loaded scintillators. The natural isotopic abundance of 10B is 19.8 percent. 

2. The 6Li(n,α) reaction with a thermal absorption cross section of 940 b and a Q value of 4.78 MeV 
emits no gamma and is commonly used in neutron scintillator detectors. The reaction products 
are an alpha particle with an energy of 2.05 MeV and a 3H ion with an energy of 2.73 MeV. While 
the absorption cross section is lower for this reaction than for 10B, the Q value of the reaction is 
higher and therefore more ionized charge is produced. The natural isotopic abundance of 6Li is 
7.4 percent.

3. The 3He(n,p) reaction, with an unpolarized thermal absorption cross section of 5333 b and a Q
value of 0.764 MeV, is used in 3He gas-proportional counters. The reaction products are a proton 
with an energy of 0.573 MeV and a 3H ion (triton) with an energy of 0.191 MeV. Though the 
absorption cross section is much higher than the other two isotopes, it is relatively expensive. 
The lower Q value can be compensated by high electron multiplication in 3He proportional 
counters.

In all three cases, the reactions products are emitted in opposite directions randomly oriented in 
space. These reactions are also used in the one- and two-dimensional detectors, and often form the 
basis of other detection methods, such as imaging detectors and neutron imaging plates. (They are 
also key reactions used in neutron depth profiling.) In general cadmium and gadolinium, or other 
rare earth elements, that have large thermal absorption neutron cross sections are not considered 
good detector materials, because they result in the copious production of gammas.

Neutron detectors may be operated in either current mode or in pulse mode. In the former, the 
detector events are integrated either over a short time to provide a beam monitor, or over a longer 
time as in a charge coupled device camera for beam alignment, or in a photographic plate or an imag-
ing plate detector used for neutron radiography or sometimes in neutron diffraction. These detec-
tors can operate with high intensity and can have high spatial resolution. Generally they have a large 
dynamic range, but may suffer from low efficiency, gamma sensitivity, and high noise. In the pulse 
mode individual neutrons are detected in a gas counter or a scintillator detector, and sometimes a 
converter foil; these are used in most neutron spectroscopy measurements. These detectors generally 
have high efficiency, low noise, and can discriminate against gammas, though they may be limited 
in their count rate and have limited spatial resolution. Discrete detector and multiwire proportional 
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counters (MWPCs) with coincidence encoding require little signal processing and can operate at 
relatively high counting rates. Signals from each detection element can be processed individually, 
allowing high data rates. Resolution can be improved if the charge (or scintillation light) from each 
neutron detection event is distributed over several detection elements.

Gas Detectors

The gas detector may be operated in either a current or a pulse mode. When the charged particles 
from the reaction pass through a gas, the primary mode of interaction is ionization and the excita-
tion of gas molecules along the particle track. The average energy lost by the incident particle per ion 
pair formed depends on the particular gas, the type of radiation and its energy. Typical values are 
about (30 to 35) eV per ion pair. For instance a 1 MeV particle that is fully stopped within the gas 
produces slightly greater than 3 × 104 ion pairs. The operation of the ionization chamber is based on 
the collection of all charge created by direct ionization within the gas by the application of an electric 
field. Two metallic electrodes surround the fill gas of 3He or 10BF3. The two emitted particles slow 
down in the gas and the charges of the electron-ion pairs produced along their tracks are collected 
on the plates using an electric field strength of ≈100 V/cm. The 3He reaction produces 0.764 MeV 
kinetic energy in the charged particles and results in about 2.5 × 104 electron-ion pairs. The ioniza-
tion chamber is usually used in current mode and serves as a low efficiency beam monitors on most 
neutron beam lines.

By increasing the electric field within the gas, the original ion pairs created within the gas are accel-
erated toward the electrodes, leading to additional ionization of the gas molecules by the accelerated 
electrons. This secondary ionization leads to an avalanche of charge, and the density of the electron 
cloud grows exponentially with distance as the avalanche progresses. It terminates when the central 
anode wire has collected all the free electrons produced. This is the ubiquitous proportional counter, 
with the total charge reaching the anode proportional to the number of primary electrons; and the 
gas multiplication or gain can be as high as ≈105. Individual neutron events are easily detected. The 
charge collection time is about 10 μs, so that the proportional counter is count rate limited to about 
3 × 104 s–1. The fill gas must not have appreciable electron attachment, and must quench any remain-
ing charge to prevent the migration of the heavier ions. This is generally performed by inert gases 
and the best is P10 gas (90% argon and 10% CH4 by volume). Partial pressure in the 3He counter is 
adjusted for the required neutron absorption efficiency, and a pressure of (10 to 20) bar can be used. 
When the reaction takes place near the edge of the detector housing, some of the charge is lost by 
the “wall effect” such that the full charge avalanche does not take place. However, a heavy gas with a 
high stopping power to reduce the charged particle range may ameliorate this. The differential pulse 
height spectrum is such that a lower level discriminator may be used to eliminate the gamma ray 
background.

The gas proportional counter is noiseless and has high charge amplification with good gamma 
discrimination and can stand high radiation fields. They are usually cylindrical, though detectors 
with elliptical cross sections are also available. The neutron sensitive fill gas is usually 3He. It may be 
made position-sensitive by having an amplifier at both ends of the anode wire. In the charge division 
method, the collected charge is divided in proportional to the resistance to ground at each end along 
the wire. The positional sensitivity depends on the highly resistive anode wire. The other method is 
the observation of the rise time from preamplifiers at either end of the resistive anode wire. Typical 
spatial resolution may be as high as 1.5 mm. The multiwire gas proportional counter MWPC is a two-
dimensional detector with a large number of parallel anode wires in a plane mounted between two 
cathodes composed of strips in orthogonal directions. The multiple electrodes are enclosed within a 
large single gas chamber. As before the gas multiplication of electrons is directed toward the anode 
wire, and positive charge is induced on the cathodes. These enable the positional determination in 
the two directions using coincidence encoding. The positional resolution is greater than 1 mm. The 
charge collection time is about 1 μs, so that the two-dimensional proportional counter is limited to 
about 3 × 105 events s–1. At high detection rates, the space charge reduces the electric field around the 
wire and hence the charge gain. The microstrip detector58 uses a photolithography technique, and 
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replaces the usual multiwire anode plane to reduce space-charge effects and gives higher counting 
rates and better spatial resolution.

Neutron Scintillators

All gas detectors require some form of gamma discrimination, and only glass scintillators lead to tol-
erable separation between neutron and gamma signals. The energy from the charged particle raises 
electrons within the material to excited states that decay back to the ground state by the emission 
of photons. The scintillator must be transparent to its own emitted radiation. Often the scintillat-
ing material must be mixed with a compound that contains the absorbing nuclei, such as a lithium 
compound dispersed in a matrix of ZnS(Ag). A ZnS(Cu, Ag, Au) scintillator is superior because it 
gives green light that is better for CCD (charge-coupled device) detection. 6Li-based scintillators are 
favored over 10B-based scintillators, because the greater energy released by the 6Li reaction results 
in greater light production. Fused B2O3 /ZnS has less effective gamma discrimination. The crystals 
often contain small amounts of an activating impurity to provide the necessary electronic states to 
produce suitable scintillating properties. The light produced in the scintillator may be directly cou-
pled to a light detection device such as a photomultiplier tube, though this may also be a channel-
plate amplifier, a CCD camera, or photographic film. Alternatively, the scintillator can be coupled 
through light guide or optical fibers, or through a system of lenses and mirrors. A lithium-loaded 
ZnS scintillator with an image intensifier is often used to monitor the profile of the neutron beam 
with the output of observed on a screen.

The range of the ionizing particles is only a few microns within the scintillator material, enabling 
much greater spatial resolution. A thin detector limits the gamma sensitivity and the same time limits 
the detection efficiency. Typical scintillators include ZnS/6LiF activated with Ag, 6LiI crystal activated 
with Eu, and 6Li glass activated with Ce, with the first mostly used, having ≈1.6 × 105 photons pro-
duced per absorbed neutron. Only a fraction of these photons are collected in the photomultiplier or 
other light-sensitive device, so that the quantum efficiency of a typical photocathode may be ≈
20 percent. Photomultiplier tubes also have to suffer from dark current, which can be decreased by 
cooling the tube. The spread in pulse amplitudes from a scintillator detector is typically 10 to 20 per-
cent and is the limitation on the spatial resolution of scintillator position-sensitive detectors (PSDs).

Scintillating glass fibers that are loaded with both 6Li and Ce can be operated with a spatial resolu-
tion of 100 μm. The triton emitted from the reaction can excite a Ce3+ ion, and the subsequent deex-
citation of the electron to the ground state results in the emission of visible light that is transmitted 
through the fiber and collected by the photomultiplier tube. These fibers can be arranged to form a 
large area position-sensitive detector. The principal disadvantage of the these glass fibers is the sen-
sitivity to gammas.

Photographic film may have a large dynamic range with high spatial resolution of ≈ 100 μm, but 
as an integrating device is sensitive to gammas. The Anger camera consists of a scintillator that is 
coupled by optical fibers to a number of photomultipliers. The positional encoding of the neutron 
event is determined by centroiding the output signal, with a precision much smaller than the size of 
the individual detector element, with a resolution of several mm.

Solid State Detectors

The deposition of the particle energy in a semiconductor results in the formation of electron-hole 
pairs. The energy required to form such pairs is ≈ 3 eV. FWHM pulse-height resolutions are gener-
ally better than 0.5 percent. Semiconductor diodes have a depletion layer to form the active region 
of the detector. The depletion layer thickness is adjusted by the bias voltage on the diode, with 
thicknesses up to several mm in high purity Si or Ge. The electrons and holes are collected with no 
amplification, analogous to the gas ionization chamber, and B or Li are common additions in semi-
conductor devices as the neutron absorber. The ranges of the primary charged particles is short, so 
that the position resolution should be good. The detectors are also sensitive to gammas.
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The cross sections for neutron induced fission reactions in 233U, 235U, and 239Pu are relatively large 
at low neutron energies. The reaction Q values are extremely large, ≈ 200 MeV, with approximately 
160 MeV being released as kinetic energy of the fission fragments. These produce a large charge in 
the ionization chamber.

When the neutron-sensitive material is a solid film, the density of the material is so high that the 
path lengths in the film are very short, and the probability of the charged particle escaping and reach-
ing the detection medium is reduced. The maximum detection efficiency is obtained with an opti-
mum foil thickness that depends on the range of the charged particle in the foil, and this depends on 
whether the foil detection is in transmission or backscattering geometry. A problem with foils is that 
only one charged particle is detected and even this loses varying amounts of its energy before entering 
the charged particle detector. Hence the pulse height spectrum is broad, and gamma discrimination 
is difficult.

Gadolinium foil can also be used in conjunction with a microchannel plate (MCP) detector where 
the MCP acts as an electron multiplier. Greater neutron detection efficiency is obtained when the 
neutron absorbing material (such as 6Li or 10B) is imbedded within the glass of the MCP. The reaction 
products create secondary electrons that are attracted by a positive bias and cause an electron ava-
lanche that travels down the channel. This results in thousands of electrons emerging from the MCP 
due to a single neutron. The position of the electronic pulses may be determined directed using a 
two-dimensional wire grid or indirectly on a phosphor screen to produce a proportional light image. 
Typical MCPs consists of 10B-doped glass with thousands of 5 μm diameter individual channels. 
Spatial resolution approaching 10 μm is possible with good detection efficiency. Sometimes these 
MCPs are arranged in a chevron configuration to increase the electron gain. Also microsphere plate 
detectors operate on principles similar to MCPs, and spatial resolutions better than 250 μm have been 
achieved. These devices are essentially insensitive to gammas.

Imaging Plates

Photographic film can be used to detect the light produced in a neutron-sensitive scintillator screen 
or in conjunction with a neutron-sensitive foil such as Gd to detect the charge reaction directly. 
The path length of the charge particles is quite short in the high-density photographic emulsion, 
enabling good spatial resolution with photographic film. The best spatial resolution of ≈ 20 μm is 
achieved with good quality film in contact with a Gd foil enriched with 157Gd. A resolution of 0.5 
mm is obtained with a standard neutron polaroid camera using a scintillator screen of ZnS(Ag)6LiF. 
The optical densities of the photographic films can be digitized with optical scanners. These inte-
grating detectors have no data rate limitations, but can provide no time information and therefore 
cannot be used in time-of-flight applications.

The concept of storage photostimulable phosphors or imaging plates involves radiation trapping 
in a phosphor-coated detector plate and the release of the trapped energy as light when the plate is 
stimulated under scanning in a reader with a fine laser beam of typical spot size of 50 μm. A pho-
tomultiplier tube that detects the light is coordinated with the scanned positions to create a digital 
image of the radiation field. The light intensity is linear with the received radiation level over a wide 
dynamic range (> 105). The information on the detector plate can be erased after scanning so that it 
can be reused. It is far more sensitive than film autoradiography. The detectors have a spatial resolu-
tion ranging from 25 to 200 μm with a single detector plate of size up to 350 × 420 mm.

Reusable photostimulable phosphors suitable to neutron detection incorporate converter mate-
rial such as Gd2O3 or LiF within the phosphor plate itself. Yet the inherent sensitivity of the imaging 
plate to gamma radiation produce high background interference. In addition, residual radioactivity 
from neutron activated materials, particularly from europium, and the depletion of neutron-sensitive 
materials in the imaging plate after repeated usage may require frequent calibration. An alternative 
is a two-step transfer process within which a foil is placed in the neutron field and then is transfer 
later to the imaging plate to record the radioactivity distribution in the converter and reproduce the 
neutron field information. Dysprosium is the most efficient neutron converter, decays with a half life 
of 2.35 h almost entirely by beta emission, and the activity is linear for over 5 orders of magnitude. 
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64.1

64.1 INTRODUCTION

Due to their unique sensitivity to light elements, neutrons are an important tool for progress in 
material and life sciences, medical research, and therapy as well as for fundamental physics. However, 
the availability of useful neutron beams is limited as neutron sources typically have relatively low 
brilliance (compared, e.g., to x-ray sources.) Focusing and concentrating of neutrons, through the 
use of suitable optics, offers a way to significantly increase neutron current density at the samples 
under investigations. Such a capability becomes particularly important for experiments with very 
small samples. In addition, neutron focusing can also improve the signal to noise ratio for such 
applications as small angle neutron scattering (SANS) analysis and neutron crystallography, when 
the neutron beam can be focused onto the detector.

This chapter is concerned with focusing neutron optics, that is, the optical elements capable of 
producing an image of the source through a limited but determined number of reflections. Other 
optical elements, such as capillary optics and neutron guides, utilize a stochastic number of reflections 
to transport or concentrate neutrons. In these, neutrons undergo multiple reflections from guide or 
capillary walls to emerge in a new direction. These elements are described in Chaps. 53 and 63.

64.2 TOTAL EXTERNAL REFLECTION

The optical properties of materials with respect to neutrons are characterized by their refractive 
indices1 which are a function of the neutron wavelength

 n i= − +1 δ β    (1)

with

δ
λ

π
=

2

2

N bd  
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and 

β
λ σ

π
=

Nd a

4

where Nd is the atomic number density, b is the coherent scattering length, and sa is the absorption 
cross-section. For most materials (with the exception of those containing Li, B, Cd, Sm, or Gd) the 
absorption cross-section is almost zero and Eq. (1) can be reduced to

n = −1 δ

The parameter d is strongly dependent on neutron wavelength and in the case of thermal neutrons, 
is about 10–5 for most elements and their isotopes. So, as is the case for x rays, the refractive index 
for neutrons is slightly less than unity. Therefore, thermal and cold neutrons can be reflected from 
smooth surfaces at shallow “grazing-incidence” angles (total external reflection) or be refracted at 
the boundaries of different materials. Both reflective and refractive optics can be used to focus and 
concentrate neutrons. The advantage of neutron reflective optics, reviewed here, is that they are 
achromatic compared to refractive optics.

Total external reflection occurs when neutrons are incident on a surface at angles below the critical 
angle ϑcr, given by

 ϑ δcr = 2  (2)

so that at 10 Å, for example, the critical angle for reflection off nickel is approximately 1°.
Because the neutron absorption cross section is negligible for most materials, the reflectivity, 

which can be calculated by the Fresnel equations (see, e.g., Chap. 63), is almost 100 percent below the 
critical angle. This permits the development of efficient grazing-incidence neutron optics.

64.3 DIFFRACTIVE SCATTERING AND MIRROR 
SURFACE ROUGHNESS REQUIREMENTS

Mirror surfaces must be quite smooth as diffractive scattering off surface irregularities produces 
the wings of a mirror’s point-spread function (PSF). The grating equation provides the relationship 
between the diffractive scattering angle q for neutrons with wavelength l incident, at an angle a, 
onto a surface with roughness at spatial frequency f

 θ α λsin = f  (3)

The neutron flux excluded from an angular aperture with radius q , the total integrated scatter (TIS) 
is given by
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 (4)

where ψ sc is the single reflection point spread function, PSD is the power spectrum density function 
of the surface, and s is the surface roughness [the rms value, calculated for the spatial frequencies 
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f > θ α λ(sin / )]. The formula describes the single reflection case and for double reflection, as for 
many optical configurations, the single reflection point spread function has to be multiplied by a 
factor of two. 

At a given neutron wavelength and surface roughness, the excluded fraction of neutrons increases 
with grazing angle, so the worst case occurs at the critical angle of the surface material. For a nickel 
surface the critical angle is given by

 
ϑ λcr(rad) Å= × ×−1 73 10 3. ( )

 
 (5)

So, the worst case TIS for a nickel surface (single reflection) is 

 TIS crs s( )> ≈ × −θ σ5 10 4 2   (6)

for spatial wavelengths 1 60/f < /θ, where ss is the surface roughness (the rms value in Å). In prac-
tice, optical surfaces can be polished to the level of a few Å, so neutron scattering due to the surface 
microroughness can be kept to acceptable levels. Effects calculated above, though, will be doubled for 
2-bounce mirror systems.

64.4 IMAGING FOCUSING OPTICS

Optical elements such as elliptical, toroidal, Kirpatrick-Baez (KB) or Wolter mirrors (see Chap. 44), 
and “tapered” (elliptical or parabolic) reflectors (see Chap. 52) utilize single or double reflections to 
image neutron sources and to produce fine focusing. The shallow critical angles for neutrons lead 
to mirror designs with large mirror lengths and small apertures. With low neutron currents, espe-
cially for thermal neutron sources, this dictates the use of nested systems to improve throughput. 
Fabrication of large super-polished high-figure-quality surfaces is a challenging task in general as 
figure errors and the roughness of the mirror surface determine the optical performance. 

The specific properties of neutrons and the typical size of the neutron sources pose additional 
challenges (over similar x-ray optics) for development of high performance optics for beam control. 
Neutron sources are typically extended and also less brilliant compared to x-ray sources. Thus on-axis 
optical schemes, originally developed for point-like x-ray sources, may not deliver optimum optical 
performance. The major portion of an extended neutron source would be off the mirror’s optical axis, 
and this results in higher optical aberrations compared to an on-axis point source if classical focus-
ing schemes are used. These aberrations can be minimized to some extend by collimating a neutron 
source down for applications when the neutron current is not so critical and by optimizing the figure 
of the mirror to boost the off axis optical performance. In addition, the effects of gravity, which need 
not be considered for x rays, are significant in neutron applications. The dependence of velocity on 
wavelength makes a grazing incidence neutron optic gravitationally chromatic.

Optical Elements: Configurations

Depending on the experimental task and resources available, the optimal optical configuration for 
a specific neutron application may include single, double, or more reflections. 

Optical schemes using single reflection for neutron focusing can be divided into two subgroups 
based on neutron source configuration. An elliptical scheme is applicable for divergent point-like 
sources. In this case the source is placed at the first ellipsoid focal point and the neutrons are focused 
at the second focal point of the ellipsoid. A parabolic scheme would be applicable for quasi-parallel 
neutron beams, where a single-bounce optical element would be placed after straight neutron guides. 
The schematics of neutron focusing based on these optical configurations are shown in Figs. 1 and 2.
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A significant problem with any grazing-incidence focusing system is image degradation due to 
astigmatism and spherical and coma aberrations. The use of true ellipsoidal (for finite source) and 
paraboloidal (for infinite source) mirrors would eliminate the astigmatism and spherical aberra-
tion components, but in practice the figure of single-bounce grazing incidence mirrors is commonly 
approximated to ease mirror fabrication. Astigmatism, the optical aberration due to the difference 
in the meridional and sagittal focal distances of a mirror, can be eliminated when a toroidal mirror 
is used for neutron focusing. The mirror is astigmatism-free, if the sagittal and meridional radii of 
a toroidal mirror are set such that the corresponding focal distances are equal. This requirement is 
satisfied if the ratio between the sagittal and meridional radii of the mirror is

R

R
s

m

= sin2α

where Rs and Rm are the sagittal and meridional radii of the mirror curvature and a is the graz-
ing angle. Toroidal neutron mirrors have been used to focus neutrons at the ILL Spin-Echo 
Spectrometer2 and at the Jülich SANS instrument and reflectometer.3,4 (The Jülich toroidal mirror 
has now been transferred to the FRM neutron source in Garching.5) Elliptical and parabolic tapered 
neutron guides have also been used as a single-bounce systems.6–10 

The principal disadvantage of single-bounce systems is off-axis aberrations, especially coma. The 
off-axis coma is due to the difference in angular magnification for neutrons reflected from different 
areas of the mirror located on the same mirror meridian and it cannot be corrected using only one 
reflection. Image deterioration caused by this optical aberration is directly proportional to the mirror 
length. The aberration might in practice be severe because neutron sources are extended and the 
quasi-parallel neutron beams formed by straight neutron guides have nonzero divergence, so in both 
these cases many neutrons are nonaxial. To limit the focal spot blur of a single-bounce optical sys-
tem due to off-axis coma one can therefore decrease the mirror length and/or collimate the neutron 
source down. However, both lead to reduced throughput, but this can be compensated in some cases 

Paraboloid

FIGURE 1 A single parabolic reflector used to 
focus a quasi-parallel input neutron beam.

Ellipsoid

FIGURE 2 A single ellipsoidal reflector used to focus a 
divergent point source of neutrons.
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by the use of a nested optical system. A distinct advantage of single-bounce systems, however, is the 
ease of construction and alignment.

Another way to simplify the fabrication of grazing incidence mirrors is to use an optical scheme 
with two or more consecutive reflections from separate surfaces orthogonal to each other. Such a 
scheme was first described by Kirkpatrick and Baez (KB) for spherical mirrors11 and is shown sche-
matically in Fig. 3. The KB optical scheme, which has elliptical and parabolic mirrors for focusing 
beams from finite and infinite sources, respectively, eliminates astigmatism and spherical aberrations. 
However, because the reflections appear in orthogonal planes the KB schemes suffers from off-axis 
coma the same way as the single-bounce optical systems. The KB mirrors are relatively easy to fabri-
cate but are relatively difficult to align due to sensitivity to the tilt errors. However, if bendable mirrors 
are used the misalignment can be often corrected by refocusing-rebending.

The KB systems provide good optical performance in small apertures if short mirrors are used, 
making the system attractive if neutrons need to be focused onto small samples. To increase the aper-
ture, nested systems are needed and the KB systems lends itself readily to this with the mirrors stacked 
together in two orthogonal planes. A few nesting schemes have been proposed for KB microscopes 
and two examples are shown in Fig. 4. In one method, shown in Fig. 4a, mirrors are nested against 
each other so that the first reflection can be in either the horizontal or vertical plane. Another method, 
termed deflected KB (DKB), utilizes flat deflection mirrors to “steer” the incoming flux into the ellip-
tical focusing mirrors, enabling a larger collecting area. A one-dimensional schematic illustrating 
focusing in one plane is depicted in Fig. 4b with the nested elliptical mirrors shown at the right. Inner 
rays enter directly, but outer rays are first deflected by the plane mirrors on the left. A second system, 
orthogonal to this, would provide focusing in the other dimension. Greater neutron current gains are 

(a) Nested

(b) DKBTM

FIGURE 4 Two KB optical con-
figurations for a neutron microscope. 
(Courtesy of Gene Ice, Oak Ridge National 
Laboratory.)

Object

Image

q
F2s

F2p

F1p

F1s

FIGURE 3 The Kirkpatrick-Baez mirror con-
figuration uses a single reflection from each of two 
orthogonal mirrors. (Courtesy of Gene Ice, Oak Ridge 
National Laboratory.)
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possible with more deflections. However, the increase in effective aperture due to reflection from an 
additional mirror have to be traded against the increase in image blur due to the neutron scattering 
from additional mirror surface’s microroughness. In cases where the KB optical system is intended for 
neutron imaging, the difference in magnifications in orthogonal planes, proportional to the distance 
between the two orthogonal mirrors, needs to be taken into account. 

The KB scheme has been successfully used for the neutron focusing.12 The smallest focal spot achieved 
to date was using bendable mirrors with the figure adjusted to approximate an ellipse. The focal spot
for neutrons with wavelength of 0.1 nm was measured to be 89 × 90 μm (FWHM).13 

The astigmatism of grazing incidence mirrors can be easily corrected by the use of optical geome-
tries with an even number of reflections from the confocal surfaces of revolution. The on-axis coma is 
eliminated while the off-axis coma can be also be reduced for large apertures. With these aberrations 
either eliminated or reduced, the image degradation due to the obscured aperture diffraction would 
need to be taken into account.14 Since each reflection from a nonideal surface, in a multibounce 
system, results in additional scattering due to microroughness, the two bounce systems have been 
developed the most. Such systems, first discussed by Wolter,15 are used extensively in x-ray astronomy 
and can also be designed for use with cold and thermal neutron beams. In Wolter geometries two mir-
rors with surface figures of second order such as a paraboloid, hyperboloid, or ellipsoid are arranged 
coaxially. A schematic of two of the most used Wolter mirror configurations is shown in Fig. 5.

Wolter geometries with paraboloid, hyperboloid, and ellipsoid mirrors are optimized to provide 
superior optical performance on-axis and are capable of delivering better optical performance com-
pared to single-bounce and KB systems. It has been previously shown in the literature that the appli-
cation of a polynomial approximation to the surface of grazing incidence mirror shells16,17 as well 
as defocusing18 enhances the global performance of the mirror over the entire field-of-view. Nested 
Wolter-1 geometry optics can greatly improve the focused beam intensity by increasing the incident 
beam area while keeping the optical aberrations low. For reference, a picture of an x-ray optic module 
with 12 nested mirrors is shown in Fig. 6.

The focusing capabilities of neutron imaging optics based on Wolter geometries has been success-
fully demonstrated using a beam of cold neutrons.19 A test mirror originally designed as a 1/10-scale 

Ellipsoid

Paraboloid

Hyperboloid

Hyperboloid

FIGURE 5 Commonly used Wolter-1 mirror configurations. (See also color insert.)
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version of the innermost mirror of NASA’s Chandra X-Ray Observatory20 was fabricated using an 
electroformed nickel replication process, wherein a thin nickel mirror shell is electroformed off a 
superpolished and figured mandrel.21 In the experiment the area of the optic illuminated by the neu-
tron beam was estimated to be 17.7 mm2. A focal-spot size, defined mostly by the divergence of the 
incoming beam, was measured to be 1.15 mm (FWHM).

Optical Elements: Materials

The largest possible critical angle observed for an isotope is that of Ni58, and so this is the material 
of choice for grazing incidence optics. Typically, optical elements are fabricated from another more 
traditional material such as zerodur, glass, or silicon, and then the mirror surface is coated with Ni58. 
In the case of the nickel replication technique, natural nickel can be used to produce the mirror shell 
with a small loss of critical angle. In some applications it is desirable to use nonmagnetic materials 
to preserve neutron polarization and for these Cu65 with an aluminum-layer overcoat to prevent 
oxidation can be used.3

Multilayer coatings, typically alternating layers of nickel and titanium, can be deposited on the 
surface of a curved neutron mirror to increase the acceptance angle of the mirror. Such a neutron 
“supermirror” efficiently reflect neutrons with wavelengths l when the mirror angle is less than a 
critical angle,13 given by

 
ϑ λcr rad Å( ) . ( )= × × ×−m 1 73 10 3

  (7)

where m is the ratio of the maximum supermirror angle compared to the maximum efficient scat-
tering angle of a nickel surface. Typical practical values of m are 3 to 4.
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and resolution of telescopes, 4.2–4.3
short-exposure image, 4.31–4.35, 

4.31f–4.34f, 4.35t
and systems with annular pupils, 4.10–4.16, 

4.11f–4.15f, 4.15t
Atomic energy levels, 2.2–2.5, 2.4f
Atomic scattering, x-ray optics and, 36.1, 36.2f
Atomic spectra, 2.13
AT&T (American Telephone & Telegraph), 21.1
Attenuated total reflectance (ATR) waveguides, 

12.11
Attenuation:

defined, 21.13
fiber, 21.13–21.14
for fiber optic communication links, 15.7
Lambert-Beer law of, 63.11
linear, 31.1, 31.2
neutron, 63.11–63.12
in optical fibers, 9.4, 9.5f
in photonic crystal fibers, 11.19–11.22, 

11.20f, 11.21f
x-ray, 31.1–31.4, 31.2f, 31.3f

Attenuators:
for fiber-based couplers, 16.4
for networking, 18.2, 18.9
variable optical, 21.12, 21.13f

Auger cascades, 59.4
Auger energies, 36.3t, 36.9t
Auger excitation peaks, 29.3
Auger recombination, 13.27–13.28
Autocovariance (ACV) function, 44.13
Avalanche photodiode (APD) receivers, 9.8, 

9.10–9.11
Avalanche photodiodes, 13.63, 13.71–13.73
Average unregistered detected point spread 

function (AUDPSF), 44.14, 44.15f
Axial and circumferential slope errors, 

45.7–45.8

Babinet-Soleil compensators, 7.22
Backward Brillouin scattering, 11.25
Ballistic neutron guides, 63.17–63.18
Balloon payloads, in astronomical x-ray optics, 

47.10
Band edges, of photonic crystal fibers, 

11.9–11.10
Band gap energy, 19.2
Band-filling modulators, 13.62
Bandpass response, in acousto-optic 

interaction, 6.15–6.16
Bandwidth:

defined, 20.1
fiber, 21.2–21.3, 21.2f

Batman doping, 25.20
Beacons, laser, 5.27–5.34

focus anisoplanatism, 5.27–5.29, 5.28f–5.30f
mesopheric sodium laser beams, 5.32–5.34, 

5.33f
Rayleigh, 5.30–5.32, 5.31f

Beam spatial coherence, 58.4
Beam splitters, 18.6, 18.6f
Beam spreading, 3.32–3.33, 3.33f
Beam steering, 6.27–6.29, 54.11
Beam wander, 3.31–3.32
Beamlines, for multilayer Laue lenses, 

42.9–42.10, 42.9f–42.12f
Beer-Lambert law, 3.11, 3.20, 3.21
Bend, of liquid crystals, 8.22, 8.23f
Bend loss, of photonic crystal fibers, 

11.21–11.22, 11.21f
Bendable optics, 50.3–50.4, 50.4f
Bending magnet synchrotron radiation sources:

brightness of, 55.9
power of, 55.8–55.9, 55.8f
radiation from, 55.3–55.6, 55.5f, 55.6f

Bent crystals, 39.5–39.6, 39.5f–39.6f
BepiColombo mission, 49.6
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Bessel functions, 6.6
Bias, of electroabsorption modulators, 13.59
Bidirectional reflectance distribution function 

(BRDF or BDRF), 1.4–1.6, 1.5f, 3.21
Bidirectional scatter distribution function 

(BSDF), 1.6–1.7
Bidirectional scatter distribution function 

(BSDF) scatterometers, 1.8, 1.8f
Bidirectional transmission distribution 

function (BTDF), 1.6
Bimorph mirrors, 5.37, 5.37f, 50.4, 50.4f, 50.6f
Binary digits, in OTDM networks, 20.8
Binary units, for electro-optic modulators, 7.27
Biphase coding, 20.9, 20.9f
Birefringence, 6.17, 8.19, 11.17
Birefringent diffraction bandshapes, 6.13, 6.14, 

6.14f
Birefringent fibers, 16.5–16.6
Birefringent phased array deflectors, 6.29
Birefringent tangential phase matching, 6.25
Bit error rate (BER), for fiber optic 

communications, 15.1–15.5, 15.3f, 15.4f,
15.8, 15.13, 15.15, 15.17

Bit error ratio (BER), DQPSK and, 21.34
Bit rate, for optical fibers, 9.12
Blackman window function, 46.9, 46.10f
Bloch waves, 11.22
Blockage defects, in polycapillary x-ray optics, 

53.4, 53.5, 53.5f
Boltzmann population factor, 3.14, 3.20
Bormann transmission, 43.3, 43.3f
Bormann triangle, 63.27
Born approximation, 27.2, 63.4, 63.5
Boron neutron capture therapy (BNCT), 53.19
Boron [10B(n, a)] reaction, 63.31
Boundary quality, of multilayers, 41.5–41.7, 

41.7t
Bragg angle, 6.9, 30.5, 39.3
Bragg cells (wideband), in acousto-optic 

devices, 6.27, 6.30, 6.31t
Bragg condition, 6.32, 42.3f, 42.4, 42.10, 

42.11f
Bragg diffraction:

and acousto-optic modulators, 6.4, 6.6, 6.7, 
6.14

and brightness of x-ray tube sources, 54.16
far and near, 6.8–6.9, 6.12
in neutron optics, 63.23
order of, 20.14
and phase matching equations, 6.11
of x-rays, 42.2

Bragg fibers, 11.4
Bragg geometry, for crystal monochromators, 

39.2–39.4, 39.2f, 39.3f, 39.6
Bragg gratings:

and DBR lasers, 20.14
fiber, 17.1–17.9

applications, 17.8–17.9, 17.8f
chirped, 21.22–21.23, 21.23f, 21.25–21.26, 

21.25f
fabrication, 17.4–17.8, 17.5f–17.7f
and fiber lasers, 25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., 24.9, 24.11
photosensitivity, 17.2–17.3
properties of, 17.3–17.4, 17.4f
sensors based on, 24.5–24.8, 24.6f–24.7f

volume, 25.29, 25.30
Bragg limit, 6.8
Bragg mirrors, 13.28, 13.44
Bragg planes, of crystal monochromators, 39.1, 

39.2, 39.5
Bragg reflection:

of crystals, 40.9
in interferometers, 63.26, 63.27
and linear polarization, 43.2–43.4, 43.3f,

43.4f, 43.6, 43.8
and liquid crystals, 8.10
in monochromators, 39.1, 63.24
and multilayers, 41.2
and x-ray absorption spectroscopy, 

30.2, 30.4
Bragg reflection monochromator, 39.4, 39.5
Bragg reflector lasers, 13.7, 13.28–13.29, 13.29f
Bragg reflectors, 13.45
Bragg scattering cross section, 63.18
Bragg transmission phase retarders, 43.6
Bragg wavelength, 17.3, 20.15, 24.7
Bragg-Brentano powder diffractometer, 28.1, 

28.2f, 28.3, 28.3f
Bragg-Fresnel lenses, 40.9–40.10, 40.9f
Bragg’s law, 26.8, 28.3, 30.1, 39.1, 39.4, 43.7, 

63.14, 63.16, 63.24
Bragg-symmetric crystals, 35.3
Braking radiation (see Bremsstrahlung 

radiation)
Bremsstrahlung photons, 63.12
Bremsstrahlung radiation, 31.3

continuous, 54.4–54.6, 54.5f
from laser-generated plasmas, 56.1, 56.8–56.10
from pinch plasma sources, 57.1
and x-ray fluorescence, 29.3, 29.5, 29.6, 29.11
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Brewster angle, in VUV and x-ray region, 41.9
Bridge fiber method, of mode matching, 25.17, 

25.17f
Brightness:

of synchrotron radiation, 55.1, 55.9
x-ray tube sources, 54.11–54.15, 

54.13f–54.15f
Brillouin frequency shift, 10.8
Brillouin scattering:

backward, 11.25
forward, 11.25, 11.26
photonic crystal fibers, 11.25–11.26, 11.25f
stimulated, 10.1, 10.7–10.9, 15.8, 21.20, 25.6

Brillouin zones, 11.9
Broadband transmission, 3.23–3.24, 3.25f–3.26f
Broadening:

Doppler, 3.14, 5.32, 56.5
homogeneous, 20.1
Lorentzian, 3.14
pressure, 56.5–56.6
spectral, 56.6–56.8

Bulk electro-optic modulators, 7.3, 7.16–7.28
amplitude modulation, 7.22–7.24, 7.23f,

7.24f
frequency modulation, 7.24–7.25, 7.25f
phase modulation, 7.18–7.20
polarization modulation (dynamic 

retardation), 7.20–7.22, 7.20f, 7.21f
scanners, 7.26–7.28, 7.26f–7.28f

Bulk lasers, 25.5–25.6
Bunches, electron, 55.17
Buried heterostructure (BH) lasers, 13.5

Cable television (CATV), 9.16–9.17
Calamitic liquid crystals (LCs), 8.4, 8.5, 8.9, 

8.11f
Calar Alto telescope, 5.27
Cameras:

Anger, 63.33
gamma, 32.2

Canada-France-Hawaii Telescope, 5.23
Capillary discharge devices, 57.3, 57.3t
Capillary optics, 28.5 (See also Monocapillary 

x-ray optics; Polycapillary optics)
Carbon dioxide lasers, 12.3t, 12.9, 12.13
Carbon nanotubes (CNTs), 54.10–54.11
Carrier sense multiple access with collision 

detection (CSMA/CD), 23.7

Carrier-suppressed return-to-zero (CSRZ) 
formats, in WDM networks, 21.30, 21.31f,
21.36t, 21.37f

Carrier-to-noise ratio (CNR), for optical fibers, 
9.15–9.16, 9.16f

Cassegrain telescopes, 44.4
Catadioptric lens systems, 35.1
Cathodes, as x-ray tube sources, 54.10–54.11
Catoptric lens systems, 35.1
Cauchy equations, for liquid crystals, 8.20, 8.21
Čerenkov effects, 11.24
Chalcogenides:

in fiber lasers, 25.27t, 25.29
as infrared fibers, 12.2, 12.2f, 12.3t, 12.6, 

12.7, 12.7f, 12.13
Chandra X-Ray Observatory, 33.2–33.4, 33.3t,

44.4, 44.10, 47.1, 47.4f, 47.5, 47.10, 64.7
Channel electron multipliers (CEMs), 

60.6–60.7
Channel power equalization, for EDFAs, 21.41, 

21.42f
Characteristic radiation:

Bremsstrahlung radiation as, 56.8–56.10
from laser-generated plasmas, 56.2–56.10
recombination radiation as, 56.10
spectral lines as, 56.2–56.8
from x-ray tube sources, 54.6–54.8, 54.7f

Charge-coupled devices (CCDs):
in adaptive optics, 5.21
as x-ray detectors, 60.7, 60.8, 60.10t
x-ray imaging detectors in, 61.7–61.8, 61.8f

Charge-injected devices (CIDs), 60.7, 60.10t
Chebyshev polynomials, 46.6
Chemical vapor deposition (CVD), 25.26
Chip screening, of SOAs, 19.17, 19.17f
Chiral liquid crystals (LCs), 8.8–8.13, 

8.11f
Chirally coupled core (CCC) fibers, 25.2, 

25.19f, 25.21–25.22
Chirp and chirping, 20.1

of electro-absorption modulators, 13.58
of fiber Bragg gratings, 17.7
frequency, 13.1, 13.17–13.18, 13.17f
of lasers, 9.8
and optical fibers, 10.3, 10.11
of solitons, 22.3

Chirped fiber Bragg gratings (FBGs), 
21.22–21.23, 21.23f, 21.25–21.26, 21.25f

Chirped pulse amplification (CPA), 25.2, 25.32, 
25.33
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Cholesteric liquid crystal display (Ch-LCD), 
8.32

Chromatic dispersion:
and fiber optic communication links, 15.9, 

15.10
in WDM networks, 21.14–21.16, 21.15f,

21.16f
Chromium ions (Cr3+):

absorption and photoluminescence of, 
2.19–2.21, 2.19f, 2.20f

optical spectroscopy of, 2.9–2.10, 2.10f
polarization spectroscopy of, 2.21–2.22, 2.23f

Circuits, optical tank, 20.21, 20.21f
Circuit-switched networks, 21.7–21.10, 

21.8f–21.9f
Circular gratings, 40.1
Circular polarization:

analyzers for, 43.6–43.8, 43.7f
phase plates for, 43.5f
and synchrotron radiation, 55.6–55.7

Circulators, for networking, 18.3, 
18.3f, 18.10

Circulators, optical: fiber Bragg gratings, 
17.8f, 17.9

Circumferential coordinates, 45.7
Circumferential slope errors, 45.8
Cladding:

defined, 25.2
photonic crystal fibers in, 11.7–11.11, 

11.8f–11.10f
Cleaving, of photonic crystal fibers, 11.26
Climate change, global, 3.43–3.45, 3.44f
Clock recovery, in OTDM networks, 

20.21–20.22, 20.21f
Coarse wavelength division multiplexing 

(CWDM) systems, 19.27
Coatings:

antireflection, 19.8, 19.8f, 19.20
for infrared optical fibers, 12.4, 12.7, 12.9
reflective (multilayers), 41.1–41.10

and calculation of multilayer properties, 
41.3–41.4

for diffractive imaging, 41.9–41.10, 
41.10f

fabrication methods and performance of, 
41.4–41.9, 41.5f, 41.6t, 41.7t, 41.8f

properties of, 41.1–41.3, 41.2f
Coblentz sphere, 1.10, 1.10f, 1.11
Code mark inversion (CMI), 20.9
Code V (program), 35.1

Coding, in OTDM networks, 20.9–20.10, 
20.9f

Coherence:
beam spatial, 58.4
in coherent x-ray optics, 27.5
in long wavelength limit, 55.17–55.20, 

55.18f, 55.19f
mutual coherence function (MCF), 4.4, 4.7, 

4.10
temporal, 55.17–55.18, 55.18f
transverse, 55.18–55.20, 55.19f
transverse spatial, 55.16

Coherence collapse, from laser diodes, 
13.22–13.23

Coherence diameter, Fried’s, 5.2, 5.7, 5.9–5.10
Coherence length:

atmospheric, 4.7–4.10
Fried’s, 4.8
and imaging through turbulence, 4.8–4.10, 

4.8f, 4.9f
spatial, 27.2

Coherent area, of atmosphere, 4.16
Coherent diffraction microscopy, 27.4–27.5, 

27.4f, 27.5f
Coherent Doppler LIDAR, 3.38, 3.39f
Coherent scattering, 26.7, 63.7, 63.8
Coherent x-ray optics, 27.1–27.5, 27.3f–37.5f
Coiling, of LMA fibers, 25.18
Cold cathode fluorescent lamps (CCFLs), 8.30, 

8.30f
Cold-cathode field emission, 54.10–54.11
Collimating polycapillary optics, 53.14,

53.14f
Collimating single crystal diffraction, 53.12, 

53.12f
Collimation and collimators:

anisotropic acoustic beam, 6.25
neutron, 63.15–63.16
in neutron and x-ray optics, 26.11, 26.11f
in polycapillary x-ray optics, 53.8–53.9, 

53.8f–53.9f
with refractive x-ray lenses, 37.8
Soller, 28.2, 28.2f, 28.3
in SPECT imaging, 32.3

Collinear beam acousto-optic tunable filters 
(CBAOTFs), 6.43, 6.43f, 6.45t

Collision length, for solitons, 22.9–22.10, 
22.15

Coma, of grazing incidence telescopes, 44.9, 
44.10
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Communication networks and systems:
fiber-optic standards for, 23.1–23.8

ATM/SONET, 23.6
ESCON, 23.1–23.2, 23.2f
Ethernet, 23.7
FDDI, 23.2–23.3, 23.3f
Fibre Channel standard, 23.4, 23.5f,

23.5t
InfiniBand, 23.8, 23.8t

optical fibers in, 9.3–9.17
analog transmission, 9.15–9.17
bit rate, 9.12
distance limits, 9.12–9.13
fiber for, 9.4–9.7, 9.5f, 9.6f
fiber-optic networks, 9.14–9.15
optical amplifiers, 9.13–9.14
photodetectors, 9.8
receiver sensitivity, 9.8–9.11
repeater spacing, 9.12–9.13
technology, 9.4–9.8
transmitting sources, 9.7–9.8

optical time-division multiplexed, 
20.1–20.25

analog to digital conversion, 20.8, 20.8f
binary digits and line coding in, 

20.8–20.10, 20.9f
device technology, 20.12–20.24
history of, 20.3
interleaving in, 20.6–20.7, 20.7f
modulation, 20.17–20.20, 20.17f, 20.19f,

20.20f
multiplexing and demultiplexing, 

20.3–20.12, 20.7f, 20.22, 20.23f
optical clock recovery, 20.21–20.22, 

20.21f
sampling, 20.4–20.6, 20.5f, 20.6f
serial vs. parallel, 20.12, 20.13f
timing recovery, 20.10–20.12, 20.10f,

20.11f
transmitters, 20.12–20.17, 20.14f–20.16f
ultrahigh-speed, 20.23–20.24, 20.24f

solitons in, 22.1–22.17
classical solitons, 22.2–22.4, 22.2f–22.4f
design of transmission systems, 

22.5–22.7
dispersion-managed solitons, 22.12–22.15, 

22.13f, 22.14f
frequency-guiding filters, 22.7–22.9
wavelength division multiplexing, 

22.9–22.12

Communication networks and systems (Cont.):
wavelength-division multiplexed, 21.1–21.44

carrier-suppressed return-to-zero and 
duobinary, 21.30–21.33, 21.31f, 21.32f

chromatic dispersion in, 21.14–21.16, 
21.15f, 21.16f

circuit and packet switching in, 21.7–21.11, 
21.8f–21.11f

dispersion and nonlinearities of, 
21.16–21.26, 21.17f–21.21f,
21.23f–21.27f

DPSK and DQSK, 21.33–21.36, 
21.33f–21.35f, 21.36t, 21.37t

fiber attenuation and optical power loss, 
21.13–21.14

fiber bandwidth, 21.2–21.3, 21.2f
fiber system impairments, 21.13–21.26
history of, 21.1–21.2
network reconfigurability, 21.12–21.13, 

21.12f, 21.13f
optical amplifiers in, 21.37–21.44, 21.37f,

21.38f–21.42f
optical modulation formats, 21.27–21.36, 

21.28f–21.30f
point-to-point links, 21.4
in real systems, 21.3–21.4, 21.3f, 21.4f
star, ring, and mesh topologies, 21.5–21.7, 

21.5f–21.7f
wavelength-routed networks, 21.5, 21.5f
WDM dispersion managed soliton 

transmission, 22.15–22.17
Commutators, 20.1, 20.7f
Compensators, Babinet-Soleil, 7.22
Complementary metal oxide semiconductors 

(CMOS) signal processing, 62.5
Complex index of refraction, for x-ray optics, 

48.1
Compton radiation sources, 55.2–55.3, 55.3t
Compton scattering, 59.1

and circular polarization, 43.6
inverse, 59.1
and microfocus x-ray fluorescence, 29.5, 29.8f
and polycapillary x-ray optics, 53.3, 53.15, 

53.18
and refractive x-ray lenses, 37.5, 37.7
and x-ray attenuation, 31.2
and x-ray optics, 26.7, 36.1

Computed tomography (CT), 31.5–31.7, 31.6f,
31.7f

Condensing monocapillary x-ray optics, 52.6
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Cone effect, of laser beacons, 5.27
Cone-beam computed tomography (CT), 31.7, 

31.7f
Configurational relaxation, in solids, 2.14–2.17, 

2.15f–2.18f
Confinement:

in double heterostructure laser diodes, 
13.4–13.6, 13.4f, 13.6f

and photonic crystal fibers, 11.22
in semiconductor optical amplifiers, 19.6

Connector losses, in fiber optic communication, 
15.7, 15.8t

Constellation-X Observatory, 33.4
Continuous readout x-ray detectors, 61.2
Continuous-wave (CW) lasers, 25.4, 25.5, 

25.5f, 25.7
diode lasers, 13.49
dye lasers, 5.32, 5.33f, 5.34

Contrast ratio, for fiber optic modulation, 
13.57

Contrast-to-noise ration (CNR), of x-ray 
detectors, 61.3

Controlled-drift x-ray detectors, 62.5
Converging neutron guides, 63.17
Coordinate-measuring machines (CMMs), 46.2
Coordinates, circumferential, 45.7
Copper distributed data interface (CDDI), 23.3
Core (term), 25.2
Core drilling, of fiber lasers, 25.26–25.27
Core-cladding index difference, of photonic 

crystal fibers, 11.12–11.17, 11.12f–11.17f
Cornell High Energy Synchrotron Sources 

(CHESS), 52.3, 52.5
Coulomb explosion, 2.5, 2.6
Coulomb fields, of ions, 56.8
Coulomb interactions, of 3d electrons, 2.9
Coulomb repulsion, 2.5
Coupled quantum wells (CQWs), 13.58
Coupled-wave-theory (CWT), for multilayer 

Laue lenses, 42.4, 42.12
Couplers and coupling:

directional, 18.2, 18.3, 18.3f, 18.9, 18.9f
evanescent, 25.11
fiber-based, 16.1–16.6, 16.2f, 16.5f
nonfused fiber, 25.10
vertical, 13.60
wavelength-selective, 14.2

Coupling coefficient, of DBR lasers, 13.28
Coupling loss, of fiber-optic components, 18.1
Covariance mapping, 2.5

Cross-gain modulation (XGM), 19.12, 19.13f,
19.27, 19.29–19.30, 19.29f, 19.32, 
19.35–19.36

Crossover frequency, liquid crystals and, 8.16
Cross-phase modulation (XPM):

in optical fibers, 10.3–10.4
and SOAs, 19.13, 19.30–19.32, 19.31f, 19.33f,

19.35–19.36
and solitons, 22.5, 22.13–22.15
in WDM networks, 21.19

Crucifix images, 49.4, 49.4f
Cryogenic x-ray detectors, 60.9, 60.9t,

60.10t
Crystal diffraction:

and EDXRF, 29.6–29.7, 29.8f–29.9f
single, 53.12–53.14, 53.12f–53.13f
and WDXRF, 29.2

Crystal interferometers, 63.26–63.27, 63.27f
Crystal monochromators:

and bent crystals, 39.1–39.6, 39.2t, 39.3f,
39.5f–39.6f

in neutron optics, 63.23–63.25
Crystal optics:

and electro-optic modulators, 7.3–7.4, 7.4f,
7.8t–7.10t

and the index ellipsoid, 7.3–7.7, 7.4f–7.6f,
7.8f–7.10f

polarizing, 43.1–43.8, 43.3f–43.5f, 43.7f
and x-ray diffraction, 28.3–28.4, 28.4f

Crystalline infrared fibers, 12.2t, 12.3t,
12.7–12.10, 12.8f, 12.10f

Crystals:
bent, 39.5–39.6, 39.5f–39.6f
Bragg-symmetric, 35.3
Darwin width of, 63.24, 63.26
doubly curved, 29.6–29.7, 29.8f
in electro-optic modulators, 7.33–7.34
Fankuchen-cut, 63.25
mosaic, 39.2
organic, 7.33–7.34
SHADOW code for, 35.2
[See also Liquid crystals; Photonic crystal 

fibers (PCFs)]
Current:

dark, 13.69, 13.73
saturation, 13.69
trap-assisted thermal generation, 13.69

Current confinement, in VCSELs, 13.45, 
13.45f

Curvature of best focal surface, 45.5
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Damage, optical, 13.54
Damage threshold, of fiber lasers, 25.7
Dark current, 13.69, 13.73
Darwin widths, 43.6, 63.24, 63.26
Data communication systems, 15.1–15.2
Data transmission formats, 20.9–20.10, 

20.9f
dc Kerr effect, 7.11
De Broglie neutron waves, 63.3, 63.5
Debye-Waller factor, 41.4
Decentering errors, for grazing incidence 

optics, 45.6–45.7
Decommutator, 20.1, 20.7f
Deep saturation regime, for fiber amplifiers, 

14.4
Deflectors, 6.22–6.31, 6.23t

anisotropic acoustic beam collimation by, 
6.25

birefringent phased array, 6.29
high-resolution, 6.29, 6.29t
isotropic AO diffraction by, 6.23–6.24, 6.24f
phase array beam steering by, 6.27–6.29, 

6.28f
resolution of, 6.25
tangential phase matching by, 6.25–6.27, 

6.26f
Defocus errors, for grazing incidence optics, 

45.6
Deformable mirrors, 5.4, 5.4f, 5.37–5.38, 5.37f,

5.38f
Degree of modulation, for electro-optic 

modulators, 7.35–7.36
Dektak stylus profiler, 46.2
Delay-line technique, 60.5
Demultiplexers and demultiplexing, 20.1

for networking, 18.4, 18.10–18.11, 18.10f,
18.11f

in OTDM networks, 20.7–20.8, 20.7f, 20.22, 
20.23f

terahertz asymmetric optical, 20.22
Dense wavelength division multiplexing 

(DWDM):
and AOTFs, 6.43, 6.44
and optical fiber amplifiers, 14.1
and SOAs, 19.25–19.27, 19.25f, 19.26f

Density of states (DOS), for photonic crystal 
fibers, 11.8, 11.9f

Depletion layer, of semiconductor detectors, 
60.5

Depletion region, of pin photodiodes, 13.64

Deposition:
modified chemical vapor, 25.2, 25.21, 25.26, 

25.28
outside vapor, 25.2, 25.26
physical vapor, 61.6
vapor axial, 25.3, 25.26

Deposition, chemical vapor, 25.26
Depth of focus (DOF), of multilayer Laue 

lenses, 42.17, 42.17f
Depth-of-amplitude modulation, 7.22
Depth-of-phase modulation, 7.19
Despace errors, for grazing incidence optics, 

45.6
Destructive ports, of M-Z interferometers, 21.34
Detected point spread function (DPSF), 44.14, 

44.15f
Detection and detectors:

activated phosphor, 60.7–60.8
collision, 23.7
direct-conversion flat panel, 61.4f, 61.6–61.7, 

61.6t, 61.7f
energy dispersive, 62.2–62.4
for fiber optic systems, 13.2–13.3, 13.63–13.73

avalanche photodiodes, 13.71–13.73
MSM detectors, 13.73
pin diodes, 13.63–13.71, 13.64f, 13.66f,

13.66t, 13.68f
Schottky photodiodes, 13.73

heterodyne, 3.34
light detection and ranging (LIDAR), 

3.38–3.39, 3.38f, 25.25
for medical imaging, 31.4, 31.4f, 61.2
MSM photoconductive, 13.63, 13.73
in neutron optics, 63.31–63.34
photodetectors, 9.8
semiconductor, 60.5
solid state, 63.33–63.34
x-ray, 31.4f

controlled-drift, 62.5
cryogenic, 60.8–60.9, 60.9t, 60.10t
film, 60.8, 60.9t, 60.10t
ionization, 60.3–60.7, 60.9t, 60.10t
scintillation, 60.7–60.8, 60.9t, 60.10t

for x-ray imaging, 61.1–61.8
CCD detectors, 61.7–61.8, 61.8f
flat panel detectors, 61.3–61.7, 61.4f,

61.6t, 61.7f
geometries for and classifications of, 

61.1–61.3, 61.2f
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Detective quantum efficiency (DQE), of x-ray 
detectors, 61.2, 61.3, 61.5–61.7

Detrending, in x-ray mirror metrology, 
46.6–46.7, 46.7f

Detuning, 13.29, 30.3
Dichroism:

defined, 25.2
magnetic circular, 55.7–55.9, 55.7f

Dielectric properties, of liquid crystals, 
8.14–8.18, 8.15f, 8.18f

Differential group delay (DGD), 21.17
Differential phase shift keying (DPSK), 19.27, 

21.33–21.34, 21.36, 21.36t, 21.37t
Differential quadrature phase-shift-keying 

(DQPSK), 21.34–21.36, 21.35f, 21.36t,
21.37t

Differential quantum efficiency, 13.9
Diffraction:

acousto-optic, 6.4, 6.9
anisotropic, 6.10
and birefringent diffraction bandshapes, 

6.13, 6.14, 6.14f
Bragg

and acousto-optic modulators, 6.4, 6.6, 
6.7, 6.14

and brightness of x-ray tube sources, 
54.16

far and near, 6.8–6.9, 6.12
in neutron optics, 63.23
order of, 20.14
and phase matching equations, 6.11
of x-rays, 42.2

by crystals, 39.2–39.3
and energy-dispersive x-ray fluorescence, 

29.6–29.7, 29.8f–29.9f
Fraunhofer, 42.2, 63.25
Fresnel, 27.2, 27.4, 40.9, 63.25
by gratings and monochromators, 38.1–38.3, 

38.2f
isotropic

and acousto-optic interactions, 6.9–6.10, 
6.10f, 6.13, 6.13f

by deflectors, 6.23–6.24, 6.24f
and isotropic diffraction bandshape, 6.13, 

6.13f
kinematic theory of, 63.5
lysozyme, 53.12–53.14, 53.12f, 53.13f
near- and far-field, 27.2–27.3, 27.3f
in neutron optics, 63.3, 63.25
order of, 18.6

Diffraction (Cont.):
powder, 53.14, 53.14f
single crystal, 53.12–53.14, 53.12f–53.13f
and wavelength-dispersive x-ray 

fluorescence, 29.2
x-ray, 28.5–28.6, 28.6f
and x-ray optics, 26.7, 26.8

Diffraction efficiencies, of zone plates, 
40.4–40.8, 40.5f, 40.7f, 40.8f

Diffraction geometry, tilted, 42.4
Diffractive imaging, 41.9–41.10, 41.10f
Diffractive optics, 26.8, 26.8f, 26.9f
Diffractive scattering, 64.2–64.3
Diffractometers, 28.1–28.3, 28.2f, 28.3f
Diffuse scattering, 63.4
Digital, analog conversion to, 20.4, 20.8, 20.8f
Digital displays, in medical imaging, 31.8–31.9, 

31.8f–31.10f
Digital modulation, 6.33
Digital on-off-keying receivers, 9.9–9.11
Digital tomosynthesis, 31.7–31.8
Digital Video Broadcasters Measurement 

Group standards, 15.4
Diode pumps, 25.12–25.13
Diodes:

laser, 13.3–13.24
double heterostructure, 13.3–13.8, 13.3f,

13.4f, 13.6f, 13.7f
noise characteristics of, 13.18–13.24, 

13.19f–13.21f
operating characteristics of, 13.8–13.13, 

13.10f
transient response of, 13.13–13.18, 13.14f,

13.16f, 13.17f
light-emitting, 13.1, 13.36–13.42, 13.38f

edge-emitting, 13.40
operating characteristics of, 13.40–13.42, 

13.40f, 13.41–13.42
and optical fibers, 9.7
surface-emitting, 13.38–13.40, 13.38f
and transmissive TFT LCDs, 8.29–8.31, 8.30f

pin, 13.2, 13.63–13.71, 13.66t
dark current, 13.69
geometry of, 13.64–13.65, 13.64f
noise, 13.70–13.71
sensitivity, 13.65–13.66, 13.66f
speed, 13.67–13.68
and unitraveling-carrier (UTC) 

photodiodes, 13.68–13.69, 13.68f
(See also Photodiodes)
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Dioptric lens systems, 35.1
Direct modulation, 20.17–20.18, 20.17f
Direct-conversion flat panel detectors, 61.4f,

61.6–61.7, 61.6t, 61.7f
Directional couplers, for networking, 18.2, 

18.3, 18.3f, 18.9, 18.9f
Directionality (isolation), of fiber-optic 

components, 18.1
Discrete electroabsorption modulators, 

13.59
Dispenser cathodes, 54.10
Dispersion:

angular, 38.6
chromatic

and fiber optic communication links, 
15.9, 15.10

in WDM networks, 21.14–21.16, 21.15f,
21.16f

in fiber optic communication links, 
15.9–15.11, 15.10f

by gratings and monochromators, 
38.6–38.7

group velocity, 11.18, 11.18f, 11.19f
in optical fibers, 9.5–9.7, 9.6f
theory of, 63.5
in WDM networks, 21.20–21.26, 21.21f

chromatic, 21.14–21.16, 21.15f, 21.16f
electronic solutions for, 21.26, 21.27f
fixed dispersion compensation, 

21.22–21.23, 21.23f
tunable dispersion compensation, 

21.23–21.26, 21.24f–21.26f
Dispersion compensating fiber (DCF), 15.10, 

21.22
Dispersion length, of solitons, 22.3
Dispersion optimizing fiber, 15.10
Dispersion-managed (DM) solitons, 

22.12–22.15, 22.13f, 22.14f
Dispersion-shifted fibers, 9.7
Displacement vectors, bulk modulators and, 

7.18
Displays, for medical imaging, 31.8–31.9
Distance limits, of optical fibers, 9.12–9.13
Distorted object approach, in coherent x-ray 

optics, 27.2–27.4
Distortion(s):

in fiber optic communication links, 
15.5–15.6, 15.6f

in optical fibers, 9.17
Distributed Bragg reflector (DBR) lasers, 9.8, 

13.7, 13.28–13.29, 13.29f, 20.14

Distributed feedback (DFB) lasers:
in fiber optic systems, 13.7, 13.30–13.32, 

13.30f, 13.31f
optical fibers for, 9.8
in OTDM communication networks, 

20.14–20.15, 20.15f
Distributed feedback (DFB) threshold, of fiber 

optic systems, 13.30–13.32
Distributed Raman amplifiers (DRAs), 

21.44
Divalent rare-earth ions, 2.11
Divided voltage method, for transreflective 

LCDs, 8.35, 8.35f
Dopant profiling, for LMA fibers, 25.18
Dopants, for fiber lasers, 25.22–25.26, 25.23t
Doppler broadening, 3.14, 5.32, 56.5
Doppler effect, 2.3, 6.9
Doppler LIDAR systems, 3.38–3.39
Doppler profiles, of CW lasers, 5.32, 5.34
Doppler shifts, 10.7
Doppler-dominated lineshapes, 3.23
Double heterostructure laser diodes, 13.3–13.8, 

13.3f, 13.4f, 13.6f, 13.7f
Double heterostructure waveguides, 19.3f,

19.5
Double-bounce Wolter mirrors, 52.4
Doubly curved crystals (DCCs), 29.6–29.7, 

29.8f
Dragon (monochromator) systems, 38.3
Drive circuitry, of LEDs, 13.42
Drive power, of NPM AOTFs, 6.41
Dual attach FDDI nodes, 23.3
Dual frequency effect, on LCDs, 8.18
Dual-cell-gap transreflective LCDs, 8.32–8.33, 

8.33f
Duobinary formats, for WDM networks, 

21.32–21.33, 21.32f, 21.36, 21.36t, 21.37t
Duplexers, for networking, 18.4, 18.4f,

18.10–18.11
Dye-doped polymers, in electro-optic 

modulators, 7.34
Dynamic Jahn-Teller effect, 2.9
Dynamic range:

of fiber amplifiers, 14.3
of fiber optic communication links, 

15.5–15.6, 15.6f
of wideband Bragg cells, 6.30

Dynamic retardation, of modulators, 
7.20–7.22, 7.20f, 7.21f

Dynamical theory of diffraction, for crystals, 
39.2
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Edge-coupled pin waveguides, 13.68
Edge-defined film-fed growth (EFG) technique, 

12.9, 12.10f
Edge-emitting lasers, 13.3
Edge-emitting light-emitting diodes (E-LEDs), 

13.36, 13.37, 13.40
EEGRAZE code, 44.13
Effective group refractive index, 13.13
Efficiency:

detective quantum, 61.2, 61.3, 61.5–61.7
differential quantum, 13.9
diffraction, 40.4–40.8, 40.5f, 40.7f, 40.8f
external quantum, 13.9
external slope, 13.9
gain, 14.6
internal quantum, 13.9, 13.10
modulation, 7.36
quantum, 13.65, 13.66
quantum detection, 60.7, 61.2–61.3
radiative quantum, 14.7

Eigenpolarization, 7.13–7.14, 7.14f
Einstein coefficient for spontaneous emission, 

2.13
Einstein Observatory, 44.4, 44.10, 47.1, 

47.5
Elastic constants, of liquid crystals, 

8.22, 8.23f
Elastic scattering, in neutron optics, 63.5
Elasto-optic effect, 6.5–6.6
Electric dipole selection rules, 56.3
Electrical injection:

in laser diodes, 13.4, 13.5
in VCSELs, 13.45, 13.45f

Electrical time domain multiplexed (ETDM) 
transmission, 20.3, 20.25

Electroabsorption, 13.55–13.56, 
13.56f

applying fields in semiconductors, 
13.58

Electroabsorption modulators (EAMs):
in fiber optic systems, 13.55–13.60, 13.56f,

13.57f
in OTDM networks, 20.18, 20.20, 

20.20f
Electroluminescence, of LEDs, 13.37
Electron beam steering, 54.11
Electron binding energies, 36.3t–36.6t
Electron excitation, WDXRF and, 29.2
Electron linacs, 63.12
Electron-beam lithography (EBL), 40.8
Electrons, 2.9, 54.12, 55.17, 56.2, 58.1

Electro-optic effect, 7.6–7.16
and eigenpolarization/phase velocity indices 

of refraction, 7.13–7.16, 7.14f, 7.16f
Jacobi method, 7.11–7.13
linear, 7.7, 7.8t, 7.10
and lithium niobate modulators, 

13.49–13.51, 13.51f
quadratic (Kerr), 7.9t–7.10t, 7.11

Electro-optic modulators, 7.1–7.39
applications for, 7.36–7.39, 7.37f–7.38f
bulk modulators, 7.16–7.28

amplitude modulation, 7.22–7.24, 7.23f, 7.24f
frequency modulation, 7.24–7.25, 7.25f
phase modulation, 7.18–7.20
polarization modulation (dynamic 

retardation), 7.20–7.22, 7.20f, 7.21f
scanners, 7.26–7.28, 7.26f–7.28f

crystal optics and the index ellipsoid, 
7.3–7.7, 7.4f–7.6f, 7.8f–7.10f

and electro-optic effect, 7.6–7.16
eigenpolarization/phase velocity indices of 

refraction, 7.13–7.16, 7.14f, 7.16f
Jacobi method, 7.11–7.13
linear, 7.7, 7.8t, 7.10
quadratic (Kerr), 7.9t–7.10t, 7.11

and Euler angles, 7.39
in fiber optic systems, 13.61
geometries, 7.16–7.18, 7.17f
light propagation in, 7.3
longitudinal, 7.16, 7.17, 7.17f
materials for, 7.33–7.34
in OTDM networks, 20.18–20.19, 20.19f
performance criteria for, 7.34–7.36
polymer modulators, 13.55
transverse modulators, 7.16, 7.17, 7.17f
traveling wave modulators, 7.28–7.30, 7.29f
waveguide modulators, 7.30–7.32, 7.31f–7.33f

Electro-optic sampling, 7.36–7.37, 7.37f–7.38f
Electrorefraction, 13.2
Electrorefractive modulators, 13.61–13.62
Elements (chemical), x-ray properties of, 

36.1–36.9, 36.3t–36.9t
Elliptical reflectors, 64.3, 64.4, 64.4f
Emission:

amplified spontaneous, 9.13, 10.11, 14.3, 14.6
cold-cathode field, 54.10–54.11
molecular, 3.18, 3.20, 3.20f
particle-induced x-ray, 29.4
self-amplified spontaneous, 58.1
spontaneous, 2.13, 19.3, 20.1
stimulated, 20.2
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Emission lines, K-shell and L-shell, 36.3t–36.8t
Endlessly single-mode photonic crystal fiber 

(ESM-PCF), 11.12, 11.13, 11.21, 11.21f
End-pumped schemes, for fiber lasers, 

25.9–25.10, 25.28
Energy(-ies):

atomic, 2.2–2.5, 2.4f
Auger, 36.3t, 36.9t
band gap, 19.2
conservation of, 6.9
electron binding, 36.3t–36.6t
equipartition, 22.6
Fermi level, 30.1
filtering of, 53.10
photon, 36.7t–36.8t
(See also specific sources, e.g.: Fiber lasers)

Energy dispersive detectors (EDS), 62.2–62.4
Energy-dispersive x-ray fluorescence (EDXRF), 

29.3–29.11
with doubly curved crystal diffraction, 

29.6–29.7, 29.8f–29.9f
monocapillary micro-XRF, 29.4
polycapillary micro-XRF, 29.4–29.6, 29.5f,

29.6f
ultrahigh resolution, 29.9–29.11, 29.9f–29.11f

Entrance slits, of gratings and monochromators, 
38.7

Environmental control and correction, for 
adaptive optics, 50.5, 50.6

Epitaxial growth, 13.2
Epithermal neutrons, 63.18
Equatorial divergence, x-ray diffraction and, 28.1
Equipartition energy, 22.6
Erbium-doped fiber amplifiers (EDFAs):

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

Erbium-doped fibers, 25.23t, 25.24, 25.32, 
25.33

Erbium-doped yttrium aluminum garnet 
(Er:YAG) lasers, 12.3t, 12.6, 12.13

Erbium/ytterbium-doped fiber amplifiers 
(EYDFAs), 14.2, 14.2t, 14.7–14.8

ESCON (Enterprise System Connection) 
standard, 23.1–23.2, 23.2f

ESO telescope, 5.35
Etch and regrowth fabrication, of electroab-

sorption modulators, 13.59–13.60
Ethernet standard, 23.7
Euler angles, 7.13, 7.39
Euler’s constant, 56.9
European Synchrotron Radiation Facility 

(ESRF), 37.5, 37.8, 50.5, 50.6
European X-Ray Free-Electron Laser (XFEL), 

58.1
Evanescent coupling, 25.11
Evanescent wave spectroscopy (EWS), 12.13
Evanescent-wave coupled pin waveguides, 

13.68
Excitation, of electrons, 56.2
Excitation spectroscopy, 2.15f, 2.21
Excited state absorption (ESA), 14.6
Exit slits, of gratings and monochromators, 38.7
Expansion coefficients, in atmospheric optics, 

4.20–4.22, 4.21t, 4.22f–4.23f
Extended Gordon-Haus effect, 22.11
Extended x-ray absorption fine structure 

(EXAFS), 30.2, 30.4
External circuits, noise from, 13.70
External mirrors, 13.32–13.33, 13.33f
External modulation, in OTDM networks, 

20.18–20.20, 20.19f, 20.20f
External optical feedback, from laser diodes, 

13.21–13.24
External quantum efficiency, 13.9
External slope efficiency, 13.9
Extinction ratio, 7.35, 15.13
Extreme ultraviolet explorer (EUVE), 44.4, 44.5
Extreme ultraviolet (EUV) lasers, 58.2–58.4, 

58.3f
Extreme ultraviolet lithography (EUV-L), 

34.1–34.6
and EUV-interferometric lithography, 

34.4–34.5, 34.5f
limitations of, 34.5–34.6, 34.5f, 34.6f
and multifoil optics, 48.1
and multilayers, 41.5, 41.7, 41.8
in semiconductor industry, 34.1–34.2, 34.2t
technology for, 34.2–34.5, 34.3f, 34.4f
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Extreme ultraviolet (EUV) region, 
Schwarzschild objective for, 51.3

Extreme ultraviolet-interferometric lithography 
(EUV-IL), 34.4–34.5, 34.5f

Extrinsic Fabry-Perot interferometric (EFPI) 
sensors, 24.2–24.4, 24.2f, 24.3f

Extrusion, of fiber lasers, 25.27
Eye degradations, of optical fiber receivers, 9.11
Eye openings, optical fiber receivers and, 9.11
Eye safety, 15.1

Fabry-Perot cavities, 13.65, 19.19, 20.21, 20.21f,
24.2

Fabry-Perot filters, 13.33, 22.8
Fabry-Perot interferometers, 3.36, 24.2–24.5, 

24.2f–24.4f
Fabry-Perot lasers, 9.11, 13.12–13.13, 13.29, 

15.11, 15.14
Fabry-Perot semiconductor lasers, 20.13–20.14, 

20.14f
Fankuchen-cut crystals, 63.25
Far Bragg diffraction acousto-optic interaction 

and, 6.8
Far field, 4.10
Faraday rotators, 18.7, 18.7f, 18.10
Far-field diffraction, 27.2–27.3, 27.3f
FASCODE program, 3.23, 3.24f
Fast power transients, for EDFAs, 21.39–21.41, 

21.45f
FDDI (fiber distributed data interface) standard, 

13.41, 23.2–23.3, 23.3f
Feedback:

in fiber optic systems, 13.30–13.32
from laser diodes, 13.21–13.24
from SOAs, 19.8, 19.8f

Fermi choppers, 63.14
Fermi level, of energy, 30.1
Fermi pseudopotential, 63.4, 63.5
Ferroelectric smectic phase, of liquid crystals, 

8.12, 8.12f
Fiber (material), for optical fibers, 9.4–9.7
Fiber amplifiers, 14.1–14.11

categories and features of, 14.1–14.2, 14.2t
erbium-doped

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f

Fiber amplifiers, erbium-doped (Cont.):
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

erbium/ytterbium-doped, 14.2, 14.2t, 14.7–14.8
infrared fibers for, 12.3t
parametric, 14.10–14.11
praseodymium-doped fiber amplifiers 

(PDFAs), 14.7
Raman, 14.8–14.9, 14.8f, 14.9, 14.10f
rare-earth-doped, 14.2–14.4, 14.3f
semiconductors vs., 9.13–9.14
ytterbium-doped, 14.7

Fiber attenuation, optical power loss and, 
21.13–21.14

Fiber bandwidth, of WDM networks, 
21.2–21.3, 21.2f

Fiber Bragg gratings (FBGs), 17.1–17.9
applications, 17.8–17.9, 17.8f
chirped, 21.22–21.23, 21.23f, 21.25–21.26, 

21.25f
fabrication, 17.4–17.8, 17.5f–17.7f
and fiber lasers, 25.8, 25.16, 25.18, 25.30, 25.31
long-period gratings vs., 24.9, 24.11
photosensitivity of, 17.2–17.3
properties of, 17.3–17.4, 17.4f
sensors based on, 24.5–24.8, 24.6f–24.7f

Fiber lasers, 25.1–25.33
architectures, 25.9–25.18, 25.19f

all-fiber monolithic systems, 25.16–25.18, 
25.16f

free space, 25.13–25.15, 25.14f, 25.15f
pumping techniques, 25.9–25.13, 25.11f,

25.12f
bulk lasers vs., 25.5–25.6
dopants for, 25.22–25.26, 25.23t
fabrication of, 25.26–25.29, 25.27t
growth of, 25.5, 25.5f
history of, 25.3–25.4, 25.4f
infrared fibers for, 12.3t
limitations of, 25.6–25.7
LMA designs for, 25.18–25.22, 25.19f
operation of, 25.7–25.8
spectral and temporal modalities of, 

25.29–25.33
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Fiber length, for rare-earth-doped amplifiers, 
14.2–14.3, 14.3f

Fiber optic amplifiers, 14.1–14.11
categories and features of, 14.1–14.2, 14.2t
erbium-doped

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

erbium/ytterbium-doped, 14.7–14.8
parametric, 14.10–14.11
praseodymium-doped, 14.7
Raman fiber, 14.8–14.9, 14.8f, 14.10f
rare-earth-doped, 14.2–14.4, 14.3f
ytterbium-doped, 14.7

Fiber optic chemical sensors, 12.3t
Fiber optic communication links, 15.1–15.17

distortions and dynamics range of, 
15.5–15.6, 15.6f

figures of merit for, 15.2–15.6, 15.3f, 15.4f
link budget analysis for, 15.6–15.17

extinction ratio, 15.13
installation loss, 15.6–15.7, 15.8t
optical power penalties, 15.8–15.17, 15.10f

Fiber optic communication standards, 23.1–23.8
ATM/SONET, 23.6
ESCON, 23.1–23.2, 23.2f
Ethernet, 23.7
FDDI, 23.2–23.3, 23.3f
Fibre Channel standard, 23.4, 23.5f, 23.5t
InfiniBand, 23.8, 23.8t

Fiber optic networking, micro-optics-based 
components for, 18.1–18.12

attenuators, 18.2, 18.9
beam splitters, 18.6, 18.6f
circulators, 18.3, 18.3f, 18.10
directional couplers, 18.2, 18.3, 18.3f, 18.9, 

18.9f
Faraday rotators, 18.7, 18.7f
filters, 18.6

Fiber optic networking, micro-optics-based 
components for (Cont.):

gratings, 18.5–18.6, 18.6f
GRIN-rod lenses, 18.7, 18.8, 18.8f
isolators, 18.3, 18.10, 18.10f
mechanical switches, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
MEMS mirrors and switches, 18.8, 18.8f,

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 18.4, 

18.4f, 18.10–18.11
network functions, 18.2–18.5
polarizers, 18.7, 18.7f
power splitters, 18.2–18.3, 18.2f, 18.9, 18.9f
prisms, 18.5, 18.5f

Fiber optic networks and systems, 9.14–9.15
detectors in, 13.2–13.3, 13.63–13.73

avalanche photodiodes, 13.71–13.73
MSM detectors, 13.73
pin diodes, 13.63–13.71, 13.64f, 13.66f,

13.66t, 13.68f
Schottky photodiodes, 13.73

modulators in, 13.2, 13.48–13.63
electroabsorption, 13.55–13.60, 13.56f,

13.57f
electro-optic, 13.61
electrorefractive, 13.61–13.62
lithium niobate, 13.48–13.55, 13.49f,

13.51f, 13.54f
semiconductor interferometric, 13.63

sources for, 13.1–13.48
distributed Bragg reflector lasers, 

13.28–13.29, 13.29f
distributed feedback lasers, 13.30–13.32, 

13.30f, 13.31f
laser diodes, 13.3–13.24, 13.3f, 13.4f,

13.6f, 13.7f, 13.10f, 13.14f, 13.16f,
13.17f, 13.19f–13.21f

light-emitting diodes, 13.36–13.42, 13.38f,
13.40f

quantum well lasers, 13.24–13.28, 
13.25f–13.27f

strained layer quantum well lasers, 
13.26–13.28, 13.26f, 13.27f

tunable lasers, 13.32–13.36, 13.33f–13.36f
vertical cavity surface-emitting lasers, 

13.42–13.48, 13.43f, 13.45f
[See also related topics, e.g.: Optical time-

division multiplexed (OTDM)] 
communication networks
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Fiber optic sensors, 24.1–24.13
extrinsic Fabry-Perot interferometric, 

24.2–24.4, 24.2f, 24.3f
fiber Bragg grating, 24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric sensors, 

24.4–24.5, 24.4f
long-period grating sensors, 24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Fiber pigtail connection, 13.8
Fiber pulling, for fiber lasers, 25.26
Fiber Raman lasers, 10.7
Fiber-based couplers, 16.1–16.6, 16.2f, 16.5f
Fibre Channel Arbitrated Loop (FC-AL), 23.4
Fibre Channel standard, 23.2, 23.4, 23.5f, 23.5t
Field of view (FOV):

and multifoil optics, 48.1
for scatterometers, 1.6, 1.10, 1.12

Field-effect transistor (FET) amplifiers, 13.70
Field-weighted-average resolution, 44.10
Fifth-order oblique spherical aberration, 45.4
Figures of merit:

acousto-optic, 6.16–6.17
fiber optic communication links, 15.2–15.6, 

15.3f, 15.4f
Filling factor, electro-optic effect and, 13.50
Film x-ray detectors, 60.8, 60.9t, 60.10t
Filtered backprojection (FBP), 32.2
Filters and filtering:

Bragg, 63.14
Fabry-Perot, 13.33, 22.8
in fiber optic networking, 18.6
frequency-guiding, 22.7–22.9
guided-mode resonance, 25.2, 25.30
Mach-Zehnder, 14.6, 21.39
for networking, 18.6
neutron, 63.18–63.19, 63.18t, 63.19f
of x-ray tube source spectra, 54.9
[See also Acousto-optic tunable filters 

(AOTFs)]
Finite-difference time-domain (FDTD) 

analysis, for PCFs, 11.7
Fitting error, 5.41
Fixed dispersion compensation, 21.22–21.23, 

21.23f
Fizeau techniques, for surface figure metrology, 

46.3
Flame brushing, of fiber Bragg gratings, 17.2
FLASH free-electron laser facility, 58.1
Flat panel detectors, for x-ray imaging, 

61.3–61.7, 61.4f, 61.6t, 61.7f

Fluorescence:
laser-induced, 3.21
x-ray, 28.1, 54.8, 62.5, 62.6f

and polycapillary x-ray optics, 
53.10–53.11, 53.11f

and x-ray diffraction, 28.5–28.6, 28.6f
Fluorescence line narrowing (FLN), 2.13–2.14, 

2.14f
Fluorescent lamps, cold cathode, 8.30, 8.30f
Fluorides, for fiber lasers, 25.28–25.29
Fluoroaluminate glass, 12.4, 12.4t
Fluorozirconate glass (ZBLAN), 12.5, 12.5f

and fiber lasers, 25.3, 25.24, 25.27t, 25.28
fluoroaluminate glass vs., 12.4, 12.4t

Flux, of electron bunches, 55.17
Focal surfaces, of grazing incidence optics, 

45.5
Focus anisoplanatism, 5.27–5.29, 5.28f–5.30f,

5.42–5.43
Focused beams, 54.16
Focused single crystal diffraction, 53.12–53.14, 

53.12f–53.13f
Focusing:

of gratings and monochromators, 38.3–38.6, 
38.3f, 38.4t–38.5t

in grazing-incidence neutron optics, 
64.3–64.7, 64.4f–64.7f

Kerr, 7.39
in neutron and x-ray optics, 26.9–26.11, 63.22
with refractive x-ray lenses, 37.8–37.11, 

37.9f, 37.10f
(See also Hard x-rays, nanofocusing of)

Focusing polycapillary x-ray optics, 53.9–53.10, 
53.10t, 53.14

Forward Brillouin scattering, 11.25, 11.26
Forward error correction (FEC) coding, 19.27, 

21.26
Fourier crosstalk matrix, 32.3
Fourier differentiation, 46.11–46.12
Fourier intervals, 27.4
Fourier transform spectroscopy, 2.5, 2.6f
Fourier transforming infrared spectrometer 

(FTIR), 1.14
Fourier transforms, 6.15, 16.4, 46.8, 55.9, 55.10
Four-wave mixing (FWM):

in optical fibers, 10.2, 10.9–10.11, 10.11f
and SOAs, 19.13, 19.14f, 19.27, 19.33–19.35, 

19.33f, 19.34f
and solitons, 22.11, 22.15
in WDM networks, 21.19–21.20, 21.20f
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Frames, in OTDM, 20.7
Frank elastic constants, 8.22
Franz-Keldysh effect, 13.59
Fraunhofer diffraction, 42.2, 63.25
Fraunhofer regime, in coherent x-ray optics, 

27.2
Free carriers, in fiber optic systems, 13.4
Free electron lasers (FELs), 29.4, 41.9–41.10, 

41.10f, 48.1, 58.1–58.2
Free space fiber lasers, 25.9, 25.10, 25.13–25.15, 

25.14f, 25.15f
Freedericksz threshold voltage, of LC cells, 8.27
Frequency:

and acousto-optic interaction, 6.12–6.14, 
6.13f, 6.14f, 6.16

crossover, 8.16
of electro-optic modulators, 7.35
Greenwood, 5.19, 5.22, 5.42
of liquid crystals, 8.17–8.18, 8.18f
Nyquist, 27.4
Stokes, 10.8, 21.42
Tyler, 5.17

Frequency chirping, 13.1, 13.17–13.18, 13.17f
Frequency modulation, 7.24–7.25, 7.25f
Frequency shifters, in electro-optic phase shifts, 

13.51
Frequency-division multiplexing (FDM), 9.16
Frequency-guiding filters, 22.7–22.9
Frequency-modulated (FM) systems, 9.16
Fresnel diffraction, 27.2, 27.4, 40.9, 63.25
Fresnel equations, 41.3, 64.2
Fresnel integrals, 6.15
Fresnel phase zones, 27.3
Fresnel reflection, 13.6, 13.53, 17.3, 25.8
Fresnel rhomb, 43.5–43.6, 43.5f
Fresnel waves, 27.2
Fresnel zone plates, 40.2, 42.3, 42.3f, 55.16
Fresnel zones, MLLs and, 42.16f
Fresnel’s law, 63.20
Fresnel-Soret zone plates, 40.2
Fried’s coherence diameter, 5.2, 5.7, 5.9–5.10
Fried’s coherence length, 4.8
Fringes, in sensor signals, 24.3
Fringes of equal chromatic order (FECO) 

technique, 46.2
Full width at half-maximum (FWHM), of fiber 

Bragg gratings, 17.6–17.7, 17.7f, 24.8
Full-aperture techniques, in surface figure 

metrology, 46.3
Fusion splicing, 25.18

Gabor zone plates, 40.4, 40.5, 40.7
Gain:

of avalanche photodiodes, 13.71–13.72
of EDFAs, 14.4–14.5, 14.5f
polarization-dependent, 14.9, 19.18–19.20, 

21.18
Raman, 10.5, 10.6, 21.42f
of SOAs, 19.4–19.6, 19.4f–19.6f

Gain clamping, 19.14–19.15, 19.14f
Gain dynamics, of SOAs, 19.12–19.13, 19.13f,

19.14f
Gain efficiency, of EDFAs, 14.6
Gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
Gain peaking, 21.38, 21.38f
Gain per unit length, of lasers, 13.7, 13.8
Gain ripple, 19.8, 19.8f, 19.19, 19.19f
Gain saturation, 13.15, 13.17
Gain-guided index antiguided fibers (GG IAG), 

25.2, 25.19f, 25.22
Gain-guided laser diodes, 13.5
Gallium phosphide (GaP), 6.16, 6.17t, 6.29t,

6.30, 6.31t, 6.34t
Gamma cameras, 32.2
Gamma rays, in SPECT imaging, 32.1–32.2
Gas detectors, 63.32–63.33
Gas-puff sources, 57.3, 57.3t
Gaunt factors, 56.9–56.10
Gaussian apertures, 37.6
Gaussian approximation of sensitivity, for 

optical fiber receivers, 9.10
Gaussian error function, 15.3
Gaussian image point, 38.5–38.6
Gaussian integral, for noise, 15.2, 15.4
Gaussian line profiles, 3.14, 56.5–56.7
Gaussian spectra, 15.13
Gaussian statistics, for wave propagation, 5.9
Gaussian transmission, 37.5
Gauss-Seidel iterative method, 3.21
Geiger counters, 60.5, 60.9t
Geiger region, 60.5
Gemini North telescope, 5.20, 5.21f
GENLN2 (code), 3.23
Geometrical point spread function (GPSF), 

44.13
Germanate:

in fiber lasers, 25.27t, 25.28
in optical fibers, 12.3–12.4, 12.6, 12.6f

Glancing angle, of crystal monochromators, 
39.1, 39.2
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Glass:
for fiber lasers, 25.27t, 25.28–25.29
fluorozirconate (ZBLAN), 12.5, 12.5f

and fiber lasers, 25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., 12.3t, 12.4, 12.4t

fluoroaluminate, 12.4, 12.4t
heavy-metal fluoride, 12.1–12.5, 12.2f, 12.3t,

12.4t, 12.5f
heavy-metal oxide, 12.2t, 12.3–12.7, 12.3t,

12.4t, 12.5f–12.7f
for hollow waveguides, 12.2f, 12.11–12.13, 

12.12f
negative core-cladding index difference, 

11.14, 11.15
Raman bands of, 11.24
Rayleigh scattering in, 11.21
Zerodur, 47.5

Glass micro-pore optics, 49.1–49.6, 49.2f–49.6f
Global climate change, 3.43–3.45, 3.44f
Goebel mirrors, 26.10
GOES-13 satellite, 44.16–44.17, 44.17f
Gooch-Tarry first minimum condition, 8.26
Goos-Hanschen shifts, 13.55
Gordon-Haus effect, 22.7–22.8, 22.11
Graded index (GRIN) fibers, 15.17
Graded index separate confinement 

heterostructure (GRINSCH), 13.4f, 13.5
Graded index-rod (GRIN-rod) lenses, 18.7, 

18.8, 18.8f, 18.10, 18.11f
Gradient tilt (G-tilt), 4.3

and adaptive optics, 5.14–5.16
and angle of arrival, 4.23, 4.25, 4.26

Gradients, of wavefronts, 5.23
Graphical user interface (GUI), for SHADOW 

code, 35.3
Grasshopper monochromator, 38.3
Grating equation, for VUV and soft x-ray 

region, 38.2–38.3
Gratings:

Bragg, 20.14, 25.29, 25.30
circular, 40.1
fiber Bragg, 17.1–17.9

applications, 17.8–17.9, 17.8f
chirped, 21.22–21.23, 21.23f, 21.25–21.26, 

21.25f
fabrication, 17.4–17.8, 17.5f–17.7f
and fiber lasers, 25.8, 25.16, 25.18, 25.30, 

25.31
long-period gratings vs., 24.9, 24.11
photosensitivity, 17.2–17.3

Gratings, fiber Bragg (Cont.):
properties of, 17.3–17.4, 17.4f
sensors based on, 24.5–24.8, 24.6f–24.7f

Fresnel diffraction of, 40.9
Hill, 17.5
long-period, 21.39, 21.39f, 24.10–24.11, 

24.11t, 24.13t
for networking, 18.5–18.6, 18.6f
sampled, 13.34, 13.34f
short-period, 24.6
superstructure, 13.34, 13.35f
in VUV and soft x-ray region, 38.1–38.8

diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

Grazing incidence optics:
aberrations of, 44.6–44.12, 44.7f, 44.9f–44.11f,

45.1–45.8, 45.2f
image formation with, 44.3–44.18
and multifoil optics, 48.1–48.2
and pumping by EUV lasers, 58.3, 58.4f
telescopes with, 44.6–44.12, 44.7f,

44.9f–44.11f
and x-ray mirrors, 44.3–44.6, 44.4f–44.6f

Grazing incidence x-ray optics, 44.12–44.18, 
44.12f–44.18f

Grazing-angle reflection, 63.21
Grazing-incidence neutron optics, 

64.1–64.7
diffractive scattering and mirror surface 

roughness, 64.2–64.3
and imaging focusing optics, 64.3–64.7, 

64.4f–64.7f
total external reflection, 64.1–64.2

Green flashes, 3.43
Green’s function solution, 6.14
Greenwood frequency, 5.19, 5.22, 5.42
Group velocity dispersion (GVD), 11.18, 

11.18f, 11.19f, 15.11
Grüneisen constant, 6.17
GTWave technology, 25.11
Guidance, in photonic crystal fibers, 

11.11–11.26
attenuation mechanisms, 11.19–11.22, 

11.20f, 11.21f
birefringence, 11.17
Brillouin scattering, 11.25–11.26, 11.25f
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Guidance, in photonic crystal fibers (Cont.):
group velocity dispersion, 11.18, 11.18f,

11.19f
Kerr nonlinearities, 11.22–11.24, 11.24f
negative core-cladding index difference, 

11.14–11.17, 11.14f–11.17f
positive core-cladding index difference, 

11.12–11.14, 11.12f, 11.13f
Raman scattering, 11.24
resonance and antiresonance, 11.12

Guided-mode resonance filters (GMRFs), 25.2, 
25.30

Guides, neutron, 63.15–63.18

Half-period zones, of zone plates, 40.1
Half-wave voltage, of electro-optic modulators, 

7.19, 7.22
Hard x-ray beamlines, SHADOW code for, 

35.5, 35.5f
Hard x-ray optics, astronomical, 47.9–47.10
Hard x-ray telescopes, 50.2
Hard x-rays, nanofocusing of, 42.1–42.17

history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement and 

measurements for, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 42.5–42.7, 

42.6f–42.8f
on MLLs with curved interfaces, 42.14, 

42.15f
Takagi-Taupin calculations for, 42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
with wedged MLLs, 42.12–42.13, 42.13f,

42.14f
Hardware implementation, for adaptive optics, 

5.21–5.38
higher-order wavefront sensing techniques, 

5.36–5.37
laser beacons, 5.27–5.34, 5.28f–5.31f, 5.33f
real-time processors, 5.34–5.35, 5.34f, 5.35f
Shack-Hartmann technique, 5.23–5.27, 

5.23f, 5.25f, 5.26f
tracking, 5.21–5.23, 5.22f
wavefront correctors, 5.37–5.38, 5.38f

Heavy water, scattering in, 63.10
Heavy-hole (HH) bands, of strained layer 

quantum well lasers, 13.27

Heavy-metal fluoride glass (HMFG) fibers, 
12.1–12.5, 12.2f, 12.3t, 12.4t, 12.5f

Heavy-metal oxide glass fibers, 12.2t,
12.3–12.7, 12.3t, 12.4t, 12.5f–12.7f

HEFT balloon payloads, 47.10
Height profilometry, 46.3
Helium atoms, 2.3
Helium [3He(n, p)] reaction, 63.31
Helmholtz equation, 5.8
Hermetic enclosure, for laser diodes, 13.7, 13.7f
Hermite-Gaussian functions, 11.7
HERO balloon payload, 47.10
Heterodyne detection, 3.34
Heterostructures, of fiber optic devices, 13.2
High aspect ratio microlithography (HARM), 

61.3
High harmonic production, of x-ray lasers, 

58.2
High Resolution Doppler Imager (HRDI), 3.36, 

3.37f
Higher-order mode (HOM) fibers, 25.2, 25.19f,

25.22
High-power spectrally controlled fiber lasers, 

25.29
High-power ultrashort pulse technologies, for 

fiber lasers, 25.32–25.33
High-power USP oscillators, 25.32–25.33
High-reflectivity mirrors, 41.7–41.8, 41.8f
High-resolution (HR) acousto-optic deflectors, 

6.29, 6.29t
Hill gratings, 17.5
HITRAN database, 3.14, 3.22–3.23, 3.22f, 3.23f
HITRAN-PC program, 3.26
Hobby-Eberly telescopes, 5.2
Holeburning:

optical, 2.13, 2.14f
spatial, 20.2

Hollow glass waveguides (HGWs), 12.2f,
12.11–12.13, 12.12f

Hollow waveguides, 12.2f, 12.2t, 12.3t,
12.10–12.13, 12.12f

Hollow-core photonic crystal fibers:
attenuation in, 11.20–11.22, 11.20f
birefringence of, 11.17
and group velocity dispersion, 11.18, 11.19f
Kerr effects for, 11.23
and negative core-cladding index difference, 

11.14–11.15, 11.14f
Holmium-doped fibers, 25.23t, 25.25–25.26
Homogeneous broadening, 20.1
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Hot bands, in molecular spectroscopy, 2.5
Hot filament sources, of x-ray tubes, 54.10
HRCam system, 5.23
Huang-Rhys factor, 2.15
Huesler alloy, 63.28–63.29
Hufnagel model, of atmospheric turbulence, 3.29
Hufnagel-Valley model, of atmospheric turbu-

lence, 3.30, 5.7, 5.8
Huygens-Fresnel approximation, 3.31–3.33
Hybrid mode locking, 20.17
Hybrid network topologies, for WDM net-

works, 21.7
Hydrogen (H−) ions, negative, 2.3
Hydrogen loading, 17.2
Hyperboloid-hyperboloid (HH) grazing inci-

dence x-ray telescopes, 44.10–44.12, 44.11f

IBM, 23.1, 23.2
Ice, in standard atmosphere, 3.6, 3.42, 3.42f
Ideal receivers, 9.9
Ideality factor, of semiconductor diodes, 13.69
IEEE (Institute of Electrical and Electronics 

Engineers) standards, 23.2, 23.7
Image (scophony) AO modulators, 6.34–6.35
Image receptors, in medical imaging, 31.4, 

31.4f
Image wander, 4.3 (See also Angle of arrival)
Images:

long-exposure, 4.3–4.7
from Nomarski microscope, 46.2
short-exposure, 4.3, 4.31–4.35, 4.31f–4.34f,

4.35t
x-ray, 31.1–31.4

Imaging:
and atmospheric turbulence, 3.34
diffractive, 41.9–41.10, 41.10f
with grazing incidence optics, 44.3–44.18
with grazing-incidence neutron optics, 

64.3–64.7, 64.4f–64.7f
medical, 31.1–31.10

applications of, 31.9, 31.10
digital displays, 31.8–31.9, 31.8f–31.10f
digital tomosynthesis, 31.7–31.8
and inverse Compton x-ray sources, 

59.3–59.4
and polycapillary x-ray optics, 

53.14–53.16, 53.15f–53.16f
radiography, 31.1–31.4, 31.2f–31.4f
tomography, 31.1, 31.5–31.7, 31.5f–31.7f
x-ray detectors for, 61.2

Imaging (Cont.):
molecular, 32.1
monochromatic, 53.16–53.17, 53.17f
multi-energy, 54.9–54.10
nuclear, 53.17, 53.18, 53.18f
with refractive x-ray lenses, 37.6–37.7, 37.6f,

37.7f
scatter rejection in, 53.14–53.16, 

53.15f–53.16f
SPECT, 32.1–32.3
and spectroscopy, 5.19–5.21, 5.19f, 5.20f
thermal, 12.3t
through atmospheric turbulence, 

4.1–4.37
aberration variance and approximate 

Strehl ratio for, 4.27–4.28, 4.28f
and adaptive optics, 4.35–4.36
angle of arrival fluctuations, 4.23–4.26, 

4.25f, 4.26f
and covariance and variance of 

expansion coefficients, 4.20–4.22, 
4.21t, 4.22f–4.23f

Kolmogorov turbulence and atmospheric 
coherence length, 4.7–4.10, 4.8f, 4.9f

long-exposure images, 4.3–4.7
modal correction of turbulence, 

4.28–4.30, 4.29t, 4.30f
and modal expansion of aberration 

function, 4.17–4.20, 4.17f–4.18f,
4.19t, 4.20t

and resolution of telescopes, 4.2–4.3
short-exposure image, 4.31–4.35, 

4.31f–4.34f, 4.35t
and systems with annular pupils, 

4.10–4.16, 4.11f–4.15f, 4.15t
Imaging detectors (x-ray), 61.1–61.8

CCD detectors, 61.7–61.8, 61.8f
flat panel detectors, 61.3–61.7, 61.4f, 61.6t,

61.7f
geometries for and classifications of, 

61.1–61.3, 61.2f
Imaging plates, in neutron optics, 63.34
Impact ionization coefficient, 13.72
Incidence angle, constant, 38.2
Incident power measurement, in scatterometers, 

1.14–1.15
Incoherent scattering, 26.7, 31.2, 63.7, 

63.8
Index ellipsoid, of electro-optic modulators, 

7.4–7.7, 7.5f–7.6f
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Index of refraction:
complex, 48.1
and fiber Bragg gratings, 17.2
and Kolmogorov turbulence, 4.7
of liquid crystals, 8.18–8.19
in neutron optics, 63.19–63.20
phase velocity, 7.15–7.16, 7.16f
of photonic crystal fibers, 11.9–11.10
structure function of, 5.6–5.7

Index-guided laser stripes, 13.6
Indirect modulation, in OTDM networks, 

20.17–20.18, 20.17f
Indirect-conversion flat panel detectors, 

61.4–61.6, 61.4f
Inelastic optical processes, 3.21–3.22
Inelastic scattering, 21.20, 63.3
In-fiber devices, for photonic crystal fibers, 

11.27, 11.28
InfiniBand standard, 23.8, 23.8t
InFOCUS/SUMIT balloon payloads, 47.10
Infrared (IR) optical fibers, 12.1–12.13

applications, 12.13
categories and properties of, 12.1–12.3, 

12.2f, 12.2t, 12.3t
crystalline, 12.2t, 12.3t, 12.7–12.10, 12.8f,

12.10f
heavy-metal oxide glass in, 12.2t–12.4t,

12.3–12.7, 12.5f–12.7f
in hollow waveguides, 12.2t, 12.3t,

12.10–12.13, 12.12f
Injection:

electrical, 13.4, 13.5, 13.45, 13.45f
in LEDs, 13.37

Injection seeding, optical clock recovery and, 
20.21–20.22

In-line semiconductor optical amplifiers 
(SOAs), 19.24

Inner scale of turbulence, 4.7
Inorganic crystals, 7.33
In-plane switching (IPS) cells, 8.16, 8.26, 8.28f
Input saturation power, for fiber amplifiers, 

14.3
Insertion devices:

for synchrotron radiation sources, 
55.9–55.16, 55.10f, 55.12f, 55.13f

Insertion loss, 7.36, 13.53, 18.1
Installation loss, for fiber optic communication 

links, 15.6–15.7, 15.8t
Instrument signature, of scatterometers, 1.6, 

1.11–1.13, 1.11f, 1.13t

Instrument transfer function effects, in x-ray 
mirror metrology, 46.9–46.11

Instrumental line spread function, 38.7
Integrated Mach-Zehnder interferometers, 

20.18–20.19, 20.19f
Integrated planar lightwave circuits (iPLCs), 

21.12, 21.13f
Integrated-optic modulators, 7.3, 7.30–7.32, 

7.31f–7.33f
Integrating x-ray detectors, 61.2
Intelligent Physical Protocol Enhanced Physical 

Project, 23.4
Intensity, of spectral lines, 56.2–56.4
Intensity modulation and modulators, 6.34, 

13.57–13.58
Interaction zone, for Compton scattering, 59.1
Interband processes, SOAs and, 19.12, 19.13
Interconnected switchable networks, 23.4
Interference:

multiple-Bragg-beam, 43.1
in neutron optics, 63.25–63.27, 63.27f
Nomarski differential, 46.4
Pendellösung, 63.26
in SOAs, 19.23
in x-ray optics, 26.8, 26.8f, 26.9f

Interferometers:
Bragg reflection in, 63.26, 63.27
crystal, 63.26–63.27, 63.27f
Fabry-Perot, 3.36, 24.2–24.5, 24.2f–24.4f
Laue transmission in, 63.26
Linnik, 46.2
Mach-Zehnder, 21.34

and Bragg grating sensors, 24.8
and DPSK, 21.33–21.34, 21.33f
and electro-optic modulators, 7.22, 7.24, 

7.32, 7.38
and fiber Bragg gratings, 17.8
integrated, 20.18–20.19, 20.19f
in OTDM networks, 20.22, 20.23f
SOAs in, 19.31–19.32, 19.31f, 19.33f, 19.36
and supercontinuum generation, 11.23

Michelson, 17.8–17.9, 17.8f
perfect crystal, 63.26–63.27, 63.27f
phase-measuring, 46.2
Sagnac, 20.22
ultrafast nonlinear, 19.32
unbalanced nonlinear, 20.22

Interferometric lithography (IL), 34.4
Interferometric Mach-Zehnder modulators, 

13.51–13.52, 13.54–13.55
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Interferometric method, of FBG fabrication, 
24.6, 24.6f

Interferometric modulators, 13.51–13.52
Intergovernmental Panel on Climate Change, 

3.44
Interleaving, in OTDM networks, 20.6–20.7, 

20.7f
Intermodal dispersion, in optical fibers, 

9.5–9.6
Intermodulation distortions (IMDs), 

15.5–15.6
Intermodulation (IM) products, of acousto-

optic devices, 6.30
Internal quantum efficiency, 13.9, 13.10
Internal writing technique, for FBGs, 

17.4–17.5
International Space Station, 49.4
International Telecommunications Union 

standards, 15.15
Inter-switch links (ISLs), 23.4
Intersymbol interference (ISI), 19.23
Intraband processes, of SOAs, 19.12
Intramodal dispersion, 9.5–9.6, 9.6f
Intrinsic Fabry-Perot interferometric (IFPI) 

sensors, 24.4–24.5, 24.4f
Inverse Compton scattering, 59.1
Inverse Compton x-ray sources, 59.1–59.4, 

59.3t
Inverse Raman effect, 10.5, 10.6, 14.9
Ionization, of electrons, 56.2
Ionization chambers, 60.3–60.4, 60.9t
Ionization x-ray detectors, 60.3–60.7, 60.9t,

60.10t
Ionizing radiation, fiber optic communication 

links and, 15.17
ISO standards, 23.2
Isolation (directionality), of fiber-optic 

components, 18.1
Isolators, for networking, 18.3, 18.10, 18.10f
Isoplantic angle, 5.19
Isotropic diffraction:

and acousto-optic interactions, 6.9–6.10, 
6.10f, 6.13, 6.13f

by deflectors, 6.23–6.24, 6.24f
Iterative phasing technique, for coherent 

diffraction microscopy, 27.4

Jacobi method, of electro-optic effect, 
7.11–7.13

Jahn-Teller effect, 2.9

Jitter:
in fiber optic communication links, 

15.15–15.16
and solitons, 22.6–22.8, 22.11, 22.16

Jitter transfer function (JTF), 15.16
Johansson bent/ground focusing 

monochromator, 39.5
Johnson noise, of pin diodes, 13.70
Jülich SANS instrument, 64.4

Kagomé lattice, 11.5f, 11.11, 11.16
Karhunen-Loève functions, 4.36
Keck Observatory, 5.27
Keck telescopes, 4.36, 5.2, 5.27
Kerr cells, 7.34
Kerr effect, 7.11, 14.11, 19.34, 20.1, 20.22, 22.3
Kerr electro-optic effect, 7.9t–7.10t, 7.11
Kerr focusing, 7.39
Kerr interactions, 10.2
Kerr nonlinearities, 7.38–7.39, 11.22–11.24, 

11.24f
Kerr-lens mode-locking (KLM), 7.11, 7.39
Kinematic theory of diffraction, in neutron 

optics, 63.5
Kinematical theory of diffraction, for crystals, 

39.2, 39.3
Kirkpatrick-Baez (KB) mirrors, 44.4, 44.4f,

63.21, 64.5–64.6, 64.5f
Kirkpatrick-Baez (KB) optics, 47.7–47.8, 47.8f,

47.9f, 50.5
Kirkpatrick-Baez (KB) systems, 48.3–48.4, 

48.3f
Kolmogorov model of turbulence, 5.5–5.6, 5.11
Kolmogorov spatial power spectral density, 5.6
Kolmogorov spectrum, 3.28, 3.31
Kolmogorov turbulence, 4.3, 4.7–4.10, 4.8f,

4.9f, 4.27, 4.30, 4.36
Kossel patterns, 53.11
Kramer approximation, for Bremsstrahlung 

radiation, 54.5
Kramers-Kronig relations, 13.61, 17.3, 20.22
Kronecker delta, 4.19
Kronig-Penney model, 2.12
KRS-5 fiber, 12.7–12.8
K-shell emission lines, of elements, 36.3t–36.8t
Kumahov capillary lenses, 53.9

Lab-based radiation sources, 50.2–50.7, 50.4f,
50.6f, 50.8f

Lamb dip spectroscopy, 2.5, 2.7f



I.24  INDEX

Lamb shifts, 2.2, 2.3
Lambert-Beer law of attenuation, 63.11
Lamor precession, 63.29–63.30
Lamps, cold cathode fluorescent, 8.30, 8.30f
Langmuir-Blodgett techniques, 7.34
Large Binocular Telescope (LBT), 5.5
Large flat-mode fibers, in fiber lasers, 25.19f,

25.20
Large-mode-area (LMA) fibers, 25.2, 25.4, 25.5

in all-fiber monolithic systems, 25.16
chirally coupled core fibers, 25.21–25.22
designs, 25.19f
equations for, 25.8–25.9
and photonic crystal fibers, 25.20–25.21
techniques using, 25.18–25.20

Laser beacons (laser guide star sensing), 5.21, 
5.23, 5.27–5.34

focus anisoplanatism of, 5.27–5.29, 
5.28f–5.30f

and mesopheric sodium laser beams, 
5.32–5.34, 5.33f

Rayleigh, 5.30–5.32, 5.31f
Laser beam scanning, by high-resolution 

deflectors, 6.29
Laser diodes, 13.3–13.24

double heterostructure, 13.3–13.8, 13.3f,
13.4f, 13.6f, 13.7f

noise characteristics of, 13.18–13.24, 
13.19f–13.21f

operating characteristics of, 13.8–13.13, 
13.10f

transient response of, 13.13–13.18, 13.14f,
13.16f, 13.17f

Laser guide star (LGS) sensing, 5.21, 5.23, 5.27
(See also Laser beacons)

Laser mode locking, 7.38–7.39
Laser-generated plasmas, 56.1–56.10

and Bremsstrahlung radiation, 56.8–56.10
and recombination radiation, 56.10
sources of, 56.1
and spectral line emission, 56.2–56.8

Laser-heated pedestal growth (LHPG) 
technique, 12.9–12.10, 12.10f

Laser-induced fluorescence, 3.21
Laser-induced-breakdown spectroscopy (LIBS), 

3.39
Lasers:

Bragg reflector, 13.7
bulk, 25.5–25.6
buried heterostructure, 13.5

Lasers (Cont.):
carbon dioxide, 12.3t, 12.9, 12.13
chirp of, 9.8
continuous-wave, 25.4, 25.5, 25.5f, 25.7

diode lasers, 13.49
dye lasers, 5.32, 5.33f, 5.34

distributed Bragg reflector, 9.8, 13.7, 
13.28–13.29, 13.29f, 20.14

distributed feedback
in fiber optic systems, 13.30–13.32, 13.30f,

13.31f
and optical fibers, 9.8
in OTDM networks, 20.14–20.15, 20.15f
quarter-wavelength-shifted grating, 

13.31–13.32, 13.31f
edge-emitting, 13.3
and electroabsorption modulators, 13.60
erbium-doped yttrium aluminum garnet 

(Er:YAG), 12.3t, 12.6, 12.13
European X-ray Free-Electron Laser, 58.1
external cavity, 13.22, 13.33
extreme ultraviolet, 58.2–58.4, 58.3f
Fabry-Perot, 13.12–13.13, 13.29

multilongitudinal mode, 9.7–9.8
semiconductor, 20.13–20.14, 20.14f

fiber, 25.1–25.33
all-fiber monolithic systems, 25.16–25.18, 

25.16f
architectures, 25.9–25.18, 25.12f, 25.19f
bulk lasers vs., 25.5–25.6
dopants, 25.22–25.26, 25.23t
equations for, 25.8–25.9
fabrication of, 25.26–25.29, 25.27t
free space, 25.13–25.15, 25.14f, 25.15f
growth of, 25.5, 25.5f
history of, 25.3–25.4, 25.4f
limitations, 25.6–25.7
LMA fiber designs, 25.18–25.22, 25.19f
operation of, 25.7–25.8
pumping techniques, 25.9–25.13, 25.11f,

25.12f
spectral and temporal modalities, 

25.29–25.33
fiber Raman, 10.7
free electron, 41.9–41.10, 41.10f, 48.1, 

58.1–58.2
free space fiber, 25.9, 25.10, 25.13–25.15, 

25.14f, 25.15f
mesopheric sodium, 5.32–5.34, 5.33f
mode-locked, 20.15–20.17, 20.16f
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Lasers (Cont.):
multiple quantum well, 13.24–13.25
and optical fibers, 9.7–9.8
in OTDM communication networks, 

20.13–20.17, 20.14f, 20.16f
phase noise (finite line width) of, 9.8
planar buried heterostructure, 13.6
plasma-based EUV, 58.2–58.4, 58.3f
pulsed-dye, 5.32
quantum well, 13.24–13.28, 13.25f–13.27f
relative intensity noise of, 9.11
ridge waveguide, 13.6
for scatterometers, 1.8
semiconductor, 13.1, 20.13–20.14, 20.14f
single-longitudinal-mode, 9.8
sum-frequency, 5.32
tunable, 13.32–13.36, 13.33f–13.36f
vertical cavity surface-emitting, 9.7n,

13.42–13.48, 13.43f, 13.45f, 19.14
and wavelength-division multiplexing, 

9.8
x-ray, 58.1–58.4, 58.3f

Lattice-matched compositions, SOAs and, 
19.11

Lattice-matched epitaxial layers, of fiber optic 
devices, 13.2

Laue crystals, 35.3
Laue equation, 39.1
Laue geometry, for crystal monochromators, 

39.2f, 39.4–39.6
Laue lenses, multilayer [see Multilayer Laue 

lenses (MLLs)]
Laue phase retarders, 43.6
Laue transmission, 26.8, 26.9f, 63.24, 63.26
Laue-diffracting crystals, 43.2
Layer adding method, multiple scattering and, 

3.21
LBLRTM (code), 3.23
Leakage channel fibers, 25.21
Legendre polynomials, 46.6
Legendre-Fourier (L-F) polynomials, 45.6
Lenses:

Airy distribution of, 40.3
Bragg-Fresnel, 40.9–40.10, 40.9f
catadioptric systems of, 35.1
catoptric systems of, 35.1
dioptric systems of, 35.1
GRIN-rod, 18.7, 18.8, 18.8f, 18.10, 18.11f
Kerr, 7.11, 7.39
Kumahov capillary, 53.9

Lenses (Cont.):
multilayer Laue, 42.1–42.17

with curved interfaces, 42.14, 42.15f
history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement 

and measurements, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
magnetron-sputtered, 42.5–42.7, 42.6f–42.8f
Takagi-Taupin calculations, 42.12–42.14
volume diffraction calculations, 42.4–42.5, 

42.5f
wedged, 42.12–42.13, 42.13f, 42.14f
and x-ray/neutron optics, 26.10

in neutron optics, 63.22–63.23, 63.23f
refractive x-ray, 37.3–37.11

applications of, 37.11
history of, 37.3
nanofocusing, 37.8–37.11, 37.9f, 37.10f
parabolic, 37.4–37.8, 37.4f, 37.6f, 37.7f

zone plates as, 40.3–40.4
Leslie viscosity coefficients, 8.24
Lifetime, photon, 20.1
Light:

absorption of, 3.4–3.5, 3.4f
out-of-plane profile of, 13.11
propagation of, 7.3
retroreflection of guided, 13.6–13.7
spatial characteristics of, 13.11–13.12, 13.46
spectral characteristics of, 13.12–13.13
theory of interaction of atmosphere and, 

3.11–3.22
inelastic optical processes, 3.21–3.22
Mie scattering, 3.16–3.18, 3.17f–3.19f
molecular absorption, 3.12–3.15, 3.13f
molecular emission and thermal spectral 

radiance, 3.18, 3.20, 3.20f
molecular Rayleigh scattering, 3.15–3.16
surface reflectivity and multiple scattering, 

3.21, 3.21f
Light detection and ranging (LIDAR) systems, 

3.38–3.39, 3.38f, 25.25
Light out vs. current in (L-I curve), 13.9–13.11, 

13.10f, 13.46–13.47
Light-emitting diodes (LEDs), 13.1, 

13.36–13.42, 13.38f
edge-emitting, 13.40
operating characteristics of, 13.40–13.42,

13.40f
and optical fibers, 9.7
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Light-emitting diodes (LEDs) (Cont.):
surface-emitting, 13.38–13.40, 13.38f
and transmissive TFT LCDs, 8.29–8.31, 8.30f

Light-hole (LH) bands, 13.27
Linac Coherent Light Source (LCLS), 58.1
Line edge roughness (LER), in extreme 

ultraviolet lithography, 34.6
Line width, of lasers, 9.8
Linear attenuation coefficient, 31.1, 31.2
Linear dispersion, 38.7
Linear electro-optic (Pockels) effect:

and electro-optic modulators, 7.6–7.11, 7.8t,
7.11

and liquids, 7.34
in OTDM networks, 20.1, 20.18, 20.19

Linear optical amplifiers (LOAs), 19.14, 19.27
Linear polarization analyzers, 43.4, 43.4f
Linear polarizers, 43.2–43.3, 43.3f
Linear regime, for rare-earth-doped fiber 

amplifiers, 14.3
Linear tomography, 31.5, 31.5f
Linearity, of scatterometers, 1.15
Line-by-line transmission programs, 3.23, 3.24f
Linewidth enhancement factor, 13.17, 13.20
Link budget analysis, for fiber optic 

communication:
installation loss, 15.6–15.7, 15.8t
optical power penalties, 15.8–15.17, 15.10f,

15.11f
Linnik interferometers, 46.2
Liouville’s theorem, 54.11, 54.15, 54.16, 63.15, 

63.22
Liquid crystal (LC) cells, 8.25–8.28, 8.26f, 8.27f,

8.28f
Liquid crystal displays (LCDs), 8.29–8.35, 61.3

reflective, 8.31–8.32, 8.31f
transmissive TFT, 8.29–8.31, 8.30f
transreflective, 8.32–8.35, 8.33f, 8.34f

Liquid crystals (LCs):
composition of, 8.2–8.4, 8.3f
dielectric properties of, 8.14–8.18, 8.15f, 8.18f
elastic properties of, 8.22–8.23, 8.23f
limitations of, 8.37
optical properties, 8.18–8.22, 8.19f, 8.20f,

8.22f
phase transitions of, 8.13, 8.13f, 8.14f
phases of, 8.8–8.13, 8.11f–8.12f
physical properties of, 8.13–8.23
in polymer/liquid crystal composites, 

8.36–8.37, 8.36f–8.37f

Liquid crystals (LCs) (Cont.):
types of, 8.4–8.8, 8.4f–8.6f, 8.7t, 8.9t
viscosities of, 8.23–8.25, 8.24f

Liquid-crystal-on-silicon (LCoS) displays, 8.32
Liquid-metal anodes, 54.13
Liquids, in electro-optic modulators, 7.34
Lithium niobate (LiNbO3), 6.30, 6.31, 6.31t
Lithium niobate (LiNbO3) modulators, 13.2, 

13.48–13.55, 13.49f
electro-optic effect, 13.49–13.51, 13.51f
electro-optic polymer, 13.55
high-speed operation of, 13.52–13.53
insertion loss in, 13.53
as Mach-Zehnder modulators, 13.51–13.52, 

13.54–13.55, 13.54f
phase modulation by, 13.51
photorefractivity and optical damage of, 13.54
polarization independence of, 13.53
Y-branch interferometric, 13.51–13.52

Lithium [6Li(n, a)] reaction, 63.31
Lithium-drifted silicon x-ray detectors, 60.6
Lithography:

electron-beam, 40.8
extreme ultraviolet, 34.1–34.6, 34.2t,

34.3f–34.6f
extreme ultraviolet-interferometric, 

34.4–34.5, 34.5f
high aspect ratio microlithography, 61.3
interferometric, 34.4
optical, 34.1

L-I-V measurements, for SOAs, 19.17, 19.17f
Lobster-eye (LE) optics, 48.2–48.4, 48.2f, 48.3f,

49.3–49.4, 49.3f–49.4f
Lobster-ISS system, 50.7
Local area networks (LANs), 9.14, 21.7

power splitters and couplers in, 18.2, 18.3f
standards for, 23.2, 23.6, 23.7

Local gain per unit length, of lasers, 13.8
Local oscillators, 9.13
Local shift variance, in grazing incidence x-ray 

optics, 44.14
Log-amplitude structure function, 4.5
Long trace profiler (LTP), 46.4, 46.5, 46.5f
Long-exposure images, 4.3–4.7
Long-exposure MCF, 4.10
Longitudinal electro-optic modulators, 7.16, 

7.17, 7.17f
Longitudinal spatial modulation (LSM), 

6.12, 6.17
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Long-period gratings (LPGs), 21.39, 21.39f,
24.8–24.13, 24.9f–24.12f, 24.11t, 24.13t

Long-wave infrared (LWIR) AOTFs, 6.42
Lorentzian broadening, 3.14
Lorentzian lineshapes, of spectra, 2.13, 56.4–56.7
Loss:

Akhieser, 6.17
bend, 11.21–11.22, 11.21f
connector, 15.7, 15.8t
coupling, 18.1
insertion, 7.36, 13.53, 18.1
installation, 15.6–15.7, 15.8t
optical power, 21.13–21.14
polarization-dependent, 19.18, 21.18
radiation induced, 15.17
splice, 15.7, 15.8t
transmission, 15.7

Loss, of fiber-optic components, 18.1
Low cost (LC) FDDI, 23.3
Low leakage guidance, 11.16, 11.17
Low-frequency fluctuations (LFF), of lasers, 13.23
LOWTRAN program, 3.23–3.24, 3.25f–3.26f
L-shell emission lines, of elements, 36.3t–36.8t
Lump amplification, 21.44
Lyman series, 56.2
Lyotropic liquid crystals (LCs), 8.3, 8.5f
Lysozyme diffraction, 53.12–53.14, 53.12f, 53.13f

Mach-Zehnder devices, as fiber-based couplers, 
16.4–16.5, 16.5f

Mach-Zehnder filters, 14.6, 21.39
Mach-Zehnder interferometers (MZIs):

and Bragg grating sensors, 24.8
and DPSK, 21.33–21.34, 21.33f
and electro-optic modulators, 7.22, 7.24, 

7.32, 7.38
and fiber Bragg gratings, 17.8
integrated, 20.18–20.19, 20.19f
in OTDM networks, 20.22, 20.23f
SOAs in, 19.31–19.32, 19.31f, 19.33f, 19.36
and supercontinuum generation, 11.23

Mach-Zehnder modulators:
interferometric, 13.51–13.52, 13.54–13.55, 

13.54f, 13.63
in WDM networks, 21.30, 21.31f, 21.32f

Magnesium oxide (MgO), 2.20, 2.20f, 2.22
Magnetic circular dichroism (MCD), 

55.7–55.9, 55.7f
Magnetron-sputtered multilayer Laue lenses 

(MLLs), 42.5–42.7, 42.6f–42.8f

Magnification, by gratings and 
monochromators, 38.7

Maier-Saupe mean-field coupling constant, 8.25
Mammography, 54.8, 59.3–59.4
Manchester (biphase) coding, 20.9, 20.9f
Markov random process approximation, for 

beam wander, 3.31, 3.32
Masks, for extreme ultraviolet lithography, 

34.2, 34.6
Master oscillator power amplifier (MOPA) 

systems, 25.2
free space designs, 25.13–25.15, 25.15f
monolithic designs, 25.16–25.17, 25.16f
nanosecond designs, 25.31–25.32
narrow linewidths, 25.30
ultrashort systems, 25.33

MathCad program, 5.39
Mathematica program, 5.39
Maximum frequency deviation, of electro-optic 

modulators, 7.35
Maximum likelihood sequence estimations 

(MLSEs), 21.26
Maximum refractive index, for PCFs, 

11.9–11.10
Maximum tolerable input jitter (MTIJ), 15.16
Maximum-likelihood expectation maximization 

(MLEM), 32.2
Maxwell-averaged Gaunt factors, 56.10
Maxwell-Boltzmann distribution, for EDFA 

spectra, 14.4
Maxwell’s equations:

and Bremsstrahlung radiation, 56.8
for fiber-based couplers, 16.2, 16.3
and photonic crystal fibers, 11.3, 11.6, 11.20
and wave propagation, 5.8

Mean-field theory, of liquid crystals, 8.22–8.23
Mechanical switches, for networking, 18.4, 

18.5, 18.5f, 18.11, 18.11f, 18.12f
Media access control (MAC), of FDDI, 23.3
Media interface connectors (MICs), 23.3
Medical imaging, 31.1–31.10

applications of, 31.9, 31.10
digital displays, 31.8–31.9, 31.8f–31.10f
digital tomosynthesis, 31.7–31.8
and inverse Compton x-ray sources, 59.3–59.4
and polycapillary x-ray optics, 53.14–53.16, 

53.15f–53.16f
radiography, 31.1–31.4, 31.2f–31.4f
tomography, 31.1, 31.5–31.7, 31.5f–31.7f
x-ray detectors for, 61.2
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Medicine, nuclear, 32.1–32.4
Mellin transforms, 5.16
Mesh topologies, of WDM networks, 21.6
Mesopheric sodium lasers, 5.32–5.34, 5.33f
Metallization, for SOAs, 19.16, 19.16f
Metal-semiconductor-metal (MSM) photocon-

ductive detectors, 13.63, 13.73
Meteorological optics, 3.40–3.43, 3.41f–3.43f
Metrology:

and magnetron-sputtered MLLs, 42.6–42.7, 
42.7f, 42.8f

scatterometers in, 1.16
surface figure, 46.3–46.6, 46.5f
surface finish, 46.2
x-ray mirror, 46.1–46.12

history of, 46.1–46.2
profile analysis considerations, 

46.6–46.12, 46.7f, 46.10f
surface figure metrology, 46.3–46.6, 46.5f
surface finish metrology, 46.2

Metropolitan area networks (MANs), 9.14, 21.7
Michelson interferometers, 17.8–17.9, 17.8f
Microbunches, of electrons, 58.1
Microcalorimeter detectors, 29.9–29.11, 29.11f,

60.9, 60.9t
Microchannel plate (MCP) detectors, 63.34
Microchannel plates (MCPs), 49.2, 49.3f, 49.5f,

50.7, 60.7
Micro-electromechanical systems (MEMS) 

mirrors and switches, 18.8, 18.8f, 18.11, 
18.12f

Microfocus x-ray fluorescence (MXRF):
with doubly curved crystal diffraction, 

29.6–29.7, 29.8f–29.9f
monocapillary, 29.4
polycapillary, 29.4–29.6, 29.5f, 29.6f
ultrahigh resolution, 29.9–29.11, 

29.9f–29.11f
Microfocusing, with refractive x-ray lenses, 

37.7–37.8
Micro-optics-based components, for networking, 

18.1–18.12
attenuators, 18.2, 18.9
beam splitters, 18.6, 18.6f
circulators, 18.3, 18.3f, 18.10
directional couplers, 18.2, 18.3, 18.3f, 18.9, 

18.9f
Faraday rotators, 18.7, 18.7f
filters, 18.6
gratings, 18.5–18.6, 18.6f

Micro-optics-based components, for networking 
(Cont.): 

GRIN-rod lenses, 18.7, 18.8, 18.8f
isolators, 18.3, 18.10, 18.10f
mechanical switches, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
MEMS mirrors and switches, 18.8, 18.8f,

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 18.4, 

18.4f, 18.10–18.11
network functions, 18.2–18.5
polarizers, 18.7, 18.7f
power splitters, 18.2–18.3, 18.2f, 18.9, 18.9f
prisms, 18.5, 18.5f

Micro-pore optics, 49.1–49.6
Microscopes and microscopy:

coherent diffraction, 27.4–27.5, 27.4f, 27.5f
Nomarski microscope, 46.2
scanning electron

and magnetron-sputtered MLLs, 
42.6–42.7, 42.7f, 42.8f, 42.13, 42.13f

and x-ray spectral detection, 62.1–62.3, 
62.2f

x-ray, 37.6
Microsource devices, 28.7
Microstrip detectors, 63.32–63.33
Microstructured optical arrays (MOAs), 

adaptive, 50.7–50.8, 50.8f
Mid-wave infrared (MWIR) AOTFs, 6.42
Mie scattering, 3.12, 3.16–3.18, 3.17f–3.19f
Mie theory, 11.7
Miesowicz viscosity coefficients, 8.24
Mirages, 3.42–3.43, 3.42f, 3.43f
Mirror reflectivity, for VCSELs, 13.44
Mirror surface roughness:

and grazing-incidence neutron optics, 
64.2–64.3

and Wolter x-ray optics, 47.3–47.5, 47.4f
Mirrors:

bimorph, 50.4, 50.4f, 50.6f
Bragg, 13.28, 13.44
deformable, 5.4, 5.4f, 5.37–5.38, 5.37f, 5.38f
double-bounce Wolter, 52.4
external, 13.32–13.33, 13.33f
Goebel, 26.10
high-reflectivity, 41.7–41.8, 41.8f
Kirkpatrick-Baez, 44.4, 44.4f, 63.21, 

64.5–64.6, 64.5f
in micro-electromechanical systems, 18.8, 

18.8f, 18.12f
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Mirrors (Cont.):
for neutron optics, 63.20–63.21, 63.21f
nonlinear optical loop, 20.22
point-spread function of, 64.2
polarizing, 63.28
semiconductor laser amplifier loop optical, 

20.22
semiconductor saturable absorber, 25.3, 

25.32
and SHADOW code, 35.4, 35.5
Wolter configurations, 52.4, 64.6, 64.6f
(See also X-ray mirrors)

Modal approach, to wavefront error correction, 
4.35

Modal dispersion, 15.9
Modal filtering, 11.12–11.13, 11.13f
Modal gain per unit length, 13.7, 13.8
Modal noise, 15.16–15.17
Mode field adaptors (MFAs), 25.2, 25.17–25.18
Mode field diameter (MFD), 25.2
Mode hopping, 13.13
Mode matching, in mode field adaptors, 25.17, 

25.17f
Mode partition noise, 20.1

for fiber optic communication links, 
15.11–15.13, 15.11f

for laser diodes, 13.19–13.20, 13.20f
Mode transformers, photonic crystal fibers 

and, 11.26–11.27, 11.27f
Mode-locked fiber lasers, 25.32–25.33
Mode-locked lasers, 20.15–20.17, 20.16f
Moderators, for neutron optics, 63.12, 

63.14–63.15
Modified chemical vapor deposition (MCVD), 

25.2, 25.21, 25.26, 25.28
MODTRAN program, 3.24
Modulated grating (MG) reflectors, 13.36
Modulation:

amplitude, 7.22–7.24, 7.23f, 7.24f
cross-gain, 19.12, 19.13f, 19.27, 19.29–19.30, 

19.29f, 19.32, 19.35–19.36
cross-phase

in optical fibers, 10.3–10.4
and SOAs, 19.13, 19.30–19.32, 19.31f,

19.33f, 19.35–19.36
and solitons, 22.5, 22.13–22.15
in WDM networks, 21.19

degree of, for electro-optic modulators, 
7.35–7.36

depth-of-amplitude, 7.22

Modulation (Cont.):
depth-of-phase, 7.19
digital, 6.33
direct, 20.17–20.18, 20.17f
frequency, 7.24–7.25, 7.25f
longitudinal spatial, 6.12
in OTDM communication networks

direct and indirect, 20.17–20.18, 20.17f
external, 20.18–20.20, 20.19f, 20.20f

percent, 7.35
phase, 7.18–7.20

bulk electro-optic modulators, 7.18–7.20
by lithium niobate modulators, 13.51

polarization, 7.20–7.22, 7.20f, 7.21f
pulse code, 20.8
self-phase

in optical fibers, 10.3–10.4
and solitons, 22.3–22.4, 22.3f, 22.4f
in WDM networks, 21.18–21.19, 21.19f

spatial light, 6.4, 6.9
transverse spatial, 6.11–6.12, 6.23, 6.30, 6.31
in WDM networks, 21.27–21.36

basic concepts, 21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, 21.30–21.33, 21.31f, 21.32f
comparisons of, 21.36, 21.36t, 21.37t
DPSK and DQSK, 21.33–21.36, 

21.33f–21.35f, 21.36t, 21.37t
Modulation bandwidth, electro-optic 

modulators, 7.34
Modulation efficiency, of electro-optic 

modulators, 7.36
Modulation error ratio (MER), 15.4–15.5
Modulation formats, for WDM networks, 

21.27–21.36
basic concepts, 21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, 21.30–21.33, 21.31f, 21.32f
comparisons of, 21.36, 21.36t, 21.37t
DPSK and DQSK, 21.33–21.36, 

21.33f–21.35f, 21.36t, 21.37t
Modulation instability, 10.3
Modulation response, of laser diodes, 

13.16–13.17, 13.16f
Modulation transfer functions (MTFs):

for acousto-optic modulators, 6.32
for polycapillary x-ray optics, 53.15, 53.16f
for Schwarzschild objectives, 51.1–51.2, 51.2f
and SPECT imaging, 32.3
for x-ray detectors, 61.3
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Modulators:
acousto-optic, 6.23t, 6.31–6.35, 6.32f, 6.34t

acousto-optic frequency shifters, 6.35
and Bragg diffraction, 6.4, 6.6, 6.7, 6.14
image (scophony), 6.34–6.35
multi-mode interference, 13.2, 13.35
principle of operation, 6.32, 6.32f

band-filling, 13.62
electroabsorption

in fiber optic systems, 13.55–13.60, 13.56f,
13.60

in OTDM networks, 20.18, 20.20, 20.20f
electro-optic, 7.1–7.39, 13.61, 20.18–20.19, 

20.19f
applications for, 7.36–7.39
bulk modulators, 7.16–7.28, 7.21f,

7.24f–7.28f
crystal optics and the index ellipsoid, 

7.3–7.7, 7.4f–7.6f, 7.8f–7.10f
and electro-optic effect, 7.6–7.16, 

7.8t–7.10t, 7.14f, 7.16f
electro-optic sampling, 7.36–7.37, 

7.37f–7.38f
and Euler angles, 7.39
in fiber optic systems, 13.61
geometries, 7.16–7.18, 7.17f
laser mode locking, 7.38–7.39
light propagation in, 7.3
materials, 7.33–7.34
in OTDM networks, 20.18–20.19
performance criteria, 7.34–7.36
sensors, 7.38
traveling wave modulators, 7.28–7.30, 7.29f
waveguide or integrated-optic modulators, 

7.30–7.32, 7.31f–7.33f
electrorefractive, 13.61–13.62
integrated-optic, 7.3, 7.30–7.32, 7.31f–7.33f
interferometric Mach-Zehnder, 13.51–13.52, 

13.54–13.55, 13.63
lithium niobate, 13.2, 13.48–13.55, 13.49f
Mach-Zehnder

interferometric, 13.51–13.52, 13.54–13.55, 
13.54f, 13.63

in WDM networks, 21.30, 21.31f, 21.32f
Nipi, 13.62
semiconductor interferometric, 13.63
separate confinement heterostructure for, 

13.4f, 13.5
waveguide, 7.30–7.32, 7.31f–7.33f, 13.56, 

13.57f

Molecular absorption, 3.12–3.15, 3.13f
Molecular absorption line database, 3.22–3.23, 

3.22f, 3.23f
Molecular emission, 3.18, 3.20, 3.20f
Molecular gases, in standard atmosphere, 3.6, 

3.7t, 3.8f–3.9f
Molecular imaging, 32.1
Molecular spectroscopy, 2.5–2.6, 2.6f, 2.7f
Molecular targets, for SPECT imaging, 32.1
Monin-Obukhov similarity theory, 3.31
Monocapillary x-ray optics, 28.5, 52.1–52.6, 

52.2f–52.5f, 52.2t
Monochromatic imaging, in polycapillary x-ray 

optics, 53.16–53.17, 53.17f
Monochromators:

Bragg reflection, 39.4, 39.5
Bragg reflections in, 39.1, 63.24
crystal

and bent crystals, 39.1–39.6, 39.2t, 39.3f,
39.5f–39.6f

in neutron optics, 63.23–63.25
Dragon systems of, 38.3
Grasshopper, 38.3
Johansson bent/ground focusing, 39.5
and SHADOW code, 35.4, 35.4f
spherical-grating, 38.3
synchrotron radiation, 39.6
toroidal-grating, 38.3
in VUV and soft x-ray region, 38.1–38.8

diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency of, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

x-ray, 30.1–30.4, 50.6–50.7
and x-ray diffraction, 28.3, 28.4

Monolithic fiber laser resonators, 25.16
Monolithic tunable lasers, 13.33–13.36, 

13.34f–13.36f
Mosaic crystals, 39.2
Mt. Pinatubo, 3.10, 3.18, 3.39
Mt. Wilson telescope, 5.27
Mueller matrices, 1.14, 19.18–19.19
Multichannel Bragg cells (MCBC), 6.30–6.31
Multicore fibers, 25.2, 25.22
Multidomain vertical alignment (MVA) cells, 

8.25, 8.27–8.28
Multi-energy imaging, 54.9–54.10
Multi-fiber push on (MPO) connectors, 23.8
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Multifoil Kirkpatrick-Baez optics, 48.3–48.4, 
48.3f

Multifoil lobster-eye optics, 48.2–48.4, 48.2f,
48.3f

Multifoil optics (MFO), 48.1–48.4, 48.2f, 48.3f
Multilayer Laue lenses (MLLs):

with curved interfaces, 42.14, 42.15f
and hard x-rays, 42.1–42.17

history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement 

and measurements for, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, 42.14, 

42.15f
Takagi-Taupin calculations for, 

42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
with wedged MLLs, 42.12–42.13, 42.13f,

42.14f
history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement and 

measurements of, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
magnetron-sputtered, 42.5–42.7, 42.6f–42.8f
Takagi-Taupin calculations for, 42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
wedged, 42.12–42.13, 42.13f, 42.14f
and x-ray/neutron optics, 26.10

Multilayers (reflective coatings), 41.1–41.10
and calculation of multilayer properties, 

41.3–41.4
for diffractive imaging, 41.9–41.10, 41.10f
fabrication and performance of, 41.4–41.9, 

41.5f, 41.6t, 41.7t, 41.8f
periodic, 42.5–42.6, 42.6f
properties of, 41.1–41.3, 41.2f
and x-ray diffraction, 28.5, 28.5f

Multilongitudinal mode Fabry-Perot laser, 
9.7–9.8

Multimode fibers, for E-LEDs, 13.40
Multimode interference (MMI) modulators, 

13.2, 13.35
Multimode interferometric Mach-Zehnder 

modulators, 13.54–13.55, 13.54f

Multipath interference noise, 15.13–15.14
Multiple Mirror Telescope (MMT), 5.5
Multiple quantum well (MQW) lasers, 

13.24–13.25
Multiple quantum wells (MQW), 20.20
Multiple scattering, 3.21, 3.21f
Multiple-beam Bragg diffraction (MBD), 

43.6–43.8, 43.7f
Multiple-Bragg-beam interference, 43.1
Multiplexers and multiplexing:

for networking, 18.4, 18.10–18.11, 18.11f
optical add/drop, 21.2, 21.8, 21.8f, 21.9f
in OTDM networks, 20.1, 20.3–20.12, 

20.5f–20.11f, 20.13f
parallel, 20.12
serial, 20.12
time-division, 9.12, 20.3, 21.3
(See also Wavelength division multiplexing)

Multiplication, of avalanche photodiodes, 
13.71–13.72

Multiquantum wells (MQWs), 2.11, 19.7, 
19.11f, 19.21

Multiwire proportional counters (MWPCs), 
63.31–63.32

Mutual coherence function (MCF), 4.4, 4.7, 4.10

Nanofocusing, of hard x-rays (see Hard x-rays, 
nanofocusing of)

Nanofocusing lenses (NFLs), 37.8–37.11, 37.9f,
37.10f

Nano-optic-measuring (NOM) machine, 46.5
Nanosecond fiber systems, 25.30–25.32
Narrow linewidth fiber lasers, 25.29–25.30
Natural guide star (NGS) sensing, 5.21
Natural line width, of spectral lines, 56.4–56.5
Near Bragg diffraction, 6.8–6.9, 6.12
Near field, 4.10
Near-field diffraction, 27.2–27.3, 27.3f
Negative core-cladding index difference, of 

photonic crystal fibers, 11.14–11.17, 
11.14f–11.17f

Negative hydrogen (H−) ions, 2.3
Negative orders of radiation, 40.1
Nematic phase, of liquid crystals, 8.8, 

8.11f, 8.11
Neodymium-doped fibers, 25.23–25.24, 25.23t
Networking, micro-optics-based components 

for, 18.1–18.12
attenuators, 18.2, 18.9
beam splitters, 18.6, 18.6f
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Networking, micro-optics-based components 
for (Cont.):

circulators, 18.3, 18.3f, 18.10
directional couplers, 18.2, 18.3, 18.3f, 18.9, 18.9f
Faraday rotators, 18.7, 18.7f
filters, 18.6
gratings, 18.5–18.6, 18.6f
GRIN-rod lenses, 18.7, 18.8, 18.8f
isolators, 18.3, 18.10, 18.10f
mechanical switches, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
MEMS mirrors and switches, 18.8, 18.8f,

18.11, 18.12f
multiplexers/demultiplexers/duplexers, 18.4, 

18.4f, 18.10–18.11
network functions, 18.2–18.5
polarizers, 18.7, 18.7f
power splitters, 18.2–18.3, 18.2f, 18.9, 18.9f
prisms, 18.5, 18.5f
(See also related topics, e.g.: Communication 

networks and systems)
Neutron attenuation, 63.11–63.12
Neutron collimation, 63.15–63.16
Neutron filters, 63.18–63.19, 63.18t, 63.19f
Neutron gravity spectrometer, 63.21f
Neutron guides, 63.15–63.18, 63.17f
Neutron optics, 63.3–63.34

detection in, 63.31–63.34
devices for, 63.15–63.19, 63.17f, 63.18t, 63.19f
diffraction and interference in, 63.23–63.27, 

63.27f
grazing-incidence, 64.1–64.7

diffractive scattering and mirror surface 
roughness, 64.2–64.3

imaging focusing optics, 64.3–64.7, 
64.4f–64.7f

materials of optical elements, 64.7
total external reflection, 64.1–64.2

and neutron physics, 63.3–63.5
and neutron sources, 63.12–63.15, 63.13f
polarization techniques for, 63.27–63.30, 

63.30f
refraction and reflection in, 63.19–63.23, 

63.21f, 63.23f
scattering lengths and cross sections, 

63.5–63.12, 63.6t, 63.10t
neutron attenuation, 63.11–63.12
scattering length density, 63.9–63.11, 63.11f

and x-ray optics, 26.5–26.11, 26.8f, 26.9f,
26.11f, 36.2f

Neutron physics, 63.3–63.5

Neutron polarization, 63.27–63.29, 63.30f
Neutron scintillators, 63.33
Neutron zone plates, 63.25
Neutrons:

epithermal, 63.18
MCP detectors for, 63.34
scattering cross sections of, 63.6–63.9, 63.6t,

63.10t
scattering length densities of, 63.9–63.11, 63.11f
scattering lengths of, 63.5–63.9, 63.6t, 63.10t
thermal, 63.3
total integrated scatter of, 64.2–64.3
(See also Neutron optics)

NeXT spacecraft, 47.10
Nipi modulators, 13.62
Noise:

ASE, 19.3, 19.4f, 19.9, 19.18, 19.24, 19.35
avalanche photodiodes, 13.72–13.73
of EDFAs, 14.6
in fiber optic communication links, 

15.11–15.14, 15.16–15.17
of laser diodes, 13.18–13.24, 13.20f
modal, 15.16–15.17
mode partition, 13.19–13.20, 15.11–15.13, 15.11f
multipath interference, 15.13–15.14
phase (linewidth), 13.20–13.21, 13.21f
of pin diodes, 13.70–13.71
relative intensity, 13.18–13.19, 13.19f, 15.14
of SOAs, 19.3, 19.4f, 19.9, 19.18, 19.20, 

19.24, 19.35
[See also Signal-to-noise ratio (SNR)]

Noise equivalent BDSF (NEBDSF), for 
scatterometers, 1.6, 1.8, 1.12–1.13

Noise equivalent power (NEP), 1.13, 13.71
Noise figure, of EDFAs, 14.6
Nomarski differential interference, 46.4
Nomarski microscope, images from, 46.2
Noncritical phase-matching acousto-optic 

tunable filters (NPM AOTFs), 6.37, 6.38f,
6.39–6.42

angle of deflection, 6.40
angular aperture, 6.41
for long-infrared, 6.42
for mid-infrared, 6.42
optical throughput, 6.41
performance of, 6.42–6.44, 6.43t
resolution, 6.40
sidelobe suppression, 6.41–6.42
transmission and drive power, 6.41
tuning relation, 6.39–6.40
for ultraviolet, 6.42
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Nonfused fiber couplers, 25.10
Nonlinear acoustic (NA) interaction, in 

acousto-optic devices, 6.30
Nonlinear distortion, 9.17
Nonlinear effects:

of fiber lasers, 25.6
four-wave mixing, 10.2, 10.9–10.11, 10.11f
in optical fibers, 10.1–10.12
self- and cross-phase modulation, 10.3–10.4
stimulated Brillouin scattering, 10.1, 

10.7–10.9
stimulated Raman scattering, 10.1, 

10.4–10.7, 10.5f
Nonlinear length, of solitons, 22.3
Nonlinear optical loop mirrors (NOLM), 20.22
Nonlinear optics, WDM networks and, 

21.18–21.20, 21.19f, 21.20f
Nonlinear Schrödinger equation (NSE), 10.4, 

22.2
Non-return-to-zero differential-phase-shift-

keying (NRZ-DPSK) format, 21.28
Non-return-to-zero (NRZ) format:

in OTDM networks, 20.8, 20.9f, 20.12
in WDM networks, 21.16, 21.29f, 21.32f

Non-return-to-zero on-off keying (NRZ-OOK), 
21.34, 21.36t, 21.37t

Nonzero dispersion-shifted fiber (NZDSF), 
21.21, 21.21f, 21.34f

Nuclear imaging, 53.17, 53.18, 53.18f
Nuclear medicine, 32.1–32.4
Numerical aperture (NA), 9.4, 25.2, 25.18, 42.2
NuSTAR spacecraft, 47.6, 47.7, 47.10
Nyquist frequency, 27.4
Nyquist frequency power, 46.8–46.9, 46.11
Nyquist noise, 13.70

Objectives, Schwarzschild, 26.10, 51.1–51.3, 
51.2f–51.4f

Observatories:
Chandra, 33.2–33.4, 33.3t, 44.4, 44.10, 47.1, 

47.4f, 47.5, 47.10, 64.7
Constellation-X, 33.4
Einstein, 44.4, 44.10, 47.1, 47.5
ROSAT, 47.5
SOHO, 41.3
Suzaku, 33.3–33.4, 33.3t
TRACE, 41.3
W. M. Keck, 5.27
XMM-Newton, 33.3, 47.2, 47.4f, 47.6, 47.6f
XMM-Newton observatory, 33.3t
x-ray, 33.1–33.4, 33.3t

On-axis aberrations, 45.6–45.8
On-axis optics, 64.3
On-axis tangential phase matching, 6.25–6.26
On-blaze condition, 38.2
1 × N power splitters, 16.1, 16.4
1D profilometry, 46.6
On-off keying (OOK), in WDM networks, 

21.29, 21.30, 21.34, 21.36t, 21.37t
Open fiber control (OFC), for Fibre Channel 

standard, 23.4
Optical absorption, measurements of, 2.2–2.13, 

2.4f, 2.6f–2.8f, 2.10f, 2.12f
Optical add/drop multiplexers (OADMs), 21.2, 

21.8, 21.8f, 21.9f, 21.12
Optical amplifiers:

communications applications for, 9.14
semiconductor vs. fiber, 9.13–9.14
in WDM networks, 21.37–21.44, 21.37f

EDFA, 21.38–21.41, 21.38f–21.42f
Raman, 21.42–21.44, 21.42f–21.44f

(See also Optical fiber amplifiers)
Optical burst switching (OBS), 21.11
Optical circulators, 17.8f, 17.9
Optical clock recovery, 20.21–20.22, 20.21f
Optical crossconnects (OXCs), 21.5f, 21.6, 21.8, 

21.8f, 21.10, 21.10f
Optical damage, 13.54, 25.6
Optical electric field, bulk modulators and, 7.18
Optical fiber amplifiers, 14.1–14.11

categories and features of, 14.1–14.2, 14.2t
erbium-doped

energy levels, 14.4
fast power transients, 21.39–21.41, 21.39f,

21.40f
gain flattening, 14.6–14.7, 21.38–21.39, 

21.39f
gain formation, 14.4–14.5, 14.5f
gain peaking, 21.38, 21.38f
noise, 14.6
pump wavelength options, 14.5–14.6
semiconductor amplifiers vs., 9.13, 9.14, 

14.1, 14.2t
static gain dynamic and channel power 

equalization, 21.41, 21.41f–21.42f
in WDM networks, 21.2–21.3, 21.2f

erbium/ytterbium-doped, 14.7–14.8
parametric, 14.10–14.11
praseodymium-doped, 14.7
Raman fiber, 14.8–14.9, 14.8f, 14.10f
rare-earth-doped, 14.2–14.4, 14.3f
ytterbium-doped, 14.7
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Optical fiber sensors, 24.1–24.13
extrinsic Fabry-Perot interferometric, 

24.2–24.4, 24.2f, 24.3f
fiber Bragg grating, 24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric 

sensors, 24.4–24.5, 24.4f
long-period grating sensors, 24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Optical fibers:

in communication systems, 9.3–9.17
analog transmission, 9.15–9.17
bit rate, 9.12
distance limits, 9.12–9.13
fiber for, 9.4–9.7, 9.5f, 9.6f
fiber-optic networks, 9.14–9.15
optical amplifiers, 9.13–9.14
photodetectors, 9.8
receiver sensitivity, 9.8–9.11
repeater spacing, 9.12–9.13
technology, 9.4–9.8
transmitting sources, 9.7–9.8

infrared, 12.1–12.13
applications, 12.13
categories and properties of, 12.1–12.3, 

12.2f, 12.2t, 12.3t
crystalline, 12.2t, 12.3t, 12.7–12.10, 12.8f,

12.10f
heavy-metal oxide glass in, 12.2t–12.4t,

12.3–12.7, 12.5f–12.7f
hollow waveguides, 12.2t, 12.3t,

12.10–12.13, 12.12f
nonlinear effects in, 10.1–10.12

four-wave mixing, 10.2, 10.9–10.11, 10.11f
self- and cross-phase modulation, 

10.3–10.4
stimulated Brillouin scattering, 10.1, 

10.7–10.9
stimulated Raman scattering, 10.1, 

10.4–10.7, 10.5f
[See also related topics, e.g.: Photonic crystal 

fibers (PCFs)]
Optical holeburning (OHB), 2.13, 2.14f
Optical insertion loss, of electro-optic 

modulators, 7.36
Optical Kerr effect, 7.11
Optical lithography (OL), 34.1
Optical mode conditioners, 23.7
Optical power dependence, of electroabsorption 

modulators, 13.59

Optical power penalties, for fiber optic 
communication links, 15.8–15.17, 15.10f,
15.11f

Optical signal-to-noise ratio (OSNR):
of SOAs, 19.24–19.27
for WDM networks, 21.20, 21.28, 21.34

Optical spectrum analyzers (OSAs), 19.18
Optical strength, of turbulence (C2

n), 5.6–5.8, 
5.7f, 5.8f

Optical tank circuits, 20.21, 20.21f
Optical throughput, of NPM AOTFs, 6.41
Optical time-division multiplexed (OTDM) 

communication networks:
and all-optical switching for demultiplexing, 

20.22, 20.23f
device technology, 20.12–20.24
direct and indirect modulation in, 

20.17–20.18, 20.17f
external modulation in, 20.18–20.20, 20.19f,

20.20f
history of, 20.3
multiplexing in, 20.1, 20.3–20.12, 

20.5f–20.11f, 20.13f
and optical clock recovery, 20.21–20.22, 

20.21f
serial vs. parallel, 20.12, 20.13f
transmitters in, 20.12–20.17, 20.14f–20.16f
ultrahigh-speed OTDM, 20.23–20.24, 

20.24f
and WDM, 21.2

Optical transfer function (OTF):
and adaptive optics, 5.19–5.20, 5.20f
and atmospheric turbulence, 4.3, 4.6–4.7
of systems with annular pupils, 4.10–4.13, 

4.12f, 4.13f
Optical transmission, atmospheric, 3.22–3.26, 

3.22f–3.27f
Optical-electrical field overlap parameter, of 

electro-optic effect, 13.50
Optically detected magnetic resonance 

(ODMR), 2.23–2.24, 2.24f
Optically rotated tangential phase matching, 

6.26f, 6.27
Order selecting aperture (OSA), of zone plates, 

40.4, 40.5
Ordered dye-doped polymers, 7.34
Ordered subsets expectation maximum 

(OSEM), in SPECT imaging, 32.2
Organic crystals, 7.33–7.34
Oscillator strength, 56.3–56.4
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Oscillators:
and fiber lasers, 25.13, 25.14f,

25.30–25.33
high-power USP, 25.32–25.33
local, 9.13
parametric, 11.23, 11.24
Q-switched, 25.30–25.31
voltage-controlled, 20.11, 20.11f
[See also Master oscillator power amplifier 

(MOPA) systems]
Outer scale of turbulence, 4.7
Out-of-plane profile, of emitted light, 13.11
Outside vapor deposition (OVD), 25.2, 

25.26
Overlapping integral, of acousto-optic 

interaction, 6.15

Pacific Northwest National Laboratory 
program, 3.26

Packaging, of SOAs, 19.17, 19.17f
Packet-switched networks, 21.7, 21.10–21.11, 

21.10f–21.11f
Parabolic reflectors, for neutron beams, 64.3, 

64.4, 64.4f
Parallel beams, and x-ray tube sources, 54.16
Parallel multiplexing, 20.12
Parallel-hole collimators, 32.3
Parametric amplifiers and oscillators, 11.23, 

11.24, 14.2, 14.10–14.11
Parseval’s theorem, 46.8
Partial coherence length, 4.10
Particle-induced x-ray emission (PIXE), 29.4
Particulate matter, in standard atmosphere, 

3.6–3.7, 3.9–3.11, 3.10f, 3.11f
Passbands, 20.1
Passive mode locking, 20.17
Path function, for gratings and monochromators, 

38.3–38.5, 38.3f, 38.4t–38.5t
Patterned vertical alignment (PVA) cells, 

8.27–8.28, 8.28f
Pauli exclusion principle, 56.2
Pearson IV function, 56.7–56.8
Pearson VII function, 56.7, 56.8
Pendellösung interference, 63.26
Perfect crystal interferometers, 63.26–63.27, 

63.27f
Periodgram estimator, for 1D profiles, 46.8
Periodic multilayers, of MLLs, 42.5–42.6, 

42.6f
PETRA III (synchrotron source), 37.10

Phase aberration function:
correction of, 4.28–4.30
modal expansion of, 4.17–4.20, 4.17f–4.18f,

4.19t, 4.20t
Phase array beam steering, 6.27–6.29, 6.28f
Phase fluctuations, adaptive optics and, 

5.18–5.19
Phase mask method, of FBG fabrication, 

17.5–17.6, 17.6f, 17.8, 24.7, 24.7f
Phase matching:

for acousto-optic devices, 6.9–6.12, 6.10f
birefringent tangential, 6.25
on-axis tangential, 6.25–6.26
optically rotated tangential, 6.26f, 6.27
tangential, 6.12, 6.13, 6.17, 6.25–6.27, 

6.26f
Phase modulation, 7.18–7.20, 13.51 (See also

Cross-phase modulation; Self-phase 
modulation)

Phase modulation index, 7.19
Phase noise, 9.8, 13.1, 13.20–13.21, 13.21f
Phase plates, for circular polarization, 

43.5–43.6, 43.5f
Phase retarders, 41.9, 43.6
Phase structure function, 4.5, 5.9, 5.10
Phase transitions, of liquid crystals, 8.13–8.14, 

8.13f, 8.14f
Phase velocity indices of refraction, 7.15–7.16, 

7.16f
Phase zone plates, 40.5–40.7, 40.7f
Phase-locked loops (PLLs), 20.11, 20.11f
Phase-measuring interferometers 

(PMIs), 46.2
Phase-space acceptance, by gratings and 

monochromators, 38.7
Phosphates, for fiber lasers, 25.27t, 25.28
Phosphor x-ray detectors, 60.7–60.8, 60.10t
Photoabsorption, 36.1
Photodetectors, 9.8
Photodiodes:

avalanche, 13.63, 13.71–13.73
pin, 13.64–13.66
resonant, 13.65
Schottky, 13.63, 13.73
unitraveling-carrier, 13.68–13.69, 13.68f

Photographic film, neutron detection with, 
63.33, 63.34

Photomultiplier tubes (PMT), 31.5
Photonic bandgaps (PBGs), 11.2–11.3, 11.8, 

11.8f, 11.10f, 11.11, 11.11f, 11.14
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Photonic crystal fibers (PCFs), 11.1–11.28, 25.2
all solid-core, 25.21
Bragg fibers, 11.4
in cladding, 11.7–11.11, 11.8f–11.11f
cleaving and splicing of, 11.26
design and fabrication of, 11.4–11.6, 11.5f
endlessly single-mode, 11.12, 11.13, 11.21, 

11.21f
in fiber lasers, 25.19f, 25.20–25.21, 25.27
and guidance

attenuation mechanisms, 11.19–11.22, 
11.20f, 11.21f

birefringence, 11.17
core-cladding index difference, 

11.12–11.17, 11.12f–11.17f
group velocity dispersion, 11.18, 11.18f,

11.19f
Kerr nonlinearities, 11.22–11.24, 11.24f
resonance and antiresonance, 11.12
scattering, 11.24–11.26, 11.25f

history of, 11.2–11.4, 11.3f
in-fiber devices for, 11.27, 11.28
mode transformers, 11.26–11.27, 11.27f
modeling and analysis of, 11.6–11.7

Photonic integrated circuits (PICs), 19.1, 19.36
Photons:

energies of, 36.7t–36.8t
lifetimes of, 20.1

Photorefractivity, of lithium niobate 
modulators, 13.54

Photoresist, for extreme ultraviolet lithography, 
34.2, 34.6

Photosensitivity, of fiber Bragg gratings, 17.2–17.3
Photostimulable phosphors, 63.34
Physical layer (PHY) implementation, of FDDI 

connectors, 23.2–23.3
Physical vapor deposition (PVD), 61.6
Picosecond (unit), 20.1
Pigtail connection, fiber, 13.8
Pin diodes, 13.2, 13.63–13.71, 13.66t

dark current, 13.69
geometry of, 13.64–13.65, 13.64f
noise, 13.70–13.71
sensitivity, 13.65–13.66, 13.66f
speed, 13.67–13.68
unitraveling-carrier (UTC) photodiodes, 

13.68–13.69, 13.68f
Pin holes, in neutron and x-ray optics, 26.7
Pin junctions, in fiber optic systems, 13.59
Pin photodiodes, 13.64–13.66
Pin waveguides, 13.68

Pinch plasma, 57.1–57.5, 57.2f, 57.3t, 57.4f
Pinhole apertures, for SPECT imaging, 32.3
Pitch, of liquid crystals, 8.10
Planar buried heterostructure (PBH) lasers, 13.6
Planck radiation law, 3.18, 3.20
Plane wave analysis, for acousto-optic 

interaction, 6.6–6.9
Plasma:

and atomic spectroscopy, 2.4–2.5
for extreme ultraviolet lithography, 34.5
laser-generated, 56.1–56.10

Bremsstrahlung, 56.8–56.10
and characteristic radiation, 56.2–56.10
recombination radiation, 56.10
spectral line broadening, 56.2–56.8

pinch, 57.1–57.5, 57.2f, 57.3t, 57.4f
Plasma focus, for z-pinch radiation, 57.3, 57.3t
Plasma-based EUV lasers, 58.2–58.4, 58.3f
P-n junctions, 20.1
Pockels cells, 7.33
Pockels (linear electro-optic) effect:

and electro-optic modulators, 7.6–7.11, 7.8t,
7.11

and liquids, 7.34
in OTDM networks, 20.1, 20.18, 20.19

Pockels’ theory, elasto-optic effect and, 6.5, 6.7
Poincaré sphere, 19.18–19.19
Point-by-point technique, for fiber Bragg 

gratings, 17.8
Point-spread function (PSF), 4.1, 4.34–4.36, 

4.34f, 44.13, 44.14, 44.15f, 64.2
Point-to-point links, in WDM networks, 21.3f,

21.4
Poisson distribution, 9.10
Poisson-effect cross coupling, 24.3
Poisson’s equation, 5.36
Polarization:

circular, 43.5–43.8, 43.7f
phase plates for, 43.5–43.6, 43.5f
and synchrotron radiation, 55.6–55.9, 55.7f

eigen-, 7.13–7.16, 7.14f, 7.16f
of insertion devices, 55.15–55.16
of laser diodes, 13.13
linear, 43.2–43.4, 43.3f, 43.4f, 43.6, 43.8
neutron, 63.27–63.29, 63.30f
Stokes-Poincaré parameters for, 43.2
transverse electric, 19.7
transverse magnetic, 19.7
and VCSELs, 13.48
of x-rays, 43.1–43.2
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Polarization analyzers, 43.4, 43.4f, 43.6–43.8, 
43.7f

Polarization dependence, 13.58–13.59, 19.7, 
19.7f, 19.32

Polarization independence, 6.44, 13.53
Polarization modulation (dynamic retardation), 

7.20–7.22, 7.20f, 7.21f
Polarization scrambling, 19.18
Polarization spectroscopy, 2.21, 2.22, 2.23f
Polarization-dependent gain (PDG), 14.9, 

19.18–19.20, 21.18
Polarization-dependent loss (PDL), 19.18, 

21.18
Polarization-maintaining (PM) fibers, 25.3, 

25.12
Polarization-mode dispersion (PMD), 

21.16–21.18, 21.17f–21.18f
Polarizers:

fiber-based couplers as, 16.5–16.6
linear, 43.2–43.3
multilayers, 41.9
for networking, 18.7, 18.7f, 18.10

Polarizing crystal optics, 43.1–43.8
circular polarization analyzers, 43.6–43.8, 

43.7f
linear polarization analyzers, 43.4, 43.4f
linear polarizers, 43.2–43.3, 43.3f
phase plates for circular polarization, 

43.5–43.6, 43.5f
and polarization of x-rays, 43.1–43.2

Polarizing mirrors, 63.28
Polycapillary optics:

and brightness of x-ray tube sources, 54.16
collimating, 53.14, 53.14f
and neutron optics, 63.21–63.22
x-ray diffraction, 28.5

Polycapillary x-ray optics, 53.1–53.19
alignment and measurement in, 53.5–53.8, 

53.6f, 53.7f
applications of, 53.10–53.19, 53.11f–53.18f
collimation, 53.8–53.9, 53.8f–53.9f
focusing, 53.9–53.10, 53.10t
history of, 53.1–53.3, 53.2f
radiation resistance in, 53.5
simulations and defect analysis in, 53.3–53.5, 

53.3f–53.5f
Polycrystalline (PC) fibers, 12.2, 12.3t,

12.8–12.9, 12.8f
Polymer stabilized cholesteric texture (PSCT), 

of liquid crystals, 8.37, 8.37f

Polymer sustained alignment (PSA) technique, 
for LC cells, 8.28

Polymer-dispersed liquid crystals (PDLCs), 
8.36, 8.36f

Polymer/liquid crystal composites, 8.36–8.37, 
8.36f–8.37f

Polymer-stabilized liquid crystals (PSLCs), 
8.36, 8.36f, 8.37

Polynomials:
Chebyshev, 46.6
Legendre, 46.6
Legendre-Fourier, 45.6
Zernike, 4.17–4.20, 4.20t, 5.10, 46.6

Population inversions, amplification and, 19.2
Pore optics, 49.1–49.7, 49.2f–49.6f
Positive core-cladding index difference, for 

PFCs, 11.12–11.14, 11.12f, 11.13f
Positive orders of radiation, 40.1
Positive-intrinsic-negative (PIN) receivers, 

9.8–9.10
Positron emission tomography (PET), 32.1
Postprocessing, of SOAs, 19.16, 19.17
Powder diffraction, in polycapillary x-ray 

optics, 53.14, 53.14f
Power:

ASE, 19.20
channel, for EDFAs, 21.41, 21.42f
and dispersion-managed solitons, 22.12
for extreme ultraviolet lithography, 34.5
incident, of scatterometers, 1.14–1.15
input saturation, 14.3
insertion device, 55.15
noise equivalent, 1.13, 13.71
of NPM AOTFs, 6.41
Nyquist frequency, 46.8–46.9, 46.11
saturation output, 14.3, 14.4
Stokes, 14.9
of synchrotron radiation, 55.8–55.9, 55.8f

Power amplifiers, 14.4
Power dependence, of electroabsorption 

modulators, 13.59
Power loss, 21.13–21.14
Power penalties, of fiber optic devices, 9.11, 

15.8–15.17
Power per unit bandwidth, 7.34–7.35
Power spectral density (PSD) function, 41.6, 

41.7, 46.7–46.9
Power splitters, 16.1, 16.4, 18.2–18.3, 18.2f,

18.3f, 18.9, 18.9f
Poynting vectors, 7.3, 7.5, 42.2
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Praseodymium-doped fiber amplifiers 
(PDFAs), 14.2, 14.2t, 14.7

Pre-amp semiconductor optical amplifiers 
(SOAs), 19.23

Prefocusing, with refractive x-ray lenses, 37.8
Preform manufacture, of fiber lasers, 

25.26–25.27
Pressure broadening, of spectral lines, 

56.5–56.6
Prewhitening techniques, in x-ray mirror 

metrology, 46.9
Prisms, 18.5, 18.5f, 63.22
Processors, real-time, 5.34–5.35, 5.34f, 5.35f
Profile analysis, in x-ray mirror metrology, 

46.6–46.12, 46.7f, 46.10f
Profile errors, in polycapillary x-ray optics, 

53.3, 53.3f
Profilometry:

height, 46.3
1D, 2D, and 3D, 46.6
slope, 46.3–46.6, 46.5f

Proportional counters, x-ray detectors and, 
60.4–60.5, 60.9t, 60.10t

Pulse amplification, chirped, 25.2, 
25.32, 25.33

Pulse code modulation, 20.8
Pulsed-dye lasers, 5.32
Pump cladding, 25.3
Pump wavelength, EDFAs and, 14.5–14.6
Pumping techniques, for fiber lasers, 

25.9–25.13, 25.11f, 25.12f
Pumps, for rare-earth-doped amplifiers, 

14.2–14.3, 14.3f
Pupils, annular, 4.10–4.16, 4.11f–4.15f,

4.15t

Q factor, for OTDM networks, 20.11
Q-switched oscillators, 25.30–25.31
Quadratic (Kerr) electro-optic effect, 7.6, 

7.9t–7.10t, 7.11
Quadratic Stark effect, 56.6
Quantum detection efficiency (QDE), 60.7, 

61.2–61.3
Quantum dots, 19.12, 19.21
Quantum efficiency, of pin photodiodes, 13.65, 

13.66
Quantum limit, of digital on-off keying 

receivers, 9.9
Quantum well (QW) lasers, 13.24–13.28, 

13.25f, 13.26f

Quantum wells (QWs), 20.1
coupled, 13.58
and EA modulators, 20.20
and electrorefractive modulators, 13.62
in fiber optic systems, 13.4
and SOAs, 19.7, 19.11, 19.12
and VCSELs, 13.43

Quantum-confined Stark effect (QCSE), 13.2, 
13.56, 13.56t, 20.1

Quarter-wave phase plates, 43.6
Quarter-wavelength-shifted gratings, 

13.31–13.32, 13.31f
Quaternary structure, of fiber optic devices, 

13.2

Radiance, thermal spectral, 3.18, 3.20, 3.20f
Radiation:

Bremsstrahlung, 31.3
continuous, 54.4–54.6, 54.5f
from laser-generated plasmas, 56.1, 

56.8–56.10
from pinch plasma sources, 57.1
and x-ray fluorescence, 29.3, 29.5, 29.6, 

29.11
characteristic

Bremsstrahlung radiation as, 56.8–56.10
from laser-generated plasmas, 56.2–56.10
recombination radiation as, 56.10
spectral lines as, 56.2–56.8
from x-ray tube sources, 54.6–54.8, 54.7f

Compton sources of, 55.2–55.3, 55.3t
ionizing, 15.17
lab-based sources of, 50.2–50.7, 50.4f, 50.6f,

50.8f
from laser-generated plasmas, 56.2–56.10
negative orders of, 40.1
Planck radiation law, 3.18, 3.20
positive orders of, 40.1
recombination, 56.10
synchrotron sources of (see Synchrotron 

radiation sources)
Unruh, 58.2
X-pinch sources of, 57.3, 57.3t, 57.4
zero order of, 40.1

Radiation induced loss, 15.17
Radiation resistance, of polycapillary x-ray 

optics, 53.5
Radiative quantum efficiency, of PDFAs, 14.7
Radiography, 31.1–31.4, 31.2f–31.4f, 62.1
Radiometry, infrared fibers for, 12.3t
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Rainbows, 3.41, 3.41f
Raman amplifiers, 19.27, 21.42–21.44, 

21.42f–21.44f
Raman bands, of glass, 11.24
Raman effect, inverse, 10.5, 10.6, 14.9
Raman fiber amplifiers, 14.1, 14.2, 14.2t,

14.8–14.9, 14.8f, 14.10f
Raman gain, 10.5, 10.6, 21.42f
Raman resonance, 14.8
Raman scattering:

and atmospheric optics, 3.12, 3.21
and configurational relaxation of solids, 

2.15–2.17, 2.18f
stimulated, 25.6

and fiber optic communication links, 15.8
and optical fiber amplifiers, 14.2, 14.8
in optical fibers, 10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 11.23, 

11.24, 11.26
and WDM networks, 21.20

Raman threshold, 10.7
Raman-Nath diffraction regime, 6.4, 6.6
Raman-Nath equations, 6.6–6.7
Random Device Slope Scanner, 46.3
Rare-earth ions, 2.7–2.8, 2.11
Rare-earth-doped fiber lasers, 25.22–25.26, 

25.23t
Rare-earth-doped optical fiber amplifiers, 14.1, 

14.2–14.4, 14.3f
Ray tracing, for x-ray optics, 35.1–35.6, 35.4f,

35.5f
Rayleigh backscattering, 10.8, 14.3
Rayleigh beacons, 5.29–5.31, 5.31f
Rayleigh criterion, 7.26, 34.1, 40.3, 42.2, 51.3
Rayleigh range, inverse Compton scattering 

and, 59.1, 59.2
Rayleigh resolution limit, 11.13
Rayleigh scattering:

in glass, 11.21
and green flashes, 3.43
for HMFG fibers, 12.4
and laser beacons, 5.27, 5.30, 5.32
and MXRF, 29.5, 29.8f
and optical fibers, 9.4, 9.12
and Raman fiber amplifiers, 14.9
in theory of interaction of light and 

atmosphere, 3.12, 3.15–3.16
and x-ray optics, 26.7

Rayleigh scattering extinction coefficient, 3.16
Reabsorption, of spectral lines, 56.8

Real-time processors, for adaptive optics, 
5.34–5.35, 5.34f, 5.35f

Receivers:
avalanche photodiode, 9.8, 9.10–9.11
digital on-off-keying, 9.9–9.11
ideal, 9.9
in OTDM networks, 20.7–20.8
positive-intrinsic-negative, 9.8–9.10
in scatterometers, 1.9–1.10, 1.9f
sensitivity of fiber optic, 9.8–9.11

Receptors, image, 31.4, 31.4f
Reciprocal linear dispersion, 38.7
Recombination radiation, 56.10
Reconfigurability, of WDM networks, 

21.12–21.13, 21.12f, 21.13f
Reconfigurable optical add/drop multiplexers 

(ROADMs), 21.12
Red-shifts, in peak gain wavelength, 

25.24
Reference method (scatterometer calibration), 

1.15
Reflectance, in interaction of light and 

atmosphere, 3.21, 3.21f
Reflection(s):

Bragg
of crystals, 40.9
in interferometers, 63.26, 63.27
and linear polarization, 43.2–43.4, 43.3f,

43.4f, 43.6, 43.8
and liquid crystals, 8.10
in monochromators, 63.24
and multilayers, 41.2
simultaneous, 43.7 [See also Multiple-beam 

Bragg diffraction (MBD)]
and x-ray absorption spectroscopy, 30.2, 

30.4
Fresnel, 13.6, 13.53, 17.3, 25.8
grazing-angle, 63.21
in neutron and x-ray optics, 26.8–26.9, 

63.20–63.21, 63.21f
reference, for Fabry-Perot sensors, 24.2
retro-, 13.6–13.7
sensing, for Fabry-Perot sensors, 24.2
total external, 64.1–64.2
total internal, 11.2, 11.3, 11.14, 

11.15
Reflective LCDs, 8.31–8.32, 8.31f
Reflective semiconductor optical amplifiers 

(SOAs), 19.28
Reflectivity, of Wolter x-ray optics, 47.5
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Reflectors:
Bragg, 13.45
modulated grating, 13.36
for neutron beams, 64.3, 64.4, 64.4f

Refraction:
electro-, 13.2
in neutron optics, 63.19–63.23, 63.21f, 63.23f
in x-ray optics, 26.6–26.8, 26.8f

Refractive index (see Index of refraction)
Refractive x-ray lenses, 37.3–37.11

applications of, 37.11
history of, 37.3
nanofocusing, 37.8–37.11, 37.9f, 37.10f
parabolic, 37.4–37.8, 37.4f, 37.6f, 37.7f

Registered detected point spread function 
(RDPSF), 44.14, 44.15f

Relative intensity noise (RIN):
in fiber optic communication links, 15.2, 

15.14
of laser diodes, 13.18–13.19, 13.19f, 13.23
and optical fibers, 9.11, 9.16

Relaxation, configurational, 2.14–2.17, 
2.15f–2.18f

Relaxation oscillations, of laser diodes, 
13.14–13.16

Remote sensing, in atmospheric optics, 
3.36–3.40, 3.37f–3.40f

Repeater spacing, for optical fibers, 9.12–9.13
Resolution:

angular, 47.2–47.3, 47.2f, 47.10–47.11, 47.11f
of deflectors, 6.25, 6.29, 6.30
field-weighted-average, 44.10
of gratings and monochromators, 38.7
of NPM AOTFs, 6.40
spatial, 26.10–26.11
of telescopes, 4.2–4.3
in x-ray imaging, 62.3–62.5

Resolution enhancement techniques (RET), 
for extreme ultraviolet lithography, 34.1

Resonance, of PCFs, 11.12
Resonant cavity light-emitting diodes (RC-LEDs), 

13.39, 13.40
Resonant circuits, electro-optic modulators 

and, 7.34
Resonant photodiodes, 13.65
Resonators, 25.13, 25.16
Responsivity, of pin diodes, 13.65–13.66, 13.66f
Restimulable phosphor detectors, 60.8, 60.10t
Retarders, phase, 41.9, 43.6
Retroreflection, of guided light, 13.6–13.7

Return-to-zero differential quadrature 
phase-shift-keying (RZ-DQPSK) format, 
21.35, 21.35f, 21.36t, 21.37t

Return-to-zero differential-phase-shift-keying 
(RZ-DPSK) format, 21.28, 21.34f, 21.36t,
21.37t

Return-to-zero (RZ) format, 20.8, 20.9f, 20.10f,
21.16, 21.29f, 21.31f

Return-to-zero on-off keying (RZ-OOK), 
21.34, 21.36t

Rician density function, 3.36
Ridge waveguide (RWG) laser, 13.6
Rigid-body motions, 45.6–45.7
Ring topologies, for WDM networks, 

21.5–21.6, 21.5f–21.7f
Robustness, of solitons, 22.4–22.5
ROSAT observatory, 47.5
ROSAT(Rontgensatellit) telescope, 44.4, 

44.6f, 44.10
Rose model, for x-ray attenuation, 31.2
Rotating anodes, as x-ray tube sources, 54.12
Rotationally parabolic profiles, for refractive 

x-ray lenses, 37.4–37.8, 37.4f, 37.6f, 37.7f
Rotators, Faraday, 18.7, 18.7f, 18.10
Roto-optic effect, 6.6
Roughness, polycapillary x-ray optics, 53.4
Rowland circle, 39.5, 39.6
Rowland spherical grating, 38.6
Russell Saunders coupling, 2.11
Rydberg energy, 54.7
Rytov transformation, 5.9

SAGE II satellite system, 3.39, 3.40f
Sagittal-focusing geometry, for monochromators, 

39.6
Sagnac interferometers, 20.22
Sagnac loops, 17.8
Sample mounts, for scatterometers, 1.9
Sampled gratings (SG), 13.34, 13.34f
Sampling, in OTDM networks, 20.1, 20.4–20.6, 

20.5f, 20.6f
Sapphire, 12.3t, 12.9–12.10, 12.10f
Saturated output power, of rare-earth-doped 

amplifiers, 14.4
Saturation, of SOAs, 19.9–19.10, 19.10f
Saturation current, of semiconductor diodes, 

13.69
Saturation output power, of rare-earth-doped 

amplifiers, 14.3
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Saturation regime, for rare-earth-doped 
amplifiers, 14.3

Scaling law, or photonic crystal fibers, 11.7
Scan rate, of high-resolution deflectors, 6.29
Scanners, 7.26–7.28, 7.26f–7.28f
Scanning electron microscopy (SEM):

and magnetron-sputtered MLLs, 42.6–42.7, 
42.7f, 42.8f, 42.13, 42.13f

and x-ray fluorescence, 29.2, 29.3
and x-ray spectral detection, 62.1–62.3, 62.2f

Scatter function (cosine-corrected BRDF), 1.6
Scatter rejection, polycapillary x-ray optics and, 

53.14–53.16, 53.15f–53.16f
Scattering:

anti-Stokes, 10.5
Brillouin

backward, 11.25
forward, 11.25, 11.26
photonic crystal fibers, 11.25–11.26, 

11.25f
stimulated, 10.1, 10.7–10.9, 15.8, 

21.20, 25.6
Compton, 59.1

and circular polarization, 43.6
inverse, 59.1
and MXRF, 29.5, 29.8f
and polycapillary x-ray optics, 53.3, 53.15, 

53.18
and refractive x-ray lenses, 37.5, 37.7
and x-ray attenuation, 31.2
and x-ray optics, 26.7, 36.1

elastic, 63.5
in heavy water, 63.10
incoherent, 26.7, 31.2, 63.7, 63.8
inelastic, 63.3
and photonic crystal fibers, 11.24–11.26, 

11.25f
Raman, 11.24

and atmospheric optics, 3.12, 3.21
and configurational relaxation of solids, 

2.15–2.17, 2.18f
Rayleigh, 11.21

backscattering, 10.8, 14.3
in glass, 11.21
and green flashes, 3.43
for HMFG fibers, 12.4
and laser beacons, 5.27, 5.30, 5.32
and MXRF, 29.5, 29.8f
and optical fibers, 9.4, 9.12
and Raman fiber amplifiers, 14.9

Scattering, Rayleigh (Cont.): 
in theory of interaction of light and 

atmosphere, 3.12, 3.15–3.16
and x-ray optics, 26.7

by silica-air photonic crystal fibers, 11.25
small angle neutron, 64.1
stimulated Raman, 25.6

and fiber optic communication links, 15.8
and optical fiber amplifiers, 14.2, 14.8
in optical fibers, 10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 11.23, 

11.24, 11.26
and WDM networks, 21.20

Thompson, 26.7
Thomson backscattering, 59.1
in water, 63.10, 63.10t, 63.11f

Scattering cross sections, for neutrons, 
63.6–63.9, 63.6t, 63.10t

Scattering length densities, of neutrons, 
63.9–63.11, 63.11f

Scattering lengths, of neutrons, 63.5–63.9, 
63.6t, 63.10t

Scatterometers, 1.3–1.16
BSDF, 1.8, 1.8f
calibration of, 1.14–1.15
configurations and components for, 

1.7–1.11, 1.8f–1.10f
error analysis of, 1.15
incident power measurement of, 1.14–1.15
instrument signature and quality, 1.11–1.13, 

1.11f, 1.13t
measurement issues with, 1.13–1.14
in metrology, 1.16
specifications of, 1.5–1.7, 1.5f

Schawlow-Townes linewidth, 13.21
Schottky barriers, 13.58, 13.69
Schottky photodiodes, 13.63, 13.73
Schroder-Van Laar equation, 8.14
Schrödinger equation, 63.4–63.5
Schwarzschild objectives, 26.10, 51.1–51.3, 

51.2f–51.4f
Schwarzschild optics, 44.6, 48.2
Schwinger formula, 55.15
Scintigraphy, 32.1, 53.17, 53.18, 53.18f
Scintillation, 3.26, 3.34–3.36, 3.35f
Scintillation x-ray detectors, 60.7–60.8, 60.9t,

60.10t
Scintillator-based flat panel detectors, 61.4, 

61.4f, 61.7–61.8, 61.8f
Scintillators, neutron, 63.33
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Secondary electrons, 54.12
Segmented deformable mirrors, 5.37, 5.37f
Selective area epitaxy, 13.60
Self-amplified spontaneous emission (SASE) 

mode, of lasers, 58.1
Self-healing ring networks, for WDM, 

21.6, 21.6f
Self-phase modulation (SPM):

in optical fibers, 10.3–10.4
and solitons, 22.3–22.4, 22.3f, 22.4f,

22.13
in WDM networks, 21.18–21.19, 21.19f

Self-saturation effect, of EDFAs, 14.6
Self-steepening, 10.4
Semiconductor (x-ray) detectors, 29.3, 

60.5–60.6, 60.9t, 60.10t
Semiconductor Equipment and Materials 

International (SEMI), 1.4
Semiconductor interferometric modulators, 

13.2, 13.63
Semiconductor laser amplifier loop optical 

mirrors (SLALOM), 20.22
Semiconductor laser amplifiers (SLAs), 

9.13–9.14
Semiconductor lasers, 13.1
Semiconductor optical amplifiers (SOAs), 

19.1–19.36
amplification in, 19.1f–19.2f, 19.2, 

19.22–19.27, 19.22f–19.26f
ASE noise, 19.3, 19.4f
confinement factor, 19.6
device characterization, 19.17–19.21, 19.17f,

19.19f–19.21f
fabrication, 19.15–19.17, 19.15f–19.17f
gain, 19.4–19.6, 19.4f–19.6f
gain clamping, 19.14–19.15, 19.14f
gain dynamics, 19.12–19.13, 19.13f, 19.14f
gain ripple and feedback reduction, 

19.8, 19.8f
history of, 19.1
material systems, 19.11–19.12, 19.11f–19.12f
noise figure, 19.9
nonlinear applications, 19.29–19.36, 19.29f,

19.31f, 19.33f, 19.34f
and photonic integrated circuits, 19.36
polarization dependence, 19.7, 19.7f
saturation, 19.9–19.10, 19.10f
switching and modulation, 19.28, 19.28f

Semiconductor saturable absorber mirror 
(SESAM), 25.3, 25.32

Semiconductors:
and electroabsorption modulators, 13.58
in electro-optic modulators, 7.34
and extreme ultraviolet lithography, 

34.1–34.2, 34.2t
fiber amplifiers vs., 9.13–9.14
signal processing in complementary metal 

oxide, 62.5
Sensing reflection, for Fabry-Perot sensors, 24.2
Sensitivity (responsivity), of pin diodes, 

13.65–13.66, 13.66f
Sensors:

electro-optic modulators, 7.38
extrinsic Fabry-Perot interferometric (EFPI), 

24.2–24.4, 24.2f, 24.3f
fiber optic chemical, 12.3t
intrinsic Fabry-Perot interferometric (IFPI), 

24.4–24.5, 24.4f
optical fiber, 24.1–24.13

comparison of, 24.13
extrinsic Fabry-Perot interferometric, 

24.2–24.4, 24.2f, 24.3f
fiber Bragg grating, 24.5–24.8, 24.6f–24.7f
intrinsic Fabry-Perot interferometric, 

24.4–24.5, 24.4f
long-period grating sensors, 24.8–24.13, 

24.9f–24.12f, 24.11t, 24.13t
Shack-Hartmann, 5.21, 5.36, 5.40–5.43
Shack-Hartmann wavefront, 50.5, 50.6f
transition-edge, 60.9

Separate confinement heterostructure (SCH), 
in fiber optic modulators, 13.4f, 13.5

Serial byte connection (SBCON) standard, 23.1
Serial multiplexing, 20.12
Servo lag, subaperture size and, 5.41–5.42
Shack-Hartmann sensors, 5.21, 5.36, 5.40–5.43
Shack-Hartmann technique, for adaptive 

optics, 5.23–5.27, 5.23f, 5.25f, 5.26f
Shack-Hartmann wavefront sensors, 50.5, 50.6f
SHADOW code, 35.2–35.5, 35.4f, 35.5f
SHADOWVUI interface, 35.3, 35.5, 35.5f
Shane telescope, 5.27, 5.32
Shielding, in neutron optics, 63.13–63.14
Short-exposure images, 4.3, 4.31–4.35, 

4.31f–4.34f, 4.35t
Short-period gratings (SPGs), 24.6
Shot noise, 13.70, 13.73
Sidelobe suppression, in AOTFs, 6.41–40.2, 

6.44–6.45
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Signal processing, by wideband AO Bragg cells, 
6.30

Signal-dependent noises, 9.11
Signal-to-noise ratio (SNR):

for electro-optic modulators, 7.16
for fiber optic communication links, 15.2, 

15.4, 15.5
for laser diodes, 13.19
in neutron optics, 63.13
optical

for SOAs, 19.24–19.27
for WDM networks, 21.20, 21.28, 21.34

for optical fibers, 9.9
for solitons, 22.1, 22.6–22.8

Silica fibers, in lasers, 25.27t, 25.28
Silica-air photonic crystal fibers, 11.14, 11.14f,

11.25
Silicon pore optics, 49.6–49.7, 49.7f
Silver halide fibers, 12.3t, 12.8–12.9, 12.8f
Simbol-X spacecraft, 47.10
Simultaneous Bragg reflection (multiple-beam 

Bragg diffraction), 43.6–43.8, 43.7f
Single attach FDDI nodes, 23.3
Single capillaries (see Monocapillary 

x-ray optics)
Single crystal diffraction, 53.12–53.14, 

53.12f–53.13f
Single crystal (SC) fibers, as infrared optical 

fibers, 12.3t, 12.9–12.10, 12.10f
Single mirror resonators, 25.13
Single photon emission computed tomography 

(SPECT), 32.1–32.4
Single-bounce monocapillary x-ray optics, 

52.5–52.6, 52.5f
Single-cell-gap transreflective LCDs, 

8.33–8.35, 8.34f
Single-channel systems, of SOAs, 19.22–19.24, 

19.22f–19.24f
Single-longitudinal-mode (SLM) lasers, 9.8
Single-mode excitation technique (SMET), 

25.3, 25.20
Single-mode fibers (SMFs):

dispersion in, 21.16, 21.16f, 21.21, 21.21f
for E-LEDs, 13.40
and photonic crystal fibers, 11.2, 11.11, 

11.13, 11.23–11.25
Singular-value-decomposition (SVD) 

algorithms, 5.25, 5.26
Slab-coupled optical waveguide amplifiers 

(SCOWAs), 19.21

Slater integrals, 2.8
Slope errors, 38.7, 45.7–45.8
Slope measurement analysis, in x-ray mirror 

metrology, 46.11–46.12
Slope profilometry, 46.3–46.6
Slot-detection x-ray imaging, 61.2, 61.2f
Slowly varying envelope approximation 

(SVEA), 10.2, 10.6
Small angle neutron scattering (SANS), 64.1
Smectic phase, of liquid crystals, 8.8–8.12, 

8.11f, 8.12f
Snell’s law, 19.8, 26.8
Soft x-ray region, gratings and monochromators 

in, 38.1–38.8
diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

Soft x-ray telescopes, 50.2
Soft x-rays, circularly polarized, 55.6–55.7
Software implementation, for adaptive optics, 

5.21–5.38
higher-order wavefront sensing techniques, 

5.36–5.37
laser beacons, 5.27–5.34, 5.28f–5.31f, 5.33f
real-time processors, 5.34–5.35, 5.34f, 5.35f
Shack-Hartmann technique, 5.23–5.27, 

5.23f, 5.25f, 5.26f
tracking, 5.21–5.23, 5.22f
wavefront correctors, 5.37–5.38, 5.38f

SOHO observatory, 41.3
Solar x-ray Imager (SXI), 44.9, 44.12–44.13, 

44.16–44.17, 44.16f, 44.17f
Solid core photonic crystal fibers:

attenuation in, 11.20, 11.21
Brillouin scattering in, 11.25
group velocity dispersion, 11.18, 11.18f,

11.19f
Kerr effects for, 11.23

Solid state detectors, in neutron optics, 
63.33–63.34

Solids:
configurational relaxation in, 2.14–2.17, 

2.15f–2.18f
optical absorption measurements of, 

2.7–2.13, 2.8f, 2.10f, 2.12f
zero-phonon lines in, 2.13–2.14, 2.14f

Solid-state ion chambers, 60.5–60.6
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Solitons:
classical, 22.2–22.4, 22.2f–22.4f
in communication systems, 22.1–22.17
dispersion-managed, 22.12–22.15, 22.13f,

22.14f
effects of, 22.1–22.2
errors, 22.6
and frequency-guiding filters, 22.7–22.9
in optical amplifiers, 9.14
and optical fibers, 10.1
properties of, 22.4–22.5
self-frequency shift cancellation, 11.24
transmission systems for, 22.5–22.7
and wavelength division multiplexing, 22.2, 

22.9–22.12, 22.15–22.17
Soller collimators, 28.2, 28.2f
Soller slits, 26.7
SOR telescope, 5.27, 5.32, 5.34, 5.38
Source debris, in extreme ultraviolet lithogra-

phy, 34.5
Source depth measurements, for x-ray tube 

sources, 54.14, 54.14f
Source spot measurements, for x-ray tube 

sources, 54.14, 54.14f, 54.15, 54.15f
Source-model technique, for photonic crystal 

fibers, 11.7
Space-charge region, of pin photodiodes, 13.64
Spatial coherence, 4.10
Spatial coherence length, 27.2
Spatial frequency spectrum, 6.16
Spatial hole burning, 13.13, 20.2
Spatial light modulation (SLM), 6.4, 6.9
Spatial resolution, 26.10–26.11
Spatial scale, adaptive optics and, 5.10–5.13, 

5.11t, 5.12f, 5.13f
Spectra (code), 55.14
Spectral and temporal modalities, of fiber 

lasers, 25.29–25.33
Spectral hole burning, 13.13
Spectral inversion, four-wave mixing and, 10.11
Spectral lines:

broadening of
Doppler, 3.14, 5.32, 56.5
homogeneous, 20.1
Lorentzian, 3.14
pressure, 56.5–56.6
spectral, 56.6–56.8

from laser-generated plasmas, 56.2–56.8
Spectral radiance, thermal, 3.18, 3.20, 3.20f
Spectrometers, 1.14, 63.21f

Spectroscopy:
and absorption/photoluminescence of Cr3+,

2.19–2.21, 2.19f, 2.20f
in adaptive optics, 5.19–5.21, 5.19f, 5.20f
atomic, 2.4–2.5
evanescent wave, 12.13
excitation, 2.15f, 2.21
Fourier transform, 2.5, 2.6f
and homogeneous lineshapes of spectra, 

2.13–2.17, 2.14f–2.18f
Lamb dip, 2.5, 2.7f
Laser-induced-breakdown, 3.39
measurements from, 2.1–2.24
molecular, 2.5–2.6, 2.6f, 2.7f
optical, 2.9–2.10, 2.10f
optical absorption measurements

of atomic energy levels, 2.2–2.5, 2.4f
of solids, 2.7–2.13, 2.8f, 2.10f, 2.12f

polarization, 2.21–2.22, 2.23f
time-domain, 7.37, 7.37f–7.38f
time-of-flight, 2.5
x-ray absorption, 30.1–30.5, 30.2f–30.5f
x-ray absorption near edge, 30.2, 30.2f, 30.4f
Zeeman, 2.23–2.24, 2.24f

Spectrum(-a):
atomic, 2.13
homogeneous lineshapes of, 2.13–2.17, 

2.14f–2.18f
Kolmogorov, 3.28, 3.31
spatial frequency, 6.16
von Kármán, 3.28, 5.6
of x-ray tube sources, 54.4–54.10, 54.5f, 54.8f
(See also Spectral lines)

Speed:
of avalanche photodiodes, 13.72
of pin diodes, 13.67–13.68

Spherical aberrations, 45.4
Spherical-grating monochromators 

(SGMs), 38.3
Spin flippers, 63.29
Splay, of liquid crystals, 8.22, 8.23f
Splice losses, for fiber optic communication 

links, 15.7, 15.8t
Splicing, of PCFs, 11.26
Split-off band, of strained layer quantum well 

lasers, 13.27
Spontaneous emission, 2.13, 19.3, 20.1
Spring-8 Compact SASE Source (SCSS), 58.1
Spurious-free dynamic range (SFDR), 15.6
SRW (code), 55.14
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Stack and draw method, of fiber laser 
fabrication, 25.27

Stacked actuator continuous facesheet 
deformable mirrors, 5.37f, 5.38, 5.38f

Standard atmosphere, composition of, 
3.6–3.11, 3.7t, 3.8f–3.11f

Standard dispersion-shifted fibers (DSFs), 
24.10–24.11, 24.11t, 24.13t

Star topologies, for WDM networks, 21.5–21.6, 
21.5f, 21.7f

Starfire Optical Range, 5.23
Stark effect, 2.21, 20.20, 25.24, 56.6
Stark levels, of EDFAs, 14.4, 14.5, 14.5f
Static gain dynamic, for EDFAs, 21.41, 21.41f
Static Jahn-Teller effect, 2.9
Stationary anodes, of x-ray tube sources, 54.12
Step-and-scan stage, of extreme ultraviolet 

lithography, 34.2
Stern-Gerlach experiment, 63.4
Stimulated Brillouin scattering (SBS), 10.1, 

10.7–10.9, 15.8, 21.20, 25.6
Stimulated emission, 20.2
Stimulated Raman scattering (SRS), 25.6

and fiber optic communication links, 15.8
and optical fiber amplifiers, 14.2, 14.8
in optical fibers, 10.1, 10.4–10.7, 10.5f
and photonic crystal fiber guidance, 11.23, 

11.24, 11.26
and WDM networks, 21.20

Stokes frequency, 10.8, 21.42
Stokes intensity, 10.6, 10.7
Stokes power, 14.9
Stokes shifts, 2.15–2.16
Stokes waves, 10.4–10.9, 14.2
Stokes-Poincaré parameters, for polarization, 

43.2, 43.8
Strain, in fiber optic devices, 13.2
Strained layer quantum well lasers, 13.26–13.28, 

13.26f, 13.27f
Strained-layer superlattices (SLSs), 2.11–2.13, 

2.12f
Strehl ratio:

and adaptive optics, 5.14, 5.14f–5.15f, 5.17, 
5.17f, 5.20–5.22, 5.22f, 5.29, 5.29f, 5.35, 
5.35f, 5.39, 5.40, 5.43, 5.43f–5.46f, 5.46

and imaging through atmospheric turbulence, 
4.13, 4.14f, 4.15t, 4.27–4.28, 4.28f,
4.32–4.33, 4.34f, 4.36

Strip loading, of RWG lasers, 13.6

Subaperture size, for adaptive optics, 5.40–5.43, 
5.42f

Sum-frequency lasers, 5.32
Superconducting quantum (SQUID) detector, 

60.9
Superconducting tunneling junctions (STJ) 

detectors, 60.9, 60.9t
Supercontinuum (SC) generation, 11.23, 11.24f
Supermirrors, 41.7, 41.8, 64.7
Superstructure gratings (SSGs), 13.34, 13.35f
Surface axial coordinates, in grazing incidence 

optics, 45.7
Surface figure metrology, 46.3–46.6, 46.5f
Surface finish metrology, 46.2
Surface-emitting light-emitting diodes (S-LEDs), 

13.36–13.40, 13.38f
Suzaku observatory, 33.3–33.4, 33.3t
SUZUKU spacecraft, 47.6, 47.7f
Swift Burst Alert Telescope (BAT), 33.1
Switches and switching:

for fiber-based couplers, 16.4
for networking, 18.4, 18.5, 18.5f, 18.11, 

18.11f, 18.12f
and SOAs, 19.28, 19.28f

Synchronous digital hierarchy (SDH), 9.17
Synchronous optical networks (SONETs), 9.17, 

21.6, 23.6
Synchrotron beamlines, SHADOW code and, 

35.1–35.2, 35.4
Synchrotron radiation (SR) monochromators, 

39.6
Synchrotron radiation sources, 55.1–55.20

adaptive x-ray optics for, 50.2–50.7, 50.4f,
50.6f, 50.8f

coherence of, 55.17–55.20, 55.18f–55.19f
Compton sources vs., 55.2–55.3, 55.3t
history of, 55.1–55.2
insertion devices, 55.9–55.16, 55.10f, 55.12f,

55.13f
as linear polarizers, 43.2, 43.3
and refractive x-ray lenses, 37.5, 37.11
theory of synchrotron radiation emission, 

55.2–55.9, 55.2f, 55.3f, 55.5f–55.8f

Takagi-Taupin calculations, for MLLs, 
42.12–42.14

Talystep stylus profiler, 46.2
Tanabe-Sugano diagrams, 2.9–2.11, 2.10f, 2.19
Tangential phase matching (TPM), 6.12, 6.13, 

6.17, 6.25–6.27, 6.26f
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Tapered fiber bundles (TFBs), 25.3, 25.10–25.11, 
25.11f, 25.16

Tapered fiber coupler process, 16.1–16.3, 16.2f
Tapered fiber method, for adaptor fabrication, 

25.17, 25.17f
Teflon coatings, for infrared optical fibers, 12.4, 

12.7, 12.9
Telecommunication systems, data 

communication vs., 15.1–15.2
Telescopes:

and adaptive optics, 5.2–5.5, 5.3f, 5.4f,
5.43–5.46, 5.43f–5.46f

Burst Alert, 33.1
Calar Alto, 5.27
Canada-France-Hawaii, 5.23
Cassegrain, 44.4
ESO, 5.35
Gemini North, 5.20, 5.21f
with grazing incidence optics, 44.6–44.12, 

44.7f, 44.9f–44.11f, 45.1
hard vs. soft x-ray, 50.2
Hobby-Eberly, 5.2
hyperboloid-hyperboloid (HH) grazing 

incidence x-ray, 44.10–44.12, 44.11f
Keck, 4.36, 5.2, 5.27
Large Binocular, 5.5
Mt. Wilson, 5.27
Multiple Mirror, 5.5
resolution of, 4.2–4.3
ROSAT, 44.4, 44.6f
Shane, 5.27
SOR, 5.27
Swift Burst Alert, 33.1
10-m, 5.45–5.46, 5.45f–5.46f
3.5-m, 5.43–5.45, 5.43f–5.45f
wide-field lobster-eye, 48.4
Wolter, 44.4, 44.5f, 44.6–44.10, 44.7f, 44.10f,

45.1–45.5, 45.2f
Wolter-Schwarzschild, 44.7, 44.11, 45.1

Tellurites, for fiber lasers, 25.27t, 25.28
Tellurium dioxide (TeO2), 6.17, 6.21t, 6.25, 

6.29t, 6.34t, 6.39, 6.42
Temperature:

and laser diodes, 13.11
and liquid crystals, 8.17, 8.21–8.22, 8.22f
and long-period grating sensors, 24.13, 

24.13t
Temporal coherence, of synchrotron radiation 

sources, 55.17–55.18, 55.18f
10-m telescope systems, 5.45–5.46, 5.45f–5.46f

Terabit (unit), 20.2
Terahertz asymmetric optical demultiplexers 

(TOAD), 20.22
Ternary layers, in fiber optic devices, 13.2
Thermal control and correction, for adaptive 

optics, 50.5, 50.6
Thermal imaging, 12.3t
Thermal neutrons, 63.3
Thermal (Johnson) noise, 13.70
Thermal runaway, of lasers, 13.11
Thermal spectral radiance, 3.18, 3.20, 3.20f
Thermally expanded cores (TECs), 25.3, 25.17, 

25.17f
Thermoelectric coolers (TECs), 19.4f, 19.5
Thin film transistors (TFTs), 61.3, 61.4, 61.6
Thin lenses, zone plates as, 40.3–40.4
Thompson scattering, 26.7
Thomson backscattering, 59.1
Thomson scattering cross-section, 59.2
3D profilometry, 46.6
3.5-m telescopes, 5.43–5.45, 5.43f–5.45f
Thulium-doped fibers, 25.23t, 25.25, 25.32
Tight binding approximations, for photonic 

crystal fibers, 11.8
Tilt:

atmospheric, 5.14, 5.14f–5.15f
gradient (G-tilt), 4.3

and adaptive optics, 5.14–5.16
and angle of arrival, 4.23, 4.25, 4.26

wavefront (Z-tilt), 4.3, 4.23–4.25, 
5.14, 5.15

Zernike, 4.23–4.26
Tilt errors, for grazing incidence optics, 45.7
Tilt-corrected phase variance, 4.31–4.32, 4.31f
Tilted diffraction geometry, 42.4
Time shifts, of solitons, 22.15, 22.16
Time-division multiplexing (TDM), 9.12, 20.3, 

21.3
Time-domain spectroscopy (TDS) systems, 

7.37, 7.37f–7.38f
Time-of-flight (TOF) spectroscopy, 2.5
Timing recovery, in OTDM networks, 

20.10–20.12, 20.10f, 20.11f
Tokens, of FDDI connectors, 23.3
Tomography, 31.1, 31.5–31.7, 31.5f–31.7f
Tomosynthesis, digital, 31.7–31.8
Toroidal reflectors, for neutron beams, 64.4
Toroidal-grating monochromators (TGMs), 

38.3
Total external reflection, 64.1–64.2
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Total integrated scatter (TIS):
of neutrons, 64.2–64.3
and scatterometers, 1.4, 1.6–1.7, 1.10–1.11

Total internal reflection (TIR), of photonic 
crystal fibers, 11.2, 11.3, 11.14, 11.15

TRACE observatory, 41.3
Tracking, for adaptive optics, 5.15–5.18, 5.17f,

5.21–5.23, 5.22f
Transient response:

of light-emitting diodes (LEDs), 13.41–13.42
Transient response, of laser diodes, 13.13–13.18, 

13.14f, 13.16f, 13.17f
Transition-edge sensor (TES) microcalorimeter 

detectors, 29.9–29.11, 29.9f, 29.11f
Transition-edge sensors (TES), 60.9
Transition-metal ions, spectra of, 2.8–2.9, 2.8f
Transmission:

of amplitude modulators, 7.22
analog, 9.15–9.17, 9.16f
atmospheric optical, 3.22–3.26, 3.22f–3.27f
Bormann, 43.3, 43.3f
broadband, 3.23–3.24, 3.25f–3.26f
electrical time domain multiplexed, 20.3, 

20.25
formats for data, 20.9–20.10, 20.9f
Gaussian, 37.5
Laue, 26.8, 26.9f, 63.24, 63.26
line-by-line, 3.23, 3.24f
of NPM AOTFs, 6.41
with optical fibers, 9.7–9.8, 9.15–9.17
in OTDM networks, 20.7–20.8, 20.12–20.17, 

20.14f–20.16f
polycapillary x-ray optics, 53.5–53.8, 53.6f,

53.7f
in polycapillary x-ray optics, 53.5–53.8, 

53.6f, 53.7f
for solitons, 22.5–22.7
WDM dispersion managed soliton, 

22.15–22.17
of x-ray tube sources, 54.11–54.12

Transmission loss, in fiber optic links, 15.7
Transmissive thin-film transistor (TFT) LCDs, 

8.29–8.31, 8.30f, 8.31f, 8.32–8.35, 8.34f
Transparent fiber systems, 14.1
Transreflective LCDs (TR-LCDs), 8.32–8.35, 

8.33f, 8.34f
Transverse coherence, 55.18–55.20, 55.19f
Transverse effective wavelength, for PCFs, 11.10
Transverse electric (TE) polarization, 19.7

Transverse electric (TE) waveguide mode, of 
laser diodes, 13.13

Transverse electro-optic modulators, 7.16, 7.17, 
7.17f

Transverse holographic technique, for fiber 
Bragg gratings, 17.5, 17.5f

Transverse magnetic (TM) mode, of laser 
diodes, 13.13

Transverse magnetic (TM) polarization, 19.7
Transverse ray aberration (TRA) equations, 

45.3–45.8
Transverse spatial coherence, 55.16
Transverse spatial modulation (TSM), 

6.11–6.12, 6.23, 6.30, 6.31
Trap-assisted thermal generation current, 13.69
Traveling wave electro-optic modulators, 

7.28–7.30, 7.29f
Traveling wave pumping, by EUV lasers, 58.3
Traveling-wave amplification, 19.3, 19.4f
Tree topologies, of WDM networks, 21.6, 21.7
Trivalent rare-earth ions, 2.11
Tube voltage, of x-ray tube sources, 54.9
Tunable dispersion compensation, in WDM 

networks, 21.23–21.26, 21.24f–21.26f
Tunable filters, acousto-optic, 6.23t, 6.35–6.45

collinear beam, 6.43, 6.43f, 6.45t
and longitudinal spatial modulation, 6.12
long-infrared, 6.42
mid-infrared, 6.42
noncritical phase-matching, 6.37, 6.39–6.42, 

6.38f, 6.43t
principle of operation, 6.36–6.39, 

6.37f, 6.38f
ultraviolet, 6.42

Tunable lasers, for fiber optic systems, 
13.32–13.36, 13.33f–13.36f

Tungsten silicide/silicon (WSi2/Si) bilayers, in 
MLLs, 42.6, 42.7

Tuning relation, of NPM AOTFs, 6.39–6.40
Turbulence:

and adaptive optics, 5.5–5.21
anisoplanatism, 5.19
atmospheric tilt and Strehl ratio, 5.14, 

5.14f–5.15f
Fried’s coherence diameter and spatial 

scale, 5.9–5.13, 5.11t, 5.12f, 5.13f
higher-order phase fluctuations, 5.18–5.19
imaging, 4.35–4.36, 5.19–5.21, 5.19f, 5.20f
Kolmogorov model, 5.5–5.6
tracking requirements, 5.15–5.18, 5.17f
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Turbulence, and adaptive optics (Cont.):
variation of n and C2n parameters, 

5.6–5.8, 5.7f, 5.8f
in atmospheric optics, 3.26, 3.28–3.36

beam spreading, 3.32–3.33, 3.33f
beam wander, 3.31–3.32
imaging and heterodyne detection, 3.34
parameters for, 3.28–3.31, 3.29f, 3.30f
scintillation, 3.34–3.36, 3.35f

Hufnagel model of, 3.29
Hufnagel-Valley model of, 3.30, 5.7, 5.8
imaging through atmospheric, 4.1–4.37

aberration variance and approximate 
Strehl ratio for, 4.27–4.28, 4.28f

adaptive optics, 4.35–4.36
angle of arrival fluctuations, 4.23–4.26, 

4.25f, 4.26f
expansion coefficients, 4.20–4.22, 4.21t,

4.22f–4.23f
Kolmogorov turbulence and atmospheric 

coherence length, 4.7–4.10, 4.8f, 4.9f
long-exposure images, 4.3–4.7
modal correction of turbulence, 

4.28–4.30, 4.29t, 4.30f
modal expansion of aberration function, 

4.17–4.20, 4.17f–4.18f, 4.19t, 4.20t
and resolution of telescopes, 4.2–4.3
short-exposure image, 4.31–4.35, 

4.31f–4.34f, 4.35t
systems with annular pupils, 4.10–4.16, 

4.11f–4.15f, 4.15t
inner scale of, 4.7
Kolmogorov, 4.3, 4.7–4.10, 4.8f, 4.9f, 4.27, 

4.30, 4.36
Kolmogorov model of, 5.5–5.6, 5.11
optical strength of (C2n), 5.6–5.8, 5.7f, 5.8f
outer scale of, 4.7
phase structure function of, 4.5

Turn-on delay, of laser diodes, 13.13–13.14, 
13.14f

Twist, of liquid crystals, 8.22, 8.23f
Twist grain boundary (TGB) phases, of liquid 

crystals, 8.11
Twisted nematic (TN) cells, 8.16, 8.25–8.26, 8.26f
2D profilometry, 46.6
Two-wave interaction (acousto-optic), 6.8
Tyler frequency, 5.17

UHURU satellite, 47.1
Ultrafast nonlinear interferometers (UNIs), 19.32

Ultrahigh-speed OTDM, 20.23–20.24, 20.24f
Ultrashort pulses (USPs), for fiber lasers, 

25.32–25.33
Ultraviolet (UV) AOTFs, 6.42
Umweganregung (multiple-beam Bragg 

diffraction), 43.6–43.8, 43.7f
Unbalanced nonlinear interferometers (UNI), 

20.22
Undulators, 55.12–55.14, 55.12f, 55.13f, 58.1
Unitraveling-carrier (UTC) photodiodes, 

13.68–13.69, 13.68f
Unity divergence ratio, for AO modulators, 

6.32–6.33
Unruh radiation, 58.2
Upper Atmospheric Research Satellite (UARS), 

3.36, 3.37f
Ur (code), 55.14
Urgent (code), 55.14
U.S. Air Force Cambridge Research 

Laboratories, 3.22
U.S. Department of Defense, 5.27
U.S. National Institute of Standards and 

Technology (NIST) database, 3.26
U.S. Standard Atmosphere, 3.5, 3.6, 3.8f,

3.9f

Vacuum spark source, of z-pinch radiation, 
57.3, 57.3t

Vacuum ultraviolet (VUV) region, gratings 
and monochromators in, 38.1–38.8, 38.2f,
38.3f, 38.4t–38.5t

Van der Waals theory, 8.23
Vapor axial deposition (VAD), 25.3, 25.26
Variable optical attenuators (VOAs), 21.12, 

21.13f
Verdet constant, 18.7
Vertical alignment (VA) cells, 8.25, 8.27–8.28, 

8.28
Vertical cavity surface-emitting lasers 

(VCSELs), 13.1–13.2, 13.43f
commercial, 13.48
electrical injection and current confinement 

for, 13.45, 13.45f
light out vs. current in (L-I curve) of, 

13.46–13.47
and linear optical amplifiers, 19.14
and mirror reflectivity, 13.44
and optical fibers, 9.7n
polarization of, 13.48
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Vertical cavity surface-emitting lasers (VCSELs) 
(Cont.):

and quantum wells, 13.43
and spatial characteristics of emitted light, 

13.46
spectral characteristics of, 13.47–13.48

Vertical coupling, of electroabsorption 
modulators, 13.60

Virtual tributaries, of SONET, 23.6
Viscosities, of liquid crystals, 8.23–8.25, 8.24f
Voigt function, 56.7
Voigt lineshape profiles, 3.23
Voltage, of x-ray tube sources, 54.9
Voltage-controlled oscillators (VCOs), 20.11, 

20.11f
Volume Bragg gratings (VBGs), 25.29, 25.30
Volume diffraction calculations, for MLLs, 

42.4–42.5, 42.5f
Von Kármán spectrum, 3.28, 5.6
V-parameter, of fiber lasers, 25.3

W. M. Keck Observatory, 5.27
Wadsworth condition, 38.6
Wall effect, in gas detectors, 63.32
Water:

scattering in, 63.10, 63.10t, 63.11f
in standard atmosphere, 3.6, 3.10–3.11, 3.11f

Wave propagation, reciprocity of, 4.9–4.10
Wave structure function, 4.6, 5.9n
Wavefront correctors, for adaptive optics, 

5.37–5.38, 5.38f
Wavefront errors, 4.35, 5.40–5.41
Wavefront sensing techniques, 5.36–5.37
Wavefront tilt (Z-tilt), 4.3, 4.23–4.25, 5.14, 5.15
Wavefronts, gradients of, 5.23
Waveguide confinement factor, 13.4f, 13.5
Waveguide modulators, 7.30–7.32, 7.31f–7.33f,

13.56, 13.57f
Waveguides:

attenuated total reflectance, 12.11
double heterostructure, 19.3f
evanescent-wave coupled pin, 13.68
of SOAs, 19.15–19.16, 19.15f–19.16f

Wavelength(s):
attenuation vs., 15.7
Bragg, 17.3, 20.15, 24.7
of liquid crystals, 8.19–8.22, 8.20f
pump, 14.5–14.6
transverse effective, 11.10

Wavelength blockers (WB), 21.12, 21.13f

Wavelength dispersion, 9.6–9.7
Wavelength dispersive detectors (WDS), 

62.2
Wavelength division multiplexing (WDM):

dense
and AOTFs, 6.43, 6.44
and optical fiber amplifiers, 14.1
and SOAs, 19.25–19.27, 19.25f, 19.26f

and dispersion-managed solitons, 
22.15–22.17

and ESCON standard, 23.2
and fiber-based couplers, 16.1, 16.4
and solitons, 22.2, 22.8–22.12, 

22.15–22.17
(See also Wavelength-division multiplexing 

networks)
Wavelength scans, for scatterometers, 1.14
Wavelength selective switches (WSS), 21.12, 

21.13f
Wavelength-dispersive x-ray fluorescence 

(WDXRF), 29.2–29.3, 29.2f
Wavelength-division multiplexing (WDM) 

networks, 18.4, 18.6, 21.1–21.44
architecture of

circuit and packet switching, 21.7–21.11, 
21.8f–21.11f

network reconfigurability, 21.12–21.13, 
21.12f, 21.13f

point-to-point links, 21.4
star, ring, and mesh topologies, 21.5–21.7, 

21.5f–21.7f
wavelength-routed networks, 21.5, 21.5f

fiber bandwidth, 21.2–21.3, 21.2f
fiber system impairments, 21.13–21.26

chromatic dispersion, 21.14–21.16, 21.15f,
21.16f

dispersion and nonlinearities manage-
ment, 21.20–21.26, 21.21f,
21.23f–21.27f

fiber attenuation and optical power loss, 
21.13–21.14

fiber nonlinearities, 21.18–21.20, 21.19f,
21.20f

polarization-mode dispersion, 
21.16–21.18, 21.17f–21.18f

history of, 21.1–21.2
optical amplifiers in, 21.37–21.44, 21.37f

EDFA, 21.38–21.41, 21.38f–21.42f
Raman, 21.42–21.44, 21.42f–21.44f

and optical fibers, 9.8, 9.12, 9.13, 9.15
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Wavelength-division multiplexing (WDM) 
networks (Cont.): 

optical modulation formats for, 21.27–21.36
basic concepts, 21.27–21.29, 21.28f–21.30f
carrier-suppressed return-to-zero and 

duobinary, 21.30–21.33, 21.31f,
21.32f

comparisons of, 21.36, 21.36t, 21.37t
DPSK and DQSK, 21.33–21.36, 21.33f–

21.35f, 21.36t, 21.37t
in real systems, 21.3–21.4, 21.3f, 21.4f

Wavelength-routed networks, 21.5, 21.5f
Wavelength-selective couplers (WSCs), 14.2
Waviness, in polycapillary x-ray optics, 53.4, 

53.4f
Wedged multilayer Laue lenses (wMLLs), 

42.12–42.13, 42.13f, 42.14f
Well and barrier intermixing, 13.60
Wide area networks (WANs), 9.14, 21.7
Wideband AO Bragg cells, 6.27, 6.30, 6.31t
Wide-field lobster-eye telescopes, 48.4
Wigglers, 55.11–55.12
Window structure, of SOAs, 19.8, 19.8f
Windowing, in x-ray mirror metrology, 46.9, 

46.10f
Wire array sources, of z-pinch radiation, 

57.3–57.4, 57.3t, 57.4f
Wollaston prism, 46.4
Wolter geometries, 63.21
Wolter mirror configurations, 52.4, 64.6, 64.6f
Wolter optics, 26.10, 48.1, 48.2, 49.4–49.6, 

49.5f–49.6f
Wolter telescopes, 44.4, 44.5f, 44.6–44.10, 44.7f,

44.10f, 45.1–45.5, 45.2f
Wolter x-ray optics, 47.2–47.7, 47.2f, 47.4f,

47.6f, 47.7f
Wolter-Schwarzschild (WS) telescopes, 44.7, 

44.11, 45.1

XEUS/IXO mission, 49.7
XMM mission, 44.6
XMM-Newton observatory, 33.3, 33.3t, 47.2, 

47.4f, 47.6, 47.6f
X-pinch sources of radiation, 57.3, 57.3t,

57.4
X-ray absorption fine structure (EXAFS), 29.3, 

60.4
X-ray absorption near edge spectroscopy 

(XANES), 30.2, 30.2f, 30.4f

X-ray absorption near-edge structure 
(XANES), 29.3, 60.4

X-ray absorption spectroscopy (XAS), 
30.1–30.5, 30.2f–30.5f

X-ray astronomy, 33.1–33.4, 33.3t
X-ray astronomy satellite (SAX), 44.6
X-ray detectors, 60.3–60.10

cryogenic, 60.8–60.9, 60.9t, 60.10t
film, 60.8, 60.9t, 60.10t
ionization, 60.3–60.7, 60.9t, 60.10t
scintillation, 60.7–60.8, 60.9t, 60.10t

X-ray diffraction (XRD), 28.1–28.7, 
28.3f–28.6f

X-ray fluorescence (XRF), 29.1–29.11, 54.8
energy-dispersive, 29.3–29.11, 29.5f, 29.6f,

29.8f–29.11f
history of, 29.1
and polycapillary x-ray optics, 53.10–53.11, 

53.11f
wavelength-dispersive, 29.2–29.3, 29.2f
and x-ray diffraction, 28.1
and x-ray imaging, 62.5, 62.6f

X-ray imaging detectors, 61.1–61.8, 61.2f
CCD detectors, 61.7–61.8, 61.8f
flat panel detectors, 61.3–61.7, 61.4f, 61.6t,

61.7f
X-ray lasers, 58.1–58.4, 58.3f
X-ray mapping, 62.4, 62.5, 62.6f
X-ray microscopes, 37.6
X-ray mirrors:

and grazing incidence optics, 44.3–44.6, 
44.3f–44.6f

metrology of, 46.1–46.12
history of, 46.1–46.2
profile analysis considerations, 46.6–46.12, 

46.7f, 46.10f
surface figure metrology, 46.3–46.6, 46.5f
surface finish metrology, 46.2

X-ray monochromators, 30.1–30.4, 
50.6–50.7

X-ray observatories, 33.1–33.4, 33.3t
X-ray optics:

adaptive, 50.1–50.8
hard vs. soft x-ray telescopes, 50.2
history of, 50.1, 50.2f
synchrotron and lab-based sources, 

50.2–50.8, 50.4f, 50.6f, 50.8f
astronomical, 47.1–47.11

angular resolution of, 47.10–47.11, 47.11f
hard, 47.9–47.10
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X-ray optics, astronomical (Cont.):
history of, 47.1–47.2
Kirkpatrick-Baez optics, 47.7–47.8, 47.8f,

47.9f
Wolter, 47.2–47.7, 47.2f, 47.4f, 47.6f, 47.7f

coherent, 27.1–27.5, 27.3f–27.5f
gratings and monochromators in, 38.1–38.8

diffraction properties, 38.1–38.3, 38.2f
dispersion properties, 38.6–38.7
efficiency, 38.8
focusing properties, 38.3–38.6, 38.3f,

38.4t–38.5t
resolution properties, 38.7

and inverse Compton x-ray sources, 
59.1–59.4, 59.3t

and medical imaging, 31.1–31.4, 
31.2f–31.4f

monocapillary, 52.1–52.6, 52.2f–52.5f, 52.2t
multifoil, 48.1–48.4, 48.2f, 48.3f
and neutron optics, 26.5–26.11, 26.8f, 26.9f,

26.11f, 36.2f
polycapillary, 53.1–53.19, 53.2f

alignment and measurement, 53.5–53.8, 
53.6f, 53.7f

collimation, 53.8–53.9, 53.8f–53.9f
energy filtering, 53.10
focusing, 53.9–53.10, 53.10t
monochromatic imaging, 53.16–53.17, 

53.17f
powder diffraction, 53.14, 53.14f
radiation resistance, 53.5
scatter rejection in imaging, 53.14–53.16, 

53.15f–53.16f
scintigraphy, 53.17, 53.18, 53.18f
simulations and defect analysis, 53.3–53.5, 

53.3f–53.5f
single crystal diffraction, 53.12–53.14, 

53.12f, 53.13f
therapy, 53.18–53.19
x-ray fluorescence, 53.10–53.11, 53.11f

and pore optics, 49.1–49.7
ray tracing for, 35.1–35.6, 35.4f, 35.5f
and Schwarzschild objective, 51.3, 

51.3f–51.4f
spectral detection and imaging in, 62.1–62.5, 

62.2f–62.6f
and x-ray properties of materials, 

36.1–36.9
Auger energies, 36.3t, 36.9t
electron binding energies, 36.3t–36.6t

X-ray optics, and x-ray properties of materials 
(Cont.):
photoabsorption and scattering, 36.1
photon energies, 36.7t–36.8t
x-ray and neutron optics, 36.2f

X-ray spectral detection and imaging, 
62.1–62.5, 62.2f–62.6f

X-ray tube sources, 54.3–54.16
brightness and intensity of, 54.11–54.15, 

54.13f–54.15f
cathode design and geometry, 54.10–54.11
characteristics of, 54.3, 54.4f
optimization of, 54.15–54.16
spectra of, 54.4–54.10, 54.5f, 54.8f

X-rays:
circularly polarized soft, 55.6–55.7
nanofocusing of hard, 42.1–42.17

history of, 42.2–42.4, 42.2f, 42.3f
instrumental beamline arrangement 

and measurements for, 42.9–42.10, 
42.9f–42.12f

limitations of, 42.15–42.17, 42.16f–42.17f
with magnetron-sputtered MLLs, 

42.5–42.7, 42.6f–42.8f
on MLLs with curved interfaces, 42.14, 

42.15f
Takagi-Taupin calculations for, 

42.12–42.14
volume diffraction calculations for, 

42.4–42.5, 42.5f
with wedged MLLs, 42.12–42.13, 42.13f,

42.14f
polarization of, 43.1–43.2

Y-branch interferometric modulators, 
13.51–13.52

Young’s modulus, of infrared optical fibers, 
12.3t, 12.9

Ytterbium-doped fiber amplifiers (YDFAs), 
14.2, 14.7

Ytterbium-doped fibers, 25.23t, 25.24–25.25, 
25.31, 25.33

ZBLAN (fluorozirconate glass), 12.5, 12.5f
and fiber lasers, 25.3, 25.24, 25.27t, 25.28
fluoraluminate glass vs., 12.3t, 12.4, 12.4t

Zeeman effect, 2.21
Zeeman spectroscopy, 2.23–2.24, 2.24f
Zemax (program), 35.1
Zernike annular expansion coefficients, 4.25
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Zernike coefficients, variance of, 4.22, 4.22f,
4.23f, 4.36

Zernike decomposition elements, 5.37
Zernike modes of aberrations, 5.11, 5.11t, 5.12f
Zernike polynomials, 4.17–4.20, 4.20t, 5.10, 46.6
Zernike tilts, 4.23–4.26
Zero order, of radiation, 40.1
Zerodur glass shells, 47.5
Zero-phonon lines, in solids, 2.13–2.14, 2.14f
Zonal approach, to wavefront error correction, 

4.35
Zone plate law, 42.4

Zone plates, 40.1–40.10
amplitude, 40.4–40.5, 40.5f
and Bragg-Fresnel lenses, 40.9–40.10, 40.9f
diffraction efficiencies of, 40.4–40.8, 40.5f,

40.7f, 40.8f
Fresnel, 40.2, 42.3, 42.3f, 55.16
geometry of, 40.1–40.3, 40.2f
neutron, 63.25
phase, 40.5–40.7, 40.7f
as thin lenses, 40.3–40.4

Z-pinch plasma, 57.1–57.5, 57.2f, 57.3t, 57.4f
Z-tilt (wavefront tilt), 4.3, 4.23–4.25, 5.14, 5.15
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FIGURE 27.1 Schematic illustration of coherent 
x-ray wave propagation with a distorted object approach 
both for nearfield Fresnel diffraction, where an object 
extends into multiple Fresnel zones (solid lines), and for 
far-field Fraunhofer diffraction, where an object occupies 
only the center of the first Fresnel zone (dashed lines).

(a) (b) (c)

FIGURE 27.2 Simulated diffraction amplitudes |F(x, y)|, of 
an amplitude object (a) of 10 μm × 10 μm, with l = 1 Å x rays, at 
image-to-object distance (b) z = 2 mm and (c) z = ∞, using the unified 
distorted object approach Eq. (3) with Nz = 500 zones in (b) and Nz =
0 in (c). Notice that the diffraction pattern changes from noncentro-
symmetric in the near-field (b) to centrosymmetric in the far-field (c).

FIGURE 27.3 Example of a coherent x-ray diffrac-
tion patternfrom a gold nanofoam specimen of ∼2 μm in 
size, using 7.35-keV coherent x rays. The corner of the image 
corresponds to ∼8 nm spatial frequency.
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FIGURE 27.4 Concept of a perfect-crystal guard aperture in coherent diffraction imaging 
experiments for the purpose of eliminating unwanted parasitic scattering background in order to 
achieve high signal-to-noise in a diffraction pattern.
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FIGURE 34.1 EUV exposure tool. The 
design includes 4 mirrors, and the mask (reticle) 
and wafer location. The whole system is under 
vacuum, and the condenser optical system is not 
shown. The whole system is enclosed in a vacuum 
chamber, not shown. The overall size is of several 
meters. This tool is installed at the Advanced 
Light Source, Berkeley.

FIGURE 34.2 ASML alpha demo tool during installation. The whole 
system is under vacuum, and a plasma source is used to generate the EUV 
radiation (not shown).



FIGURE 37.2 (a) Housing with partly assembled Be lens, (b) stack of Be lenses. Each individual 
lens is centered inside of a hard metal coin. They are aligned along the optical axis by stacking the coins 
in a high precision v-groove.
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FIGURE 34.3 EUV interferometric lithography. The diffraction gratings are illuminated by a synchrotron, and 
the diffracted beams interfere as shown. The beams overlap creating 1st and 2nd order interference patterns of excellent 
visibility. Right, SEM images of the grating, and of the first- and second-order exposures. Notice the relative period of the 
images—the 1× period is half of that of the diffracting grating, and the 2× is 1/4.
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FIGURE 37.5 (a) Array of nanofocusing lenses made of silicon. A large number of single lenses are aligned behind 
each other to form a nanofocusing lens. Several nanofocusing lenses with different radius of curvature R are placed in parallel 
onto the same substrate. (b) Scanning microprobe setup with two crossed nanofocusing lenses. An aperture defining 
pinhole is placed behind the second lens.
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P S Cl

K Ca Ti

Mn Fe

Fe

2 μm

Zn

(b) Trichome (SEM)

FIGURE 37.7 (a) Photograph of the plant Arabidopsis 
thaliana, (b) secondary electron micrograph of a leaf hair 
(trichome), (c) two-dimensional fluorescence map of the tip 
of the trichome at 100-nm spatial resolution. While most ele-
ments are homogeneously distributed, iron (Fe) and titanium 
(Ti) are localized on the level of 100 nm.
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FIGURE 40.1 Diffraction by (a) a circular grating of constant 
period and (b, c) a zone plate.
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FIGURE 40.6 Structure of Bragg-Fresnel lenses.
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FIGURE 42.3 Calculated diffraction efficiency 
at 0.064 nm (19.5 keV) for outermost zone widths of 
both 10 nm (red) and 2 nm (blue) as a function 
of radius for ideal (wedged), flat, and tilted MLLs. 
For flat MLLs efficiencies do not exceed 26 percent 
and only very low-order zones diffract in the 2-nm 
case. For an outermost zone width of 10 nm, the 
ideal and tilted cases have almost the same perfor-
mance, but for a 2-nm outermost zone, the ideal 
case is far superior. For the 10-nm tilted case, only 
a sharp Bragg peak is seen at the radius for which a 
Bragg condition is satisfied. This figure shows that 
meeting the Bragg condition everywhere becomes 
increasingly important for outermost zones less than 
10 nm in order to ensure a high efficiency through-
out most of the MLL.

WSi2/Si, 1588 layers, tdep = 13.25 μm

Δrmax = 25 nm Δrmin = 5 nm

FIGURE 42.5 A scanning electron microscope image of a partial MLL having a 5-nm-thick outermost 
zone. The structure was used to obtain a focus of 16 nm for x rays of 0.064-nm (19.5-keV) wavelength.
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FIGURE 42.7 Cartoon illustrating the sequence of steps used to process a lens suitable for 
use with x rays, starting from an as-sputtered MLL wafer.
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FIGURE 42.9 Measured and calculated intensity profiles 
for the focus of the MLL shown in Fig. 42.5. The FWHM values 
are 17.6 nm from fluorescence data and 15.6 nm from far-field 
scattering data. These should be compared to a calculated value 
of 15.0 nm. The calculated intensities were scaled according 
to measured and calculated efficiencies of 30 and 32 percent, 
respectively. The calculated results do not include the effects 
of vibrations, finite analyzer width, and finite sources size. The 
inset shows the calculated isophote pattern near the focal plane.

700

600
Fluorescence

Fluorescence

Fluorescence

400

500 Fluorescence

FWHM = 16 nm

200

300

0

100

Fl
u

or
es

ce
n

ce
 in

te
n

si
ty

 (
cp

m
on

)

–90

x (nm)

9060300–30–60

FIGURE 42.12 Measured line focuses of the MLL in 
Fig. 42.5 with 0.042-nm (19.25-keV) x rays. Results from four 
scans of the fluorescence intensity are shown. The efficiency was 
measured to be 17 percent. A FWHM value of 16 nm applies.
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FIGURE 42.14 Analyses for ideal (wedged) MLL structure of Fig. 42.13a. The inverse layer thickness vs. radius is 
shown in (a). The calculated isophote pattern and intensity in the focal plane are shown in (b) and (c), respectively.
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FIGURE 44.12 The DPSF and the reconstructed DPSF for (a) precisely “registered” aerial PSF, 
(b) aerial PSF centered on boundary between two pixels, and (c) aerial PSF positioned where four pixels meet.
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FIGURE 44.15 On-orbit solar image with three small regions highlighted and magnified for 
detailed inspection.  This allows one to distinguish between images of unresolved bright features on the 
sun and merely detector noise.
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FIGURE 46.2 Slope profile measurement on a 700-mm 
long silicon cylinder mirror made with an LTP. Sampling 
step size is 2 mm. Mean has been subtracted from the data 
(detrend 0). Profile shows that the surface has an overall 
convex curvature (tilted profile down to the right) with 
significant edge roll-off (change in slope at each end). Also, a 
polishing defect with a 20-mm period is evident in the center 
of the surface. The slope profile emphasizes high-frequency 
surface defects. 
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FIGURE 46.3 Height profile calculated by integrat-
ing the slope profile of Fig. 46.1. Solid circles: mean height 
subtracted (detrend 0); open circles: second order polynomial 
subtracted (detrend 2). The radius of curvature extracted 
from the second order term coefficient is 3.572 km. The 
residual profile shows that the surface has a “kink” in the 
center that separates it into two distinct segments with slightly 
different slopes. This low frequency defect is not evident in the 
slope profile of Fig. 46.1.
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FIGURE 46.4 The height profiles of Fig. 46.3 with 
a Blackman window applied. The edge discontinuities are 
minimized by this function. Although the shape of the profile 
is distorted, the average statistical properties of the underly-
ing function are not changed.
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FIGURE 46.5 PSD curves computed from the four 
profiles in Figs. 46.3 and 46.4. The two upper curves from 
the unwindowed data show severe contamination effects due 
to the strong edge discontinuities that introduce spurious 
power into all frequencies. The lower curves show how the 
Blackman filter eliminates the discontinuity contamination, 
allowing the underlying surface spectral characteristics to 
become visible.
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FIGURE 47.2 (a) A Chandra x-ray image of the fiery ring surrounding the 1987 supernova explosion in the Dorado constel-
lation. Subarcsecond angular resolution is required to resolve the structure surrounding the supernova remnant (http://chandra.
harvard.edu/photo/2005/sn87a/). (NASA/CXC/PSU/S.Park & D. Burrows.) (b) A Chandra x-ray image of the supernova remnant 
G292.0+1.8. The colors in the image encode the x-ray energies emitted by the supernova remnant; the center of G292.0+1.8 contains 
a region of high energy x-ray emission from the magnetized bubble of high-energy particles that surround the pulsar, a rapidly 
rotating neutron star that remained behind after the original, massive star exploded (http://chandra.harvard.edu/photo/2007/g292/). 
(NASA/CXC/Penn State/S.Park et al.) (c) Chandra x-ray image of the Crab Nebula—the remains of a nearby supernova explosion 
which was seen on Earth in 1054 AD. At the center of the bright nebula is a rapidly spinning neutron star, or pulsar, that emits pulses 
of radiation 30 times a second (http://chandra.harvard.edu/photo/2002/0052). (NASA/CXC/ASU/J. Hester et al.) (d) XMM-Newton 
and Chandra x-ray images RCW 86, an expanding ring of debris that was created after a massive star in the Milky Way collapsed 
onto itself and exploded. Both the XMM-Newton and Chandra images show low-energy x-rays in red, medium energies in green 
and high energies in blue. The Chandra observations focused on the northeast (left-hand) and southwest (lower right) side of RCW
86, and show that x-ray radiation is produced both by high-energy electrons accelerated in a magnetic field (blue) as well as heat
from the blast itself (red). These images demonstrate the large field of view and moderate angular resolution of XMM-Newton, com-
pared to the smaller field of view and high angular resolution provided by Chandra (http://chandra.harvard.edu/photo/2007/2snr/). 
(NASA/CXC/ESA/Univ. of Utrecht/J. Vink et al.)
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FIGURE 47.3 An x-ray optics module for the XMM observatory. Fifty-eight electro-
formed nickel Wolter I optics are nested to increase the effective x-ray collecting area.

(a) (b)

FIGURE 47.4 The segmented foil mirrors aboard the SUZAKU spacecraft. (a) A complete 
mirror module and (b) a single aluminum foil reflector coated with gold.

FIGURE 48.3a Kirkpatrick-Baez test Au 
coated glass foils system studied for XEUS project.
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FIGURE 49.7 The focus of a single plate radially packed microchannel plate optic.

FIGURE 49. 9 A segment of a radially stacked micropore 
optic. Two such plates behind each other act as a conical approx-
imation to a Wolter-I optic. The width of the segment is 35 mm.
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FIGURE 52.4 A glass tube is suspended in an electric 
furnace from a piece of fish line that is attached to a strain 
gauge at the bottom. The torque motor keeps a constant ten-
sion as the glass yields during drawing. The furnace is pro-
grammed to move based on the amount of glass yielding to 
make the desired elliptical, parabolic, etc., shape.



FIGURE 62.3 A 12-s x-ray spectrum image (128 × 96 pixels; 1 ms) obtained with a 
silicon drift detector.
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FIGURE 52.5 Upper panel: Profile of intensity versus 5 μm vertical pinhole position at focus of a 
9 milliradians capillary producing a spot size of 5 μm FWHM at a distance of 20 mm beyond the tip of the 
capillary. Lower panel: The far-field image shows the direct beam (center dot) passing through the capillary 
and the once-reflected beam forming the outer ring of intensity. The structure in the ring is due to slope-
error imperfections arising from the pulling process.
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FIGURE 62.4 Monte Carlo simulations of electron trajectories in copper at various beam 
energies. Note the significant increase in the scattering volume with Increasing energy.
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R2. The focusing lens with a focal length f0 is placed in front of the sample such 
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FIGURE 64.5 Commonly used Wolter-1 mirror configurations.
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