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Cell Cycle Molecules and Mechanisms of the Budding
and Fission Yeasts

Tim Humphrey and Amanda Pearce

Summary
The cell cycles of the budding yeast Saccharomyces cerevisiae and the fission yeast,

Schizosaccharomyces pombe are currently the best understood of all eukaryotes. Studies in
these two evolutionarily divergent organisms have identified common control mechanisms,
which have provided paradigms for our understanding of the eukaryotic cell cycle. This
chapter provides an overview of our current knowledge of the molecules and mechanisms
that regulate the mitotic cell cycle in these two yeasts.
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1. Introduction
The eukaryotic cell cycle can be considered as two distinct events, DNA replication

(S-phase) and mitosis (M-phase), separated temporally by gaps known as G1 and G2.
These events must be regulated to ensure that they occur in the correct order with
respect to each other and that they occur only once per cell cycle. Moreover, these
discontinuous events must be coordinated with continuous events such as cell growth,
in order to maintain normal cell size (reviewed in ref. 1). Significant advances in
understanding such cell cycle controls have arisen from the study of these yeasts. The
use of yeast as a model system for studying the cell cycle provides a number of advan-
tages: yeasts are single-celled, rapidly dividing eukaryotes that can exist in the haploid
form. Thus yeast are readily amenable to powerful genetic analyses, and molecular
tools are available (reviewed in refs. 2 and 3). Although both yeasts are evolutionarily
divergent (4), common mechanisms control their cell cycles that are conserved
throughout eukaryotes (reviewed in refs. 5 and 6). Moreover, following the sequenc-
ing of both yeast genomes (7,8), systematic genetic analyses together with reverse
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genetics are beginning to provide global insights into the cell cycle control of these
model organisms, and hence all eukaryotes.

2. Yeast Life Cycles
S. cerevisiae proliferates by budding, during which organelles, and ultimately a

copy of the genome, are deposited into a daughter bud, which grows out of the mother
cell. The bud grows to a minimal size and after receiving a full complement of chro-
mosomes pinches off from the mother cell in a process called cytokinesis. Budding
yeast can exist in a haploid (16 chromosomes) or diploid (32 chromosomes) state (re-
viewed in ref. 9).

In contrast, S. pombe grows by medial fission, whereby newly born daughter cells
grow from the tips of their cylindrical rod shape by a process known as new-end take-
off. Once a mature length is reached, the cell ceases growth and produces a septum
that bisects the mother cell into two daughter cells. Fission yeasts exist naturally in a
haploid form (one set of three chromosomes), limiting the diploid phase to the zygotic
nucleus, which enters meiosis immediately (reviewed in ref. 10).

Conditions of nitrogen starvation have the same consequences for both yeasts and
may result in several developmental fates. If the culture contains cells of a single mat-
ing type, then the cell cycle will arrest in stationary phase in G1 and enter G0. How-
ever, if the opposite mating type is also available, pheromone production will result in
conjugation to form diploid cells, which will undergo meiosis and form spores. Bud-
ding yeasts are distinct from fission yeasts in that they can arrest in G1 in the absence
of nitrogen starvation and may exist as diploids in the mitotic cell cycle (reviewed in
refs. 9 and 10).

3. The Mitotic Cell Cycle of Yeasts
3.1. Budding Yeast

In budding yeast, a point exists in mid-G1 after which the cell becomes committed
to the mitotic cell cycle. This point is commonly referred to as Start (11). Start plays
an important role in coordinating division with growth. Growth is rate-limiting for the
cell cycle, and if a critical size requirement is not reached, cells cannot progress
through Start. Prior to Start (in early G1), cells can respond to the environment. If
nutrients are plentiful, they can proceed into the next cell cycle; however, if nutrients
are limiting, they can make the decision to enter stationary phase or meiosis. In addi-
tion, passage through Start may be inhibited by mating factors from other yeasts; hence
if two haploid yeast of the opposite mating types detect each other’s pheromones, then
they will “schmoo” toward one another, mate and form a diploid. Having passed Start,
cells are programmed to complete the cell cycle irrespective of the nutrient state or
exposure to pheromones.

Entry into mitosis is classically defined by three physiological events in eukary-
otes: the formation of the mitotic spindle, breakdown of the nuclear membrane and
chromosomal condensation. Both yeasts undergo what is termed a closed mitosis, in
which the mitotic nuclear membrane, remains intact. In addition, S. cerevisiae is dis-
tinct from other eukaryotic cells in that the mitotic spindle begins to form during early
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S-phase. Thus S. cerevisiae does not have a clear landmark event distinguishing the G2

and M-phase, and thus the G2/M transition is difficult to define in this organism (re-
viewed in ref. 12).

3.2. Fission Yeast
In fission yeast the G1 and S-phases are relatively short (each accounting for 10%

of the time it takes to complete the cell cycle), whereas G2 is considerably longer (70%
of the time is spent in this phase, in which most growth occurs; reviewed in ref. 10).
Again, a critical Start point exists, and passage through this point is dependent on the
prior completion of mitosis in the previous cell cycle and on the cell reaching a critical
minimal size (13). Following spore germination or nutrient starvation, when cells are
unusually small, a period of growth before Start is required such that a critical size is
obtained. However, under nonlimiting conditions, cells have already achieved a mini-
mal size requirement for passage through G1. Consequently, G1 is usually cryptic in
logarithmically dividing cultures of S. pombe, and S-phase directly follows comple-
tion of nuclear division, resulting in cells that are already in G2 at the time of cell
separation (14).

The G2/M transition is the major control point in the cell cycle of fission yeast and
determines the timing of entry into mitosis (as opposed to S. cerevisiae, in which Start
in G1 is the major control point). Entry into mitosis is dependent on the cell having
previously completed S-phase; on repairing any DNA damage; and on reaching a criti-
cal size. Cells coordinate size such that if G2 is shortened, G1 will be lengthened and
vice versa (reviewed in ref. 10).

4. Cell Cycle Molecules
4.1. cdc Mutants

Much of what we know about the cell cycle was discovered through the isolation of
temperature sensitive (ts), cell division cycle (cdc) mutants. In 1970 Hartwell et al.
(15) discovered that a number of these ts mutants, upon shifting to the restrictive tem-
perature, arrested the cell population with the same morphology, suggesting that the
mutant product was required only at a specific point in the cell cycle. Approximately
60 different cdc mutants have been isolated in budding yeast, and approx 30 have been
isolated in fission yeasts. In addition to cdc genes, a large number of new cell cycle
genes have been identified on the basis of interactions with preexisting cell cycle genes
(reviewed in refs. 10 and 12).

4.2. Cyclin-Dependent Kinases
A highly conserved class of molecules termed the cyclin-dependent kinases (CDKs)

plays a central role in coordinating the cell cycles of all eukaryotes. In both fission and
budding yeasts, the cell cycle is controlled both at the G1/S transition and the G2/M
transition by a single highly conserved CDK, encoded by the CDC28 and cdc2+ genes
of S. cerevisiae and S. pombe, respectively. In budding yeast, ts mutations in CDC28
allowed the definition of Start. The cdc28ts mutant blocked budding and cell cycle
progression at a point in the G1-phase at which cells could still enter the sexual cycle



6 Humphrey and Pearce

instead of proceeding with the mitotic cycle. From this work, Start could be defined
genetically as the point in the cell cycle at which budding, DNA replication, and spindle
pole body (SPB) duplication become insensitive to loss of Cdc28 function (11).

In fission yeasts, different mutations in cdc2+ result in the cells either elongating
(16) or conversely becoming smaller (17), a phenotype suggesting that Cdc2 might
function in the timing of division. CDC28 and cdc2+ share 63% identity, and both are
required for passage through Start as well as mitosis. Indeed, these genes are con-
served, with the human CDC2 gene displaying the same properties, demonstrating
conservation of essential features of the cell cycle in all eukaryotes (6).

Active CDKs generally phosphorylate serine or threonine residues that are followed
by a proline and a consensus sequence of K/R, S/T, P, X, K/R (reviewed in ref. 12).
Although many CDK targets have been identified, a comprehensive analysis of CDK
targets remains an important goal.

4.3. Cyclins
All CDKs require positive regulatory partners for activity, known as cyclins (1),

which additionally impart CDK substrate specificity. Cyclins were identified as pro-
teins that oscillated in abundance through the cell cycle in rapidly cleaving early
embryonic cells (18). Not all cyclins show this cell cycle-dependent pattern of synthe-
sis and degradation. However, all cyclins share homology over a domain called the
cyclin box, a region required for binding and activation of CDKs. In S. cerevisiae, a
number of cyclins have been identified that associate with Cdc28: G1 cyclins (Cln1,
Cln2, and Cln3), S-phase cyclins (Clb5 and Clb6), and G2 cyclins (Clb1–4. Clb1–6)
are all B-type cyclins (19). S. pombe cyclins include Puc1 (a G1 cyclin), three B-type
cyclins (Cig1 and Cig2; S-phase cyclins), and Cdc13 (a G2 cyclin) (reviewed in ref.
20). Cyclins bind to Cdc28/Cdc2, forming an active complex, which is associated with
histone H1 kinase activity. In order to bind, cyclins recognize a binding motif present
on CDKs known as the PSTAIR motif (corresponding to the conserved amino acids
within this domain). Cyclins accumulate at specific times during the cell cycle, lead-
ing to overlapping activation of different CDK/cyclin complexes, which in turn regu-
late the cell cycle (reviewed in refs. 10 and 12).

5. Regulation of the Yeast CDK/Cyclin Complex
The activity of the CDK/cyclin complex is key to cell cycle progression and can be

considered the cell cycle “engine” (1). Thus CDK/cyclin complexes are subject to a
high degree of regulation through a number of posttranslational mechanisms includ-
ing phosphorylation, inhibition by cyclin-kinase inhibitors, destruction of cyclins, and
destruction of the inhibitors at the appropriate time in the cell cycle. These mecha-
nisms ensure that the cell cycle progresses in an orderly fashion. In addition, the peri-
odic activity of particular CDK/cyclin complexes is achieved through feedback loops
within the cell cycle: In G1/S, G1 cyclins activate the Clb cyclins, which then turn off
the G1 cyclins. Similarly, in mitosis, the mitotic cyclins promote spindle formation
and turn on the anaphase-promoting complex (APC), or cyclosome, which then de-
grades the mitotic cyclins needed for the first step. The molecular basis of these regu-
latory events in yeast is described below in Subheadings 5.1.–5.3. (see also Fig. 1).
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Fig. 1. (A) Depiction of cell cycle progression. (B) Key cell cycle events. (C) Cyclin expres-
sion profiles. (D) Cell cycle phases of S. cerevisiae and S. pombe. See text for details and refer-
ences. APC, anaphase-promoting complex; RC, replication complex; SPB, spindle pole body.
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5.1. CDK Phosphorylation
5.1.1. Threonine 161

In fission yeast, Cdc2 is phosphorylated at Thr167 of Cdc2, which corresponds to
Thr169 on budding yeast Cdc28 and Thr161 on mammalian Cdc2. In all cases this
phosphorylation is essential for activity and results in removal of an inhibitory T-loop
from the kinase domain. This phosphorylation is carried out by another CDK, CDK-
activating kinase (CAK) (reviewed in ref. 21; see also Chap. 16). S. pombe has two
partially redundant CAKs, the Mcs6/Mcs2 complex and Csk1 (22). In S. cerevisiae,
CAK activity is encoded by Cak1 (23).

5.1.2. Cdc2 Tyrosine 15 Phosphorylation and G2/M Control
Entry into mitosis in fission yeast, and indeed most eukaryotes, is controlled by the

inhibitory phosphorylation of the Y15 residue of Cdc2. For Cdc2/cyclin B kinase to be
active, it must be dephosphorylated on the Y15 residue (24). Cdc2/Y15 phosphoryla-
tion is principally regulated by the antagonistic tyrosine kinases Wee1 (25) and Mik1
(26), as well as the tyrosine phosphatase Cdc25 (27) (Fig. 2). Wee1 is further regu-
lated by Nim1/Cdr1, which promotes mitosis by directly phosphorylating and inacti-
vating Wee1 (reviewed in ref. 28). Cdc25 has also been shown to be highly regulated
by a number of mechanisms, and in S. pombe, Cdc25 protein levels are additionally
regulated translationally (29). Cdc2/Y15 phosphorylation is periodic throughout the
cell cycle, reaching a peak in late G2, at the initiation of mitosis (24). In budding yeast,
this mechanism of mitotic control appeared to be restricted to a morphogenesis check-
point (30). However, budding yeast Wee1 has recently been shown to delay entry into
mitosis and to be required for cell size control, suggesting that mechanisms control-
ling entry into mitosis in budding yeast are more generally conserved (31).

5.2. Cyclin-Dependent Kinase Inhibitors
CDK-cyclin activity can also be inhibited through binding of CDK inhibitor pro-

teins. In budding yeast there are potentially three CKIs, Far1p (32), Sic1p (33), and
Cdc6 (34). In fission yeast there is one, Rum1 (35). It is thought that the ability of
CKIs to inhibit CDK activity depends on the cyclin. CKIs show periodic accumulation
throughout the cell cycle. They are thought to function by restricting access to the
active site of the CDK. Far1 specifically inhibits Cdc28/Cln complexes (32), whereas
Sic1 inhibits Cdc28/Clb, G2 complexes (36). FAR1 was isolated in a screen to identify
mutants that were defective in pheromone arrest in S. cerevisiae (37). It can only func-
tion to inhibit Cdc28/Cln when phosphorylated in response to pheromones in G1 (32).
Sic1 was identified as an in vitro substrate of Cdc28 and associates with Cdc28 in cell
extracts (33). Sic1 coordinates both the G1/S transition and the M/G1 transition in
budding yeast (reviewed in ref. 38). As yeast cells enter G1, Sic1 is active, inhibiting
the Clbs (39), and thus preventing premature entry into S-phase. As cells proceed into
S-phase, destruction of Sic1 is triggered through its phosphorylation by Cdc28/Cln
(40), targeting it for destruction by the Skp1/Cdc53/(cullin) F-box protein complex
(SCF) (36). However, Sic1 phosphorylation is reversed in late mitosis by Cdc14 phos-
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phatase, thus promoting Sic1-dependent inhibition of Cdc28/Clb2 and mitotic exit
(see Subheading 9.). Cdc6 also contributes to Cdc28/Clb2 inactivation at the mitotic
exit, where it is thought to function in a similar, although less efficient manner to Sic1
(34). Cdc6 is also involved in DNA replication initiation (see Subheading 7.).

Fission yeast Rum1 is an inhibitor of Cdc2/Cig2 and Cdc2/Cdc13 and acts like Sic1
(41) to inhibit Cdc2 kinase activity during G1. This is important since not all Cdc13 is
destroyed at mitosis. Loss of Rum1 can result in cells entering mitosis inappropriately
from G1 (35). Not only does Rum1 bind Cdc2/Cdc13, it also targets Cdc13 for destruc-
tion, probably via the proteolytic machinery (42).

5.3. Patterns of Cyclin Expression in Yeast
Two S. cerevisiae transcription factors, SBF and MBF, control a program of Start-

dependent gene activation. SBF (SCB binding factor) recognizes SCB (Swi4/Swi6
cell cycle box) elements and comprises Swi4 and Swi6. MBF (MCB binding factor)
recognises MCB (MluI-cell cycle box) elements and is composed of Mbp1 and Swi6.
MBF binding is cell cycle-regulated (reviewed in ref. 12). Targets of MBF and SBF
include cyclins, cell wall biosynthesis genes, and genes required for DNA synthesis
(reviewed in ref. 43). CLN1/2 expression is cell cycle-regulated, peaks in late G1, and
is responsible for Start (44). Cln3 is less abundant than Cln1 and Cln2, is present
throughout the cell cycle, and is regulated through proteolysis via its PEST motifs
(corresponding to the conserved amino acids within this domain) (45). Importantly,
Cln3 is also translationally regulated, and links Start to cell growth (46). Cdc28/Cln3
activates transcription through SBF and MBF (thus driving expression of Cln1 and
Cln2, which are required for actin polarization and bud emergence) and subsequently
activates Cdc28/Clbs (47,48; reviewed in ref. 12). A global analysis of deletion muta-
tions in S. cerevisiae has recently identified a complex network of factors coupling
cell growth and Start. These genes, involved in ribosome biogenesis, coordinate cell
size with growth by modulating SBF and MBF activity (49).

Fig. 2. Regulation of mitotic entry in S. pombe. See text for details and references.
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Clb5 and Clb6 are required for S-phase. CLB5/6 activation requires MBF, is posi-
tively regulated by Cdc28/Cln3, and occurs in late G1 (reviewed in ref. 12). Cdc28/Clb
complexes once formed, are held in an inactive state through Sic1. The activation of
Cdc28/Clb complexes and the onset of DNA replication result from Cdc28/Cln-depen-
dent phosphorylation and subsequent destruction of Sic1 (see Subheading 6.1.). Cdc28/
Clbs also block the assembly of the pre-replication complex (pre-RC) after initiation,
preventing inappropriate reinitiation of DNA replication (see Subheading 7.). Mitotic
cyclins are subsequently activated, Clb3 and Clb4 in S-phase, which are required for
SPB separation, and Clb1 and Clb2 in G2, which are required for actin depolarization
and anaphase (reviewed in ref. 12). Cdc28/Clb2 inhibits SBF, thus inhibiting activa-
tion of G1 components in a feedback loop (reviewed in ref. 19). Upon entry into mito-
sis, however, Sic1 levels increase, and CLB2 trancription levels are reduced, allowing
mitotic spindle degradation and exit from mitosis (see Subheading 6.2.2.).

In fission yeast, an MBF-like activity has also been identified that consists of two
distinct complexes: Cdc10-Res1/Sct1, which functions mainly at Start, and Cdc10-
Res2/Pct1, which functions in meiosis (reviewed in refs. 20). Progression through
Start requires Cdc2/Cig2; however, this complex is inhibited by the cyclin kinase
inhibitor Rum1 (41) (see Subheading 5.2.). To enter S-phase, Rum1 is degraded
through a process requiring Cdc2/Cig1 and Cdc2/Puc1 (50). Cig2 is the main S-phase
cyclin, and is both transcriptionally regulated by, and also inhibits MBF, thus forming
an autoregulatory feedback-inhibition loop with MBF (51). Cdc13 is the main B-type
cyclin and is required for the onset of M-phase (see Subheading 5.3.). Prior to S-
phase, Cdc2/Cdc13 activity is inhibited through degradation of Cdc13 and through
inhibition by Rum1 (see Subheading 5.2.). Cdc2/Cdc13 additionally functions during
replication and G2, where it binds to replication origins and prevents rereplication
(52). The mitotic cyclins Cdc13 and Cig1 are subsequently degraded in G1 (53) (see
Subheading 6.).

6. Proteolysis and Cell Cycle Control
Proteolysis plays a major role in promoting irreversible cell cycle advance. For

proteolysis to occur, proteins must first be targeted for destruction by the proteasome.
The signal for this is ubiquitylation, which is carried out by specific ubiquitylating
enzymes. Ubiquitylation of proteins is imparted through the consecutive action of three
classes of enzymes: ubiquitin-activating enzymes (E1), ubiquitin-conjugating enzymes
(E2 or UBC), and ubiquitin–protein ligases (E3). Multiubiquitin chains are formed on
lysine side chains on the target protein, which bind to a subunit of the 26S proteasome,
which is believed to thread the target protein through the central chamber, where it is
degraded into peptides (reviewed in ref. 54). There are 13 E2s known in S. cerevisiae
(14 predicted from the S. pombe genome), and they provide the first level of specific-
ity in this pathway. There are two important classes of E3 complexes that regulate the
cell cycle, the SCF and APC.

6.1. The SCF Complex
The SCF complex catalyzes the phosphorylation-dependent ubiquitylation of a

number of cell cycle proteins including G1 cyclins (Cln1 and Cln2), Cdk inhibitors
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(Sic1, Far1, and Rum1), and replication proteins (Cdc6 and Cdc18; reviewed in ref.
55). SCF was first identified in budding yeast, where it was found that mutants in
Cdc53, Cdc4, and Cdc34 failed to degrade Sic1p (36). These proteins form a
multiprotein complex, in which Cdc34, an E2 enzyme, is associated with Cdc53,
termed a cullin, and Skp1, an F-box binding protein (56). The SCF complex is consti-
tutively active throughout the cell cycle. Substrate phosphorylation drives capture by
specific F-box proteins, which include Cdc4 for phosphorylated Sic1 (36) and Far1
(57) and Grr1 for phosphorylated Cln1 and Cln2 (58,59). In the case of Sic1, follow-
ing Cln1/2/Cdc28-dependent phosphorylation, phospho-Sic1 is bound by the WD-
repeat of the Cdc4 F-box protein and is ubiquitylated by the Cdc34 E2 enzyme (60).
In fission yeast, ubiquitylation of phosphorylated Rum1 and Cdc18 is facilitated by
Pop1/2 F-box proteins (42). F-box proteins recognize substrates through the PEST
signal, (rich in Pro, Glu, Ser, and Thr), which can be found in the G1 cyclins Cln2
(61), Cln3 (62), and others.

6.2. The APC Complex
The APC is so called for its role in control of the metaphase-to-anaphase transition

(63). The APC is a multimeric complex comprised of at least 12 gene products in S.
cerevisiae, (reviewed in ref. 38). and 7 in S. pombe (64,65). The substrates for the
APC are targeted by the presence of a destruction box (D-box) motif consisting of nine
amino acids (66).

In yeast, the APC becomes active at anaphase onset in M-phase and persists through
G1 in the next cell cycle (67). An important mechanism of APC regulation is through
association of one of two substrate-specific activators: Cdc20 (68) and Cdh1/Hct1 (69)
in budding yeast and Slp1 (70) and Srw1/Ste9 (71) in fission yeast. These function to
direct different substrates to the APC (see Subheadings 6.2.1. and 6.2.2.). Cdc20 regu-
lation of the APC is controlled by Cdc28/Clb, which directly phosphorylates Cdc20
and other subunits and appears to stimulate Cdc20–APC activity (72). Conversely, bind-
ing of Emi1 to Cdc20 inhibits APC prior to mitosis (73). Cdc28-dependent phosphory-
lation inhibits Cdh1/Hct1, preventing it from binding to the APC before anaphase is
complete (74,75). This phosphorylation is removed by Cdc14, a phosphatase (76),
which is activated by the mitotic exit network (see Subheading 9.). Cdh1/Hct1-depen-
dent APC activity persists until S-phase and prevents premature expression of Cdc20
(77). The polo-like kinase Cdc5 appears to be required for Cdh1/Hct1 activation and is
itself subject to Cdh1/Hct1-dependent APC destruction (78–80).

6.2.1. APC and Chromatid Separation
Chromatid separation at the metaphase-to-anaphase transition requires that the

cohesin, holding the sister chromatids together, be destroyed. Cohesin consists of four
highly conserved subunits, Scc1 (Mdc1) Scc3, Smc1, and Smc3 (81,82), of which the
cleavage of Scc1 (Rad21 in fission yeast) is necessary and sufficient for separation
and the onset of anaphase (83). Cleavage is carried out by a separase (Esp1 in budding
yeast [84]; Cut1 in fission yeast [85]). Separase exists in a regulatory complex with a
securin (Pds1 [84]; Cut2 [85]) in which securin binds and inhibits separase activity for
most of the cell cycle. However, at anaphase onset the APC targets the securin for
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degradation, allowing the separase to become active (86,87). APC promotes the
anaphase-to-metaphase transition through activation by Cdc20 (88), which, when
coupled to APC, degrades the securin, Pds1/Cut2p, holding the sister chromatids to-
gether, thus triggering anaphase (86,89) (Fig. 3).

6.2.2. APC and Mitotic Exit
Inhibition of CDK activity is a prerequisite for mitotic exit and is largely achieved

through destruction of mitotic cyclins. Destruction of mitotic cyclins can be driven by
both the Cdc20 and the Cdh1/Hct1-dependent APC activities, and Cdc20 is itself regu-
lated by the cell cycle, being destroyed in late mitosis (90,91). The Cdh1 ortholog in S.
pombe (Srw1/Ste9) additionally promotes degradation of mitotic cyclins in G1 and is
itself later negatively regulated by Cdc2-dependent phosphorylation (53,92). Cdh1
together with Sic1 are thought to induce the rapid drop in Cdc28 kinase activity
required to drive cells out of mitosis and into the next G1.

7. Regulating DNA Replication
Initiation of DNA replication is regulated such that it occurs precisely once dur-

ing each cell cycle (Fig. 3). Initiation of DNA synthesis involves the assembly of a
pre-RC at the origin of replication in G1 in S. cerevisiae (93), although pre-RC for-
mation may occur earlier, during anaphase in S. pombe (94). This complex is tar-
geted to the origin recognition complex (ORC), which in yeast is associated with
DNA throughout the cell cycle (95,96). During this process, the replication initiation
factors Cdc6 (in S. cerevisiae) and Cdc18 (in S. pombe) bind to ORC (97,98), where
they are required, together with Cdt1, to recruit the minichromosome maintenance
complex (MCM) (99–102). Cdc6 and Cdc18 replication factors are tightly regulated,
accumulate in mitosis and G1, and are targeted for proteolysis at the onset of S-phase
(103,104). The MCM complex is comprised of six highly conserved proteins
(Mcm2–Mcm7) (105) and plays a central role in DNA replication initiation, where it
probably acts as a DNA helicase for the growing replication forks (reviewed in ref.
106). Cdc45 is required for elongation, allowing the MCM complex to leave the
origin once it has been converted to a helicase (107).

Firing of replication origins requires the Dbf4-dependent kinase (DDK), a complex
consisting of the Cdc7 kinase (Hsk1 in S. pombe [108]) and its regulatory subunit,
Dbf4 (Dfp1/Him1 in S. pombe [108,109]). DDK activity is cell cycle-regulated and
peaks at the G1/S transition (110,111). Dbf4 is targeted for degradation by the APC in
the M/G1 phase, and is phosphorylated in a checkpoint-dependent manner (112). In
vitro assays have shown that DDK phosphorylates Mcm2-4, Mcm6, and Cdc45
(113,114), and phosphorylation of Mcm2 may cause a conformational change result-
ing in activation of the helicase function of the complex (115). However, other targets
are thought to exist.

CDK activity is also required to trigger replication (11); in S. cerevisiae Cdc28
together with Clb5 and Clb6 are responsible for initiating origin firing (116) and are
required for DDK function (114). Moreover, S-CDK–dependent phosphorylation of a
replication protein, Sld2/Drc1, is required for chromosomal DNA replication (117).
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CDK activity additionally functions to block inappropriate replication firing
through multiple mechanisms: both Cln and Clb/CDK complexes target Cdc6 for
destruction, preventing rereplication (118–120). Similarly, in S. pombe, Cdc13/Cdc2
is responsible for Cdc18 destruction (104,121). CDK phosphorylation of ORCs addi-
tionally blocks reinitiation of DNA replication (120,122). Furthermore, Cln and Clb/
CDK complexes regulate the nuclear localization of a number of budding yeast repli-
cation factors, including MCM proteins and Cdt1, which are excluded from the nucleus
in G2 and M-phases (102,123 ,124). The nuclear localization of the transcription fac-
tor Swi5 is also blocked by Cdc28-Clb (125), so that expression of CDC6 (103) and
subsequent pre-RC formation at origins (126) occur at the end of mitosis when Cdc28/
Clb is inactivated. The latter is mediated both by cyclin degradation and also by the
action of CDK inhibitors such as Sic1 and Rum1 (see Subheadings 5.2. and 6.1.) in S.
cerevisiae and S. pombe, respectively.

8. Checkpoints
Cell cycle checkpoints are intracellular signal transduction pathways that function

to maintain the dependence of later cell cycle events on the completion of earlier events
(127). The presence of cell cycle checkpoints was first formally demonstrated in yeast
in response to DNA damage (128). Here we consider two well-characterized check-
point pathways, the DNA and spindle-assembly checkpoint pathways.

8.1. The DNA Checkpoint Pathway
DNA damage or a replication block can result in checkpoint-dependent cell cycle

delay in G1, S, or G2/M in budding yeast. In fission yeast, DNA checkpoints delay the
cell cycle in S and G2 phases (reviewed in ref. 129). A G1/M checkpoint response in S.
pombe has also recently been described (130). DNA checkpoint responses serve to
block cell proliferation until lesions are repaired; thus preventing damaged DNA and
other lesions from being inherited by daughter cells. Recent evidence further suggests
that the checkpoint machinery may contribute directly to the repair of such lesions
(reviewed in refs. 129 and 131).

Accumulating evidence suggests that DNA damage surveillance is performed by
three highly conserved checkpoint complexes: a complex comprising Mec1 and Ddc2
in budding yeast (132) (Rad3 and Rad26 in fission yeast [132,133]); the checkpoint
loading complex, comprising Rad24 and replication factor C subunits RFC2–5 in S.
cerevisiae (134) (Rad17 and Rfc2-5 in S. pombe [135]); and the checkpoint sliding
clamp, comprising Rad17, Ddc1, and Mec3 in S. cerevisiae (Rad1, Rad9, and Hus1 in
S. pombe) (136–138). Both the checkpoint loading complex and the checkpoint slid-
ing clamp structurally resemble the RFC and PCNA components of the replication
initiation machinery, respectively (reviewed in ref. 129). Recent data indicate that the
checkpoint loading complex functions to load the sliding clamp complex onto DNA,
thus functioning analogously to the replication factor C (RFC) and proliferating cell
nuclear antigen (PCNA) complexes (139). The establishment of replication forks has
also been shown to be required for checkpoint activation in response to particular
types of DNA damage (140). Additionally, components of the replication machinery
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are targeted in response to unreplicated or damaged DNA whereby checkpoints func-
tion to block late origin firing and additionally to stabilize stalled replication forks
(141–143; for review, see ref. 129).

In S. pombe the main cell cycle target inhibited in response to damaged or
unreplicated DNA is Cdc2/Cdc13 through Cdc2/Y15 phosphorylation (144–146). This
is achieved through Rad3-dependent activation of transduction kinases, Chk1 kinase
in response to DNA damage in late S or G2 (147) or Cds1 kinase in response to
unreplicated DNA or DNA damage during S-phase (148). These activated transduc-
tion kinases subsequently phosphorylate Cdc25 phosphatase (149), stimulating inter-
action with 14-3-3 proteins (150), resulting in either loss of catalytic activity or
sequestration into the cytoplasm (151,152). Cds1 is also required for Wee1 phospho-
rylation and an increase in Mik1 protein levels following S-phase arrest (153).
Increased levels of Cdc2/Y15 phosphorylation subsequently result in G2 arrest (see
Subheading 5.2. and Figs. 2 and 4).

In S. cerevisiae, cell cycle arrest during mitosis is achieved through the concerted
effects of two independent pathways, requiring Pds1 and Rad53 (154,155). Chk1-de-
pendent phosphorylation and stabilization of Pds1 (securin) in response to DNA dam-
age results in inhibition of the metaphase-to-anaphase transition (156,157). In contrast,
Rad53 effects checkpoint control through maintaining activity of Cdc28 kinase, which
is achieved through regulation of the Polo-like kinase Cdc5 (155) (see Fig. 5).

8.2. The Spindle Assembly Checkpoint Pathway
The spindle assembly checkpoint ensures that during metaphase one chromatid of

each pair is attached to microtubules from opposite poles, prior to the onset of
anaphase. This checkpoint was first identified in budding yeast, leading to the discov-
ery of highly conserved MAD (mitotic arrest deficient) and BUB (budding uninhibited
by benzamidazol) genes, encoding the spindle-assembly checkpoint machinery (158–
160). The spindle assembly checkpoint machinery can detect a single unattached kine-
tochore and microtubule defects through either lack of attachment of the microtubules
or subsequent tension.

In budding yeast, biochemical analyses indicate that complex formation among
Mad1, Bub1, and Bub3 is crucial for spindle checkpoint function (161). Mad1 addi-
tionally binds tightly to Mad2, which may target Mad2 and other checkpoint compo-
nents to the unattached kinetochores (162). In response to unattached kinetochores,
the spindle assembly checkpoint is thought to arrest cells prior to anaphase through
blocking Cdc20/APC activity through interaction of Cdc20 with a complex containing
Mad2, Mad3, and Bub3 (163) (Fig. 6). Following attachment of the kinetochore, Mad2
dissociates from Cdc20/APC, thus allowing anaphase to proceed. Similar complexes
between Slp1 (Cdc20) and Mad2 have been detected in fission yeast, and disruption of
this complex results in failure to arrest in metaphase in response to spindle damage
(70). Differences between the fission yeast and budding yeast spindle checkpoints
have been identified, and the Aurora kinase, Ark1, is involved in monitoring unat-
tached kinetochores in fission yeast, (164), whereas the related kinase, Ipl1, in bud-
ding yeast monitors lack of spindle tension (165).
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Fig. 3. Key events regulating DNA replication and segregation in S. cerevisiae and S. pombe.
See text for details and references. MCM, minichromosome maintenance complex; ORC, ori-
gin recognition complex.
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Fig. 4. DNA checkpoints of S. pombe. See text for details and references.
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Fig. 5. DNA checkpoints of S. cerevisiae. See text for details and references.
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9. Exit From Mitosis

Cytokinesis and mitotic exit are also highly regulated to ensure they do not precede
chromosomal segregation. Recent advances have identified signaling cascades that
regulate these processes in both budding yeast and fission yeasts, which are known as
the mitotic exit network (MEN) and the septation initiation network (SIN), respec-
tively (for reviews, see refs. 166 and 167). Cdc14 phosphatase triggers mitotic exit by
promoting CDK inactivation. This is achieved through reversing CDK-dependent
phosphorylation events, leading to activation of APC/Cdh1, which destroys the mitotic
cyclins, and through reactivation of the CDK-inhibitor Sic1 (76) (see Subheading 6.2.).
Cdc14 is sequestered to the nucleolus through most of the cell cycle, and its phos-
phatase activity is directly inhibited by Cfi1/Net1 (168). Cdc14 release from nucleolar
sequestration is performed by MEN (169,170) through activation of Tem1, a small

Fig. 6. Spindle checkpoint of S. cerevisiae. See text for details and references. SPB, spindle
pole body.
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Ras-like GTPase. Tem1/GTP activation is promoted by Lte1 (guanine nucleotide ex-
change factor) and inhibited by Bub2/Bfa1, a GTPase-activating complex (171,172).
Activation of MEN appears to be spatially controlled such that mitotic exit is triggered
only after the nucleus enters the bud, where Tem1, which is localized to the bud SPB,
comes into proximity with its activator Lte1, which is localized to the bud cortex
(172,173). An additional network termed “14 early anaphase release” (FEAR) also
regulates Cdc14 release from Cfi/Net1 to the SPB in early anaphase, independently of
MEN, which in turn functions to stimulate MEN, thus maintaining Cdc14 release
(174,175).

An additional role for MEN in cytokinesis has also been identified. Mob1, a MEN
component, relocalizes from the SPB to the bud neck in late mitosis, where it func-
tions in cytokinesis (176). Such relocalization requires Cdc14-dependent dephospho-
rylation of other components of MEN (177–179).

Fission yeast septum formation is initiated through the activation of the SIN net-
work following entry into mitosis (reviewed in refs. 166 and 167). An initial trigger
for septation appears to be the activation of Spg1, the budding yeast Tem1  homolog
(180,181), which binds and recruits Cdc7 kinase to the SPB (182,183). Cdc7 then
recruits Sid1/Cdc14 to the active SPB, which is thought to facilitate subsequently the
translocation of the Sid2/Mob1 kinase complex to the medial ring, where it in turn
initiates cell division (184,185). During interphase, Cdc16/Byr4, a two-component
GTPase-activating complex, negatively regulates Spg1 (180,181). SIN is regulated by
both mitotic CDK activity, which must be low for septum formation, and the cytokine-
sis checkpoint (reviewed in refs. 166 and 167). A homolog of Cdc14, Clp1/Flp1, is
also found in fission yeast, where it appears to regulate mitotic CDKs, through Cdc2/
Y15 phosphorylation, by inhibiting Cdc25 and activating Wee1, rather than through
cyclin degradation (186,187). Clp1/Flp1 is localized to the nucleolus during G1 and S.
An active SIN is not required for its release but is required to keep it out of the nucleo-
lus until cytokinesis is complete (186,187).

The molecular basis of the relationships between mitotic exit and both the spindle
and cytokinesis checkpoints are being actively investigated in both yeasts.

10. Conclusions

These fields of study have revealed a striking degree of conservation between the
regulatory molecules and mechanisms that control the cell cycles of the evolutionarily
divergent budding and fission yeasts. As many areas of yeast cell cycle control have
yet to be understood, the application of both classical genetics, together with system-
atic genomic and proteomic technologies, to these problems is likely to provide im-
portant new insights into eukaryotic cell cycle control.
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The Plant Cell Cycle

An Overview

John H. Doonan

Summary
This chapter reviews the basic features of plant cell proliferation. Although plant cell

division seems to be largely similar to animals and fungi, there are a number of peculiarities
that are perhaps related to their lifestyle and development. Initial comparisons of animal,
fungal, and plant genomes suggest that the central cell division and growth machinery are
largely similar but that some key regulatory molecules found in animals appear to be missing
from plants. Also, many of the intracellular signaling molecules that coordinate growth dur-
ing development and the proteins involved in their perception seem to be different between
the groups. In some cases, this reflects true divergence in the underlying mechanism, but
high rates of gene sequence divergence could explain other examples. However, what is
undisputable is that plant and animal cells are highly adapted to different niches and that this
is reflected in quite different behavior.

Key Words

 Cell cycle; meristem; proliferation; cyclin; cyclin-dependent protein kinase; cdc2.

1. Plant Cells Differ From Animal Cells
1.1. Plant Cells Are Nonmotile

Perhaps one of the most significant differences between plant and animal cells, at
least so far as the cell cycle is concerned, is the cell wall. Most animal cells lack a rigid
extracellular coat and can move and change their shape relatively freely. Almost all
higher plant cells are completely encased in a comparatively rigid carbohydrate-based
wall that essentially eliminates cell migration and restricts shape change. Many of the
other differences between plant and animal development, it could be argued, follow on
from this basic cellular distinction. During plant development, cells are formed and
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differentiate in situ, whereas animal cells can migrate relative to one another. The
immobility imposed by the cell wall has profound consequences for how plants
develop as multicellular organisms. Cellular migration is not an option, so differential
proliferation and growth are the main mechanisms by which the plant body is gener-
ated. Cell proliferation occurs mainly in specialized regions called meristems, usually
placed at the extremities of the plant body. Continuous proliferative activity within
meristems provides cells for growth and also maintains the meristem.

As cells are displaced from the meristem, by proliferation and growth, they begin to
differentiate and acquire defined cell fates. Cell fate is defined, at least in part, by
signals coming from neighboring cells. The almost complete absence of cell migra-
tion, combined with the late positional definition of cell fate, means that plants, as a
group, are not susceptible to systematic cancers. Indeed, even pathogen-induced can-
cers tend to be spatially very limited.

The meristematic mode of growth confers another notable characteristic on plant
development, allowing the plant to continue to grow and develop throughout its life.
Unless the meristem receives a signal to terminate growth and differentiate, it contin-
ues to grow and produce new tissues and organs. Animal development, on the other
hand, occurs mainly during early embryogenesis, and later changes in body shape are
mainly owing to growth of preexisting body parts.

1.2. Plant Cells Can Continue to Grow in the Postmitotic Phase
Plants seem to have partially compensated for the lack of cell mobility by evolving

a remarkable ability to regulate their cell size. As in other eukaryotes, cell growth is
somehow coupled to cell cycle progression, but many plant cells can grow extensively
even when not actively dividing. There appear to be at least two distinct mechanisms
for postmitotic growth, one involving endoreduplication of the genome, which there-
fore can be considered as coupled to cell cycle events, and the other, seemingly inde-
pendent of cell cycle events, driven by vacuole expansion and under the control of
specific plant growth regulators such as gibberellins.

2. Experimental Systems for Cell Cycle Studies in Plants
2.1. Cell Suspensions

A number of fast-growing cell suspensions have been developed over the years, but
only a few are widely used. Perhaps the most popular has been the tobacco BY2 (Bright
Yellow) line. This line grows as uniform filaments of cells that have lost the ability to
differentiate but that can be synchronized to a very high degree for cell cycle studies
(for review, see ref. 1). After release from aphidicolin-induced arrest in early S-phase,
cells synchronously progress through G2 and into mitosis. Up to 70% of cells can be in
mitosis at the peak, making this the system of choice for cell cycle studies. The cell
line can be readily transformed using Agrobacterium to transfer the DNA construct. A
variety of well-characterized constitutive and inducible promoters in plant transfor-
mation vectors are available for driving gene expression. Codon-modified green fluo-
rescent protein functions well as a tag for following the location and behavior of
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proteins, or more traditional methods, such as indirect immunofluorescence, have been
applied to BY2. Indeed, the large cell size, relatively low autofluorescence (for a plant
cell), and optical clarity make it a useful model for cell biological studies.

A number of Arabidopsis cell lines have also been developed for similar studies,
but these tend to grow more slowly want to have irregular cell shape and size and
higher autofluorescence than BY2. They also respond rather poorly to attempts at cell
cycle synchronization, perhaps because aphidicolin is not completely reversible. How-
ever, a method has recently been published that produces populations enriched for G1,
S, and G2 cells (2). Despite these disadvantages, Arabidopsis cell lines are likely to
increase in popularity as a tool, if only to exploit the molecular and genetic tools de-
veloped by the various genome projects focused on this species.

2.2. Whole Plants
Genetic dissection of the cell cycle in fungi and flies provided many of the major

insights into cell cycle regulation. This approach in plants is still in its early days, with
cell cycle mutants resulting mainly as a byproduct of other screens. Mutants in the
core cell cycle regulators, such as the cyclin-dependent kinases (CDKs), are conspicu-
ous by their absence. Gene redundancy may be a factor—many genes, including the
central cell cycle regulators, belong to large gene families with the potential for func-
tional overlap, so knocking out a single gene may have little effect. However, system-
atic mutant screens are already very advanced in Arabidopsis, and large public
collections are available from which insertional mutants produced by T-DNA inser-
tion can be obtained. Lines containing multiple knockouts can be created by crossing,
and these may uncover informative phenotypes. Another factor that reduces the likeli-
hood of spotting phenotypes is the ability of plants to compensate for mild defects in
cell division by increasing cell expansion and vice versa (3). Another possible reason
could be gametophytic or early embryo lethality. Specific and comprehensive screens
have been aimed at isolating such mutants (4–6), although the genes affected mostly
remain to be identified.

Many of the same tools as used in cell suspensions can be applied to the study of
cell cycle progression in plants. In addition, increasingly sophisticated imaging tech-
niques are being developed to follow cell behavior in whole plants (7,8).

3. The Typical Plant Cell Cycle
3.1. The Cell and Microtubule Cycle

As in other eukaryotes, most plant cells sequentially pass through S-phase, when
the genome is replicated, and M-phase or mitosis, when the genome is separated. Rap-
idly dividing meristematic cells might divide every 8–10 h, but most cells are much
slower owing to increased Gap phases. The duration of both G1- and G2-phases can be
increased, and, indeed, differentiated plant tissues can be a mix of cells arrested in
either phase. Entry into S-phase has to be studied indirectly (i.e., by flow cytometry),
but mitosis leads to cytological changes that reveal some of the interesting differences
between plants and animals.



34 Doonan

3.1.1. The Microtubule Cycle: Entry Into Mitosis
Microtubules undergo dramatic reorganization during the cell cycle, as illustrated

in Fig. 1. During interphase, the nucleus normally lies along one edge of the cell, but
during the G2-phase it migrates to the site of nuclear division, typically to the center of
the cell if the ensuing division is to give rise to two equal-sized daughters. Coincident
with nuclear movement, the cell microtubules begin to rearrange. Many cells have
predominantly cortical microtubules during interphase that are organized in short over-
lapping bundles. As such cells approach mitosis, a much more pronounced band of
microtubules, called the preprophase band (PPB), develops in the area of the presump-
tive division plane. The site of the PPB accurately predicts the division plane, and the
correlation has excited much interest over the years. The origin of the PPB is uncer-

Fig. 1. The microtubule cycle in plant cells as revealed by indirect immunofluorescence.
The interphase microtubule array, organized as bundles of microtubules in the cortex, gives
way in G2 to the preprophase band, which marks the site of cell division. The mitotic spindle
has broad poles with several foci. The phragmoplast, involved in cell plate deposition during
cytokinesis, is composed of a double ring of antiparallel microtubules.
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tain, but cells that lack organized cortical interphase microtubules (owing to cell type
or mutation) rarely have discrete PPBs. One possibility is that cortical microtubules
move or collapse toward the presumptive division site and accumulate there, held by
an unknown mechanism. Nuclear envelope breakdown is usually coincident with the
late PPB and the early stages of spindle assembly.

3.1.2. Assembly of the Mitotic Spindle
Flowering plants completely lack centrioles, and, perhaps as a consequence, spindle

assembly and organization appear distinctive. Centrioles play an important part in
organizing spindle formation by providing a center for microtubule assembly in ani-
mals. In fungi, their place is taken by nuclear or spindle plaques, small multilayered
structures that sit on or in the nuclear envelope, which also serve to organize microtu-
bules. In the absence of discrete structured microtubule-organizing centers, spindle
initiation appears to occur over the surface of the nucleus; as the spindle forms, the
PPB is disassembled. The resulting spindle tends to have broad poles composed of
numerous foci. Chromosomes condense and attach to the midzone of the spindle, pre-
sumably by mechanisms similar to or analogous to those described in other organisms.

3.1.3. The Phragmoplast: A Novel Plant-Specific Microtubule
Array Required for Cell Division

Late in mitosis, another plant specific microtubule array, the phragmoplast, arises
in the midzone of the spindle. This is composed of two sets of highly parallel sets of
microtubules, each perpendicular to the plane of cell division and on opposite sides.
These microtubules form an essential part of the mechanism by which the cross wall is
laid down.

3.1.4. Reestablishment of Interphase Cellular Organization
As the nuclear envelope reforms around the nascent daughter nuclei, microtubules

arise from the nuclear envelope and appear to spin out toward the cell cortex. At the
cortex, these microtubules may be organized into the highly dynamic arrays typical of
interphase cells.

4. Molecular Control of the Plant Cell Cycle
This section will briefly review our current understanding of key transitions during

the cell cycle. Although the cycle is regulated at numerous stages, extracellular growth
signals appear to act at two main points, G1/S and G2/M. The nature of these signals
and their effects depends on the tissue and developmental stage. Auxin, for example,
is the main positive proliferative signal during lateral root formation, but cytokinin is
the dominant one in the shoot meristem. Both the signaling pathways and the way they
affect the cell cycle are the subject of active research and debate, but some common
principles are becoming apparent.

Most animal and fungal cells commit to a round of division at a defined point known
as the restriction point or Start in G1-phase. After cells pass this stage, they are consid-
ered unable to respond to signals promoting alternative pathways such as those lead-
ing to differentiation. Plants also have a major control point during G1, reflected by the
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fact that most differentiated cells arrest in G1 in response to nutrient limitation or
differentiation (reviewed in ref. 9). Although yeast and mammal experiments pro-
vided the initial insights in this area, studies on plants are interesting from the evolu-
tionary angle, as well as being necessary to understand how the cell cycle responds
during the development of a completely different multicellular organism.

4.1. The Cyclin D/E2F/RB Pathway and Entry Into the Cycle

Most differentiated cells, if they still contain a functional nucleus, can be induced
by appropriate stimuli to dedifferentiate and reenter the cell cycle. Since one of the
most important stimuli is wounding, this may be another adaptation to a sessile
lifestyle, allowing repair of various types of damage. The nature of the wound signal is
unknown, but exogenous plant growth substances are usually also required, particu-
larly if cell proliferation is to be maintained.

The signal transduction pathway mediating cell cycle reentry is broadly analogous
to that of mammalian cells, involving the transcriptional activation of cyclin D genes,
inactivation of retinoblastoma (RB), activation of the transcription factor E2F, and
production of proteins required for DNA replication (Fig. 2). Extracellular signals
modulate the activity of an unknown signal cascade involving protein phosphoryla-
tion that leads to the synthesis of D-cyclins. Their associated kinase activity results in
the phosphorylation and inhibition of an RB-like protein at the G1/S boundary (10).
The phosphorylated RB protein is thought to release transcription factors such as E2F
that then promote the transcription of S-phase genes.

Plants contain an extensive array of cyclin D genes: genome analysis reveals that
Arabidopsis has at least 10, as opposed to mammals, with 3. All members, in common
with mammalian cyclin D proteins, contain a characteristic RB binding motif, LxCxE,
near the C-terminus, and this has been shown to bind RB (11–13). Several plant viral
proteins also bind RB, either via a typical LxCxE motif or via some other means, and
perhaps modulate this pathway to ensure replication of their DNA. Experimental ma-
nipulation of the pathway using viral proteins or overexpression of RB can dramati-
cally alter the potential of plant cells to proliferate (14).

Structural comparisons suggest that the D-cyclins fall into at least two major groups,
the cycD2 (three members) and the cycD3 (three members), but there are also at least
four orphans. The limited genetic data available suggest functional redundancy, in that
an insertion knockout in the cycD3;2 gene has no apparent phenotype (15) and no
other mutations have been reported in this family. However, overexpression of vari-
ous D-cyclins produces a variety of growth phenotypes, supporting the notion that
they are limiting for growth. Expression of the Arabidopsis cycD2;1 gene in tobacco
causes faster but normal growth (16) while over-expression of cycD3;1 in Arabidopsis
causes abnormal growth and delayed differentiation in leaves (17).

Consistent with these observations, the cyclin D genes studied so far are under
strict transcriptional and or translational control. In suspension cells, CycD2;1 re-
sponds strongly to the availability of a carbon source (18) whereas cycD3;1 responds
to cytokinin, and expression of this gene can eliminate the requirement for cytokinin
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in leaf explants (19). Most cyclin D genes are only highly expressed in proliferative
regions of the plant, especially the meristem. Some are spatially restricted to certain
regions: thus in Arabidopsis cycD2;2 is expressed mainly in the lateral root (20), and
in Antirrhinum, cycD3A is expressed only in the lateral organs (21). Moreover, the
spatial domain of expression during floral morphogenesis seems to be regulated by
cycloidea, a TCP-related transcription factor. The TCP gene family (Teosinte-
branched/cycloidea/PCNA regulator) includes a number of developmental regulators,
such as teosinte-branched from maize and cincinata from Antirrhinum, that have pro-
found effects on plant morphology by differentially affecting growth within and
between organs (22–24). TCP proteins can act as inhibitors of cell cycle gene expres-
sion by binding to cis-acting elements in their promoters (25).

Fig. 2. The E2F/Rb/cyclin D pathway. Extracellular signals feed into the pathway by modu-
lating the synthesis of components of CDK/cycD complexes. Positive signals such as cytokinin
or sugar induce cycD transcription, whereas negative signals induce ICK transcription, probably
via a signal transduction pathway involving mitogen-activated protein (MAP) kinases. In addi-
tion, regulatory transcription factors such as TCP also play a role, either directly or indirectly.
The downstream part of the pathway seems largely similar to that in mammalian cells. CYCD,
cyclin D; ICK, inhibitor cystine knot; TCP, Teosinte-branched/cycloidea/PCNA regulator.
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Taken together, these results suggest that the different groups of cycD genes have
different functions, probably operating in distinct pathways that tie cell proliferation
to developmental or environmental responses. Thus, cycD2 responds to sucrose avail-
ability and perhaps tailors plant growth rate to the current conditions, whereas cycD3
acts downstream of pattern determinants, and overexpression has similar effects to
that of an oncogene in mammals, leading to tissue disorganization.

As with cyclins, plants contain a complex family of cyclin-dependent protein kinases
of which there are six classes, CDKA–CDKF. In animal cells, cyclin D proteins inter-
act with a CDK variant, cdk4, but in plants the evidence suggests that the p34cdc2

ortholog, CDKA, is the main partner. CDKA also associates with mitotic cyclins, but it
is the major cell cycle-related CDK expressed during G1. Indeed, CDKA protein levels
and transcripts are fairly uniform throughout the cell cycle, and it is believed to play
important roles from G1 through to and within mitosis. Of course, CDK function is only
partially characterized and some of the other variants may also play a role in G1 (26).

In vivo CDKA/cycD kinase substrates have yet to be conclusively identified.
Immunoprecipated complexes can phosphorylate histone H1 but not Rb (27), although
RB is used as a substrate by complexes assembled in insect cells (13).

4.2. S-Phase
If the E2F/RB pathway operates as in animals, then activated E2F must switch on a

suite of genes whose products are required for DNA replication (28). A few such can-
didates have been identified and verified, including ribonucleotide reductase genes
(29); proliferation cell nuclear antigen (PCNA; 29a,30), and cdc6, a component of the
origin of replication complex (ORC; 31); CDC6 is synthesized in response to sucrose,
probably by one of the E2F proteins (32). Combined microarray and bioinformatics
surveys of the Arabidopsis genome suggest that there is a large number of other E2F
targets, as judged by the presence of putative E2F binding sites in the 5' regions of the
genes and cell cycle-regulated expression (33). However, E2F binding sites may de-
pend on context, both genomic and developmental: the E2F sites in the PCNA pro-
moter mediate gene activation in meristematic tissues but repression in differentiated
tissues. Whether this means that E2F binds to some sites all the time, and is activation-
or repression-regulated through accessory proteins such as RB, or that E2F proteins
with different activities compete for the site is not clear. Some plant E2F factors act as
activators, and others act as repressors, so both scenarios are possible.

The initiation of DNA replication is controlled by the pre-replication complex (RC),
which contains the six proteins of the ORC and the minichromosome maintenance
(MCM) proteins. These highly conserved proteins are sequentially recruited onto the
OR prior to DNA replication, “licencing” the origin to commence replication. After
replication is initiated, the pre-RC components are inactivated or eliminated from the
complex, but the manner in which this occurs varies widely (34).

4.3. G2/M
Mitotic entry occurs when cdc2-related protein kinases are activated.

Overexpression of a dominant-negative form of CDKA that lacks kinase activity in
tobacco plants led to plants that had fewer larger cells, whereas overexpression of
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cyclin B was found to accelerate root growth in Arabidopsis (35), and local expression
of cyclin A3 in tobacco induces local cell proliferation (36). Unfortunately, no details
of the underlying mechanism are available for any of these examples, although one is
tempted to assume a G2-based mechanism.

Cyclin B is tightly regulated at the transcriptional level during G2 and early M-
phase (37), in which it is probably rate-limiting for entry into M-phase. Transcrip-
tional activation is mediated by small cis-elements in the 5' region of the gene that
binds myosin binding protein (Myb)-like proteins, resembling c-MYB of animals (38).
Plants appear to contain two classes of c-MYB–like proteins, one that activates and
one that represses. The repressor MYB is present throughout the cell cycle, but the
activator MYB is transcriptionally activated during G2 and precedes cyclin B accumu-
lation. Given their expression patterns and their ability to bind to the same site, an
antagonistic mechanism has been proposed whereby the activating MYB displaces the
inhibitor from the promoter, but this has yet to be proved in vivo. However, expression
of the activator MYB gene in cells arrested in S-phase with a DNA synthesis inhibitor
will induce cyclin B expression, suggesting that it is a limiting factor for G2/M-phase
progression. Previously, c-MYB had been believed to activate genes only at the G1/S
transition and was implicated in carcinogenesis, but recently a Myb protein has been
shown to activate cyclin expression in Drosophila (39). This indicates that the mecha-
nism controlling cyclin B transcription may be conserved between animals and plants.
In plants, the activator MYB is only synthesized after S-phase is complete and pre-
sumably is under the control of a checkpoint-like signal pathway. The identity of this
pathway is currently unknown.

At least some of the proteins involved in the spindle checkpoint are also conserved
in plants (40), including MAD2. In maize, MAD2 is abundant at kinetochores during
early mitosis but is barely detectable at kinetochores after the microtubules have at-
tached (41). The existence of a spindle checkpoint mechanism in plants is further indi-
cated by pharmacological studies. Treatment of synchronized plant cell cultures with
microtubule-destabilizing drugs leads to a transient metaphase-like arrest, with highly
condensed chromosomes scattered throughout the cell (42).

Mitotic progression also depends on the anaphase-promoting complex (APC)-me-
diated proteolysis of key regulatory proteins. The Arabidopsis genome contains genes
homologous to the components of the APC. The N-terminal domains of both A and B
cyclin confer cell cycle stage-specific instability on reporter proteins (43), suggesting
that they contain functional destruction motifs. The proteasome inhibitor MG132, a
peptide aldehyde that functions as a substrate analog, inhibits progression past
metaphase by inhibiting the APC-dependent proteolysis of cohesion proteins respon-
sible for sister-chromatid separation (44). Treatment of synchronized BY2 cell cul-
tures with MG132 blocks cells in metaphase with elevated levels of CDK kinase
activity and stabilized cyclins (43). Whether the metaphase arrest observed in plant
cells is induced by a similar mechanism as in yeast and in animal cells (involving
stabilization of chromatid cohesion proteins) is not known yet, but it seems clear that
the mechanisms governing protein turnover during mitosis are largely conserved be-
tween plants and animals.



40 Doonan

Plant cyclin B1 is degraded at the onset of anaphase and is stabilized during activa-
tion of the spindle checkpoint pathway by treatment with microtubule-disrupting
drugs, similar to animal B-type cyclins (45). In contrast, plant cyclin B2 is degraded
during mid-prophase, perhaps using a similar degradation mechanism to animal cyclin
A. Thus cyclin B1 is not stabilized by activation of the spindle checkpoint, and its N-
terminal destruction box contains multiple destruction box elements (46).

4.4. Mitotic Exit and Cytokinesis
Genetic dissection of early embryo development produced a rich harvest of mu-

tants defective in different steps of cytokinesis and cell plate maturation. Cloning of
the corresponding genes identified proteins that function during different events of
vesicle trafficking like vesicle formation, transport, and fusion, revealing a highly con-
trolled vesicle trafficking machinery implicated in plant cytokinesis (47). The phrag-
moplast consists of short bundles of antiparallel micotubules that are believed to
mediate the delivery of Golgi-derived vesicles to the plane of division during the pro-
cess of cell plate formation. Because the plus ends of phragmoplast microtubules
(MTs) overlap at the equator, a plus-end–directed motor such as kinesin is believed to
mediate vesicle transport, although no candidate has been identified from among the
large family of kinesins described (47). Two proteins that associate with the cell plate
in plant cells are related to the animal large GTPase dynamin, which is involved in
endocytosis of synaptic vesicles. Phragmoplastin (48) and its Arabidopsis homolog
ADL1 (49) both seem to be involved in the formation of fusion tubes during the initial
stage of cell plate formation.

The products of two genes, Knoll E and KEULE, have been found to mediate mem-
brane fusion events concertedly during cytokinesis in the Arabidopsis embryo.
KNOLLE encodes a cytokinesis-specific syntaxin expressed in vesicle-like structures
during mitosis and at the phragmoplast (50). KEULE encodes a member of the Sec1
superfamily of proteins that are capable of inducing conformational changes in
syntaxins and priming them for interaction with target proteins on vesicle membranes.
KEULE has been shown to bind KNOLLE in vitro, and the synthetic lethality of knolle/
keule double mutants indicates that the two proteins interact functionally in vivo
(51,52). The precise function of the KEULE/KNOLLE complex is not known yet, but
it might be involved in integrating cell cycle signals and transducing these to regulate
the cytokinetic vesicle fusion machinery.

No homologs of polo-like kinases or aurora kinases, which are all involved in mi-
crotubule organization during mitosis and cytokinesis in animals and yeast, have been
described in plants.

A mitogen-activated protein kinase (MAPK) kinase kinase (MAPKKK) known as
NPK1 is located in the equitorial region of the phragmoplast. Overexpression of a
kinase negative mutant form of the MAPKKK disrupts cytokinesis, suggesting a role
in phragmoplast expansion toward the cell cortex (53). NPK1 was also found to inter-
act with a tobacco MAPK kinase NtMEK1, which is known to interact with and acti-
vate the tobacco MAPK Ntf6 (54). Ntf6 is regulated in a cell cycle-specific manner, is
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activated during anaphase and telophase, and also localizes to the phragmoplast (55).
Thus a MAPK module composed of NPK1, NtMEK1, and Ntf6 is involved in plant
cytokinesis, but downstream targets remain to be identified. NPK1 interacts with two
kinesin-like proteins, NACK1 and NACK2, that stimulate NPK1 kinase activity and
may be required for their localization (56). Mutations in the Arabidopsis homolog of
NACK1, HINKEL, cause a defect in cytokinesis (57). The SCD1 gene is also required
for normal cell plate formation in Arabidopsis, and it too has homology to animal
proteins involved in MAPK signal transduction (58).

4.5. Molecular Basis of Microtubule Organization in Plants

Microtubule organization is highly dynamic, changing in a characteristic pattern
during the plant cell cycle. That microtubules play a crucial role in eukaryotic cell
cycle progression is in no doubt—the role of plant-specific arrays such as the
preprophase band and phragmoplast has been less clear until recently. Formal evi-
dence that the phragmoplast plays a role in vesicle trafficking has been provided by
mutations in the PILZ group of genes that eliminate microtubules and thereby cause a
defect in cell plate deposition (59).

Although microtubule organizational changes have been extensively described, and
many of the features seem to be specific to plant cells, the molecular basis of their
organization remained obscure until very recently. Microtubule organizing center
(MTOC) organization also seems to be radically different in plant cells. Cortical mi-
crotubules form parallel groups of overlapping tubules organized around the cell. The
orientation of these bundles is highly dynamic, responding very quickly to external
stimuli (60), supporting the idea that they control the orientation of cell growth.

Despite the lack of a recognizable MTOC, plants contain proteins similar to those
normally found in the MTOC, but they behave differently. Thus, γ-tubulin, nor-
mally discretely localized in the MTOC of fungal and animal cells, is dispersed
along interphase microtubules or is associated with other structures such as kineto-
chores and the nuclear envelope (61), supporting the idea of a dispersed MTOC
activity that assumes various manifestation depending on the stage of the cell cycle
(62). Recently we have shown that EB1, a microtubule plus and minus end-binding
protein that plays a crucial role in regulating microtubule dynamics in animals
([63,64], accumulates at the poles of the spindle in surprisingly compact foci [64a]).
EB1 also accumulates at the polar (minus) ends of the phragmoplast microtubules
and as small dispersed foci at the ends of microtubule bundles in the cell cortex.
Microtubules grow from and shrink back to these EB1 foci, providing direct evi-
dence for the dispersed MTOC ideas of Mazia (62).

The molecular basis of coupling between the cell cycle and microtubule organiza-
tion in animals seems to involve the phosphorylation of MAPs by cyclin B/CDK1,
which then alters microtubule dynamics and perhaps organization. Although there have
been several reports of association between CDK related proteins and the cytoskeleton
(see third paragraph below), insight into the significance remains elusive. It remains
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possible that CDK complexes are passive passengers, at least some of the time, and
that other regulators mediate changes. A good candidate is PP2A: mutations in TON-
NEAU2, which encodes for a regulatory subunit of PP2A, lead to the formation of
very stunted plants whose cells cannot expand properly and seem to lack PPBs (65).

Although the plant and animal spindles have a similar overall organization and
function, their structure and assembly differ. Plant spindles lack centrosomes, and the
multiple spindle poles are usually less focused. Consistent with these observations,
the most active MTOC in early mitosis is spread around the nuclear surface (66).
Kinetochores may also serve as MTOCs in that microtubules appear to accumulate
around kinetochores early in spindle formation (67), and at least two plant kinetochore
proteins have homology to animal centrosome components. One of these is γ-tubulin
(61,88), which is required for microtubule nucleation and is an important component
of centrosomes in animals.

Microtubule motors and other associated proteins (MAPs) are required for spindle
assembly and function, but many plant MAPs have been isolated that show little ho-
mology to animal MAPs. MAP65 proteins bind to subsets of interphase and mitotic
microtubule arrays and bundle microtubules in vitro (69–71). These proteins belong to
a small gene family that shares a remote ancestor with a yeast protein involved in
cytokinesis (72) but have diversified in plants and perhaps acquired new functions.
Many of the kinesin related proteins, whose function has been investigated, seem to
have a role in phragmoplast formation rather than spindle movements. However, there
is a large gene family of kinesin-related proteins in the Arabidopsis genome whose
functions remain to be elucidated (73).

CDKA activity is required for normal entry into mitosis and the reorganization of
mitotic microtubule arrays. Treatment of root tip cells with the cdk-specific inhibitor
roscovitine disrupts mitotic spindle formation and leads to the formation of abnormal
or monopolar spindles (55). Immunolocalization of CDKA and green fluorescent pro-
tein (GFP) fusion studies indicate dynamic interaction with the microtubules during
mitosis (75,76). CDKA/GFP is found throughout the cytoplasm and nucleus during
interphase but associates specifically with a subset of the PPB microtubules during
late G2. At the metaphase-to-anaphase transition, CDKA moves from the chromatin
domain to the anaphase spindle, where it becomes microtubule-associated. The sig-
nificance of microtubule association is not known, but immunogold localization sug-
gests it is surprisingly intimate (73).

Furthermore, two mitotic plant cdks, cdkA and cdkB (75,76) and some plant cyclins,
like ZmCycA1;1, ZmCycB1;1, and ZmCycB2;1 are present and are associated with
the phragmoplast and the midline of cell divison through anaphase, telophase, and
cytokinesis (77). They might be involved in the regulation of MAPs like MAP65 or
molecular motors like TPRK125 (78,79), which are also located at the midplane of
cell division and contain potential cdc2 phosphorylation sites. Several other proteins
including protein kinases have been localized to the growing cell plate in plants, but
their precise functions remain to be determined. It seems likely that a complex regula-
tory network oversees the final step of mitosis, which ultimately severs a cell into two.
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5. Modified Plant Cell Cycles
Subheading 4. described the typical cell cycle as observed in most meristematic

and culture cells, but a number of variant types of cycle are found during normal plant
development. These modified cell cycles are associated with specific types of differ-
entiated cells whose genetic dissection has proved, almost incidently, to be a useful
source of cell cycle genes.

5.1. Endoreduplication
Cells normally alternate DNA replication with mitosis, thereby keeping the infor-

mation content of their genome constant across generations. If successive rounds of
DNA replication occur in the absence of mitosis, the DNA content of the cell doubles,
and this is known as endoreduplication. Endoreduplication is characteristic of many
different types of specialized plant cells such as xylem, large epidermal cells known as
pavement cells, and, in some species, epidermal hair cells. There is a very strong cor-
relation between DNA content and cell size in such cells (80), so perhaps
endoreduplication provides a means of increasing cell size without the inconvenience
of cell division (81). The correlation extends beyond specific cell types: polyploids
tend to have larger cells than diploids in relation to their DNA levels. However, the
reverse correlation is not so tight, and the final size of a particular cell is not always
correlated with DNA content.

Although endoreduplication may use similar mechanisms for initiating DNA repli-
cation, mitosis is suppressed, and the mitosis-associated repression of replication
reinitiation is suspended. Multiple rounds of DNA replication within a single cell cycle
are usually prevented by the licencing system whereby the DNA RC somehow recog-
nizes that replication has been completed. Therefore, perhaps the key step in the
endocycle is reactivation of the DNA replication machinery without going through M.
Reactivation is normally prevented by cyclin/CDK complex binding to the RC during
G2 and M, preventing its reactivation. During late M, the cyclin is degraded by the
APC, and the RC is available again for reinitiation. In plants, endoreduplication re-
quires either the prevention of cyclin B accumulation or its premature destruction.
Activators of APC, such as the CDH1/FIZZY-related ccs52 gene, fulfil this role (82).
Overexpression of the cyclin B gene in trichomes changes an endocycle to a mitotic
cycle (83), suggesting that suppression of the mitotic kinase is essential for the
endocycle.

Arabidopsis mutants with altered levels of endoreduplication have been described
by various labs, generally arising from two distinct types of screen that enrich for
changes in cell size. Screens for altered trichome size and morphology have identified
both positive and negative functions. The SIAMESE gene is required to suppress mi-
totic cell cycles, and its loss leads to ectopic cyclin B expression (84). Loss of SPIN-
DLY (85) and several other genes (86) including KAKTUS, RASTAFARI, and
POLYCHOME lead to ectopic endocycles in trichomes.

Screens that yield dwarf plants also tend to produce mutants with altered
endocycles. A particularly interesting set of mutants in an unusual topoisomerase, topo



44 Doonan

VI, is required to allow cells to achieve very high levels of endoreduplication (87,88).
Topo II normally resolves DNA strands after DNA replication in a process called
decatenation. Topo II is required for the downstream separation of sister chromatids
during mitosis, and mutations lead to G2 arrest. This work indicates that the endocycle
requires specific components in addition or instead of those required for the normal
mitotic cycle.

The mechanism by which cell size and DNA content are linked should provide
interesting insights into growth control in plants. Much of the increase in cell and
organ size occurs outside the meristem in the postproliferative phase of the cell cycle,
either as endoreduplication-associated cell growth or as vacuole-driven cell expan-
sion. In the latter case, the increase in cell size is thought to be driven by primarily
vacuole expansion.

5.2. Syncytial Cells

Plants contain a number of different cell types that have multiple nuclei, but per-
haps the best studied is the nuclear endosperm. The endosperm arises as a result of
double fertilization of a female gamete by two male nuclei. The resultant triploid tis-
sue acts as nurse tissue for its sibling, the diploid embryo, facilitating nutrient transfer

Fig. 3. A model for control of mitotic entry. Unreplicated DNA inhibits the production of
activating MybA protein by an unknown mechanism, and inhibitory MybB occupies the pro-
moter, preventing the transcription of M-phase–related genes, including cyclin. When DNA rep-
lication is complete, MybA is produced and displaces MybB from the promoter. Cyclin B is
transcribed and activates cyclin-dependent kinase A (CDKA), allowing progression into mitosis.
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in a manner roughly analogous to the mammalian placenta. The endosperm undergoes
several rounds of rapid nuclear division and in many species cytokinesis is suppressed,
producing a syncytium (89). This syncytial phase ends with simultaneous partitioning
of the multinucleate cytoplasm into individual cells, a process referred to as
cellularization (90). The molecular mechanism that suppresses cytokinesis is not well
understood (91), but genetic dissection of endosperm development has revealed a large
number of cell cycle-defective mutants. The genes thus identified include SMC genes
(92), condensins (93), and tubulin assembly cofactors (94). Although some of these
are specific for the endosperm, for example, the SPATZLE gene is specifically re-
quired for cellularization, many functions are also required for embryo development
(90). The further study of endosperm development should thus provide useful genetic
tools for dissecting the cell cycle generally as well as understanding its developmental
modification

6. Conclusions
Plants provide a divergent system in which to study cell cycle regulation. The mul-

ticellular state is thought to have arisen independently in animals and plants, so the
mechanisms that the two groups have evolved to ensure that cell growth and prolifera-
tion are subservient to the needs of the whole organism are likely to differ. One of the
main challenges in the future will be to understand the pathways that control cell divi-
sion during development. Cell cycle regulation also differs radically between different
cell types within plants, revealing the extent to which cell division processes can be
molded in response to development. The molecular processes underlying the unusual
cell cycles should provide new insights into the regular cycle.
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The C. elegans Cell Cycle

Overview of Molecules and Mechanisms

Sander van den Heuvel

Summary
The nematode C. elegans provides an animal model that allows for genetic dissection of cell

cycle regulation in the context of development. Processes such as progression through meiotic
prophase, spindle function, chromosome segregation, and cytokinesis are attractive topics to
study in the worm, because of their relative visibility and susceptibility to RNA interference. In
addition, the reproducible cell lineage greatly helps the identification and characterization of
mutants that affect cell cycle entry or exit during larval development. This chapter looks at cell
division as an integral part of C. elegans development, describes how it can be studied in the
worm and summarizes some of the conserved cell cycle components described to date.

Key Words
C. elegans; development; meiosis; G1 control; chromosome segregation; cytokinesis; cyclin

dependent kinases; lin-35 Rb.

1. Introduction
Studies of cell cycle regulation in the nematode Caenorhabditis elegans were initi-

ated little more than a decade ago. Since then, this small round worm gained popular-
ity in the field, especially as a model to study regulation of chromosome segregation
and spindle function. This success is explained by several characteristics of C. elegans
that make it uniquely suited for cell cycle analysis.

C. elegans is nearly as easy to work with as unicellular yeasts: it can be grown on
agar plates or in liquid culture, like yeast, and produces an entire generation of prog-
eny in little more than the time needed for a yeast colony to grow. However, unlike
yeast, C. elegans undergoes a complete program of animal development, allowing for
the study of developmental regulation of cell division. Throughout C. elegans devel-



52 van den Heuvel

opment, cell divisions can be observed in living animals, as C. elegans is transparent.
The timing of each and every somatic cell division in this animal is known, since its
cell lineage is largely invariant and is described completely. C. elegans was originally
chosen for its efficient forward genetics, and RNA-mediated interference (RNAi) has
provided an efficient new means for targeted gene inactivation. As an important break-
through, recently developed libraries of cloned gene fragments in bacterial vectors
make it possible to screen the entire genome by “feeding RNAi” in a short period of
time. Finally, the community of C. elegans researchers provides exceptional support
and information and is known for its altruistic and concerted efforts, as demonstrated
by the completed sequencing of the C. elegans genome before that of any other animal
genome.

Several areas of cell cycle control are especially attractive for study in C. elegans.
These include processes that are particularly visible in the worm, such as progression
through meiotic prophase in the germline and centrosome duplication, spindle forma-
tion, chromosome segregation, and cytokinesis in the early embryo. Also, other pro-
cesses that are specific to multicellular organisms and/or involve genes that are not
conserved in single cell eukaryotes can be studied in C. elegans. Examples of such
processes include the Rb/E2F pathway for G1 control and DNA damage checkpoint
mechanisms that trigger apoptosis. Finally, the relative simplicity and detailed knowl-
edge of this animal make it attractive for studies of cell division in the broader context
of development. In particular, one can address how cell division is coordinated with
cell growth, differentiation, tissue generation, and morphogenesis.

This chapter is intended for the reader with an interest in cell cycle regulation but
limited exposure to C. elegans. I will briefly review general aspects of C. elegans
biology, next describe how several cell cycle variations are used throughout C. elegans
development, and then discuss our current knowledge of the molecules that regulate
cell division control in C. elegans.

2. C. elegans as an Experimental Model Animal
The study of C. elegans stems from a search by Sidney Brenner (1) for an organism

in which development and neuronal function could be subjected to genetic analyses.
Important criteria in choosing C. elegans included its relatively simple body plan, ease
of cultivation, and genetic tractability. The combination of these features suggested
that approaches that had proved efficient in the studies of bacteria and bacterial vi-
ruses could be applied to C. elegans.

C. elegans is a small soil nematode, with adults that are just 1 mm in length and
which feeds on microorganisms. In the lab, thousands of animals can be grown on a
single Petri dish with E. coli bacteria as a food source. Its life cycle is short: in just
over 3 d a fertilized egg develops into an adult hermaphrodite or male. Each hermaph-
rodite produces around 300 progeny by self-fertilization; male–hermaphrodite crosses
can generate more than a thousand progeny.

Approximately half of all somatic cells are formed during the first half of embryo-
genesis (2). Development of the fertilized egg during embryogenesis can be divided
into three phases. The initial phase includes establishment of anterior–posterior polar-
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ity, formation of a zygote, and generation of the founder cells (blastomeres). The sec-
ond phase takes place between approx 2 h and 7 h after fertilization and extends from
gastrulation to the completion of most cell divisions. The remaining approx 8 h of
embryogenesis are characterized by cell differentiation, morphogenesis, and organo-
genesis. Subsequently, a first-stage larva hatches from the egg and continues growth
and development through four larval stages, L1–L4, to the adult stage. Each larval
stage culminates in a molt, during which the animal forms a new collagen cuticle and
sheds its old cuticle.

Approximately 10% of the cells in the first stage larva maintain the ability to prolif-
erate (3). Divisions of these “somatic blast cells” contribute cells to the hypodermis
(skin), nervous system, intestine, musculature, and somatic gonad (Fig. 1). In this
way, the 558 somatic nuclei present in the early-L1 larva are expanded to a total of 959
in the adult hermaphrodite. Proliferation continues only in the mitotic part of the go-
nad in adult animals.

As described above, the limited and nearly invariant pattern of somatic divisions
combined with the transparency of the animals has allowed a complete description of
the C. elegans cell lineage (2,3). This lineage provides a unique map of all cell divi-
sions that take place in wild-type animals, which greatly helps in identifying and char-
acterizing animals with defects in cell division. Despite the limited number of cell
divisions, most major cell types and tissues are formed, including an extensive neu-
ronal system, muscles, epithelial and intestinal cells, and a germline with gametes.
Thus, C. elegans provides a model animal that is simple enough to address complex
questions, such as how cell division is regulated in the context of animal development.

3. Moving Fast-Forward or Reverse: Classic Genetics and “Genomics”
The most powerful aspect of C. elegans research is the animal’s genetic tractability.

The existence of two different sexes allows for reproduction by either self-fertilization
or cross-fertilization, which greatly facilitates genetic manipulation, screens, and strain
maintenance (1). For instance, cell cycle mutants usually will not generate viable prog-
eny. However, in a screen, the F1 progeny of mutagenized animals will be heterozy-
gous for any given mutation. Without the need to set up crosses, such mutant animals
will produce homozygous progeny, which can be examined for a cell cycle phenotype.
If a mutant of interest is found, recessive mutations can be recovered easily from sib-
lings that are heterozygous, even when the mutation causes death or sterility.

Classic genetic studies start with the identification of mutants that show defects in
a biological process of interest. Few such screens have been carried out specifically to
find cell cycle mutants, but good examples include a screen for temperature-sensitive
embryonic lethal mutants (4) and a screen for mutants with defects in G1 progression
(5). In addition, several cell-cycle mutants have been found in general screens for
animals with defects in postembryonic development (see Subheadings 5.4. and 5.6.).

Reverse genetics starts from a known gene and aims at obtaining a mutant pheno-
type to reveal its function. Unfortunately, gene knockout by homologous recombina-
tion is not efficient in C. elegans. The standard procedure is to screen mutagenized
populations for a small chromosomal deletion in the selected target by polymerase
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chain reaction (PCR) amplification (6). This method is attractive because apparent
genetic null alleles can be selected. However, as the selection is laborious and time
consuming, improved screening methods are being developed.

Fig. 1. The timing of cell division is known for all somatic cells throughout C. elegans
development. Cartoon illustrates a first-stage larva (L1) and some of the precursor cells of the
postembryonic lineages (circles). The intestinal nuclei (In) are indicated by circles (light gray)
and the precursor cells of the ventral nerve cord (P) as ovals (dark gray). The pattern of divi-
sions is indicated for one of the P cells (P6) and one of the intestinal nuclei (I15). Below the
animal, cells are represented by vertical lines and divisions by horizontal lines. The timing of
the larval stages L1–L4 is indicated to the left, with the horizontal bars indicating the molts. P6
divides midway through the first larval stage. Subsequently, the anterior daughter cell (left)
contributes five neurons to the ventral cord, while the posterior daughter becomes quiescent.
This latter cell is a vulval precursor cell (VPC), which can reinitiate cell division and contribute
cells to the vulva during the third larval stage. The intestinal cell I15 undergoes a nuclear
division followed by a round of DNA replication in the late L1 stage. Additional
endoreduplication cycles during each subsequent stage are indicated by thickening of the line
and result in nuclei with a 32n DNA content.
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The discovery of RNAi has been a major breakthrough for reverse genetics in C.
elegans (7). This approach starts with the introduction of double-stranded (ds) RNA
from a gene of interest, either by injection, soaking, or feeding of larvae or adults. This
dsRNA is degraded in fragments of approx 21–23 nucleotides that probably provide
specificity to an RNAse complex that degrades the message of the corresponding gene.
RNAi is particularly efficient in C. elegans and has been shown to cause a specific
loss-of-function phenotype for many different genes.

Recently, it has become possible to carry out genome-wide RNAi screens (8).
Libraries of bacterial plasmids have been developed, with each plasmid expressing
dsRNA from a single C. elegans gene. These bacteria can be fed to worms grown in
24- or 96-well plates, in order to inhibit the function of many C. elegans genes in
parallel. The advantage of this approach is enormous. As with classical genetics, it
allows the identification of a large number of genes involved in a biological process,
yet each gene is identified immediately without the time-consuming process of map-
ping and cloning.

The major drawback of RNAi is that conclusions about gene function remain un-
certain, as RNAi frequently causes incomplete loss of function and sometimes inter-
feres with multiple related genes. To circumvent such issues, the RNAi phenotype
may be used as a guidance tool in the identification of mutant alleles. Such alleles
could either be previously identified mutations that map to the same genomic region
or mutations newly isolated in screens for mutants that resemble a specific RNAi phe-
notype (see ref. 9). As an additional advantage over reverse genetics, forward genetics
allows for isolation of a variety of mutant alleles, including gain-of-function alleles,
which can be used in characterizing and ordering gene functions.

4. Developmental Aspects of Cell Division
Specialized cell cycles have evolved to accommodate specific aspects of animal

development. Examples are the meiotic cell cycle, with a prolonged arrest in prophase
during oocyte formation and maturation; the embryonic cell cycle, which lacks G1-
and G2-phases; the more typical somatic cell cycle, which can incorporate information
from extracellular signals during the G1-phase; and the endoreduplication cycle, in
which S-phase is not followed by M-phase. As an additional level of developmental
regulation, cell intrinsic and extracellular signals can affect the position of the mitotic
spindle as a means to control the plane of cell division during asymmetric divisions.
We will briefly describe how these cycles and mechanisms are used during C. elegans
development and discuss the contribution of maternal vs zygotic gene function.

4.1. The Germline and Meiotic Cell Cycle
C. elegans is attractive for studies of the meiotic cell cycle. The gonad with germ

cells in various stages of meiotic prophase forms a major part of the adult animal (Fig.
2). In addition, the germ cell chromosomes can be easily stained and visualized, either
in intact animals or within gonads separated from the adults. The hermaphrodite gonad
consists of two U-shaped tubular arms, which connect to the uterus through the sper-
matheca. The distal half of each arm contains a large number of nuclei that are only
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partly enclosed by a plasma membrane and connect to a common cytoplasm. These
nuclei with their surrounding cytoplasm and membranes are commonly referred to as
germ cells, although they form part of a syncytium (10,11).

The distal end of each gonad arm harbors a stem cell population that continues
mitotic divisions and produces precursor germ cells. These cells enter an extended
meiotic prophase when they become removed from the distal tip cell (DTC) and
progress through the different stages of prophase while slowly migrating to the proxi-
mal end of the germline (Fig. 2B). During this process, homologous chromosomes
condense in part, pair, and form crossovers. Differentiation initiates in the turn region
of the gonad arm, where the germ nuclei cellularize and subsequently continue to
grow and mature to oocytes with a typical diakinesis arrangement of the chromosomes.

Further progression through M-phase is induced by the major sperm protein (MSP)
in the proximity of the spermatheca. Fertilization is followed by formation of an egg-
shell and completion of meiosis I and II of the oocyte-derived nucleus, with expulsion

Fig. 2. The C. elegans gonad displays a nice temporal arrangement of nuclei in subsequent
cell cycle stages. Starting from the distal end, these include: mitotic germ precursor nuclei,
nuclei in meiotic prophase, maturing oocytes, fertilized oocytes that complete meiosis, and
embryonic cells in mitotic division. (A) The two U-shaped gonad arms within the adult her-
maphrodite (B) Enlargement of one arm. The distal end contains the distal tip cell (DTC) and
nuclei in mitosis, and the proximal end is the uterus with embryos.
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of a polar body after each division. Subsequent embryonic divisions follow and con-
tinue normally inside the mother until the egg is laid. Thus, the hermaphodite gonad
forms a production line with a beautiful temporal arrangement spanning from mitotic
germ precursor nuclei to early stage embryos.

The C. elegans germline provides ample opportunity to identify genes and mecha-
nisms involved in meiotic processes, such as homolog pairing, crossing over, and
meiotic maturation, as well as the decision to enter a meiotic vs mitotic cell cycle.

For example, studies have shown that proliferation in the germline is controlled by
a Notch-related signaling pathway that uses the LAG-2 ligand in the DTC and GLP-1
Notch in the distal germ cells (reviewed in ref. 10; LAG, lin-12 and glp-1 phenotype;
GLP, germline proliferation abnormal). Loss-of-function glp-1 mutants lack germline
proliferation, whereas gain-of-function mutations cause a germline tumor phenotype.
A genetic pathway has been established in which glp-1 negatively regulates the genes
gld-1 and gld-2, whose inactivation also results in a germline tumor. Rather than gen-
eral regulation of cell division, the glp-1 pathway regulates the switch between mitotic
and meiotic division in the germline. A failure to undergo this transition probably
results in continued mitotic divisions and a tumorous phenotype. It is attractive to
apply such genetic approaches more broadly to gain insight into important cell cycle
decisions that are still little understood.

4.2. Maternal Product and the Embryonic Cell Cycle
The early divisions in C. elegans eggs are the subject of intense study for a number

of reasons. The fertilized egg is relatively large (~50 µm in length), which allows in
vivo monitoring of centrosome duplication, chromosome segregation, and cell cleavage
by time-lapse differential interference contrast microscopy. In addition, several early
embryonic divisions are asymmetric, an important developmental variation of cell divi-
sion that involves establishment of polarity, asymmetric segregation of components,
and regulation of spindle forces. Furthermore, in contrast to early embryonic divisions
in Drosophila, nuclear divisions are followed by cytoplasmic divisions, which resembles
the situation in mammalian embryos and allows detailed studies of cytokinesis.

Maternal gene products deposited into the oocyte drive embryonic development.
Consequently, homozygous cell cycle mutants obtained from heterozygous mothers
usually complete embryogenesis, driven by the product of the single wild-type allele
from the mother. Such animals usually display the first cell cycle defects during the L1
stage. However, for some genes, maternal product suffices until later larval stages,
whereas for others, zygotic function is needed during late embryogenesis (see Sub-
heading 5.1.). The important role of maternal product explains why several mutants
identified in screens for animals with defects in the postembryonic cell lineages (lin
mutants) defined genes involved in cell cycle control.

Temperature-sensitive mutations and RNAi offer opportunities to inactivate mater-
nal as well as zygotic gene functions. For instance, homozygous cdk-1(null) mutants
complete embryogenesis but do not undergo any larval divisions (9). In contrast, cdk-
1(RNAi) embryos arrest at the one-cell stage and even fail to progress through M-
phase of meiosis I. Thus, the results from RNAi and mutant studies are frequently
additive, rather than redundant.
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C. elegans embryonic divisions are not synchronous, making it difficult to con-
clude which embryonic divisions consist solely of S- and M-phases, and when G2- and
G1-phases are introduced. Meiosis completes approx 20 min after fertilization and is
followed by a number of mitotic division cycles that each complete in about 15 min.
The time between divisions increases slowly over the next divisions. Importantly, even
after the first division, the cell cycle timing of the daughters differs, with cells in the
germ cell lineage being the slowest to divide. The germline founder cells are also the
first to arrest division completely, at approx the 100-cell stage, 3 h into embryonic
development. These cells appear to be the only cells that arrest with a G2 DNA con-
tent; thus G1-phase may not as yet be introduced at this stage or in this lineage. Just a
few hours into embryonic development, cells in different lineages diverge greatly in
cell cycle profiles. Certain cells continue rapid divisions, others divide after an ex-
tended interphase of 2 h and more, and yet other cells become postmitotic or only
resume divisions during larval development, after an arrest of more than 18 h. Thus
the regulation of cell cycle events and the introduction of G1- and G2-phases are deter-
mined by the cell lineage.

 Although the progressive time periods between rounds of DNA synthesis strongly
indicate introduction of G1-phases (12), genes with essential roles in embryonic G1

progression have not been identified. Notably, inactivation of cyd-1 cyclin D or cdk-4
Cdk-4/6 by mutation and RNAi results in G1 arrest during larval development but
allows completion of nearly all embryonic divisions (5,13). Only the final embryonic
intestinal divisions do not take place in cyd-1(0) embryos, and the very last embryonic
divisions, those that generate a hypodermal precursor cell (V5) and neuroblast (Q), are
absent in cdk-4(RNAi) embryos. Thus, a true G1-phase appears to be part of at least
these late embryonic cell cycles. cye-1 cyclin E RNAi embryos arrest at about the 100-
cell stage, either in S-phase or at the G1/S transition (14). Based on green fluorescent
protein (GFP) reporter expression, cyd-1 transcription initiates before the 300-cell
stage. Therefore, we expect that various cell cycles in fact include a G1-phase by this
stage, possibly regulated through redundant mechanisms.

4.3. The Somatic Cell Cycle
In total, 51 somatic precursor cells continue to proliferate during larval develop-

ment to generate the postembryonic cell lineages in the hermaphrodite. These cells
appear to contain a 2n DNA content at the time of hatching and go through a DNA
synthesis phase before initiating mitosis (5,9; our unpublished results). Moreover, they
generally depend on the function of G1/S and G2/M control genes. Therefore, postem-
bryonic “blast” cells and their descendents appear to follow canonical cell cycles in
which the S- and M-phases are separated by Gap phases. However, the length of inter-
phase varies greatly: divisions frequently follow each other within 1 h, but some cells
remain quiescent for 20 h, before dividing again two larval stages later (Fig. 1, VPC).
This latter type of cell cycle is particularly attractive for studies of G1 control.

4.4. The Endoreduplication Cycle
Cells in two different tissues undergo typical endoreduplication cycles during lar-

val development (15). Such cycles are characterized by a DNA synthesis phase that is
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not followed by M-phase, thus doubling the DNA ploidy with each additional cycle.
Fourteen of the 20 intestinal cells undergo a final nuclear division at the end of the L1
stage (Fig. 1). Subsequently, all intestinal nuclei go through an endoreduplication cycle
during each larval stage, which results in a 32n DNA content in adult animals.

A major part of the hypodermis (skin) is formed by fusion of individual cells. Cells
that are added to this syncytium during larval development usually undergo a round of
DNA synthesis just before fusion (15). Consequently the skin contains a mixture of
nuclei with 2n and 4n DNA contents.

It has been proposed that endoreplication cycles may correspond to nuclear or cellu-
lar divisions in related species. Increases in ploidy correlate with increases in growth
in other systems. Interestingly, endoreduplication cycles in the worm are limited to the
two cell types that display the most significant growth during larval development.
Therefore, these specialized cycles probably support cell growth by increasing the
number of gene copies and, ultimately, protein products.

4.5. L1 Arrest and Dauer Formation

Despite the invariance of the cell lineage, external factors can greatly affect the
timing of development and cell division. One factor affecting all stages is temperature.
Development from zygote to adult takes about twice as long at 15°C compared with
25°C, and larval development arrests between 6 and 10°C. Other external factors can
trigger developmental arrest at two specific stages. Larvae that hatch in the absence of
food will not initiate postembryonic growth and development and can live for several
weeks as early L1 larvae. The addition of food (E. coli bacteria) immediately releases
this arrest. Thus, feeding of arrested L1 animals can be used in the laboratory to obtain
highly synchronized populations.

In addition, young larvae adopt an alternative larval program if the food supply
becomes limiting or the population too dense during the first larval stage. This results
in dauer larvae, which do not eat or grow, have thick protective cuticles, and are spe-
cialized for survival during harsh conditions. Importantly, it is currently not under-
stood how the environmental factors that trigger or release L1 and dauer arrest connect
to the cell cycle machinery.

5. Molecules Involved in the C. elegans Cell Cycle
This section describes results and conclusions from C. elegans cell cycle studies,

focusing on the molecules discussed in other parts of this book. We apologize to those
whose work could not be included or cited because of space limitations.

5.1. Cyclin-Dependent-Kinases

As in other metazoans, specific transitions in the C. elegans cell cycle are regulated
by multiple distinct cyclin-dependent kinases (CDKs). These CDKs act in conjunction
with cyclin partners that resemble members of the cyclin D, E, A, B, and B3 subfami-
lies in other organisms. In the first study to address the function of CDKs in C. elegans,
the ncc-1/cdk-1 gene was identified as the functional orthologue of mammalian Cdk1
(9). The CeCDK-1 kinase was shown to be essential for progression through meiotic
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M-phase and entry into mitosis, but not for G1- and S-phase. Endoreduplication cycles
continued in cdk-1 mutants and intestinal nuclei accumulated a 32n DNA content.

CDK-1 probably requires multiple different B-type cyclins for its mitotic functions
(our unpublished results). Three typical cyclin B genes, cyb-1, cyb-2.1, and cyb-2.2
are expressed in addition to a distinct member of the cyclin B3 subfamily, cyb-3.
Whereas RNAi of cyb-1 and cyb-3 each results in embryonic lethality, simultaneous
inactivation of both cyclins results in earlier arrest and mimics cdk-1 loss of function.
These results support the notion that different mitotic cyclins have functions that are
partly distinct and partly overlapping.

The C. elegans genome contains a single gene encoding a Cdk4/Cdk6-related ki-
nase, cdk-4, and only one D-type cyclin gene, cyd-1. In a reverse genetics study, these
genes were found to be essential for the G1/S transition during larval development
(13). In addition, both cdk-4 and cyd-1 were identified in a screen for genes essential
for G1 progression (5). Similarity in phenotype and direct binding in vitro support the
idea that cyd-1/cdk-4 acts in a complex.

C. elegans is the first system in which an essential role for D-type kinases has been
identified. This allowed researchers to address several interesting questions, most im-
portantly: what critical substrates require phosphorylation/association by Cdk4/cyclin
D in order to progress into S-phase? Based on mammalian studies, members of the
retinoblastoma family (Rb) were obvious candidates. Indeed, null mutations in lin-35,
the single C. elegans Rb family member, suppressed the growth and cell cycle arrest
of cyd-1 and cdk-4 larvae. These results strongly support the hypothesis that D-type
kinases act to overcome G1 inhibition by the pRb protein family. However, the rescue
was incomplete, which indicated that cyd-1 and cdk-4 have critical functions in addi-
tion to lin-35 Rb inactivation.

One candidate target is CKI-1, a Cdk inhibitor of the Cip/Kip family. Cell division
in cyd-1 and cdk-4 mutants was restored in part by cki-1 inactivation, and simulta-
neous inactivation of lin-35 Rb and cki-1 Cip/Kip resulted in a synergistic increase. D-
type kinases have been suggested to inactivate Cip/Kip inhibitors through
sequestration. This possibility is consistent with the results in C. elegans but not in
Drosophila (see Subheading 6.). A third potential downstream target of cyd-1/cdk-4
is defined by a recessive mutation that completely overcomes the cyd-1 and cdk-4
requirement when combined with lin-35 inactivation (our preliminary results). Impor-
tantly, this mutation causes extra cell divisions in otherwise wild-type animals, which
strongly indicates a role as a negative regulator of cell cycle entry. It will be of great
interest to identify the molecular nature of this gene and to determine whether it acts
with cki-1 or in a parallel pathway.

It is currently not clear whether C. elegans has a true Cdk2 ortholog. The best
candidate is K03E5.3, which shares 43% amino acid identity with human Cdk2 (9).
Inhibition of this gene by RNAi resulted in a highly variable cell cycle phenotype,
with animals arresting during embryogenesis, during early or late larval development, or
as sterile adults. Additional studies or mutations in the gene have not been described.

The cye-1 cyclin E and cya-1 cyclin A genes encode cyclins that preferentially bind
Cdk2 in other systems. Surprisingly, cye-1 deletion animals show normal development
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until late in the third larval stage (14). This modest phenotype apparently depends on
long-lasting maternal function, as RNAi results in embryonic lethality at approximately
the 100-cell stage. In contrast, cya-1 RNAi does not produce an early phenotype, and
defects in cell division only become apparent by late larval development.

Several other members of the Cdk superfamily are present in C. elegans, including
a Cdk7/Mo15 ortholog for which a cell cycle role has been described (16). The combi-
nation of a temperature-sensitive allele and RNAi of cdk-7 resulted in a one cell arrest
similar to cdk-1(RNAi) embryos (17). In addition, partial inactivation of cdk-7 inter-
fered with transcription and phosphorylation of the RNA polymerase C-terminal do-
main (CTD). These data support dual activities of CDK-7 as both CDK-activating
kinase (CAK) and CTD kinase.

Two other CDKs, cdk-8 and cdk-9, are probably involved specifically in transcrip-
tion regulation (16). CDK-5 is remarkably close to human Cdk5, sharing 74% identi-
cal at the amino acid level, but this kinase has not been implicated in cell cycle control
in either system (9).

5.2. Inhibitors of Cyclin-Dependent Kinases
The sequence of the C. elegans genome revealed two members of the Cip/Kip fam-

ily of CDK inhibitors (CKIs), most closely related to p27Kip1 (18,19). Inactivation by
RNAi showed that cki-1 is critical for cell cycle arrest, whereas only minor effects
have been attributed to cki-2 RNAi (5,18 ,19). In cki-1(RNAi) larvae, postembryonic
precursor cells fail to arrest in G1 and express the S-phase marker rnr::GFP (5,18 ,19).
In addition, such animals display extra cell divisions in a number of different tissues,
including the skin and intestine. In a more recent study, deletions that include cki-1
and cki-2 were shown to result in a specific embryonic lethal phenotype, characterized
by hyperplasia in multiple somatic lineages, apoptosis, and differentiation and mor-
phogenesis defects (20). As these defects were rescued by a cki-1 transgene and repro-
duced by cki-1(RNAi), cki-1 may also control embryonic divisions and directly or
indirectly affect differentiation.

Not all divisions are controlled by cki-1 Cip/Kip. This inhibitor appears to be rate-
limiting for a subset of cells that normally exit the cycle or are in a prolonged G1-
phase. Thus, cki-1 probably forms only one of multiple regulatory mechanisms that
promote developmental exit from cell division. As mentioned above, genetic studies
have shown that cki-1 acts in parallel to lin-35 Rb, which probably provides a second
level of regulation. How these and other cell cycle regulators act in developmental
control pathways is a topic of major interest.

5.3. The wee1 and cdc25 Families
In all eukaryotes studied, cell cycle CDKs contain critical threonine and/or tyrosine

residues within the glycine-rich ATP binding loop (GXGTYG, corresponding to Thr14
and Tyr15 in fission yeast Cdc2). These residues are sites for inhibitory phosphoryla-
tion by the Wee1 and Myt1 kinases. Subsequent dephosphorylation by the Cdc25 fam-
ily of dual specificity phosphatases leads to activation. C. elegans CDK-1 and K03E5.3
each contain the corresponding Thr and Tyr residues. CDK-4 has Ala and Tyr residues
at these positions, similar to vertebrate Cdk-4/Cdk6.
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Phosphorylation and dephosphorylation of these sites in the C. elegans kinases has
not been demonstrated in vivo or in vitro. However, the C. elegans genome encodes
three Wee1/Myt-1 kinases and four Cdc25-related phosphatases. Specific gain-of func-
tion mutations have been identified with surprising lineage-specific effects. Two inde-
pendent dominant mutations in the cdc-25.1 gene cause hyperproliferation of intestinal
cells (21,22). Gain-of-function alleles of wee-1.3 Myt1 cause spermatogenesis defects,
apparently owing to G2/M arrest during male meiosis (23). However, loss-of-function
alleles of wee-1.3 obtained as intragenic suppressors of this phenotype cause embry-
onic lethality. This indicates a more general cell cycle role for this kinase, rather than
a lineage-specific function. The same conclusion was drawn for cdc-25.1, based on
proliferation defects in multiple lineages following RNAi.

5.4. The Rb/E2F Pathway for G1 Control
The single C. elegans member of the retinoblastoma gene family, lin-35 Rb, was

originally identified because of its role in formation of the vulva [24]. As such, it acts
in one of two redundant pathways that inhibit expression of the vulval cell fate. Simul-
taneous inactivation of a gene in each pathway causes additional cells to adopt a vul-
val fate, which results in animals with multiple vulvae. As this phenotype depends on
simultaneous inactivation of two genes, it has been named the synthetic multivulva
(synMuv) phenotype, and the genes involved have been grouped into class A and class
B synMuv genes. Interestingly, the class B synMuv genes not only include lin-35 Rb,
but also other Rb pathway genes and components of the nucleosome remodeling and
deacetylase (NURD) complex. For instance, efl-1 E2F, dpl-1 DP, lin-53 RbAP46/48,
and hda-1 HDAC1 all act as synMuv B genes (see ref. 25). Thus, inhibition of the
vulval cell fate apparently involves transcriptional repression and recruitment of Rb/
E2F and NURD complexes.

The role of the C. elegans Rb pathway in cell cycle regulation was discovered more
recently (5,25). Loss of function of lin-35 Rb alone does not result in additional cell
division or precocious S-phase entry (5). Instead, the cki-1 Cip/Kip inhibitor appears
to be rate-limiting and is sufficient to keep the cell cycle in check, even when Rb
function is absent. However, as described above, lin-35 Rb mutations partly overcome
the cell cycle arrest of cyd-1 and cdk-4 mutants, and simultaneous inactivation of lin-
35 strongly enhances the number of extra cells in cki-1(RNAi) larvae (5). Therefore,
lin-35 Rb does indeed act as a negative regulator of G1 progression, but this is evident
only in sensitized genetic backgrounds.

The same methods were applied to examine a cell cycle role for other synMuv
genes and Rb pathway components (25). G1 control functions were identified for sev-
eral other class B synMuv genes, but not for class A genes. Specifically, efl-1 E2F
negatively regulates cell cycle entry, whereas dpl-1 DP appeared to act as both a posi-
tive and negative regulator. In addition, a negative G1 regulatory function was identi-
fied for lin-9 ALY, as well as lin-15B and lin-36, which encode novel proteins. These
results further demonstrate the conserved cell cycle functions of Rb/E2F complexes
and emphasize the potential for genetic identification of novel G1 regulators in C.
elegans.
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5.5. The p53 Pathway
An exciting recent discovery is the identification of a C. elegans p53-like gene,

cep-1 (20,26). This gene is only distantly related to TP53 and is equally close to the
other family members, p63 and p73. However, cep-1 encodes a protein with the hall-
mark domains of mammalian p53 and conservation of the residues most frequently
mutated in human cancer. Furthermore, cep-1 is required for radiation-induced
apoptosis in the C. elegans germline, suggesting a conserved role in the DNA damage
response. Other reported functions include contribution to proper meiotic chromo-
some segregation and survival under hypoxic conditions or during starvation (20).
Similar to mouse and frog p53, cep-1 appears to be highly expressed during embryo-
genesis. These levels likely are tightly controlled, as heat-shock–induced expres-
sion caused fully penetrant embryonic lethality. The conservation of a p53 pathway
in C. elegans makes this organism highly attractive for genetic dissection of the regu-
lation and function of p53, possibly with major implications for human cancer.

5.6. SCF and APC

Protein degradation through ubiquitin-mediated processes plays an important role
in the regulation of the C. elegans cell cycle, as has been shown in other eukaryotes. In
two cell lineage mutants identified in early screens, lin-19/cul-1 and lin-23 mutants,
postembryonic blast cells undergo excessive cell divisions (27,28). Both genes were
found to encode components of the SCF ubiquitin/ligase complex composed of Skp1,
cullin, F-box, and Rbx1/Roc1 proteins. In fact, lin-19 was the founding member of the
cullin family, and this gene has been renamed cul-1 (28). LIN-23 is an F-box WD
repeat protein, most similar to the β-TRCP F-box protein in Drosophila (27).

The cullin family comprises six different genes in C. elegans, as in humans, and cell
cycle related functions have been reported for four of these. Deletion of cul-2 results in
G1 arrest of germ precursor cells, whereas cul-2(RNAi) embryos show defects in chro-
mosome condensation and segregation (19). Human CUL2 and the von Hippel-Lindau
tumor suppressor protein (VHL) form part of an SCF-related ubiquitin ligase involved
in degradation of hypoxia-inducible factor (HIF). Although C. elegans VHL-1 and HIF-
1 are indeed part of a hypoxia-induced pathway, cul-2 has not been implicated as yet.
CUL-3 is specifically required for degradation of MEI-1, a subunit of a katanin com-
plex that severs microtubules and is essential for meiotic chromosome segregation (29).
Finally, cul-4 was shown to be essential to prevent re-replication of DNA, probably by
acting in the degradation of the replication licencing factor CDT-1 (30).

Ubiquitin-mediated degradation is also important in other transitions. A screen for
temperature-sensitive embryonic lethal mutations revealed a large number of mutants
that arrest in metaphase of meiosis I (31). These metaphase to anaphase transition
(mat) mutants were found to encode components of the anaphase-promoting complex
(APC), an E3 ubiquitin ligase with M-phase and G1 functions. As homologs of spindle
assembly checkpoint genes are also conserved, C. elegans provides a metazoan sys-
tem in which the connection between spindle assembly and anaphase initiation can be
explored genetically.
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5.7. Aurora and Polo Kinases

Three different polo-related kinases (PLK) and two Aurora-/Ipl-1-related (AIR)
kinases have been described in C. elegans. At least one of the polo kinases, PLK-1, is
essential for progression through meiotic M-phase (32). Studies of AIR-1 Aurora-A
and AIR-2 Aurora-B have provided significant insights into the functions of each of
these kinase subfamilies. AIR-1 localizes to centrosomes and appears to be necessary
for their maturation (33,34). AIR-2 shows distinct localizations to chromatin and the
spindle midzone, probably reflecting its essential functions in chromosome segrega-
tion and cytokinesis (see refs. 35 and 36 and references therein). Several critical sub-
strates and partners have been identified. AIR-2 phosphorylates histone H3, the meiotic
cohesin REC-8, and the inner centromere protein ICP-1. Interactions with ICP-1 and
the survivin homolog BIR-1 determine AIR-2 localization; and in return, localization
of the kinesin motor protein ZEN-4/CeMKLP1 depends on interaction with AIR-2.
The roles of these and other proteins in formation of the cytokinetic furrow and
completion of cell division are topics of intense study.

6. Summary and Conclusions

Progress made over the past decade has clearly established cell cycle research in C.
elegans and provided important insights. Pathways and mechanisms have been found
to be surprisingly well conserved, with the Rb/E2F pathway as a good example. The
C. elegans embryo has already become one of the leading models for studies of spindle
function, chromosome segregation, and cytokinesis. The visibility of these processes
in the early embryo and the efficiency of RNAi have both contributed to this success.
Later embryonic and larval divisions have been studied to a lesser extent but also hold
great promise. It is these divisions that can provide clues as to how cell division is
coordinated with growth, differentiation, and tissue generation. In the future, genome-
wide feeding RNAi in C. elegans will probably reveal novel cell cycle genes and mo-
lecular mechanisms. Such screens can even be modified to reveal suppressors and
enhancers of cell cycle mutants.

Recent progress has been made in some areas, while others still need improvement.
C. elegans cell-cycle research has progressed through its initial phase, and the avail-
ability of cell cycle mutants and reagents is expanding. Biochemical approaches have
traditionally not been applied but are gaining in popularity. Two weaknesses of sys-
tem are the current absence of a C. elegans tissue culture cell line, which prevents the
possibility of analyzing synchronized cell populations, and the lack of methods for
efficient homologous integration, which can be used to inactivate or modify gene func-
tions in yeast and mammals.

The addition of another cell cycle system has obvious advantages. Each model has
its strengths and drawbacks, and ultimately the question addressed determines what
system is most suitable. Also, parallel approaches in multiple systems allow the field
to take advantage of the strengths of each system and to circumvent its limitations.
Cell cycle mechanisms tend to be highly conserved, but interesting differences have
also been noted. For example, cyclin D kinases are essential for G1 progression in C.
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elegans but not in Drosophila, which may reveal information about their targets. In-
terestingly, worm CYD-1/CDK-4 binds to and counteracts the inhibitor CKI-1 Cip/
Kip, a function conserved in mammals but not in Drosophila. Thus, the fly Cip/Kip
inhibitor, dacapo, is probably regulated through alternative mechanisms, which re-
duces the importance of Dm cyclin D/Cdk4-6. This illustrates how small differences
in the levels or properties of cell cycle regulators may determine which factors are
rate-limiting, supporting studies in multiple model systems.

In summary, C. elegans is one of the most powerful genetic animal systems and has
much to offer to the cell cycle field. Its popularity and relevance for cell cycle research
will only become more apparent in the years to come.
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Developmental Control of Growth and Cell Cycle
Progression in Drosophila

Lisa Swanhart, Jeremy Kupsco, and Robert J. Duronio

Summary
Drosophila melanogaster provides an outstanding experimental system to study the regula-

tion of cell cycle progression during animal development. Sophisticated forward and reverse
genetic techniques and the ability to observe detailed cell biological phenomena in vivo have
allowed an unparalleled analysis of the cell cycle in the context of a whole animal. This chapter
provides an overview of the diverse modes of cell cycle control that are utilized at different
stages of Drosophila development.

Key Words
Drosophila; cell cycle; embryogenesis; oogenesis; endocycle; polyploidy; growth control;

imaginal discs.

1. Introduction
Drosophila melanogaster has been a powerful experimental system in biology for

more than 100 years. Many seminal discoveries have been made by studying this or-
ganism. Drosophila was originally used to construct the first genetic map, to prove
that genes reside on chromosomes, to demonstrate that X-irradiation causes muta-
tions, to position-clone a gene, and to rescue a mutant phenotype with a transgene (1).
With a virtually complete genome sequence and technological innovations in both
forward and reverse genetic methods (2–4), Drosophila researchers continue to make
advances in the understanding of many cell biological processes, including progres-
sion through the cell cycle. Drosophila has been particularly useful for studying how
control of the cell cycle is essential for, and coupled to, the dramatic morphological
events that occur during development (5–8). One paradigm that has emerged from
these studies is how the remarkable plasticity of the cell cycle is exploited to support
the developmental strategies of the organism. Our goal is to illustrate this point as we



70 Swanhart, Kupsco, and Duronio

examine the variety of mechanisms used to control cell cycle progression during the
Drosophila life cycle.

2. Three Modes of Cell Cycle Control During the Drosophila Life Cycle
Drosophila is a holometabolous insect, which means it undergoes complete meta-

morphosis in four morphologically distinct developmental stages: egg (embryo), larva,
pupa, and adult. This entire life cycle, from egg to fertile adult, takes approximately 2
wk. A different mode of cell cycle control predominates at each stage of development.
Stereotyped cell cycle control occurs during embryogenesis, when an invariant devel-
opmental program dictates a more or less identical series of cell cycle events that are
not influenced by external growth conditions (9) (Fig. 1). The free-living larva dis-
plays growth-regulated cell cycles that support the development and proliferation of
diploid imaginal cells that are the precursors of adult structures such as wings, eyes,
and legs (10,11). The production of eggs by adult female flies relies on a modified cell
cycle program during oogenesis that features developmentally regulated
polyploidization and gene amplification (12,13). The following sections provide an
overview of the types of molecular regulation that support these different modes of
cell cycle control.

3. Embryonic Development
3.1. Syncytial Nuclear Division Cycles

The first 13 cycles of Drosophila embryogenesis are nuclear division cycles that
occur in a common cytoplasm and result in approx 6000 cells for the blastoderm em-
bryo. These syncytial cycles are very rapid and consist of only S-phase and mitosis
without intervening G1 and G2. Zygotic transcription of most genes does not occur at
this stage, and all the cell cycle components necessary to run these cycles are provided
to the egg by the mother (14,15). This includes machinery that functions in all division
cycles (e.g. cyclins A and B, stgcdc25, cdc2), as well as a set of specialized machinery
that functions only at this stage of development (e.g., plu, png, gnu, frühstart; see
second paragraph below).

Cyclin synthesis and destruction are necessary for the entry into and exit from mi-
tosis, respectively. Interestingly, when measured on a per embryo basis in the very
earliest nuclear cycles (i.e., one to seven) the total pool of cyclin A and cyclin B is not
destroyed during mitosis (16), rather, a localized pool of mitotic spindle-associated
cyclin is destroyed to permit mitotic exit (17). In support of this model, the injection
into the syncytial embryo of mRNA encoding a non-degradable mutant form of cyclin
B arrests cells in mitosis (18). Cyclin destruction during mitosis requires an E3
ubiquitin ligase called the anaphase-promoting complex (APC). Cdc27 and Cdc16,
two subunits of the APC, translocate to the nucleus at the beginning of mitosis but are
not enriched on spindles (19). In contrast, Fzy/Cdc20, which binds to and presents
cyclin B as a substrate to the APC, interacts with microtubules and is concentrated on
spindles in vivo (20). This may contribute to the ubiquitination and destruction of the
spindle-associated cyclin and consequent inactivation of Cdc2. Such local regulation
of the cell cycle machinery provides nuclear autonomy in a common cytoplasm.
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Fig. 1. Embryonic cell cycle control in Drosophila. During the S/M syncytial nuclear cycles, stgcdc25 and cyclin E provided by the mother are
present continuously, as are all other essential cell cycle factors. The downregulation of stgcdc25 mRNA and protein at the maternal/zygotic transi-
tion causes the accumulation of inactive cyclin/cdc2 complexes and the appearance of G2-phase in cycle 14 of the blastoderm embryo. During
gastrulation the transcription of stgcdc25 is induced in late G2 in response to developmental signals and triggers the entry into mitosis of cycles 14–
16. Thus, the transition from continuous stgcdc25 expression to regulated stgcdc25 expression is the mechanism by which G2/M control is introduced
during Drosophila development. Likewise, the introduction of G1/S control is a result of the transition from continuous to regulated cyclin E
function. The downregulation of cyclin E/cdk2 activity is mediated by expression of the cdk inhibitor Dacapo and termination of  cyclin E transcrip-
tion by RBF/E2F complexes. Subsequent E2F-directed cyclin E transcription helps induce each subsequent endo S-phase.
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The coordination of S-phase and mitosis in the nuclear cycles requires a specialized
group of genes that appear to function only at this stage of development. Mothers that
are homozygous for mutations in pan gu (png), plutonium (plu), or giant nuclei (gnu)
produce eggs that do not develop and that contain highly polyploid nuclei, rather than
an exponentially expanding complement of diploid nuclei (21–23). Polyploid nuclei
are also found in unfertilized mutant eggs, indicating that these genes also act to sup-
press replication prior to the first zygotic nuclear cycle. The level of cyclin B and cdc2
kinase activity is reduced relative to wild type in these mutants, and increasing cyclin
B gene dosage suppresses the polyploid phenotype (24). This suggests a failure to
properly enter mitosis and/or prevent re-replication. png encodes an S/T kinase, plu
encodes a 19-kDa ankyrin repeat protein, and gnu encodes a novel phosphoprotein
(25–27). The mechanism by which these factors control cyclin levels in the early
embryo is not known, although they physically and genetically interact and thus
presumably function in a common pathway (26).

During cycles 9–13, the length of interphase increases each cycle, possibly owing
to depletion of an essential replication factor. At this stage the coordination of S-phase
and mitosis requires an additional mechanism. Here, a maternally provided replication
checkpoint pathway ensures that mitosis does not begin until DNA replication is com-
pleted. mei-41 and grapes encode the Drosophila ATR and Chk1 kinases, respec-
tively, and function to extend interphase and prevent precocious entry into mitosis in
cycles 12–13 (28–32). Maternal mei-41 or grapes mutants display mitotic defects prob-
ably because of incompletely replicated chromosomes and/or improper chromosome
condensation. The kinases encoded by these genes act in an evolutionarily conserved
pathway that controls the phosphorylation state and activity of the mitotic kinase, cdc2.
Consistent with this, embryos lacking maternal Dwee1, which mediates inhibitory
Tyr15 phosphorylation of cdc2, display phenotypes similar to grapes and mei-41 mu-
tants (33). These genes are not required prior to nuclear cycle 11, perhaps because the
rapidity of genome duplication in the earliest cycles obviates the need to delay entry
into mitosis.

3.2. Introduction of G2 Control
Dramatic developmental and cell cycle changes take place during interphase of

cycle 14. Cellularization occurs as new plasma membrane is synthesized and moves
down between each nucleus, which by this time have all migrated to the periphery of
the egg. S-phase begins immediately after mitosis of nuclear cycle 13, and then all
cells pause in the first G2 phase of development during cycle 14. At this time many
maternal mRNA and proteins are degraded, and the bulk of zygotic transcription com-
mences. Hence, this event has been called the maternal/zygotic transition (MZT) and
is functionally equivalent to the midblastula transition in well-studied models of ver-
tebrate development such as Xenopus laevis, the African clawed frog.

G2 appears because of destruction of the maternal pool of string (stgcdc25) phos-
phatase, whose function is to remove the inhibitory phosphate from Tyr15 of cdc2
(Fig. 1). stgcdc25 is present continuously during the syncytial cycles and thereby main-
tains cdc2 in the active state. After maternal stgcdc25 is destroyed during cycle 13,
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inactive Tyr15-phosphorylated cdc2/cyclin A and B complexes accumulate, preclud-
ing entry into mitosis and causing a pause in G2 of cycle 14 (16,34). Changing the
maternal dose of stgcdc25 and twine, a paralogous phosphatase expressed only in the
germline and early embryo (35,36), alters the total number of syncytial nuclear divi-
sions, suggesting that the regulation of the phosphatases that act on cdc2 controls the
timing of the MZT (34).

The occurrence of the MZT precisely during cycle 14 is dictated by the nuclear/
cytoplasmic (N/C) ratio. This was best illustrated by analysis of haploid embryos,
which first enter G2 in cycle 15 rather than 14 (37). Activation of the frühstart gene
appears to induce the MZT (38). High-level, transient frühstart gene expression is
triggered by the N/C ratio at the beginning of cycle 14 and results in the appearance of
G2. Mutation of frühstart causes an extra syncytial nuclear cycle, and precocious expres-
sion of frühstart causes nuclear cycle arrest prior to interphase 14. frühstart encodes a
short protein with no known homologs. Its molecular function is unknown, although it
somehow participates in the downregulation of stgcdc25 RNA and/or protein (38,39).

3.3. Postblastoderm Cell Division Cycles
The G2/M transition of embryonic cycle 14 (G214) is the first time zygotic gene

expression is required for cell cycle progression. Gastrulation begins during G2 of
cycle 14, and different groups of cells referred to as mitotic domains (MDs) enter M-
phase cycle 14 at different times, generating a stereotypic spatial–temporal pattern
that coordinates mitosis with cell movements (40). stgcdc25 mutants arrest in G2 cycle
14, indicating a requirement for zygotic expression of stgcdc25 and the consequent activa-
tion of cyclin/cdc2 complexes (41,42). stgcdc25 transcription coincides with the mitotic
domains and is controlled by an extensive array of enhancers that integrates spatial
and temporal patterning information through the activity of numerous transcription
factors (43,44). Cell cycles 15 and 16 also lack a G1 and are regulated at the G2/M
transition by stg transcription (43).

The regulation of stgcdc25 defines a paradigm of stereotypic cell cycle control dur-
ing Drosophila development, whereby a major cell cycle transition is controlled by
transcription of a single, key regulatory gene that contains a complex, modular up-
stream control region. This is an efficient mechanism in the embryo because essen-
tially all the other components required for cell cycle progression are provided
constitutively. In this way, the production of a single gene that responds directly to
developmental information is sufficient to control cell cycle progression.

The postblastoderm embryonic divisions (i.e., cycles 14–16) have also been useful
for studying intrinsic cell cycle controls. Drosophila cyclins A, B, and B3 cooperate to
control progression through mitosis and function redundantly in some regards and
uniquely in others. For instance, whereas cyclin B and B3 single mutants are viable,
double mutants between the A and B cyclins display mitotic defects (45,46). Embry-
onic cyclin A does not bind cdk2 nor play a major role in S-phase (47). However,
cyclin A mutant embryos enter a developmentally scheduled S-phase in tracheal pre-
cursor cells without completing mitosis 16 (48), providing early support for the evolu-
tionarily conserved role of cyclin/cdc2 activity in suppressing re-replication within a
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cell division cycle. The analysis of mutant phenotypes during the postblastoderm divi-
sions have also increased our understanding of the function of genes controlling cy-
tokinesis (e.g., pebble; 49–51), the release of sister chromatid adhesion during
anaphase (e.g., pimples, three rows, fizzy; 52–57), and centrosome duplication (58).

3.4. Introduction of G1 Control
Cycles 1–16 lack a G1-phase, and all components required for DNA replication are

provided constitutively, from either maternal stores or ubiquitous expression during
the postblastoderm cycles (59,60). Most cells enter G1-phase for the first time in the
17th cell cycle (41). Subsequent entry into S-phase requires expression of cyclin E,
since cyclin E mutants arrest in G1 of cycle 17 (47). Maternal cyclin E function is
presumably sufficient for S-phases 1–16. The introduction of G1 control in cycle 17 is
analogous to the introduction of G2 control earlier in embryogenesis, in that the activ-
ity of an essential regulator of S-phase, cyclin E/cdk2, is rapidly downregulated.

Two mechanisms are used to downregulate cyclin E/cdk2: inhibition of cyclin E/
cdk2 kinase activity, and termination of cyclin E transcription. Kinase inhibition is
achieved by transcriptional activation of dacapo (dap), which encodes a p21/p27-type
of cdk inhibitor (61,62). dap transcription is upregulated in late interphase of cycle 16
and, like stgcdc25 depends on a complex upstream control region that integrates spa-
tiotemporal developmental information independently of cell cycle phase (63,64). dap
mutant embryos fail to arrest in G1 of cycle 17, and inappropriately enter a single
additional cell division cycle before arresting in G1 of cycle 18 (61,62).

Transcriptional downregulation of cyclin E helps maintain cell cycle arrest in G1 of
cycle 17. As in vertebrates, the transcriptional regulation of cyclin E and other S-phase
genes is mediated by the pRB/E2F pathway (65,66). Drosophila contains two pRB
homologs, RBF1 and RBF2, and two dimeric E2F transcription factors, E2F1/DP and
E2F2/DP (67–71). Prior to cycle 17, E2F target genes are expressed continuously, and
after the introduction of G1 regulation, they are expressed coordinately with S-phase;
this requires the function of E2F1/DP (72–74). E2F2 is not required during embryo-
genesis (75). E2F1/DP activity is controlled by RBF1. Mutant embryos lacking Rbf1
gene function fail to downregulate the transcription of E2F targets during G1 cycle 17,
including cyclin E (76). Interestingly, Rbf1 mutant epidermal cells enter G1 cycle 17
on schedule, probably because of dap expression and the resulting inhibition of cyclin
E/cdk2 kinase activity. However, they cannot maintain G1 arrest, and some cells even-
tually enter an inappropriate S-phase of cycle 17 (76), probably because dap transcrip-
tion is eventually downregulated as it is in wild type. Whereas RBF1 activity is
mediated by phosphorylation as it is in mammals (77), the developmental mechanism
by which RBF1 is activated during late cycle 16 to inhibit E2F is not known. Cyclin D/
cdk4 is not the sole regulator of E2F (78), and the Janus kinase/signal transducer and
activator of infection (JAK/STAT) pathway has recently been implicated in control of
E2F activity in embryos (79).

3.5. Endocycles
Most cells remain arrested in G1 of cycle 17 for the remainder of embryogenesis,

although there are some notable exceptions. Cells in the central nervous system con-
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tinue to proliferate via cell cycles regulated at G2/M by stgcdc25. The cells in several
tissues that will make up the larva proper (e.g., the midgut, hindgut, salivary glands)
begin endocycles, a modified cell cycle in which polyploidy is achieved through G/S
cycles that lack mitosis (7,80). With the exception of imaginal cells, which are dip-
loid, larval growth is achieved via the endocycle rather than via cell proliferation.
Cyclin E/cdk2 is required for DNA replication during endo S-phase (47,73 ,81), and
it functions at least in part to load the minichromosome maintenance complex
(MCM) replicative helicase onto chromatin (82). Interestingly, this activity appears
to be conserved in mammalian cells (83). Like many other components of the repli-
cation machinery, cyclin E transcription in the endocycle occurs in coordination with
S-phase and requires E2F1/DP (73,74 ,84). Bypass of this periodic transcriptional
control either by forced, continuous expression of cyclin E or elimination of E2F
activity blocks polyploidization (85–87). This suggests that cyclic activation/deacti-
vation of cyclin E/cdk2 is an essential aspect of the repeated rounds of endo S-phase
and that continuous cyclin E/cdk2 kinase activity prevents the assembly of pre-repli-
cation complexes (RCs).

The mitotic cyclins A, B, and B3 are not expressed during endocycles (46,88), and
their downregulation is essential to make the transition from cell division cycle to
endocycle. Mutation of fizzy-related (fzr), which encodes a cdh1-type adaptor mol-
ecule that presents cyclins to the APC E3 ubiquitin ligase complex, prevents destruc-
tion of cyclin A and B during interphase. This consequently inhibits endo S-phase by
imposing a re-replication block (89). FZR activity is inhibited by RCA1, the fly ho-
molog of mammalian Emi1 (90). rca1 mutants cause premature degradation of cyclins
in G2 and a failure to enter mitosis, but still enter endocycles (90–92).

4. Cell Cycle Control in Imaginal Discs
4.1. Imaginal Disc Development

The imaginal discs of Drosophila provide an ideal system to study growth-regu-
lated cell cycles. Unlike the growth-independent and G2-regulated cell cycles of the
early embryo, imaginal disc cells proliferate with cell division cycles that contain a
G1-phase and require growth. Imaginal disc are sacks of epithelial cells that differen-
tiate into the structures of the adult head, thorax, and genitalia. Groups of 10–50 imagi-
nal disc precursor cells arrest in G1 of cycle 17 during embryogenesis. After larval
hatching, these cells undergo a period of rapid proliferation as the larva feeds and
grows. During this time the imaginal cells become specified by developmental sig-
nals, and in most cases undergo final differentiation in the pupae.

4.2. Growth Vs Cell Cycle Control in the Wing Imaginal Disc
Growth is defined as the accumulation of mass over time and can be measured on a

level as small as the cell (cellular growth) or as large as the entire organism. When
growth accompanies progress through the cell division cycle, proliferation occurs.
However, growth and cell proliferation are not synonymous. Large neurons and
endocycling polyploid cells provide good examples of when growth occurs without
cell proliferation. Conversely, cell proliferation without growth is accompanied by a
reduction in cell size, as occurs during early embryonic development in many species.
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Forward genetic screens in Drosophila have revealed that the insulin receptor path-
way (Fig. 2) is a key regulator of cellular and organismal growth (93–96). Loss-of-
function mutations of the insulin receptor (Inr) (97) or the Inr receptor substrate chico
(98) or loss of the downstream effectors PI3K (99), dAKT/dPKB (100), dS6K (101),
dTOR (102), and Rheb (103–106) all result in a small cell phenotype owing to a reduc-
tion in growth without a concomitant decrease in proliferation. Loss of the negative
regulator of phosphatidylinositol-3-like kinase (PI3K) signaling, phosphatase and
tensin homolog (PTEN) (107–110), or loss of the negative regulators of dTOR, tuber-
ous sclerosis 1 and 2 (Tsc1 and Tsc2/gigas) (111–113), leads to an increase in cellular
growth without an apparent increase in proliferation, causing cells to become larger.
Although the Inr pathway appears not to regulate proliferation directly, disruption of
the pathways does cause changes in cell cycle phasing. Loss-of-function mutants of
PTEN, Tsc1, and gigas (Tsc2), as well as overexpression of PI3K, cause a decrease in
the length of G1, but the rate of proliferation remains unchanged because longer S- and
G2-phases compensate for the shorter G1. An increased level of cyclin E is observed in
Tsc1 or Tsc2 mutant cells, and this is probably responsible for the shortened G1-phase.
Conversely, significant decreases in cyclin E levels and lengthening of G1-phase occur in
dTOR mutant cells, which compensate through a decrease in S and G2 length (102,113).

Studies of the Drosophila homologs of the Myc and Ras oncoproteins have yielded
similar results. Mitotic clonal analysis in wing imaginal discs has shown that dmyc
mutant cells are smaller than wild type, whereas overexpression of dmyc leads to larger
cell and clone size (114). Furthermore, dmyc overexpression shortens the length of G1

without increasing proliferation because the cells compensate with longer S- and G2-
phases. This change in cell cycle phasing is associated with a posttranscriptional in-
crease in cyclin E levels (115). Thus, as with the Inr pathway, it appears that growth
and cell cycle progression can be regulated independently such that growth can occur
without a concomitant increase in cellular proliferation. Expression of an activated
form of Ras, RasV12, in wing discs results in an increase in cell size and growth, a
shortened G1-phase, and hyperplasia (116–118). RasV12 induces an increase in dmyc
protein levels and activates PI3K signaling, showing that Ras is able to affect growth
by signaling through both these pathways (115).

Drosophila cyclin D and its associated kinase cdk4 are dispensable for cell cycle
progression, but they stimulate growth (119,120). cdk4 mutant flies are viable, but
they are smaller than wild type and sterile. Overexpression of cyclin D/cdk4 in wing
disc cells increases the rate of proliferation without affecting cell cycle phasing or cell
size, whereas overexpression in postmitotic cells of the eye or endocycling salivary
glands causes hypertrophy. Thus, unlike activation of the PI3K pathway, cyclin D/
cdk4 stimulates growth with no changes in cell cycle phasing.

4.3. Growth and Cell Cycle Progression Can Be Uncoupled
Studies performed in the Drosophila wing disc demonstrate that cellular prolifera-

tion can be uncoupled from growth. Developmental patterning divides the wing imagi-
nal disc into anterior and posterior compartments. When cyclin E or stgcdc25 is
over-expressed specifically in the posterior compartment, the durations of G1- and G2-
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phase is reduced, respectively (121). However, in both situations the rate of cell divi-
sion and the total number of cells in the posterior compartment remain unchanged
because of cell cycle compensation. Cells that overexpress cyclin E compensate by
extending S-phase, whereas cells that overexpress stgcdc25 compensate by extending
G1-phase. The mechanism by which this occurs is not known. In contrast,
overexpression of E2F1/DP in the posterior compartment induces the transcription of
both cyclin E and stgcdc25, which shortens both G1- and G2-phases and causes an
approximate doubling of the normal cell number. Interestingly, the overall size of
the posterior compartment remains unchanged, although cells are much smaller than

Fig. 2. Proposed model of Inr signaling pathway. The binding of growth factors to the insulin
receptor (INR) leads to activation of the phosphatidylinositol-3 kinase (PI3K) by Chico. The
negative regulator PTEN can inhibit the pathway by blocking the activity of PI3K. PI3K is
required for the activation of dAKT, which negatively regulates Tsc1/2 by phosphorylation,
allowing for activation of a small GTPase Rheb. Rheb activity leads to the stimulation of dTOR
kinase and the subsequent activation of dS6K, which phosphorylates growth-related targets. S6K
regulates PI3K through a negative feedback loop, although the mechanism for this is not well
understood.
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those in the anterior compartment. Thus, despite an increase in the rate of cell division
in response to E2F1/DP, there is not an increase in the rate of growth. Conversely,
wing imaginal discs in which cdc2 is specifically inactivated in the anterior compart-
ment grow to a normal size but contain fewer, larger cells in the anterior versus the
posterior compartment (122). These experiments demonstrate that organ size and
growth are controlled independently of cell division during Drosophila imaginal disc
development.

4.4. Balancing Proliferation With Apoptosis
Several recently identified genes appear to coordinate cell proliferation, growth, and

apoptosis. Three genes, warts, salvador, and hippo form a kinase complex that appears
to restrict growth and promote apoptosis (123–128). Mitotic clones of cells mutant for
any of these three genes are larger than corresponding wild-type clones. The mutant
clones contain more cells than the wild-type clones, although the cells are the same size
as wild type. Therefore, perturbation of these genes increases the rate of growth and cell
proliferation without affecting the cell cycle. How this kinase complex regulates growth
and proliferation is currently unclear, although the mutant clones have a decreased
apoptotic index, which contributes to their increased size. The kinase complex appears
to stimulate apoptosis by phosphorylation and inhibition of DIAP1, a Drosophila in-
hibitor of apoptosis, which allows for the activation of proapoptotic caspases. Other
pathways act through DIAP1. The bantam gene encodes a micro-RNA that suppresses
the expression of Hid, which, along with Grim and Reaper, is required for the inhibition
of DIAP1 (129). bantam expression suppresses apoptosis, and clones of bantam mutant
cells grow poorly. In addition to its antiapoptotic effects, bantam also functions to in-
crease rates of proliferation through an unknown mechanism (130,131).

4.5. Growth-Regulated and Stereotyped Cell Cycle Control in the Eye
Imaginal Disc

The Drosophila eye imaginal disc provides another excellent system to study cell
cycle control during organ development (132). During the first two larval instars the
eye discs grow via cell proliferation as described above in Subheading 4.2. for wing
discs. In the third larval instar, a wave of differentiation sweeps across the disc in a
posterior-to-anterior fashion. This wave is accompanied by an apical cell constriction
that causes a visible indentation in the epithelial cell layer called the morphogenetic
furrow (MF). Undifferentiated cells anterior to the MF proliferate asynchronously,
whereas cells posterior to the furrow differentiate. Cells within the MF arrest in G1.
During this G1 arrest, groups of five photoreceptor cells (called preclusters) perma-
nently exit the cell cycle and begin to differentiate. The cells that are not included in
these preclusters enter a synchronous, final round of cell division, referred to as the
second mitotic wave, just posterior to the furrow. The resulting pool of cells differen-
tiates into a variety of additional cell types including bristle cells, cone cells, and pig-
ment cells (133).

The initiation and progression of the MF are regulated positively by Hedgehog
(Hh) and Decapentaplegic (Dpp) signaling, and negatively by Wingless (Wg) signal-
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ing (134,135). Hh is secreted from the differentiating neurons posterior to the MF.
Mutation of smoothened, which encodes the Hh receptor, blocks entry into the second
mitotic wave, whereas overexpression of the transcriptional effector of Hh signaling,
Cubitius interruptus (Ci), in the G1 cells of the MF causes precocious entry into S-
phase (136). Hh induces transcription of cyclin E in the MF, and chromatin immuno-
precipitation assays indicate that Ci binds directly to the cyclin E promoter. This
strongly suggests that Hh is responsible for the induction of S-phase in the second
mitotic wave by the induction of cyclin E (136). This provides an explanation for why
E2F-directed transcription is not required for cyclin E expression in the MF (137),
unlike in the embryonic endocycles as described above in Subheading 3.5. Moreover,
expression of a mutant RBF1 that is not inhibited by cdk phosphorylation and that
constitutively represses E2F does not prevent entry into S-phase of the second mitotic
wave (77). These data are consistent with the observation that cyclin E, like stgcdc25

and dap, contains a complex upstream control region containing modular cell type-
specific enhancers that control its response to different developmental signals (138).
Epidermal growth factor receptor (EGFR) signaling also controls cell cycle progres-
sion in the eye disc. Cells in EGFR mutant clones arrest in G2 of the second mitotic
wave, whereas overexpression of the EGFR drives cells into mitosis (139).

Several genes participate in the G1 arrest of the MF. Mutation of roughex (rux)
causes precocious entry into S-phase in the MF (140). rux encodes a novel protein that
binds to and inhibits cyclin A/cdk complexes (141,142). In the MF Rux prevents inap-
propriate cyclin A-dependent kinase activity, which can drive cells into S-phase (143).
Interestingly, the MF is the only situation thus far described in which rux is required to
maintain G1 arrest, although it can function elsewhere (e.g., the embryo [143]). Evi-
dence also suggests that Dpp signaling is required for G1 arrest. Clones of cells in the
MF that are mutant for the Dpp receptor thickveins continue to cycle asynchronously
as if they were anterior to the furrow, whereas overexpression of Dpp transiently in-
hibits S-phase (144). Dpp-induced arrest appears to occur independently of both Rux
and Dap (i.e., p21/p27 [144]). Thus, multiple mechanisms are used to establish G1

arrest in the MF.

5. Oogenesis
Oogenesis offers a unique opportunity to determine the mechanisms by which the

canonical cell cycle is modified to achieve a specific developmental outcome (12,13).
Each ovary consists of approx 16 ovarioles, which are essentially egg assembly lines
that contain all developmental stages of oogenesis (Fig. 3). At the most anterior region
of each ovariole is the germarium, a specialized structure that contains both germ line
(GSCs) and somatic stem cells (SSCs). Two to three GSCs are located at the anterior
tip of the germarium (region 1), where they are in close contact with specialized,
postmitotic somatic cells called the terminal filament cells and the cap cells (145).
GSCs divide asymmetrically to produce a daughter stem cell and a cystoblast (146).
The cystoblast undergoes four synchronous mitotic divisions with incomplete cytoki-
nesis to produce a 16-cell cyst. The cytoplasm of these 16 cystocyte cells remains
interconnected by an actin-rich structure known as the ring canal. Before exiting the
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germarium, the cyst is encapsulated by the surrounding follicle cells to create an egg
chamber (region 3). Follicle cells are produced by two to three somatic stem cells that
are located in the region 2a–2b of the germarium (147). Subsequent stages of egg
chamber development are marked by growth and patterning of the oocyte.

5.1. Control of Germline Stem Cell Proliferation

The proliferation of the GSCs is controlled by genes that act within the germline
and by intercellular signaling between the soma and the germ line. piwi, which encodes
an evolutionarily conserved protein of the Argonaute family (148), functions in both
processes. piwi is expressed in the GSCs and is required for their self-renewal
(146,148–152). piwi is also expressed in the cap and terminal filament cells, which are
required for GSC maintenance. Signals from these cells creates a microenvironment,
or “niche,” that is necessary for the asymmetric division of GSCs, as well as for the
coordinated division of the SSCs (145,153,154).

fs(1)Yb (Yb) is a 117-kDa protein that has limited homology to the p68 family of
RNA helicases (152). Yb is expressed in the terminal filament cells and the cap cells and
is thought to control the expression of piwi in these cell types (155). In both Yb and piwi
mutants, GSCs cannot maintain their fate, resulting in ovarioles that contain only two
three egg chambers and a small number of ill-fated germ cells (146,151,152,155). dpp
encodes a transforming growth factor-β-type morphogen that is expressed in the cap
cells as well as the inner sheath cells (153). Mutation of dpp slows GSC cell division
and accelerates stem cell loss (156).

To ensure the proper development of an egg chamber, the GSC divisions must be
coordinated with the divisions of the SSCs. Many conserved developmental signaling
pathways are involved in the control of the SSCs, including both the hh and wg path-
ways. hh and wg are expressed in the terminal filament cells and the cap cells
(155,157). In hh mutants, fewer somatic cells are present, and encapsulation of the
germline cysts fails to occur (157). The expression of hh is mediated by Yb, and in Yb
mutants somatic defects include germarium–egg chamber fusion, improper partition-
ing of germline cysts by follicle cells, and missing interfollicular stalk cells, which
normally act to separate individual egg chambers (158). Mutation of disheveled (dsh)
and armadillo (arm), transducers of the wg signal, result in the loss of SSCs, whereas
mutation of wg pathway antagonists shaggy (shg) and Axin results in overproliferation
of the follicle cells (159).

5.2. Regulation of Cystoblast Cell Cycles
One of the two GSC daughter cells becomes a cystoblast. (The other remains a

GSC.) This cell is the progenitor of the 15 nurse cells and single oocyte of the egg
chamber. The bag of marbles (bam) and the arrest (aret) genes are required for
cystoblast differentiation. In bam mutant germ cells, the cystoblast fate is not adopted,
and the ovary fills up with an excess of mitotically active stem cells (160–162). The
aret gene encodes a translational repressor and is required for bam function such that
in aret mutants the cystoblast does not develop even though BAM is properly
expressed (163,164).

.
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The switch from asymmetric division of the GSCs to the mitotic divisions of the
cystoblast also requires bam function. Threshold levels of this gene are necessary to
preserve the four mitotic divisions of the cystoblast. Encore (enc) is required to main-
tain this threshold level of bam. In enc mutants, the expression domain of bam is
expanded, resulting in one extra round of mitosis (165). The aret gene is also required
for the controlled divisions of the cystoblast. In aret mutants, cystocytes undergo more
than four rounds of mitosis, and these mitoses are marked by complete cytokinesis
(163). These aret mutant phenotypes are reminiscent of those phenotypes seen in ova-
rian tumor (otu) mutants, which produce tumorous egg chambers (166).

Following completion of the mitotic divisions, all 16 cystocyte cells enter a long S-
phase that represents the premeiotic S-phase of the future oocyte (167). Upon determi-
nation, the oocyte will arrest in prophase of meiosis I; the remaining 15 cells will adopt
a nurse cell fate and begin to endocycle. Oocyte cell cycle arrest requires the cyclin E/
Cdk2 inhibitor encoded by the dacapo gene (Dap), which is expressed at high levels in
this cell. Without Dap, the oocyte enters the endocycle and becomes polyploid (168).
Thus, the inhibition of cyclin E/Cdk2 kinase is necessary to maintain oocyte fate.

5.3. Nurse Cell Endocycles
To support growth of the oocyte, nurse cells become highly polyploid (1024C).

Initially these endocycles are marked by complete replication of the entire genome
(both euchromatin and heterochromatin), and the sister chromatids are held in close
association to generate polytene chromosomes. When nurse cell ploidy reaches 32C,
the chromosomes undergo dramatic structural rearrangements that ultimately result in
dispersal of the chromatin. The nurse cells are now considered polyploid and at this
point undergo a change in endo S-control such that only euchromatin and not hetero-
chromatin is replicated (7,169). Near the end of oogenesis, these polyploid nurse cells
transmit their cytoplasmic contents to the oocyte and then commit apoptosis. These
two processes are intimately coupled via an incompletely understood process that re-
quires regulation of f-actin bundling, caspases, and the E2F1/DP transcription factor
(170–174).

As with endocycles at other stages of development (48,73,87), the nurse cell
endocycles are controlled by cyclin E/cdk2 (81). Cyclin E protein accumulation oscil-
lates in the nurse cell endocycle and is highest during S-phase. Dap levels also oscil-
late in the nurse cells, and dap expression requires cyclin E function (175). This is
probably a major aspect of controlling oscillation of cyclin E/cdk2 kinase activity
during the endocycle. The induction of cyclin E triggers origin firing as well as the
expression of its own inhibitor. This in turn depletes cyclin E/cdk2 kinase activity,
allowing reassembly of pre-RC complexes and re-replication in the next endo S-phase
(7). The underreplication of heterochromatin also depends on downregulation of cyclin
E expression prior to the end of endo S-phase (81).

A trademark of the endocycle is the absence of mitosis. Neither of the mitotic
cyclins A or B is present in endocycling nurse cells (12), and their absence depends on
the action of the APC E3 ubiquitin ligase. morula encodes the cullin-like APC2 sub-
unit, and hypomorphic alleles of morula cause female sterility (176,177). morula
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mutant nurse cells inappropriately accumulate cyclin B and display aspects of mitosis,
including chromatin condensation and polymerization of microtubules (176,177). This
indicates that the continuous destruction of mitotic cyclins is necessary to suppress
mitotic functions and promote the nurse cell endocycle.

5.4 Cell Cycle Control in Somatic Follicle Cells
The somatic follicle cells that surround the germ line cyst undergo a number of

essential cell cycle changes during oogenesis (12,178). After encapsulation of the 16-
cell cyst, five rounds of follicle cell mitosis occurs (179). The follicle cells subse-
quently begin to endocycle. The transition from mitotic cycle to endocycle requires
Notch signaling between the germline and soma. At the time of the switch, the Notch
ligand Delta is upregulated in the germ line and the Notch receptor is concentrated in
the follicle cells (180). Both mutations of Delta in the germline and mutations of Notch
in the follicle cells result in a failure to terminate follicle cell mitotic divisions and
prevent the transition to polyploidy (180,181). As in the early embryo, the mechanism
by which Notch signaling terminates mitosis is via transcriptional downregulation of
stgcdc25 (181).

Follicle cells undergo three endocycles and reach a ploidy of 16C, at which time
genomic DNA replication ceases. Subsequently, several loci, including those on chro-
mosomes 1 and 3 that encode chorion proteins, begin gene amplification (13,178,182).
Polyploidy and chorion gene amplification provide the follicle cells with the biosyn-
thetic capacity needed to generate the eggshell. Gene amplification is a developmen-
tally controlled process that requires the specific, repeated firing of the chorion origins,
ACE3 and ACE1, at the same time that virtually all other genomic origins of replica-
tion are inactivated (13,183,184). Many of the players that participate in and that regu-
late replication during the mitotic cycle play an important role in gene amplification.
Female sterile mutations in genes encoding pre-RC components or replication factors
such as Mcm6, chiffonDBF4, and Orc2 prevent chorion gene amplification and cause
the production of eggs with thin shells (178,185–188). Cyclin E/Cdk2 is also neces-
sary for chorion gene amplification (178).

Members of the E2F/DP family of transcription factors play a critical role in chorion
gene amplification. Transcriptional repression of pre-RC components by the E2F2/
DP/RBF1 and E2F1/DP/RBF1 complexes contributes to the suppression of genomic
replication (75,189), and overexpression of the E2F-target Orc1 in follicle cells results
in genomic replication at the expense of gene amplification (190). In addition, RBF/
E2F complexes play a direct role in controlling chorion gene amplification that is
independent of transcription. Chromatin immunoprecipitation analyses demonstrate
that RBF1, E2F1, and DP proteins bind in close proximity to chorion origins (191).
Mutation of E2f1 or Dp reduces chorion gene amplification and disrupts the localiza-
tion of origin recognition complex (ORC) components to sites of gene amplification
(192). Conversely, mutation of Rbf1 causes overamplification (191). Moreover, Rbf1
and E2f1 coimmunoprecipitate with Orc2 from ovary extracts. The precise mecha-
nism by which RBF/E2F complexes control gene amplification is not known, although
they may affect local chromatin structure (193).
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6. Conclusions
Drosophila uses a variety of modes of control to coordinate cell cycle progression

with growth and morphogenesis during development. One of the interesting features
of these different modes of control is that they all rely on a common set of regulatory
molecules that are highly conserved throughout evolution. The powerful genetic and
cell biological methods available to Drosophila promises future insight into how
developmental programs manipulate such regulators to achieve precise control of cell
cycle progression.
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The Xenopus Cell Cycle

An Overview

Anna Philpott and P. Renee Yew

Summary
Oocytes, eggs, and embryos from the frog Xenopus laevis have been an important model

system for studying cell cycle regulation for several decades. First, progression through meio-
sis in the oocyte has been extensively investigated. Oocyte maturation has been shown to
involve complex networks of signal transduction pathways, culminating in the cyclic activa-
tion and inactivation of maturation promoting factor (MPF), which is composed of cyclin B
and cdc2. After fertilization, the early embryo undergoes rapid simplified cell cycles, which
have been recapitulated in cell-free extracts of Xenopus eggs. Experimental manipulation of
these extracts has given a wealth of biochemical information about the cell cycle, particularly
concerning DNA replication and mitosis. Finally, cells of older embryos adopt a more somatic-
type cell cycle and have been used to study the balance between cell cycle and differentiation
during development.

Key Words
 Xenopus; cell cycle; oocyte; egg, embryo; DNA replication; initiation; meiosis; mitosis;

midblastula transition; MPF; cdk; cyclin; APC/C; ubiquitin; proteolysis.

1. Introduction
Xenopus eggs contain vast stockpiles of proteins that enable them to undergo 12

rounds of cell division before the onset of zygotic transcription. Much work looking at
control of S- and M-phases has been performed in cell-free extracts of Xenopus eggs.
After fertilization, Xenopus eggs undergo 12 synchronous rounds of cell division in
around 8 h. These are specialized cell cycles occurring in the absence of transcription
(1). Therefore, all the RNAs and most of the proteins required for these early rounds of
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division have been stockpiled in the unfertilized eggs, and cyclical translation and
degradation of cyclin B alone are sufficient to drive these early cell cycles (2,3).

Many of the biochemical and cell biological processes associated with the cell cycle,
such as DNA replication, cyclin-dependent kinase (cdk) activation, nuclear envelope
breakdown and assembly, mitotic spindle formation, and chromosome condensation
and decondensation, will occur in extracts of eggs produced by centrifugation. These
egg extracts have several advantages as a model system; large volumes (milliliters) of
extract can be produced from the eggs of a single frog, and the cell-free nature of these
extracts means that proteins can be added easily and also removed by
immunodepletion. Extracts can support accurate, once-per-cell-cycle, replication of
exogenous DNA templates, usually sperm nuclei (4). In addition, extracts have been
prepared that undergo multiple rounds of mitosis, supporting processes including
nuclear envelope breakdown, chromosome condensation, and spindle formation (3).
Studies using egg extracts have given us a great wealth of information about the cell
cycle that is applicable to a wide range of organisms.

Regulation of the cell cycle varies through development from oocyte formation and
maturation through early cleavage stages of the embryonic blastula to development of
the tadpole and probably beyond. This review covers our understanding of cell cycle
regulation at different stages of Xenopus embryonic development.

2. Oocyte Maturation in Xenopus
Fully grown Xenopus oocytes are arrested at the first meiotic metaphase in a G2-

like state until progesterone triggers meiotic maturation. In summary, the maturing
oocyte passes through meiosis I, undergoes germinal vesicle breakdown, emitting the
first polar body, and then enters meiosis II without an intervening interphase. The
oocyte then arrests at metaphase of the second meiotic division until fertilization (re-
viewed in refs. 5 and 6). Regulation of the G2/M transition is brought about by the
activity of maturation-promoting factor (MPF), which is composed of cdc2 and B-
type cyclins (7–11). MPF activity is upregulated on progression through meiosis I and
is inactivated between meiosis I and II, but then rises again at meiosis II, where it is
kept in an active state by cytostatic factor (CSF; for detailed reviews, see refs. 5, 6,
and 12). For an overview, see Fig. 1.

Arrest at meiotic metaphase I of the fully grown oocyte is maintained by inhibitory
phosphorylation of cdc2 on Thre14 and Tyr15 (13–15). Although pathways regulating
this cell cycle arrest are still not fully understood, it is known that inhibitory phospho-
rylation of cdc2 is brought about by myt1 and removed by activated cdc25C (16–18).

Progesterone treatment triggers oocyte maturation, allowing passage through mei-
otic metaphase I, and leads to a rapid lowering of cyclic adenosine monophosphate
(cAMP) and hence protein kinase A (PKA) activity (for a comprehensive review, see
refs. 6). Interestingly, PKA and the checkpoint protein chk1 are thought to inhibit
progesterone-mediated maturation, possibly via cdc25C phosphorylation or other uni-
dentified mechanisms, which maintain cdc2 in its inhibited state (19). New protein
synthesis is required for the progression through meiosis I, and one of the most impor-
tant new proteins to be synthesized in response to progesterone is Mos, an activator of
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Fig. 1. A schematic diagram of oocyte maturation and fertilization. In response to progesterone, cyclical changes in MPF activity (solid line)
and mitogen-activated protein (MAP) kinase activity (dotted line) drive fully grown oocytes, which have arrested in a G2-like state, through
meiosis I and II. Mature oocytes arrest in meiotic metaphase II with high levels of maturation promoting factor (MPF) maintained by the action
of cytostatic factor (CSF). CSF activity is destroyed by a wave of calcium released from intracellular stores at fertilization, allowing the embryo
to undergo mitotic cell division.
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the MAP kinase pathway (20–22). This synthesis results from cytoplasmic
polyadenylation of Mos messenger RNA, which promotes translation (23,24) as well
as stabilization of Mos protein (for a review, see ref. 25). Mos activity then remains
high and is required for suppression of DNA synthesis between meiosis I and II as
well as reactivation and stabilization of MPF in meiosis II in the form of CSF.

Mos activates mitogen-activated protein (MAP)/Erk1 kinase in oocytes by acting
as a MAP kinase kinase kinase (MAPKKK) (26–28). Indeed, the role of Mos in oocyte
maturation may be explained by its ability to ultimately activate MAP kinase, as block-
ing MAP kinase activity under some circumstances blocks progesterone-induced matu-
ration, whereas constitutively active MAP kinase induces maturation in the absence of
progesterone (29,30). However, it should be noted that oocyte maturation may occur
in response to progesterone even when Mos has been depleted by antisense morpholino
oligonucleotides. MAP Kinase may feed back positively by stimulating Mos messen-
ger RNA polyadenylation (31). MAP kinase can also inhibit Mos protein degradation,
at least in part through phosphorylation of Mos at serine 3 (32,33).

A crucial downstream target for Mos-induced MAP kinase during oocyte matura-
tion is the kinase p90rsk, which plays important roles in the meiotic cell cycle. In
particular, p90rsk is an important component mediating CSF arrest at metaphase II
(34,35). Activation of p90rsk leads to inhibition of the E3, anaphase-promoting com-
plex or cyclosome (APC/C), which is required for ubiquitin-mediated proteolysis of
cyclin B and so progression through mitosis (36) (see Subheading 5. below). Recent
evidence has shown that Bub1, a component of the spindle assembly checkpoint, is
activated by p90rsk, and this may mediate APC/C inhibition (37). Phosphorylated/
active p90rsk can also phosphorylate and inactivate myt1, directly promoting cdc2
activity (38).

Activation of cdc2 kinase, in the form of MPF, is crucial for progression through
meiosis and is an integration point for several pathways involved in oocyte matura-
tion. Cdc2 kinase activation is tightly temporally controlled in Xenopus oocytes. As
described above, p90rsk may inactivate the inhibitory kinase myt1 (38), whereas PKA
and chk1 may regulate CDC25C (19), both of which ultimately regulate cdc2 kinase.
In addition, a polo-like kinase, Plx1, can bind to cdc25 and phosphorylate and activate
it in vitro (39). It has also been suggested that direct phosphorylation of cyclin B by
MAP kinase may influence its nuclear localization and hence the activity of cdc2 ki-
nase (for reviews, see refs. 6 and 40). Blocking cdc2 kinase activity inhibits progester-
one-induced oocyte maturation (41), whereas injection of cyclin/cdc2 complexes alone
promotes maturation (11). On exit from meiosis I, cyclin B is degraded to around 50%
of its interphase level, partially inactivating MPF, but chromatin remains condensed,
and DNA replication does not occur. However, this is followed by resynthesis of cyclin
B, which occurs on entry into meiosis II. Finally CSF activity is then established,
maintaining high MPF cdc2 kinase levels until fertilization (42; for review, see ref. 6).

After oocyte maturation, unfertilized eggs arrest in meiotic metaphase II with high
levels of MPF stabilized in the form of CSF. As described above, Mos is a component
of CSF activity. However, recently it has been shown that a further component of
CSF, emi1, may be primarily responsible for stabilization of cyclin B in metaphase-
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arrested eggs, in a MAP kinase-independent manner, by inhibiting the APC/C, which
targets cyclin B for ubiquitin-mediated proteolysis (43).

Fertilization results in a wave of calcium influx from intracellular stores, which
destroys the CSF activity along with Mos protein and results in activation of cdc2
kinase (44). However, the timing of Mos degradation with respect to MPF inactivation
indicates that Mos degradation does not direct MPF loss. Instead, it seems likely that
cdc2 inactivation is brought about primarily by disruption of emi1 association with the
APC/C activator cdc20 (43,45). Then activated APC/C degrades cyclin B and allows
entry of the fertilized egg into interphase.

3. Regulation of S-Phase
After release from CSF arrest at fertilisation, both egg and sperm chromosomes

decondense (46), nuclear envelopes reform (47), and DNA replication commences
(4). The large stores of replication proteins and the ability to add and deplete proteins
has made these egg extracts a very valuable system for elucidating biochemical mecha-
nisms of DNA replication control, as outlined below. Some of the findings from frog
eggs have now been recapitulated in extracts from mammalian cells (48).

S-phase is extremely rapid in early embryonic cell cycles, which last only 20–30
min. To allow all the DNA to be duplicated so quickly, origins of replication are close
together and do not seem to require specific DNA sequences (49). However, origins of
replication are defined by the binding of origin recognition complex (ORC) proteins.
The ORC proteins provide a binding site for so-called replication licensing proteins
including those of the minichromosome maintenance complex (MCMs; see Subhead-
ing 4. below), which allow or “licence” an origin to initiate. It is the cell cycle-regulated
binding of pre-replication complex (pre-RC) proteins to an origin that ensures that each
piece of DNA will be replicated only once per cell cycle (for review, see ref. 50).

4. The Temporal Events of DNA Replication Initiation
The steps of DNA replication initiation are evolutionarily conserved from budding

yeast to humans and require the assembly of the pre-replication complex or pre-RC on
DNA (Fig. 2). The pre-RC is comprised of the origin recognition complex (ORC1-6),
Cdc6, Cdt1, and the mini-chromosome maintenance (MCM2–7) proteins (51–65). The
next step of replication initiation requires the activities of the cdc7/Dbf4 kinase, the
cdk2/cyclin E kinase, and MCM10, resulting in the recruitment of Cdc45 to the pre-
RC to form the pre-initiation complex (pre-IC) (51,53,54,60,65–71). Origin unwind-
ing, mediated by the putative MCM2–7 helicase, is followed by the recruitment of
replication protein A (RPA) and DNA polymerase α-primase (65,72,73). No require-
ment for cyclin A in the onset of S-phase in Xenopus eggs has been observed, but
cdk2/cyclin A activity is required for the start of DNA replication in mammals and
most likely plays a role in S-phase onset during the Xenopus somatic cell cycle (74–
76). Replication factor C (RFC) and proliferating cell nuclear antigen (PCNA) medi-
ate DNA polymerase switching, the last step of replication initiation (73,77–81).
Processive DNA synthesis, or elongation, is mediated by PCNA and DNA polymerase
δ/ε (reviewed in refs. 73,78–80, and 82). Finally, DNA that has replicated once must
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be prevented from doing so again until mitosis is completed, and this is brought about
by inactivation of the licensing system prior to the onset of S-phase. This may be
brought about partly by exclusion of cdc6 from the nucleus after licensing has oc-
curred and partly by the action of geminin, a cdt1 binding protein and inhibitor of
MCM2–7 recruitment. Geminin accumulates during G1- and S-phases to prevent
relicensing but becomes abruptly degraded upon exit from mitosis (83,84).

Fig. 2. The molecular events of DNA replication initiation. During the onset of S-phase in
Xenopus, the origin recognition complex (ORC), cdc6, cdt1, and the mini-chromosome mainte-
nance (MCM) complex form the pre-replication complex (pre-RC). The activities of the S-
phase kinases, cdc7/dbf4 and cdk2/cyclin E (cycE), as well as Mcm10, mediate the tight binding
of cdc45 to the origin, resulting in the formation of the pre-initiation complex (pre-IC). Just
prior to DNA unwinding, the pre-IC undergoes specific changes that are not well characterized
in Xenopus but that may include the phosphorylation and release of cdc6 as well as the post-
translational modification of other pre-RC components. These alterations ensure that DNA
replication occurs only once during each cell cycle. DNA unwinding is mediated by the puta-
tive MCM2-7 helicase and stabilized by the single-strand DNA binding protein, replication
protein A (RPA), followed by primer synthesis by DNA polymerase α (Polα)/primase. DNA
polymerase switching is mediated by replication factor C (RFC) and proliferating cell nuclear
antigen (PCNA), resulting in processive DNA synthesis or elongation by DNA polymerase δ or
ε. Although not highly expressed in Xenopus eggs, the cdk2/cyclin A2 (cycA) kinase is likely
to play an important role in the onset of S-phase in the Xenopus somatic cell cycle.
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5. Entry Into Mitosis: Activation of Cdc2/Cyclin B
After DNA replication is completed, cells of early Xenopus embryos enter directly

into mitosis, apart from the first cell cycle after fertilization which may contain a G2-
like period (85). Entry into mitosis requires the activation of the cdc2 kinase. This
activation involves the synthesis, accumulation, and binding of cyclin B and the proper
phosphorylation status of cdc2. During the G2-phase of the Xenopus embryonic cell
cycle, cyclin B is synthesized and reaches a threshold level just before entry into M-
phase (86). Once synthesized, cyclin B binds to cdc2 and, based on the crystal struc-
ture of human cdk2-cyclin A, most likely alters the conformation of the cdc2 active-site
cleft by reorienting the T-loop region of cdc2 (87). Cdc2 itself is also regulated by a
complicated pattern of phosphorylation and dephosphorylation. The activation of cdc2
is mediated in part by the phosphorylation of Threonine 161 by cdk-activating kinase
(CAK) (88,89). Prior to the onset of mitosis, the cdc2/cyclin B complex is kept in an
inactive state by the phosphorylation of cdc2 at Tyr15 by Wee1/Mik1/Myt1 and Thr14
by Myt1 (16,90). The onset of mitosis is triggered by the dephosphorylation of Tyr15
and Thr14 on cdc2 by the dual-specificity phosphatase cdc25 (17,18,91,92). The
activity of cdc25 is further enhanced by phosphorylation by cdc2/cyclin B, creating a
feedback loop that results in the rapid activation of cdc2/cyclin B and the entry into
mitosis (93–95).

Cdc25 plays an important role in the DNA replication checkpoint, which ensures
that DNA replication is completed before the start of mitosis (96). In the presence of
unreplicated DNA, the checkpoint inducer protein, Chk1, phosphorylates cdc25 at
Serine 287 (97). This phosphorylation of cdc25 confers the binding to 14-3-3 proteins,
which negatively regulate the mitotic inducing activity of cdc25 (97–99). Once cdc2/
cyclin B is activated, it targets multiple substrates for phosphorylation, which in turn
triggers the mitotic events of nuclear envelope breakdown, chromosome condensa-
tion, and spindle assembly (100–102).

6. Ubiquitin-Mediated Proteolysis
The levels of key cell cycle proteins are regulated by ubiquitin-mediated proteoly-

sis. This is particularly well understood for the exit of mitosis, which is triggered by
the ubiquitin-mediated proteolysis of key substrates including cyclin B (103), the con-
trolled degradation of which is described in detail below. Ubiquitin is a highly con-
served 76-amino acid protein, which, when covalently attached to lysine residues of
proteins, targets them for proteolysis. This pathway requires the activities of E1 (or
UBA—ubiquitin-activating enzyme), E2 (or UBC—ubiquitin-conjugating enzyme),
and E3 (or UBR—ubiquitin recognition factor or ubiquitin protein ligase) (reviewed
in refs. 104–106). In an ATP-dependent process, the E1 enzyme covalently attaches
the C-terminus of ubiquitin to an internal cysteine residue via a thioester bond. The
activated ubiquitin is then transferred to a specific cysteine residue on the E2 enzyme.
The E2 enzyme then mediates the transfer of ubiquitin to protein substrates via
isopeptide bonds at specific internal lysine residues, most often in association with an
E3 accessory enzyme. The E3 component primarily functions to confer substrate speci-
ficity, typically by recruiting both the E2 and the substrate into close proximity for
ubiquitin transfer. Together these enzymes mediate the polyubiquitination of sub-
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strates, a molecular signal, which generally targets proteins for proteolysis by the 26S
proteasome.

7. Regulation of APC/C Function During the Progression Through Mitosis
The progression through mitosis in Xenopus is regulated temporally by the stepwise

ubiquitin-mediated proteolysis of mitotic substrates including cyclin B by the APC/C,
which has been extensively analyzed biochemically in extracts from Xenopus eggs
(Fig. 3; 83,107–109). APC/C is comprised of at least 10 subunits in mammals and
Xenopus and is directed toward distinct mitotic substrate classes through the binding
of the substoichiometric APC/C activators, cdc20 and cdh1 (110,111). Cdc20 and cdh1
are WD40 repeat-containing proteins that are necessary and limiting substrate-spe-
cific activators of APC/C (reviewed in ref. 112). Generally, APC/CCdc20 targets sub-
strates containing the structural motif called the destruction (D)-box (a conserved
nine-amino acid element), whereas APC/CCdh1 targets substrates containing a D-box,
the structural motif called a KEN (lysine, glutamic acid, and asparagine) box, or a
combination of both elements (113). In the Xenopus embryo, Cdc20 plays an essential
role in cyclin proteolysis, whereas cdh1 appears to be dispensable in the embryo and
may not be expressed until establishment of the G1-phase of the somatic cell cycle, as
observed in mammalian cells (114). APC/CCdc20 is activated by cdc2/cyclin B phos-
phorylation and mediates the ubiquitination and degradation of securin, which pro-
motes sister chromatid separation at the metaphase-to-anaphase transition (108).
During chromosome segregation, the activity of APC/C is negatively regulated by the
spindle assembly checkpoint protein, Mad2 (115). Although not yet shown in Xeno-
pus or other vertebrates, APC/Ccdc20 in budding yeast also mediates activation of the
cdc14 phosphatase, which in turn dephosphorylates Cdh1 and activates APC/CCdh1

(112). In the Xenopus embryo, APC/Ccdc20 alone appears to be sufficient to mediate
the ubiquitination of cyclins and securin, resulting in the progression through and exit
from mitosis (108,114). However, in budding yeast and somatic cells, the exit from
mitosis is triggered by the proteolysis of cyclin B by APC/Ccdh1 (112,114). Upon the
exit from mitosis, APC/Ccdh1 also mediates the degradation of geminin, a cdt1 binding
protein and an inhibitor of pre-RC formation (63,64,83). It is likely that the inactiva-
tion of APC/Ccdh1 at the G1- to S-phase boundary allows cyclin A to accumulate in
order to mediate S-phase onset in mammalian cells (and most likely in Xenopus so-
matic cells), whereas the accumulation of geminin inhibits the function of the replica-
tion protein cdt1 and aids in preventing the reinitiation of DNA replication.

8. Cyclin A Vs Cyclin B in Xenopus
Prior to the midblastula transition (MBT), both cyclins A and B bind to and activate

cdc2, whereas a zygotic form of cyclin A expressed after the MBT, cyclin A2, also
binds to and activates cdk2 (116). In Xenopus, the destruction of both cyclins A and B is
dependent on an intact D-box, but the D-box of cyclin A1 cannot functionally replace
the D-box of cyclin B, suggesting that A- and B-type cyclins are differentially regulated
by the APC/C (117). The degradation of both cyclins A and B is required for the exit
from mitosis in early Xenopus embryos; in clam oocytes and Drosophila embryos, the
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Fig. 3. The events driving mitotic progression. During the entry into mitosis when the E3 called anaphase promoting complex/cyclosome
(APC/C) is inactive, cyclin B (CycB) and A1 (CycA) accumulate during a pseudo G2-phase and complex to cdc2. The activation of cdc2/cyclin
is triggered by the phosphorylation of cdc2 at Threonine 161 (T161) and the dephosphorylation of cdc2 by cdc25, resulting in the entry into
mitosis. During the metaphase-to-anaphase transition, APC/C is activated by cdc20 and targets Securin for polyubiquitination (Ub[n]) and
proteolysis, thereby allowing sister chromatid separation. The stepwise ubiquitination and proteolysis of cyclin A, geminin, and cyclin B by
APC/Ccdc20 in the Xenopus embryo trigger the exit from mitosis, although during the Xenopus somatic cell cycle, the degradation of mitotic
cyclins and geminin are probably mediated by APC/Ccdh1. Following mitotic exit, cells enter a pseudo G1-phase in which the proteolysis of
geminin allows the formation of the pre-RC.
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proteolysis of cyclin A precedes the proteolysis of cyclin B (118,119). Cdc2/cyclin B
and cdc2/cyclin A appear to have different, nonoverlapping functions during the early
embryonic Xenopus cell cycle, and they most likely differ in their substrate specificity.
Whereas antisense oligonucleotides directed against cyclin B prevent the entry into mi-
tosis, antisense oligonucleotides directed against cyclin A1 result in the premature acti-
vation of cdc2/cyclin B kinase activity and the premature onset of mitosis in Xenopus
egg extracts (120). The treated extracts replicate DNA when induced into interphase,
although these extracts enter mitosis before the completion of S-phase (120).

9. Cell Cycle and Development
Most of the information above describes cell cycle regulation in Xenopus oocytes

and eggs, which have been investigated extensively. However, while much molecular
and biochemical insight has been obtained from these studies, the fact remains that
meiosis and early embryonic cell cycles are unusual. Xenopus embryos are proving to
be an increasingly interesting in vivo model for studying normal cell cycle regulation
during development.

As described above, the first 12 embryonic cell cycles before the MBT are synchro-
nous and consist of alternating S- and M-phases in the absence of transcription (1,121).
These cell cycles are primarily driven by the rise and fall in levels of A- and B-type
cyclins bound to cdc2, which drive entry into mitosis (3,122). In contrast, cyclin E lev-
els are fairly uniform prior to the MBT, although associated cdk2 kinase levels do oscil-
late around twofold (123,124). However, drastic cell cycle changes occur after the MBT,
triggered by a critical nucleus-to-cytoplasmic ratio reached at this time (1,85,121). After
the MBT, cells lose their synchrony, and the cell cycle gradually lengthens to incorpo-
rate a G1- and G2-phase (85). Concomitant with the MBT, maternal stockpiles of cyclin
E are degraded, to be replaced by zygotic cyclin E (123,124). Moreover, maternal cyclin
A1, which complexes to cdc2, becomes degraded at the onset of gastrulation and is
replaced by cyclin A2 (116). Cyclin A2 complexes increasingly to cdk2 as development
progresses, when it appears to play a role much more similar to mammalian cyclin A
(116). Moreover, cells in Xenopus embryos do not acquire the ability to undergo
apoptosis until midgastrulation stages (125,126).

Xenopus has a single identified cdk inhibitor of the cip/kip family named xicl (127).
(Kix1 is thought to represent a pseudotetraploid allele rather than a distinct gene [128]).
Although several studies have investigated the degradation of Xicl in Xenopus egg
(129,130), in fact, Xicl only becomes expressed strongly after the MBT. This supports
the generally held view that cdk inhibitors control G1- and S-phase progression. Xeno-
pus embryos post MBT do express D-type cyclins (131) as well as the retinoblastoma
protein and E2Fs (132–134), although as yet, they have not been shown to play a role
in cell cycle regulation.

Although we now know much about the molecular mechanisms of cell cycle regu-
lation, little is known about the coordination of cell cycling and differentiation events
during development. However, recent experiments in Xenopus embryos have begun to
shed some light on this area. Interestingly, cell cycle regulators such as cyclins, cdks,
and Xicl are not expressed uniformly at the RNA level in dividing tissues, but instead
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are found in tissue-specific patterns which differ between cell cycle components (131).
This might indicate potential additional functions beyond simple cell cycle regulation.
This appears to be true at least for the cdk inhibitor Xicl. Overexpression of Xicl in the
developing Xenopus retina results in neuroblasts adopting a glial over a neural fate
(135). Moreover, this activity resides in the N-terminus of the molecule and is distinct
from Xicl’s ability to arrest the cell cycle or inhibit overall cdk kinase activity. It has
subsequently been shown that the same region of Xicl is required for differentiation of
both nerve and muscle in the early embryo, over and above its ability to arrest the cell
cycle (136,137).

Therefore, it seems that the roles of cell cycle regulators in control of differentia-
tion and development go beyond their traditional functions (for reviews, see refs. 138
and 139). Other intriguing studies have shown that the cell cycle regulators E2F and
geminin also play roles in embryonic patterning and differentiation, probably distinct
from their ability to regulate the cell cycle (134,140), although their real mode of
action is poorly understood. In a broader sense, it is still not clear how the cell cycle
influences differentiation and vice versa. This will clearly be an important area in the
future, and Xenopus is a good model system for these studies.

10. Conclusions
The simplified cell cycle systems of oocyte maturation and Xenopus eggs have

provided much crucial information for elucidating molecular mechanisms of cell cycle
control. Indeed, the almost unique advantages of Xenopus, namely, the ability to per-
form easy biochemistry including protein addition and immunodepletion from cell-
free extracts that recapitulate basic cell cycle events, have put it at the forefront of cell
cycle research in many areas. Pleasingly, much of the information we have gained
from studying Xenopus embryos has been found to be applicable to mammalian cells.
Future uses are likely to extend into study of more complex cell cycles of the older
embryo and investigation of the links between cell division and differentiation in vivo.
Indeed, Xenopus, one of the oldest systems for studying cell cycle regulation, is far
from outliving its usefulness.
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The Mammalian Cell Cycle

An Overview

Jane V. Harper and Gavin Brooks

Summary

In recent years, we have witnessed major advances in our understanding of the mammalian
cell cycle and how it is regulated. Normal mammalian cellular proliferation is tightly regulated
at each phase of the cell cycle by the activation and deactivation of a series of proteins that
constitute the cell cycle machinery. This review article describes the various phases of the
mammalian cell cycle and focuses on the cell cycle regulatory molecules that act at each stage
to ensure normal cellular progression.
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1. Introduction

Cell division in mammalian cells is similar to that in other eukaryotes in that it
represents an evolutionarily conserved process involving an ordered and tightly con-
trolled series of molecular events. In mammals, the cell cycle consists of five distinct
phases: three gap phases—G0, in which cells remain in a quiescent or resting state, and
G1 and G2, during which RNA synthesis and protein synthesis occur; S-phase during
which DNA is replicated; and M-phase, in which cells undergo mitosis and cytokine-
sis (Fig. 1). G0, G1, S, and G2 are referred to collectively as interphase (i.e., between
mitoses). Some cells in the body remain quiescent for their whole lifetime and do not
undergo cell division; however, stimulation of the cell by external factors such as
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mitogens causes these quiescent cells to reenter the cell cycle and undergo division.
Binding of a growth factor molecule to its cell surface receptor can stimulate a number
of signaling pathways, an example of which is the Ras-dependent mitogen-activated
protein kinase (MAPK) pathway, which plays a major role in entry into G1, as dis-
cussed in more detail Subheading 2.1. Once cells enter G1, synthesis of the mRNAs
and proteins necessary for DNA synthesis occurs, allowing cells to enter S-phase.

The mammalian cell cycle consists of a number of checkpoints that exist to ensure
normal cell cycle progression. The primary checkpoint acts late in G1 and is known as
the restriction (R) point (Fig. 1). Once cells have passed this point, they normally are
committed to a round of cell division. Other checkpoints exist in S-phase to activate
DNA repair mechanisms if necessary and at the G2/M transition to ensure that cells
have fully replicated their DNA and that it is undamaged before they enter mitosis.
Finally, there are checkpoint control mechanisms within mitosis to ensure that condi-
tions remain suitable for the cell to complete cell division (cytokinesis).

The length of time for a mammalian cell to progress around the cell cycle and
undergo division varies depending on the cell type but on average it takes approx 24 h.

Fig. 1. The five distinct phases of the cell cycle are each controlled by specific cyclin/CDK
complexes. The cyclin/CDK complexes in turn are negatively regulated by CIP/KIP and INK4
CDKI family members. E2F transcription factors function at the restriction point (R), leading to
the activation of genes essential for DNA synthesis and cell cycle progression. E2F complexed
with hypophosphorylated Rb cannot activate transcription. Hyperphosphorylation of Rb causes
dissociation from E2F. Cell cycle checkpoints are shown as shaded bars.      , inhibition step;
�, activation step; Cdk, cyclin-dependent kinase; CIP, Cdk-interacting protein; INK4, inhibitior
of Cdk4; KIP, kinase inhibitor protein; MAPK, mitogen-activated protein kinase.

— –
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Cell cycle time varies in different cell types as a consequence of differences in the time
spent between cytokinesis and the restriction point (i.e., G1). The time taken for a cell
to pass from S-phase into M is extremely constant between cells and typically is in the
region of approx 6 h for S-phase, 4 h for G2 and 1–2 h for mitosis and cytokinesis (1).

Progression through each phase of the cell cycle is under the strict control of vari-
ous cell cycle molecules, e.g., cyclins, cyclin-dependent kinases (Cdks), and Cdk in-
hibitors (CDKIs), which themselves are regulated by phosphorylation and
dephosphorylation events (1). The Cdks play a crucial role in regulating cell cycle
events once complexed with a cyclin regulatory subunit. Cyclin levels vary dramati-
cally through the cell cycle as a consequence of changes in transcription and ubiquitin-
mediated degradation (for review see refs. 2 and 3). Cdk activity is negatively
regulated by association with various CDKIs. Specific cyclin/Cdk complexes become
activated and thereby modulate a distinct phase(s) of the cell cycle (Fig. 1). For
example, cyclin D/Cdk4(Cdk6) complexes initiate progression through G1 by phos-
phorylating substrates, such as members of the retinoblastoma (Rb) family of pocket
proteins (see Subheading 3.1.), that eventually lead to the activation of transcription
of genes necessary for DNA synthesis and subsequent cell cycle progression; the cyclin
E/Cdk2 complex is important in the G1/S transition, where levels peak at the restric-
tion point (4,5); cyclin A/Cdk2 is important during S-phase progression; and cyclin A/
CDC2 (also known as Cdk1) and cyclin B/CDC2 are important for progression through
G2 and M. The regulation of cyclin synthesis and degradation, in addition to Cdk ac-
tivity levels, are tightly controlled and is key to ordered progression through the mam-
malian cell cycle. The following sections will give an overview of the various stages
of the mammalian cell cycle and the molecules that regulate progression through each
stage of the cycle.

1.1. Cyclins and Cyclin-Dependent Kinases
As for other eukaryotic cells, the mammalian cell cycle is regulated by the sequen-

tial formation, activation, and inactivation of a series of cell cycle regulatory mol-
ecules that include the cyclins (regulatory subunits) and the Cdks (catalytic kinase
subunits) (2,3 ,6; see also Chap. 16, this volume). Different cyclins bind specifically to
different Cdks to form distinct complexes at specific phases of the cell cycle and
thereby drive the cell from one phase to another. The cyclins are a family of proteins,
which, as their name suggests, are synthesized and destroyed during each cell cycle.
To date, eight cyclins have been described that directly affect cell cycle progression:
cyclins A1 and A2, B1, -2, and –3, C, D1, -2, and –3, E1 and -2, F, G1 and G2, and H,
which all share an approx 150-amino acid region of homology called the cyclin box
that binds to the N-terminal end of specific Cdks (review, see ref. 2). Most cyclin
mRNAs and proteins show a dramatic fluctuation in their expression during the cell
cycle. For example, the expressions of cyclins A and B accumulate transiently at the
onset of S-phase and in late G2, respectively, followed rapidly by their degradation via
the ubiquitin–proteosome pathway, whereas cyclin D1 levels rise in G1 and remain
elevated until mitosis (3,6). In contrast, expression of the various Cdk molecules re-
mains relatively constant throughout the cell cycle.
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Little information is currently available regarding the recently described cyclins F
and G, whereas cyclin H has been shown to form complexes specifically with Cdk7 to
produce an enzyme known as Cdk-activating kinase (CAK) that is involved in the
activation of CDC2 and Cdk2 kinases by phosphorylating Thr160 and Thr161, respec-
tively (7). Cyclin H/Cdk7 can also form a tertiary complex with the protein ménage-à-
trois-1 (MAT-1), when it modulates gene transcription via RNA polymerase II activity
(8). Another cyclin, cyclin T, has recently been reported in the literature, although it
does not appear to be involved with cell cycle progression directly. Cyclin T pairs with
Cdk9 and is involved in various cellular processes, including basal transcription, sig-
nal transduction, and differentiation (reviewed in refs. 9 and 10).

The Cdks are a family of serine/threonine protein kinases that bind to, and are acti-
vated by, specific cyclins. To date, at least nine Cdks have been described: CDC2
(Cdk1), Cdk2, Cdk3, Cdk4, Cdk5, Cdk6, Cdk7, Cdk8, and CDK9. Cdks 4, 5, and 6
complex mainly with the cyclin D family and function during the G0/G1-phases of the
cycle; Cdk2 can also bind with members of the cyclin D family but more commonly
associates with cyclins A and E and functions during the G1- phase and during the G1/
S transition. As just mentioned, Cdk7 is found in association with cyclin H and is able
to phosphorylate either CDC2, Cdk2, or the C-terminal domain of the largest subunit
of RNA polymerase II, in addition to the TATA box binding protein or TFIIE (7).
CDC2 is the mitotic Cdk and forms complexes with cyclins A and B that function in
the G2- and M-phases of the cell cycle. Cdk8 pairs with cyclin C and is found in a large
multiprotein complex with RNA polymerase II, where it is thought to control RNA
polymerase II function (reviewed in ref. 11). Finally, Cdk9 is a serine/threonine ki-
nase related to CDC2 that pairs with T-type cyclins. The activity of the cyclin T/Cdk9
complex is not cell cycle regulated but is involved in many processes such as differen-
tiation and basal transcription (reviewed in refs. 9, 10, and 12).

As stated above, specific Cdks bind to specific cyclins to form an active complex
that integrates signals from extracellular molecules and controls progression through
the cell cycle. The Cdk subunit on its own has no detectable kinase activity and re-
quires sequential activation by cyclin binding and subsequent phosphorylation by CAK
and dephosphorylation by CDC25 protein phosphatase (see Subheading 6.1.). This
activation process occurs in a two-step manner, as follows:

1. Binding of the cyclin to the Cdk confers partial activity to the kinase. Cyclin binding
causes a conformational change in the Cdk molecule, thereby bringing together specific
residues involved in orienting ATP phosphate atoms ready for catalysis within the cata-
lytic cleft. These conformational changes also set the stage for subsequent phosphoryla-
tion and full activation.

2. Phosphorylation of the cyclin/Cdk complex is performed by CAK which increases Cdk
activity approximately 100-fold (13). Phosphorylation occurs on a conserved threonine
residue within the T-loop region of the Cdk (Thr160 in CDC2 and Thr161 in other Cdks).
Cyclin binding moves the T-loop to expose the phosphorylation site, allowing full activa-
tion of the Cdk.

Once activated, the various cyclin/Cdk complexes phosphorylate a number of spe-
cific substrates involved in cell cycle progression. Such substrates include the Rb
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pocket proteins, lamins, and histones. Evidence exists to suggest that cyclins may be
involved in determining the substrate specificity of Cdks (reviewed in ref. 14). For
example, cyclin A/Cdk2 and cyclin A/CDC2, but not cyclin B/CDC2, can phosphory-
late p107, showing regulation of substrate specificity between kinases complexed with
cyclins A and B (15). The E2F-1/DP-1 heterodimer is not a substrate for the active
cyclin D-dependent kinases but is efficiently phosphorylated by cyclin B-dependent
kinases (16). Interestingly, whereas phosphorylation of E2F-1/DP-1 by cyclin B-de-
pendent kinases does not result in a loss of DNA binding activity, phosphorylation of
this same heterodimer by cyclin A-dependent kinases does lead to loss of DNA bind-
ing (16). Thus, different Cdk complexes can exert contrasting effects on a common
substrate depending on the complexed cyclin. The regulation of Cdks themselves by
other molecules can also differ depending upon the bound cyclin. Thus, cyclin A/
CDC2 complexes do not require activation by CDC25 phosphatase, whereas cyclin B/
CDC2 complexes do (17).

1.2. Cyclin-Dependent Kinase Inhibitors

The cyclins and Cdks often are referred to as positive regulators of the eukaryotic
cell cycle. A family of negative regulators also exists, the CDKIs (2,18–20). The
CDKIs comprise two structurally distinct families, the INK4 (inhibitor of Cdk4) and
CIP (Cdk-interacting protein)/KIP (kinase inhibitor protein) families (reviewed in ref.
21). The INK4 family includes p14, p15 (INK4B), p16 (INK4A), p18 (INK4C), and
p19 (INK4D), which specifically inhibit G1 cyclin/Cdk complexes (cyclin D/CDK4
and cyclin D/CDK6) and are involved in G1-phase control. The CIP/KIP family in-
cludes p21 (CIP1/WAF1/SDI1), p27 (KIP1), and p57 (KIP2), which are 38–44% iden-
tical in the first 70-amino acid region of their amino termini—a region that is involved
in cyclin binding and kinase inhibitory function (19,20 ,22). The CIP/KIP family dis-
plays a broader specificity than the INK4 family, since members interact with, and
inhibit the kinase activities of, cyclin E/Cdk2, cyclin D/Cdk4, cyclin D/Cdk6, cyclin
A/Cdk2, and cyclin B/CDC2 complexes and also function throughout the cell cycle
(19). Members of the two CDKI families inhibit Cdk activity by distinct mechanisms.
Thus, CIP/KIP family members bind to, and inhibit the activity of, the entire cyclin/
Cdk complex (23), whereas INK4 family members block cyclin binding indirectly by
causing allosteric changes in the Cdk and hence altering the cyclin binding site; they
also act by distorting the ATP binding site that leads to reduced affinity for ATP (24).

In the case of p21, this CDKI has been shown to exist in both active and inactive
cyclin/Cdk complexes, and it has been suggested that the stoichiometry of p21 binding
to the cyclin/Cdk complex controls activation/inhibition of the complex (25). In sup-
port of this hypothesis, Zhang and colleagues (25) demonstrated that p21 exists both
in catalytically active and inactive cyclin/Cdk complexes and that the addition of
subsaturating concentrations of p21 to cyclin A/CDK2 complexes resulted in a pro-
gressive increase in Cdk2 activity, suggesting that low concentrations of p21 might
function as a cyclin/Cdk assembly factor, whereas the binding of more than one p21
molecule is required to inhibit Cdk2 activity.
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The tumour suppressor protein p53 also plays an important role in cell cycle arrest
at the G1 and G2 checkpoints subsequent to inducing apoptosis (26–28). The p53 pro-
tein has a central sequence-specific DNA binding domain and a transcriptional activa-
tion domain at its amino-terminus; in response to DNA damage, it can induce the
transcription of the CDKI p21, which inhibits the activation of various G1 cyclin/Cdk
complexes (22,27).

Antiproliferative signals such as contact inhibition, senescence (29), extracellular
antimitogenic factors (30), and cell cycle checkpoints, such as p53 (31), induce ex-
pression of p27, p16, p15, and p21, respectively. The role of cell cycle molecules in
regulating proliferation is highlighted by the fact that a number of these molecules are
found to be mutated or deregulated in numerous tumors. Indeed, it has been suggested
that most human tumours result from a mutation or deletion in one or more cell cycle
regulators, especially those that control G1/S progression. For example, p16 is mu-
tated in approximately one-third of all human cancers (24,32,33), and p53 is the most
frequently mutated gene identified in human tumors (34). Also, many types of tumors
show low expression levels of p27, which is associated with a poor prognosis (35), and
cyclin D1 (23,36) and B1 (37) are often found at increased levels in breast cancer.
Furthermore, there is a direct correlation between inactivation of p53 function and
cyclin B1 overexpression in many tumors (37), although no direct interaction between
these two molecules has been shown. However, as a direct consequence of this corre-
lation, it has been proposed that cyclin B1 could be used as a tumor antigen and a
cancer vaccine in some instances (38). Cdks have also been found to be deregulated in
some tumors; for example, Cdk4 is mutated in melanoma (39,40), and Cdk2 expres-
sion is increased in some breast cancer cells (41). Indeed, targeting Cdk2 expression
with antisense oligonucleotides and RNA interference technologies reduces cellular
proliferation in breast tumor cells (41).

2. The G0/G1 Transition
The mammalian cell cycle is influenced by external signals during the G0- and G1-

phases. The mitogen-activated protein kinase (MAPK) cascade is one of the most ubiq-
uitous signal transduction pathways; it regulates several biological processes including
progression of the cell cycle. The MAPK cascade consists of three evolutionarily con-
served protein kinases, i.e., MAPK kinase kinase (MAPKKK), MAPK kinase
(MAPKK), and MAPK, which are activated sequentially in a Ras-dependent manner
(reviewed in ref. 42).

The MAPK cascade influences cellular proliferation by targeting the cyclin D-de-
pendent kinases (43–45). Evidence for this comes from the fact that cells that prolifer-
ate in the absence of mitogens, for example during embryogenesis, have very little
cyclin D-dependent kinase activity (46).

2.1. Role of MAPK in G1 Cell Cycle Progression

The activation of cyclin D/Cdk4 and cyclin D/Cdk6 complexes is essential for pas-
sage through the G1-phase, and they exert their regulation on cell cycle progression by
phosphorylating Rb pocket proteins. The Rb pocket protein family serves to repress
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the activity of the E2F transcription factors that themselves are essential for transcrip-
tion of genes necessary for entry into S-phase (discussed in more detail in Subhead-
ing 3.). The Ras/MAPK pathway has been shown to control cyclin D gene expression
directly. This is mediated primarily by MAPK, which controls activation of the activa-
tion protein-1 (AP-1) and ETS transcription factors that then transactivate the cyclin D
promoter that contains specific binding sites for both AP-1 and ETS (43,47). Further-
more, expression studies using direct inhibitors of cyclin D/Cdk4(Cdk6) complexes
(e.g., p21) inhibits Ras-induced proliferation (48). These data demonstrate that MAPK
directly regulates cyclin D expression and, consequently, Cdk4 and Cdk6 activities.

The Ras/MAPK pathway also has been shown to regulate Cdks posttranscriptionally
by affecting their assembly and catalytic activities. Although the primary role of p21
and p27 is to regulate the activity of Cdks negatively, they are also involved in the
assembly of cyclin D/Cdk4(Cdk6) complexes during early G1 (49,50; see Subheading
1.2.). The Ras/MAPK pathway has been shown to regulate directly the synthesis of the
CIP/KIP family of inhibitors, and it has been demonstrated that growth factor stimula-
tion of quiescent cells causes cell cycle reentry and transient expression of p21 that
was dependent on MAPK activity (51).

Entry into S-phase is partly dependent on proteolytic degradation of p27, and this,
in turn, has been shown to be dependent on MAPK activity (52,53). These investiga-
tors also observed that expression of Ras resulted in decreased p27 protein levels and
an increase in E2F-dependent transcriptional activity (53).

Taken together, these data provide evidence for a role for the Ras/MAPK pathway
in controlling G1/S progression in mammalian cells by a number of mechanisms, in-
cluding: (1) induction of cyclin D expression and subsequent release of E2F transcrip-
tion factors following phosphorylation of Rb pocket proteins by cyclin D-dependent
kinases; (2) assembly of cyclin A/Cdk2 and cyclin E/Cdk2 complexes by increasing
levels of the CDKIs involved in cyclin/Cdk assembly; and (3) decreasing p27 levels.

More recently, a role for MAPK in regulating the G2/M transition has been sug-
gested. Thus, it has been shown that ionizing radiation can activate the MAPK path-
way (54,55) and cells expressing a dominant-negative MAPKK are unable to recover
from radiation-induced G2/M arrest (56). Additionally, treatment of cells with a MAPK
inhibitor induces G2/M arrest concomitant with a reduction in cyclin B/CDC2 activity
(57). These data suggest that the Ras/MAPK pathway plays a regulatory role at many
points during the mammalian cell cycle.

The data discussed above demonstrate regulation of the cell cycle by the MAPK
extracellular mitogenic signaling pathway. If the activity of the MAPK pathway were
maintained at an abnormally high level, then this could lead to cellular transformation
and tumorigenesis. Indeed, cells have developed a safety mechanism in order to coun-
teract this possibility, as shown by the fact that expression of oncogenic Ras or consti-
tutively active MAPKK causes cell cycle arrest with high levels of p21, which is
expressed in a p53-dependent manner (58,59).

3. The G1/S Transition
One of the most extensively studied substrates of the cyclin/Cdks is the retinoblas-

toma (Rb) family of pocket proteins. The phosphorylation status of the Rb pocket
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proteins plays a major role in controlling E2F transcriptional activity and subsequent
S-phase entry by modulating passage through the restriction (R) point in late G1 as
discussed in the following sections.

3.1. The Retinoblastoma Pocket Protein Family
The Rb family of pocket proteins comprises a group of tumor suppressor proteins

consisting of three members; pRb, p107, and p130. As their name suggests, these pro-
teins contain a pocket region that binds cellular targets. This region also is capable of
binding a number of viral oncoproteins such as the adenovirus E1A protein, SV40
large T antigen, and the human papillomavirus 16 E7 protein (60), demonstrating one
mechanism by which tumor viruses can interfere with cell cycle progression in mam-
malian cells. In addition to phosphorylation events, the functions of different Rb fam-
ily members are also regulated by changes in expression. During G1, the Rb pocket
proteins are found in a hypophosphorylated state in which they bind to members of the
E2F transcription factor family (see Subheading 3.2. below). As cells progress through
the cell cycle, these proteins become hyperphosphorylated as a result of phosphoryla-
tion by cyclin D/Cdk4(Cdk6) and cyclin E/Cdk2 complexes. Each family member
also displays differential expression throughout the cell cycle. Thus, pRb is expressed
throughout the cell cycle but is hyperphosphorylated and therefore inactivated in late
G1, although by mitosis it becomes dephosphorylated; p130 is highly expressed in G0,
whereas levels diminish as cells progress into S-phase, consistent with a role for p130
in maintaining quiescence (reviewed in refs. 61); and p107 shows a reciprocal expres-
sion pattern to p130 such that low levels are found in G0, which then increase as cells
progress through G1 into S.

The importance of the Rb family of tumor suppressor proteins in controlling the
restriction point is demonstrated by the fact that they are targets of deregulation in
most types of human cancer (23,28,62); indeed, pRb has been reported to be mutated
in approx 30% of all human cancers (reviewed in ref. 63).

The different actions of Rb pocket proteins with respect to E2F regulation was
demonstrated in a study by Hurford et al. (64). These authors showed that pRb has
distinct functions from p107 and p130. They also demonstrated that p107 and p130
functions overlap, since, in cells lacking p107 or p130, there were no changes in E2F-
regulated transcription. However, in cells lacking both p107 and p130, or lacking pRb
alone, an increase in E2F-regulated transcription was observed (64).

3.2. The E2F Transcription Factors
Another family of molecules that regulates the G1/S transition is that comprising

the E2F transcription factors. To date, seven E2F members have been described (E2Fs
1–7; 65), and these molecules exist as heterodimers paired with a DP subunit (Fig. 2).
Two mammalian DP genes have so far been identified (DP-1 and -2) (66). E2F and DP
proteins contain highly conserved DNA-binding and dimerization domains (Fig. 2).
The E2F and DP proteins activate transcription in a synergistic manner, and DP pro-
teins appear to act indirectly by enhancing the activity of E2F (67).

The Rb pocket proteins bind to, and sterically hinder transcriptional activity of, the
E2F/DP complex, thereby enabling the E2F transcription factors to act as repressors of



The M
am

m
alian C

ell C
ycle

121

Fig. 2. E2F and DP conserved domain structures. DB represents the DNA binding domain of the E2F and DP family members. E2F7-a and -b
contain two domains with high homology to the DNA binding domains of the E2F proteins (DB1 and DB2). The retinoblastoma (Rb) binding
domain is located in the transactivation domain of the E2F proteins. Cdk, cyclin-dependent kinase.
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gene transcription (reviewed in ref. 65). Phosphorylation of the pocket protein com-
ponent of the E2F/pocket protein complex by cyclin D/Cdk4(Cdk6) complexes in the
G1-phase of the cycle leads to dissociation of the phosphorylated pocket protein and
E2F, followed by E2F-mediated transactivation of promoters of genes necessary for
S-phase progression, e.g., dihydrofolate reductase (DHFR), cyclin E, and cyclin A (Fig.
1; 68–70). With the exception of E2F-7, all members of the seven-member E2F family
require heterodimerization with a DP subunit (DP-1 or DP-2) for full activity and
share strong homology in their heterodimerization and DNA binding domains, their
marked box, and, with the exception of E2F-6, a transactivation domain and a pocket
protein binding region that resides within this sequence (65,71). E2F transcription
factors are divided into three main groups: E2Fs 1–3, which play a role in progression
from G1 into S-phase of the cell cycle and possess a pRb binding site within their
transactivation domain; E2F-4 and -5, which bind to p107 or p130 members of the
pocket protein family, and E2F-7—these three play a role in differentiation and prolif-
eration; and E2F-6, which is unique since it lacks both the transactivation and the
pocket protein binding domains. E2F-6 (also known as EMA) is thought to regulate
cell cycle progression via its role as a transcriptional repressor (72–74). Although
overexpression of E2F-6 did not block cycling NIH3T3 fibroblasts from entry into S-
phase of the cycle, there was a significant decrease in S-phase entry when G0-arrested
E2F-6 overexpressing cells were stimulated to reenter the cell cycle with serum (74)
More recently, it was suggested that recruitment and interaction of the Polycomb re-
pressor proteins (PcG) are instrumental in mediating the transcriptional repressor func-
tion of E2F-6 (75).

3.2.1. Activation of Transcription by E2F
The precise mechanism by which E2Fs activate transcription is unclear, although

studies have shown that the transactivation domain of E2F-1 can interact with cyclic
adenosine monophosphate (cAMP) response element binding protein (CBP) (76). CBP
is a transcriptional co-activator and possesses intrinsic histone acetyl transferase
(HAT) activity which can modulate chromatin structure and hence gene transcription
(77). Acetylation of histones causes weakening of the interaction between DNA and
the nucleosome, thereby making the DNA more accessible for transcription (76). E2F
complexes have also been shown to bend DNA, and this could be important for activa-
tion in certain instances (78).

3.2.2. Subcellular Localization of E2F Transcription Factors
One level of regulation of E2F function occurs through changes in the subcellular

localization of individual E2F transcription factors. For example, it has been demon-
strated that E2F-4 is expressed in the nucleus and cytoplasm of quiescent cells, but as
cells reach S-phase this molecule is found almost exclusively in the cytoplasm (79,80).
This relocation ensures that repressive E2F-4/p107 complexes cannot bind E2F-re-
sponsive genes. E2F-4 lacks a nuclear localization sequence (NLS), and therefore it
might gain entry to the nucleus by association with DPs or Rb pocket proteins, both of
which contain an NLS. Indeed, studies have shown that when it is overexpressed in
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cells, E2F-4 is only transported to the nucleus when coexpressed with DP-2, p107, or
p130 (79,81). E2F-5 also lacks an NLS, although nuclear localization has been shown
to occur in a DP- and Rb-independent manner such that transport of this E2F to the
nucleus is mediated via formation of nuclear pore complexes (82).

3.2.3. Inactivation of E2F Transcription Factors

Inactivation of E2F is as important as E2F activation for continued progression
through the cell cycle. It has been shown that expression of a constitutively active
mutant of E2F-1 or DP-1 causes accumulation of cells in S-phase, which leads eventu-
ally to apoptosis (83). These results imply that inactivation of E2F is required for exit
from S-phase.

Inactivation of E2F may be mediated by phosphorylation of E2F and DP subunits,
leading to an inhibition of DNA binding activity (83–85). E2Fs 1–3 have been shown
to contain a conserved region that allows enables interaction with cyclin A/Cdk2 or
cyclin E/Cdk2; these interactions lead to inhibitory phosphorylation on these tran-
scription factors (84). There is also evidence for ubiquitin-directed degradation of E2Fs
1–4 (86,87), which would lead to regulation of DNA binding activity.

3.2.4. Mechanism of pRb-Dependent Repression of E2F
Transcriptional Activity

The exact mechanism of pRb-mediated repression has only recently become under-
stood following the discovery that histone deacetylase-1 (HDAC-1) is involved (88–
90). Recruitment of HDAC-1 to the DNA is thought to repress gene activation by
altering chromatin structure. Nucleosomal histones have a high proportion of posi-
tively charged amino acids that facilitate interaction with negatively charged DNA.
Deacetylation is thought to occur on histone tails protruding from the nucleosome
(91), and this increases their positive charge, causing a tighter interaction with DNA,
thereby making the DNA less accessible for transcription. Takahashi et al. (92) ob-
served that high levels of acetylation correlated with activation of E2F-responsive
genes in late G1 and at the G1/S border. However, during quiescence, when transcrip-
tional activity is low, histones showed reduced levels of acetylation (92). They also
showed that acetylation of genes occurred in a cell cycle-dependent manner. Thus,
during G0 when transcription levels are low, histones display reduced acetylation lev-
els owing to the recruitment of HDAC-1. However, as cells progress through G1 into
S-phase, this repression is relieved by HAT (Fig. 3). As mentioned earlier in Sub-
heading 3.2.1., it has been shown that E2F is able to interact with both CBP and HAT
in vitro and also in transiently transfected cells (76).

The role of HDAC-1 in repressing gene transcription has been demonstrated fur-
ther such that HDAC-1 physically interacts with the DHFR promoter to affect cell
growth. Thus, an association of HDAC-1 with the DHFR promoter was detected in G0

and early G1, when the gene was silent and also histone H4 showed low acetylation
levels. This association then decreased as cells entered S-phase, consistent with an
increase in DHFR mRNA levels (93).
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It has been suggested that chromatin-modifying factors may form multienzyme
corepressor complexes at promoter regions. Thus, the modifying factor, mSin3, has
been shown to form a corepressor complex that acts as a scaffold for the assembly of
HDAC-1 repressor complexes (94–96). The occupancy of E2F-regulated promoters
by HDAC-1 and mSin3B in pocket protein-deficient cells was recently assessed (97).
These studies showed that recruitment of HDAC-1, but not mSin3B, was completely
dependent on p107 and p130 but not on pRb. These data suggest that specific E2F/Rb
complexes are involved in recruitment of chromatin-modifying factors during G0/G1.
There is also evidence that the tumor suppressor gene transforming growth factor-β1
(TGF-β1), might function by recruitment of HDAC-1 since transgenic mice
overexpressing TGF-β1 showed enhanced HDAC-1 binding to p130 compared with
control animals (98). Thus, TGF-β1 may exert its growth-inhibitory effects by recruit-
ment of HDAC-1.

The model of Rb pocket proteins causing transcriptional repression by association
with HDAC-1 is consistent with the model hypothesizing that pRb phosphorylation by
cyclin D/Cdk4(Cdk6) complexes relieves E2F transcriptional inhibition. Phosphory-

Fig. 3. Histone deacetylase-1 (HDAC-1) is recruited to DNA by retinoblastoma protein
(Rb), causing deacetylation and inhibition of transcription during G0. At the G1/S transition,
this repression is relieved by the action of histone acetyl transferase (HAT), allowing transcrip-
tion of genes necessary for DNA synthesis.
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lation of pRb by Cdk4(Cdk6) initiates intramolecular interactions between the
carboxy-terminus of pRB and the pocket region, which displaces HDAC-1 from the
pocket, thereby facilitating subsequent phosphorylation of pRb by Cdk2 complexes
followed by disassociation from E2F. These results suggest a sequential phosphoryla-
tion of pRb by Cdk4(Cdk6) and Cdk2 (99).

3.3. Role of the Cyclin E/Cdk2 Complex in the G1/S Transition
As cells approach the G1/S border, control of the cell cycle becomes dominated by

cyclin E/Cdk2 complexes. It has been demonstrated that overexpression of cyclin E/
Cdk2 promotes S-phase entry and that blocking the kinase activity of this complex
inhibits progression into S-phase (100–102). Consistent with its role in S-phase, the
cyclin E/Cdk2 complex has been shown to be required for the initiation of DNA repli-
cation (100–102). The importance of phosphorylation of pRb by cyclin E/Cdk2 at the
G1/S border has already been discussed (see Subheading 3.1.).

A recently discovered substrate for cyclin E/Cdk2 has also been shown to be im-
portant for S-phase entry. This substrate is a nuclear protein that maps to the ATM
locus (NPAT). NPAT was identified from a phage expression library using cyclin E/
Cdk2 as a probe and was shown to associate with cyclin E/Cdk2 in vivo using immu-
noprecipitation studies. The NPAT protein was shown to be present at all stages of the
cell cycle in synchronized cells; however, levels peaked at the G1/S boundary and
decreased as cells progressed through S. Overexpression of NPAT caused an increase
in the number of S-phase cells, suggesting that NPAT expression may be a rate-limit-
ing step for S-phase entry (103).

Histone gene expression is a major event that occurs as cells pass into S-phase.
Histones form part of the nucleosomes that are a fundamental subunit of chromatin,
and NPAT has been implicated in the regulation of histone gene expression. Both
cyclin E and NPAT have been shown to localize to histone gene clusters at the G1/S
border, and phosphorylation of NPAT is required to activate histone gene expression
(104,105). Therefore, evidence exists to show that cyclin E/Cdk2 regulates histone
gene expression by phosphorylation of NPAT, a process required for entry into S-
phase (see Fig. 4)

4. S-Phase
S-phase is the point during the cell cycle at which a cell duplicates its chromosomes

in readiness for mitosis and cell division (1). A number of checkpoints exist to ensure
that DNA is replicated only once per cycle, that it is fully and correctly replicated, and
that replication occurs before cell division. Another important event during S-phase,
other than DNA replication, is centrosome duplication. The centrosomes are the pri-
mary microtubule organizing center, and failure of cells to coordinate centrosome du-
plication with DNA replication leads to abnormal segregation of chromosomes,
causing genomic instability that can lead to cancer.

4.1. Role of the Cyclin E/Cdk2 Complex in S-Phase Progression
There is much evidence to suggest that DNA synthesis in higher eukaryotes is ini-

tiated by activation of Cdk2 (23,101,106). Cdk2 associates with cyclin E just prior to
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the onset of S-phase, and the role of this complex in the activation of NPAT and his-
tone gene expression has already been discussed above (see Subheading 3.3.). A role
for cyclin E/Cdk2 in centrosome duplication has also been suggested (107). Tarapore
and colleagues (108) developed a cell-free centriole duplication system and demon-
strated that centrosome duplication was dependent on the presence of cyclin E/Cdk2
complexes. In addition, cyclin E/Cdk2 was shown to phosphorylate nucleophosmin in
this model, causing dissociation from centrosomes and subsequent initiation of cen-
trosome duplication (108).

4.2. Role of the Cyclin A/Cdk2 in S-Phase Progression
The onset of S-phase correlates with formation of cyclin A/Cdk2 complexes.

Microinjection of antibodies against Cdk2 complexed with either cyclin A or cyclin E
blocks the initiation of DNA synthesis in mammalian cells (109,110). Cyclin A might
be rate-limiting for DNA replication since it can accelerate entry into S-phase when

Fig. 4. Activation of NPAT by cyclin E/CDK2 causes histone gene expression necessary for
DNA synthesis and S-phase progression.  , inhibition step; �, activation step; Cdk, cyclin-
dependent kinase; CIP, Cdk-interacting protein; KIP, kinase-inhibitor protein.

–—
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overexpressed in cells (111). The fact that depletion of cyclin A by injection of anti-
cyclin A antibody causes inhibition of DNA synthesis suggests that cyclin A plays a
role in this process. It has been shown that CDC6 is an intracellular substrate for cyclin
A/CDK2 (112). CDC6 is a protein required for formation of the initiation complex
(see Subheading 4.3.2.), which is necessary for the onset of DNA replication, thereby
providing one mechanism by which cyclin A/Cdk2 may regulate DNA replication.
CDC6 has been shown to be required for late firing of origins, and this function may
be achieved by phosphorylation following cyclin A/Cdk2 activation, suggesting that
this complex may be required for continuation of DNA synthesis in addition to the
initiation step (113). However, it has been demonstrated that microinjection of cyclin
A antibodies into cells already progressing through S-phase causes accumulation of
cells in G2 (109), indicating that, in this instance, cyclin A is not required for cells to
complete S-phase, and CDC6 may therefore be regulated by other cyclin/Cdk com-
plexes in the cell.

4.3. Cell Cycle Control of DNA Replication in Mammalian Cells
Eukaryotic genomes are extremely large and can range from 107 to greater than 109

bp. Because of this large size, duplication of the eukaryotic genome occurs as a
multiparallel process with between 10,000 and 100,000 parallel synthesis sites in hu-
man somatic cells (reviewed in refs. 114 and 115). Cells need to ensure that DNA
replication occurs at the appropriate time in the cell cycle and also that re-replication
does not occur before cells undergo mitosis and cytokinesis. Advances in our under-
standing of the regulation of these sequential processes have come from numerous
studies in yeast systems (reviewed in ref. 114); see also Chapter 1, this volume). These
simple model systems have provided much information on the protein complexes in-
volved in the activation and inhibition of DNA synthesis, and a number of homologs
have since been identified in higher eukaryotes.

Early experiments carried out in mammalian cells by Rao and Johnson (116)
showed that the initiation of DNA replication is believed to be a two-step process.
These investigators showed that fusion of a G1 cell with an S-phase cell triggered
DNA replication but that G2 cells were unable to undergo DNA initiation (116). This
led to the notion that an S-phase–promoting factor was required to push cells from G1

into S-phase. The two-step process first involves the assembly of initiation factors at
origins of replication and second the triggering of these complexes to activate DNA
synthesis by the actions of protein kinases. The following sections will give an over-
view of those molecules involved in driving DNA initiation and replication.

4.3.1. Origins of Replication
DNA synthesis is known to occur at specific sites on the DNA known as origins of

replication. The best characterised origins of replication are those found in Saccharo-
myces cerevisiae and are known as autonomous replication sequences (ARS) (117).
The ARS contains a highly conserved region of 100–200 bp known as the ARS con-
sensus sequence (ACS), and this is an essential component of the origin of replication
to which the origin recognition complex (ORC) binds. The ORC is conserved in all
eukaryotes (118).
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Three ORC subunits have been identified in humans, HsORC 1, 2, and 4 (119), all of
which are involved in the initiation of DNA replication by recruitment of specific fac-
tors to the DNA. Human ORC has been shown to interact with a HAT, and this may be
involved in making the initiation site accessible, thereby facilitating replication (120).

4.3.2. CDC6 and DNA Replication
A key regulator of DNA replication in mammalian cells is CDC6. Immunodepletion

of CDC6 in human cells blocks S-phase entry (121,122) and has been shown to affect
the interaction of ORC with minichromosome maintenance (MCM) proteins but not
its interactions with DNA (123,124). These data suggest that CDC6 may act as an
adaptor protein for interactions of the ORC with other proteins (e.g., MCM proteins).
Levels of CDC6 in cycling human cells remain fairly stable during S-phase, G2, and
mitosis (125,126), but lower amounts are present in early G1 when CDC6 is degraded
by proteolysis (127,128). CDC6 does, however, change its subcellular localization
during the cell cycle, and it has been shown that nuclear CDC6 is phosphorylated
during S-phase and transported to the cytoplasm (129). Phosphorylation of CDC6 is
carried out by cyclin A/Cdk2 and also by Dbf/CDC7. Relocation of CDC6 within the
cell might be one way in which cells ensure that re-replication does not occur. How-
ever, a substantial amount of CDC6 is found still associated with chromatin during S-
phase (127), suggesting that CDC6 might play roles other than assembly of proteins at
the initiation site and may be required for continued synthesis. Because of the
relocalization of CDC6 during S-phase, CDC6 must be continually synthesized to ac-
count for the fraction associated with chromatin during S-phase (130).

4.3.3. Minichromosome Maintenance Proteins
The MCM proteins are a complex of six related proteins that form an essential

component of the DNA initiation complex. Their requirement for DNA replication has
been demonstrated by antibody injection and antisense oligonucleotide experiments
(131–133). The six MCM proteins are not functionally redundant, and deletion of any
MCM protein in S. cerevisiae or S. pombe results in loss of cell viability. In most
organisms, the MCM proteins are located in the nucleus throughout the cell cycle
(134,135). In mammalian cells, MCM proteins associate with chromatin in G1, but as
cells progress through S-phase they are phosphorylated, and this reduces their affinity
for chromatin (131,136). This may be one way in which cells ensure that replication
occurs only once per cycle. In mammalian cells, some MCM proteins copurify with
DNA polymerase α (137), and evidence exists to suggest that MCMs possess DNA
helicase activity (138). Therefore, it is possible that association of the helicases with a
primase forms a mobile primosome that drives discontinuous synthesis.

4.3.4. CDC45
CDC45 is essential for DNA replication in S. cerevisiae (139–141) and this mol-

ecule has been shown to interact with MCM family members (140,141). A human
homolog has been identified (142), and immunoprecipitation experiments indicate that
it associates with chromatin periodically throughout the cell cycle. Association of
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CDC45 with chromatin may depend on cyclin/CDK complex activity at the G1/S tran-
sition (143,144).

4.3.5. Regulation of DNA Initiation Complexes
Two classes of protein kinases are essential for the initiation of replication, the

Cdks and Dbf4/CDC7 kinase.

4.3.5.1. CDKS

A role for Cdk2 in the initiation of replication in higher eukaryotes has been dem-
onstrated in a number of studies; for example, microinjection of antibodies against
certain cyclins and Cdks into mammalian cells inhibits S-phase entry (110,145).

As mentioned in Subheading 4.2., CDC6 is a substrate for cyclin A/Cdk2, and
phosphorylation of CDC6 by this complex possibly contributes to the prevention of
DNA reinitiation by causing export of CDC6 from the nucleus (126,129).

MCM proteins also serve as substrates for certain Cdks, and phosphorylation of
MCM proteins causes dissociation from chromatin as cells progress through S-phase.
Thus, MCM proteins are substrates for the mitotic complex cyclin B/CDC2 (146), and
this provides a link between mitotic cyclins and the inhibition of reinitiation, ensuring
that DNA replication occurs only once before entry into mitosis. It has been shown
that MCM2 and -4 are phosphorylated in S-phase and become hyperphosphorylated
by G2/M. Both MCM2 and -4 are good in vitro substrates for phosphorylation by cyclin
B/CDC2 (146,147).

4.3.5.2. DBF4/CDC7 KINASE

CDC7 in S. cerevisiae and the S. pombe homolog, Hsk 1 have been shown to be
essential for viability and are directly involved in DNA replication (148,149). A human
homolog of CDC7 has also been identified (150–152). The human homolog of Dbf4 is
regulated transcriptionally (153,154), with maximal expression during S-phase, which
also corresponds to the kinase activity of the Dbf4/CDC7 complex (112,153). Studies
have shown that inactivation of CDC7 in early S-phase prevents firing from replica-
tion origins, implicating CDC7 in the initiation of DNA replication (155,156). Human
MCM2 and -3 are both substrates for CDC7 in vitro (151,153).

4.4. DNA Replication Checkpoints
Various checkpoints serve to inhibit DNA replication in response to partially repli-

cated DNA or DNA damage, to allow the cell sufficient time to repair the damage
before undergoing mitosis (see Fig. 1). Replication checkpoints have been extensively
studied in yeast systems, and homologs for the proteins involved have also been iden-
tified in higher eukaryotes, including mammals.

4.4.1. The p53-Dependent Pathway
Several phosphatidylinositol (PI)-3-like kinase proteins are believed to be involved

in the DNA replication checkpoint, including ATM, ataxia-telangiectasia related pro-
tein (ATR), and DNA-dependent protein kinase (DNA-PK) (157–160) and these ki-
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nases have been shown to be activated by DNA in vitro (161,162). The tumor suppres-
sor protein p53 is a downstream target of ATM, and immunoprecipitated ATM can
phosphorylate p53 on Ser15, a residue that is phosphorylated in vivo in response to
DNA damage (163–166). DNA damage, occurring, for example, in response to ioniz-
ing radiation, leads to stabilization and accumulation of p53, which is involved in
activation of a number of cellular responses such as cell cycle checkpoints, genomic
stability, gene transactivation, and apoptosis (162,167–170). p53 is normally associ-
ated with the ubiquitin ligase MDM2, such that phosphorylation of p53 on Ser15 leads
to its dissociation from MDM2, thereby stabilising the p53 protein (163). Stabilization
of p53 leads to transactivation of the CDKI molecule, p21, which leads to cell cycle
arrest (171).

Other regulators of p53 include ATR and Pin1. Thus, the ATR protein is capable of
phosphorylating p53 on Ser15 and may also play a part in activating the p53 check-
point pathway in response to ultraviolet (UV) and ionizing radiation (162,172). Pin1
has been shown to regulate the G1/S, G2/M, and DNA replication checkpoints (173)
and is overexpressed in many human cancers (174–176). A recent report has shown
that Pin1 binds phosphorylated p53 and is involved in stabilization of the protein,
probably by interfering with the MDM2 interaction, and is also involved with
transactivation of p21 in response to DNA damage (177).

4.4.2. The p53-Independent Pathway
The p53-independent mechanism of cell cycle block in response to unreplicated

DNA or DNA damage involves the Rad proteins (reviewed in refs. 114 and 178).
These proteins were first identified in yeast, and mammalian homologs also have been
identified. The proteins involved in recognition and processing of the replication per-
turbation response are Rad1, Rad9, Rad17, and Hus1. The effects of these proteins are
mediated by the protein kinases, CDS1 and CHK1, which target proteins involved in
cell cycle regulation, for example, the CDC25 dual-specificity protein phosphatases
(see Subheading 5.1.).

DNA-PK is the human homolog of the fission yeast PI-3–like kinase, Rad3, and is
activated by proteins that detect sites of DNA strand breakage. Loss of function of
these kinases results in inhibition of the checkpoint, suggesting that DNA-PK is im-
portant for sensing DNA damage and initiating the checkpoint mechanism (179,180).

Rad1 has been shown to be similar to proliferating cell nuclear antigen (PCNA) and
possesses exonuclease activity (181,182). PCNA encircles the DNA during replica-
tion and retains the polymerase complex on the DNA. PCNA requires several factors
in order to load onto DNA, one of which is known as replication factor C (RFC).
Rad17 has been shown to share homology with RFC and also has been shown to inter-
act with Rad1 (181). Rad1, Rad9, and Hus1 have all been shown to interact physically
in mammalian cells (183,184), and it is believed that Rad17 may serve as a recruit-
ment complex for Rad1, Rad9, and Hus1 to sites of DNA damage (185). Indeed, a
recent study has demonstrated that upon replication block, Rad17 is recruited to the
sites of DNA damage during late S-phase and that it binds to the Rad1/Rad9/Hus1
complex, enabling its interaction with PCNA (186).
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The two downstream targets of the Rad proteins are the serine/threonine kinases
CHK1 and CDS1. These kinases are activated differentially such that CDS1 is in-
volved in mediating responses to unreplicated DNA, and CHK1 is involved in the G2

DNA damage response. CDS1 has been shown to be phosphorylated by ATM
(187,188), and following activation it phosphorylates and inhibits the mitotic activa-
tor, CDC25C (187–189), thereby mediating G2 arrest. CHK1 also phosphorylates
CDC25C in vitro (190). Phosphorylation of CDC25C by CDS1 and CHK1 creates a
binding site for the 14-3-3 family of phosphoserine binding proteins (190; see Sub-
heading 6.1.2.). Binding of 14-3-3 has little effect on CDC25C activity, and it is be-
lieved that 14-3-3 regulates CDC25C by sequestering it to the cytoplasm, thereby
preventing the interactions with cyclin B/CDC2 that are localized to the nucleus at the
G2/M transition (190,191).

The mechanisms by which DNA replication and DNA damage checkpoints exert
their effects on cell cycle progression are now becoming clearer. Both p53-dependent
and -independent mechanisms exert their effects via complex pathways on key cell
cycle regulatory molecules such as p21 and the mitotic regulator, CDC25C (Fig. 5).
These events occur at specific points in the cell cycle, ensuring that a cell does not
proceed through mitosis without a full complement of replicated and intact DNA,
thereby ensuring that the genome is passed equally to each of the daughter cells.

5. The G2/M Transition
The G2-phase is another gap phase in the cell cycle in which the cell assesses the

state of chromosome replication and prepares to undergo mitosis and cytokinesis.
Cyclin B/CDC2 is the key mitotic regulator of the G2/M transition and was originally
identified as the maturation-promoting factor, a factor capable of inducing M-phase in
immature Xenopus oocytes (192–194). As is the case with other cyclin/CDK com-
plexes, activation of the cyclin B/CDC2 complex is tightly regulated by phosphoryla-
tion and dephosphorylation events and also changes in subcellular localization
(reviewed in refs. 195 and 196). The molecules that regulate cyclin B/CDC2 activity
receive signals from the checkpoint machinery, as described in Subheading 4.4.2.
Cyclin A/Cdk complexes also play a role in regulating the G2/M transition.

5.1. Role of the Cyclin B/CDC2 Complex in the G2/M Transition
Cyclin B synthesis begins at the end of S-phase (197). Two cyclin B isoforms exist

in mammalian cells, cyclin B1 and B2. Studies in cyclin B1- and cyclin B2-null mice
have confirmed that cyclin B2 is non-essential for normal growth and development
(198). This particular isoform associates with the Golgi and may play a role in Golgi
remodelling during mitosis (198,199). In contrast to cyclin B2, cyclin B1 is thought to
be responsible for most of the actions of CDC2 in the cytoplasm and nucleus and it
appears to compensate for the loss of cyclin B2 in B2-null mice implying that cyclin
B1 is capable of targeting CDC2 kinase to the essential substrates of cyclin B2 (198).

Cyclin B/CDC2 complexes are regulated both positively and negatively by phos-
phorylation (Fig. 5). Phosphorylation of CDC2 on the conserved T-loop region
(Thr160) is required for activation, as is the case with all Cdks, and this phosphoryla-
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tion event is mediated by CAK. During G2, cyclin B/CDC2 complexes are held in an
inactive state by phosphorylation of CDC2 Thr14 and Tyr15. Phosphorylation on
Thr14 prevents ATP binding (200), whereas that on Tyr15 interferes with phosphate
transfer to the substrate owing to its positioning in the ATP binding site on CDC2
(201). These inhibitory phosphorylation events are carried out by the kinases Wee1
and Myt1; Wee1 specifically phosphorylates Tyr15, and Myt1 phosphorylates both
Tyr15 and Thr14, with a stronger affinity for Thr14 (202–204). Cyclin B/CDC2 be-
comes fully activated following dephosphorylation of these sites by the protein phos-
phatase CDC25C (Fig. 5).

6. Mitosis (M-Phase)
Mitosis (also called karyokinesis) and cytokinesis constitute the shortest phase of

the eukaryotic cell cycle, typically taking around 1–2 h to complete in a mammalian
cell. Mitosis itself comprises five distinct phases as follows:

1. Prophase: this stage begins with condensation of the chromosomes in the nucleus
and ends with breakdown of the nuclear envelope. (This latter event occurs over a 1–
2-min interval.)

Fig. 5. Regulation of the CDC2/cyclin B complex. The serine/tyrosine kinase, Wee1 cata-
lyzes phosphorylation of Tyr15 on CDC2. Wee1 itself is phosphorylated and inactivated by
Nim1 and other unidentified kinases to induce mitosis. Thr14 phosphorylation can be mediated
by Wee1 but only once Tyr15 has been phosphorylated. It appears that the Thr/Tyr kinase Myt1
is the critical kinase involved here. Inhibition of CDC2 by wee1 is counteracted by the CDC25
dual-specificity phosphatases. CDC25 is phosphorylated and activated by CDC2/cyclin B (am-
plification pathway). Protein phosphatase 1 (PP1) inactivates CDC25 by dephosphorylation of
the same residue that is phosphorylated by CDC2/cyclin B. Full activation of CDC2 requires
Thr161 phosphorylation by Cdk-activating kinase (CAK), which then stabilizes CDC2 associa-
tion with cyclin A.   , inhibition step; �, activation step.

—–
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2. Prometaphase: at this stage the mitotic spindle forms. Three essential events
must occur in prometaphase if cell division is to proceed normally: (a) the bipolar
spindle axis must be established; (b) the daughter chromatids of each replicated chro-
mosome must become committed to the opposing spindle poles; and (c) the chromo-
somes must become aligned at, or near to, the spindle equator.

3. Metaphase: during this stage all chromosomes are bioriented and positioned near
the spindle equator. All chromosomes align themselves along the metaphase plate.

4. Anaphase: the sister chromatids that comprise each chromosome separate to form
two independent chromosomes. Anaphase is separated into anaphase A and anaphase B.

5. Telophase: this is the final stage of mitosis, in which the chromosomes
decondense and a nuclear envelope forms around each set of chromatids. The contrac-
tile ring begins to form in readiness for the cell to split into two daughter cells, each
with one nucleus.

A number of cell cycle regulatory molecules play pivotal roles in promoting pro-
gression through mitosis, including the CDC25 protein phosphatases, the polo-like
kinases (PLKs), the 14-3-3 proteins, mitotic cyclin/Cdk complexes, and the anaphase-
promoting complex (APC). The role that these individual groups of molecules plays in
mitosis is now discussed in more detail.

6.1. The CDC25 Protein Phosphatases
The mammalian CDC25 family of dual-specificity phosphatases consists of three

members: A, B, and C (205,206). CDC25B and C are thought to be the main regulators
of mitosis, whereas CDC25A plays a role in regulating the G1/S transition. CDC25B
may be involved in the initial dephosphorylation and activation of cyclin B/CDC2,
which then initiates the positive feedback loop of CDC25C activation by CDC2 (207;
see Fig. 5). CDC25B is also believed to play a role in centrosomal microtubule nucle-
ation during mitosis since overexpression of this molecule causes formation of
minispindles in the cytoplasm (208). CDC25A expression is under transcriptional con-
trol of the E2F transcription factors in late G1 (209) and is involved in activation of
cyclin E/Cdk2 and cyclin A/Cdk2 complexes that regulate entry into S-phase (see
Subheadings 4.1. and 4.2.).

CDC25C is the protein phosphatase that is mainly responsible for dephosphoryla-
tion and activation of the cyclin B/CDC2 complex. Treatment of CDC25C with phos-
phatases in vitro led to reduced CDC25C phosphatase activity, indicating that
hyperphosphorylation of CDC25C is required for phosphatase activity during mitosis
(207,210,211). Cyclin B/CDC2 is able to phosphorylate CDC25C (207,212; see Fig.
5) and this initiates a positive feedback loop that induces rapid activation of cyclin B/
CDC2 at the G2/M transition. However, the initial trigger of CDC25C activation re-
mains unclear, although CDC25C has been shown to be phosphorylated by cyclin E/
Cdk2 and cyclin A/Cdk2 in vitro (212). PLK-1 is another potential upstream regula-
tory kinase of CDC25C that might function in vivo (213).

The role of CDC25C as a key mediator of cyclin B/CDC2 activation has recently
been questioned owing to studies performed in CDC25C knockout mice. These mice
showed no phenotype with respect to regulation of mitosis and showed no differences
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in CDC2 phosphorylation (214), suggesting that redundancy exists between CDC25
isoforms. Indeed, a role for CDC25A in CDC2 activation has recently been suggested.
Destruction of CDC25A by the ubiquitin-mediated pathway serves to ensure that cells
do not undergo premature mitosis, and this is achieved by phosphorylation of CDC25A
by CHK1. However, Mailand and co-workers (215) reported that once cells are com-
mitted to mitosis, stability of CDC25A undergoes major changes at the G2/M transi-
tion owing to phosphorylation on Ser17 and Ser115 that uncouples it from the
ubiquitin-mediated degradation pathway. Phosphorylation of CDC25A on these spe-
cific residues is mediated by cyclin B/CDC2 and therefore forms part of a positive
feedback activation loop whereby CDC25A is stabilized by CDC2, and this is fol-
lowed by dephosphorylation of CDC2 on Thr14 and Tyr15 (215).

6.1.1. The Polo-Like Kinases
The polo-like kinases are a family of serine/threonine protein kinases, four of which

have been described in mammalian cells: PLK-1, PLK-2 (Snk), PLK-3 (Fnk/Prk), and
PLK-4 (Sak a/b) (216,217). The PLKs share a closely related catalytic domain at their
N-termini (50–65% identity at the amino acid level) and a homologous C-terminal
domain called the polo box domain (PBD)—of which there are two, PBD1 and
PBD2—that is required for directing subcellular localization of the kinase since muta-
tion of this region has been shown to disrupt localization of PLK-1 (218,219).

PLK protein levels and phosphorylation status are cell cycle-regulated. Thus, PLK1
is undetectable in cells at the G1/S-phase transition; however, levels rise during S-
phase, and phosphorylation occurs during G2 (220). Indeed, PLK1 is important for the
G2/M transition, entry into mitosis and exit from mitosis, and is rapidly degraded as
the cell exits mitosis and PLK1 activity levels peak at the metaphase–anaphase transi-
tion (217,220). Activation of PLK1 has been found to occur at a similar time to cyclin
B/CDC2 activation, and a recent study by Roshak et al. (213) demonstrated that hu-
man CDC25C is a substrate for PLK1 and that phosphorylation caused activation of
the phosphatase and subsequent dephosphorylation of cyclin B/CDC2. Other substrates
phosphorylated by PLK1 include cyclin B1, Myt1, and the APC.

PLK2 is the least well characterized of the mammalian PLKs, although it is thought
to play a role in cell cycle reentry of G0-arrested cells (221). PLK3 has been impli-
cated in DNA damage control at the G2 checkpoint, where, in mammalian cells, it acts
in the p53-mediated stress response pathway (222). Finally, a cell cycle role for PLK4
has not yet been reported. This particular PLK was isolated from the mouse as two
distinct transcripts (a and b) and has since been shown to contain only a single PBD; it
also lacks the catalytic motif found in other PLK family members (216).

6.1.2. The 14-3-3 Proteins
CDC25C phosphatase activity is regulated negatively by phosphorylation on a spe-

cific Ser216 residue that creates a binding site for small phosphoserine binding pro-
teins, known as 14-3-3 (223). A number of 14-3-3 proteins are known to exist,
including: 14-3-3 ε, γ, β, σ, ζ, η (224). CDC25C is localized to the cytoplasm during
interphase and is directed to the nucleus just prior to mitosis (191,225). Binding of 14-
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3-3 may prevent nuclear localization of CDC25C by masking the NLS, which is in
close proximity to the Ser216 residue. In support of 14-3-3 sequestering CDC25C to
the cytoplasm during interphase, Ogg et al. (226) demonstrated that Ser216 is the ma-
jor phosphorylation site of CDC25C during interphase but not during mitosis. Poten-
tial candidate kinases for phosphorylation of Ser216 on CDC25C are CHK1, CDS1,
and C-TAK1 (227,228). CHK1 and CDS1 are both mediators of G2 arrest in response
to DNA damage or incomplete replication, as discussed above in Subheading 4.
Therefore, phosphorylation of CDC25C during interphase creates a binding site for
14-3-3, causing cytoplasmic retention. Dephosphorylation of Ser216 (possibly by
CDC25B) at the onset of mitosis results in nuclear localization and subsequent activa-
tion of cyclin B/CDC2, as described in Subheading 6.1.1. above.

6.2. Subcellular Localization of Cyclin B/CDC2 During G2/M
During interphase, cyclin B/CDC2 complexes are found in the cytoplasm. How-

ever, by late prophase, most cyclin B/CDC2 is found in the nucleus following break-
down of the nuclear envelope (229). Cyclin B has a cytoplasmic retention sequence
(CRS) in the N-terminal region which, when deleted, causes localization of cyclin B to
the nucleus (230). A nuclear export signal (NES) also has been defined within the
CRS, and this binds to the export receptor CRM1 (231); it has been that shown that a
specific inhibitor of CRM1 causes accumulation of cyclin B in the nucleus (231).
During mitosis, cyclin B is hyperphosphorylated within the CRS region, and this phos-
phorylation is thought to disrupt interactions with CRM1 holding cyclin B in the
nucleus (229,231).

The mechanism by which cyclin B enters the nucleus is less well understood. Both
cyclin B and CDC2 lack an NLS. Cyclin B1 has, however, been shown to bind
importin-b (232), and this could be one mechanism that mediates cyclin B nuclear
localization. The CRS of cyclin B1 is also known to interact with cyclin F, which is
found predominantly within the nucleus and contains two NLSs (233). Interestingly,
overexpression of cyclin F causes relocation of cyclin B to the nucleus, suggesting
that it may be involved in the import of cyclin B1.

Although cyclin B contains a CRS and an NES, both of which ensure that cyclin B
is localized to the cytoplasm, phosphorylation of cyclin B can lead to association with
other molecules, resulting in its relocation to the nucleus and thereby allowing access
to nuclear substrates.

6.3. Function of Cyclin B/CDC2 During Mitosis
The cyclin B/CDC2 complex is involved in the initiation of a number of mitotic

events in both the cytoplasm and the nucleus. During prophase, cyclin B/CDC2 is
associated with duplicated centrosomes, and it promotes centrosome separation by
phosphorylation of the centrosome-associated motor protein Eg 5 (234). Cyclin B1/
CDC2 and/or cyclin B2/CDC2 complexes are involved in the fragmentation of the
Golgi network (235), and cyclin B/CDC2 also is involved in the breakdown of the
nuclear lamina and cell rounding (236). Thus, the cyclin B/CDC2 complex is involved
in completely reorganizing the cell architecture during mitosis.
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6.4. Function of Cyclin A/CDC2 During Mitosis
Cyclin A plays important roles at two distinct phases of the cell cycle, G1/S (as

discussed in Subheading 4.2.) and G2/M. These separate functions coincide with
cyclin A binding to two different kinases, CDK2 at the G1/S border and CDC2 during
G2. Cyclin A levels are undetectable during G1, and levels begin to rise as cells enter
S-phase. By the time a cell enters mitosis, cyclin A levels begin to decline; however, it
still is present during prophase, in which it is associated with the centrosomes, al-
though by telophase cyclin A is undetectable (109). Cyclin A/CDC2 complexes are
thought to play a role in activating cyclin B/CDC2 complexes, and recent reports sug-
gest that cyclin A/CDK2 complexes may also act during the G2 checkpoint (237,238).
Exit from mitosis requires degradation of both cyclin A and cyclin B, and this occurs
via a ubiquitin-mediated pathway that itself is regulated by the APC pathway (see
Subheading 6.5. below).

6.5. The Anaphase-Promoting Complex
Exit from mitosis requires ubiquitin-mediated degradation of mitotic cyclins via the

cyclin destruction box (239), which is regulated by the APC ubiquitin ligase. APC is a
multi-subunit ligase consisting of a number of protein subunits such as APC1, APC2,
CDC16, and CDC23 (reviewed in ref. 240). APC is inactive in the S- and G2-phases of
the cell cycle but becomes activated in mitosis as a result of phosphorylation that is
believed to be carried out by PLK1 (241,242) and/or cyclin B/CDC2 (241). APC re-
quires conversion to an active form by CDC20/Fizzy, and this can only occur following
phosphorylation of APC (243). APC is also required for sister chromatid separation
during anaphase by causing destruction of securins, the proteins that hold the sister
chromatids together. The securins inhibit the highly conserved enzyme separase during
the cell cycle until metaphase, in which it is degraded by the APC (244). Activation of
separase is crucial for the onset of anaphase in all eukaryotic cells.

6.6. Other Cell Cycle Regulatory Molecules Involved in Mitosis
A number of other molecules and protein complexes are involved in regulating

normal karyokinesis and cytokinesis in mammalian cells. Such molecules include the
securins, separase (see Subheading 6.5.), and rhabdokinesin-6. Expression of RB6K
is regulated during the cell cycle at both the mRNA and protein levels and, similar to
cyclin B, reaches maximum levels during M-phase (18). RB6K localizes in the late
stages of mitosis to the spindle midzone and appears on the midbodies during cytoki-
nesis. The functional significance of this localization during cell division has been
demonstrated by antibody microinjection studies showing exclusive production of
binucleated cells that failed to complete cytokinesis (245).

7. Cytokinesis
At the end of mitosis the cell must ensure that division is taken to completion by a

process called cytokinesis. This occurs following assembly of a cleavage furrow at the
site of division that contains actin, myosin, and other proteins that eventually form the



The Mammalian Cell Cycle 137

contractile ring (246). Following chromosome segregation, the microtubules bundle
in the midregion of the spindle, forming the spindle midzone. As the contractile ring
contracts, it creates a membrane barrier between each cell. The spindle midzone re-
mains connected, forming a cytoplasmic bridge until this is finally cut during abcission.
The mid-zone has been shown to contribute to actin ring assembly since placement of
an artificial barrier between the spindle midzone and the cell cortex during metaphase
caused inhibition of the cleavage furrow, whereas if a barrier was created in early
anaphase, cytokinesis proceeded without a problem (247).

Animal cells divide through the formation of an actomyosin contractile ring at the
end of anaphase (248). As discussed above, the spindle midzone plays a role in con-
tractile ring assembly. Two major classes of proteins are believed to be important in
signaling from the spindle midzone to the contractile ring. The first of these are the
chromosomal passenger proteins, e.g., the inner centromere proteins that are initially
found localized to chromosomes and centromeres and then translocate to the midzone
during anaphase (249) and are involved in chromosome alignment, segregation, and
cytokinesis. The second class of proteins are the motor-associated proteins, e.g., Eg5,
that are required to maintain the midzone. These proteins localize along the spindles
during metaphase and concentrate in the spindle midzone during anaphase (250,251).

Specific Cdks also play a role in cytokinesis, and it has been shown that mamma-
lian cells injected with a nondestructible form of cyclin B undergo anaphase and chro-
mosome segregation but do not form a spindle midzone and fail to undergo cytokinesis
(252), suggesting a role for cyclin B in inhibiting cytokinesis. Cdks may also inhibit
myosin, and thereby contractile ring formation, through inhibitory phosphorylation of
the myosin regulatory light chain (RLC) (253). Myosin RLC can be phosphorylated
by CDC2, which inhibits its actin-activated ATPase activity in vitro (254). This in-
hibitory phosphorylation increases in early mitosis and decreases in anaphase simulta-
neously with a decrease in CDC2 activation (255).

8. Endoreduplication

In most eukaryotic cells, S-phase and mitosis are coupled and occur only once dur-
ing each cell cycle; however, occasionally the sequence of events is interrupted such
that the cell undergoes multiple rounds of DNA synthesis in the absence of mitosis.
This process is called endoreduplication. Work in yeast has shown that
endoreduplication can occur as a result of multiple initiations within S-phase, reoccur-
ring S-phase, or repeated S- and G-phases (256). In addition, endoreduplication can
result in either multiple DNA syntheses within a single nucleus, e.g., megakaryocytes
or in multi-nucleated cells, e.g., cardiac myocytes. Little is known about the molecular
mechanisms responsible for endoreduplication in multinucleate cells, although a
greater understanding of the processes involved might enable cell division to be initi-
ated instead of endoreduplication, which would be useful for replacing damaged cells
and would therefore avoid scarring, in terminally differentiated tissues that contain
cells such as cardiac myocytes and neurones
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9. Destruction of Cell Cycle Regulators During the Cell Cycle:
Role Of The SCF Ubiquitin Ligases

The carefully ordered progression of a cell through various stages of the cell cycle
is mediated by the timely synthesis and destruction of numerous cell cycle regulatory
proteins. Degradation of molecules such as the cyclins occurs via ubiquitin-mediated
proteolysis, the specificity of which is controlled by a large number of ubiquitin li-
gases that themselves are either single subunits or multiprotein complexes that act as
recognition factors for substrates to be ubiquitinylated. The SCF complexes represent
a large family of ubiquitin ligases that control cell cycle progression. They are so
called because they are composed of Skp1, Cul1, and F-box protein as well as Roc1; it
is the F-box protein component of the SCF complex that determines substrate recogni-
tion. It is well documented that SCF complexes are key in controlling the abundance
of cell cycle regulatory proteins, including cyclins, Cdks, and CDKIs (257). For ex-
ample, the SCF complex containing the F-box protein Skp2 coordinates the
ubiquitinylation of the CDKIs p21 and p27, thereby allowing CDK2 activation at the
G1/S border (258,259).

10. Summary and Conclusions

The mammalian cell cycle is a highly regulated, conserved, and sequential process
that is necessary for normal cell growth and development. Our understanding of the
mechanisms involved in cell cycle regulation has increased significantly in recent
years, as demonstrated by the award of the Nobel Prize for Physiology and Medicine
to Leland Hartwell, Paul Nurse, and Tim Hunt in 2001 for their seminal discoveries
relating to the cell cycle machinery. Despite this increased understanding, much re-
mains to be learned about the mechanisms involved in controlling growth and prolif-
eration in specific cell types and organs. Extending our knowledge of cell cycle control
in different cell types might help to identify the causes of certain hyperproliferative
diseases, including cancer and vascular disease. This then could lead to the develop-
ment of new therapeutic agents targeting specific cell cycle molecules that become
altered in such disorders.
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Synchronization of Cell Populations in G1/S and G2/M
Phases of the Cell Cycle

Jane V. Harper

Summary
The method described in the following chapter utilizes a double thymidine block (an inhibi-

tor of DNA synthesis) followed by treatment of cells with nocodazole (a mitotic inhibitor) to
obtain large cell populations at distinct phases of the cell cycle. Treatment with double thymi-
dine results in a G1/S-phase arrested cell population, and the use of flow cytometry allows
progression of the cells through the cell cycle to be monitored. Flow cytometry enables the
calculation of timings for collection of cells at distinct cell cycle phases from G1/S (following
treatment with thymidine) through to G2/M (owing to the presence of nocodazole).

Key Words
Bromodeoxyuridine (BrdU); cell cycle; cell synchronization; double thymidine block; flow

cytometry; nocodazole; propidium iodide (PI).

1. Introduction
This chapter describes methods for the synchronization of cells at the G1/S and G2/

M phases of the cell cycle using a double thymidine block to synchronize cells at the
G1/S border, followed by addition of nocodazole to block cells in G2/M. Flow
cytometric analysis is used to monitor the progression of cells from G1/S to G2/M,
allowing calculation of the timing for collection of cells at specific cell cycle phases
(Fig. 1); these cell populations subsequently can be used in the investigation of vari-
ous cell cycle-regulated molecules, for example. Treatment of cells with excess thy-
midine (2 mM) causes the arrest of cells at the G1/S border owing to an inhibition of
DNA synthesis that is attributable to feedback inhibition of nucleotide synthesis caused
by an imbalance of the nucleotide pool (1). The requirement for two consecutive expo-
sures to thymidine to achieve a G1 arrest is described in Fig. 2; following the first
treatment with thymidine for a finite period (e.g., 12 h), those cells arrested within S
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Fig. 1. Determination of cell cycle distribution by flow cytometric analysis. The fig-
ure demonstrates the profiles obtained from dual staining with PI and BrdU when
samples are analyzed by flow cytometry. (A) Histogram representing PI staining (FL3-
A). (B) Dot plot demonstrating BrdU labeling (FL1-H) vs PI stain (FL3-A); this allows
gating and accurate calculation of the percentage of cells in phase each of the cell cycle.
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Fig. 2. The mechanism of the double thymidine block. The figure demonstrates the five
distinct phases of the cell cycle: G0, in which cells are resting or quiescent; G1, in which cells
undergo RNA and protein synthesis necessary for entry in to S-phase; S-phase, in which cells
undergo DNA replication; G2, in which cells undergo RNA and protein synthesis in preparation
for mitosis; and M-phase, in which cells undergo mitosis and cytokinesis. (A) At the end of the
first exposure of cells to thymidine, cells become arrested at the G1/S transition and throughout
S-phase owing to the inhibition of DNA synthesis. Following release from the first exposure
for 12–16 h, cells arrested in G1/S and early S-phase will progress through to G2/M phases and
those arrested in late S phase will progress to G1. (B). Upon the second exposure to thymidine,
cells that had progressed to G2/M will progress into G1 and eventually become blocked at the
G1/S transition owing to the presence of thymidine; those cells that had entered G1 (i.e., the late
S-phase cells) will also become arrested at the G1/S transition (see Table 1). The dashed arrow
represents progression of G1/S and early S-phase cells following release from the first exposure
to thymidine. The dotted arrow represents progression of late S-phase cells following the first
release from exposure to thymidine. R, restriction point.
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phase will reenter G1, and those blocked at G1/S will progress into G2/M. Following
the second exposure to thymidine, the cells that have entered G1 will collect at G1/S,
and those that have reached G2/M will also progress into G1 and become blocked at
G1/S such that no cells will be arrested in S-phase. Upon the second release from
thymidine, nocodazole is added to the medium for up to 24 h (Table 1). Following this
24-h incubation period with nocodazole, cells become arrested in M-phase in a
prophase to pseudometaphase state owing to the disruption of microtubules that are
required for the condensation of chromatin and alignment on the metaphase plate (2,3).

The timings for exposure to thymidine and subsequent release from this agent are
dependent on the cell cycle time for the particular cell population under study. For
cells with a cell cycle time of approx 24 h, two 12-h blocks separated by a 16–18 h
release should be sufficient (4). The example we describe here utilizes A10 vascular
smooth muscle cells (VSMCs) and a protocol of two 12-h exposures to thymidine
separated by a 12-h release. Flow cytometric analysis demonstrated a block at the G1/
S transition following exposure of A10 VSMCs to thymidine; the example shown in
Fig. 3 demonstrates that approx 90% of cells are arrested at G1/S. Flow cytometric
analysis can then be used to follow progression of these cells through the cell cycle,
and once the appropriate timing has been determined, cells can be collected and used
to assess cell cycle-dependent molecule expression, for example (see Figs. 3 and 4).

Cells can also be arrested at G0/G1 by serum starvation, for example; however, this
method is not successful for all cell types since cells may permanently enter G0,
undergo apoptosis, or not arrest at all (4). Another method used to obtain G0/G1 popu-
lations is isoleucine deprivation, and lovastatin can be used to obtain cells arrested in
early G1; details of these methods have previously been published by O’Connor and
Jackman (4).

2. Materials
2.1. Synchronization Protocols

1. Phosphate-buffered saline (PBS) can be obtained in tablet form from Sigma and made up
per the manufacturer’s instructions. This should be sterilized by autoclaving prior to use
in cell culture experiments.

2. 100 mM Thymidine (Sigma) stock solution in PBS; store at 4°C for the duration of a
single synchronization experiment. Care should be taken to ensure complete dissolution
of thymidine in PBS; this can be achieved by placing the solution into a 37°C water bath.
Sterilize the solution by filter sterilization.

3. 1 mg/mL Nocodazole (Sigma) stock solution in dimethylsulfoxide (DMSO; Sigma); this
can be stored at 4°C for 1 mo or at –20°C for up to 6 mo.

2.2. Flow Cytometric Analysis
1. 1 mM Bromodeoxyuridine (BrdU; Sigma) stock solution in PBS; store in 105-µL aliquots

at –20°C.
2. 70% Ethanol in H2O; store at –20°C.
3. 0.1 M HCl solution in PBS; store at room temperature.
4. Anti-BrdU antibody (25 µg/mL) can be obtained from Becton Dickinson and anti-mouse

fluorescein isothiocyanate (FITC)-conjugated antibody from Dako.
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Table 1
Thymidine Synchronization of A10 VSMCs

Control Thymidine 0 h 3 h Release nocodazole 5 h Release nocodazole 7 h Release nocodazole 24 h Release nocodazole

G0/G1 51+/–2.5 89+/–1.0* 28+/–8** 26+/–2.3** 27+/–6.4** 27+/–2.6**
S 37+/–2.9 2+/–1.0* 67+/–8** 63+/–2.9** 27+/–18.5** 9+/–1.5**
G2/M 13+/–1.0 9+/–0.6* 5+/–0** 10+/–0** 46+/–11.8** 64+/–3.1**

The table shows the percentage of cells in each cell cycle phase following double thymidine block in A10 VSMCs. Values were calculated from the
PI vs BrdU dot blot (as shown in Fig. 1B) in order to give a more accurate estimation of S phase cells. These values clearly show blockade of cells in the
G1 phase following treatment with thymidine. Cells can then be followed through the different phases of the cell cycle at various time points with a large
proportion of cells finally collecting in G2/M because of the presence of nocodazole. *, significantly different from control; **, significantly different
from double thymidine-treated cells (p < 0.005; n = 3).

161
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Fig. 3. Thymidine synchronization of A10 VSMCs. The figure shows PI staining of A10
VSMCs following treatment with thymidine. The histograms demonstrate the blockade of cells at
the G1/S border in the presence of thymidine (B) compared with untreated cycling cells (A). Upon
release from thymidine into medium that contains nocodazole, cells reenter the cell cycle (C) and
can be collected at S-phase (D,E) and G2/M-phase owing to the presence of nocodazole (F).
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5. Anti-BrdU antibody solution: dilute anti-BrdU antibody 1:5 into PBS containing 0.5%
Tween-20 (Sigma) and 1% fetal calf serum (FCS; Invitrogen). Make this solution fresh
on the day of use.

6. Anti-mouse FITC antibody solution: dilute anti-mouse FITC antibody 1:10 into PBS con-
taining 0.5% Tween-20 (Sigma) and 1% FCS (Invitrogen). Make this solution fresh on
the day of use.

7. 10 mg/mL RNase A (Sigma) solution in water; store in 100-µL aliquots at –20°C.
8. 20 mg/mL propidium iodide (PI; Sigma) stock solution in water; store at 4°C.
9. PI staining solution: 50 µg/mL PI, 200 µg/mL RNase A in PBS. Make this solution fresh

on the day of use.

Fig. 4. Cell cycle molecule expression in thymidine-treated cells. The figure demonstrates
how the thymidine synchronization protocol can be used to assess the expression of cell-cycle
regulated molecules at specific phases of the cell cycle. The example shows the expression
patterns of cyclins A and E (A and B, respectively) in thymidine-synchronized A10 VSMCs.
Nocodazole was added to the cells at the time of release, causing cells to accumulate at the G2/
M phase by 24 h. Cyclin A levels increase as cells move from G1 and through the S-phase but
drastically decrease as cells reach the G2/M phases. The expression patterns are consistent with
reported functions of cyclin A suggesting that cyclin A/CDK2 complexes are important during S-
phase and are thought to play a role in DNA synthesis and that cyclin A/CDC2 complexes are
involved in the G2/M transition (7). Degradation of cyclin A is essential for cells to pass through,
and exit, M-phase (8). Cyclin E levels are high when cells are blocked at the G1/S border and
steadily decrease as cells progress through the cell cycle. The expression patterns seen for cyclin
E are consistent with the fact that cyclin E levels are known to peak at the restriction point, which
is located at the G1/S transition (9,10; see Fig. 2). Cyclin E levels remained high when cells
progressed into S-phase, which is consistent with reports that cyclin E/CDK2 is involved in the
processes of initiation of DNA replication (11–13) and centrosome duplication (14), both of
which occur during S-phase. Cyclin E levels then diminished as cells passed through S and into
G2/M, which is consistent with the fact that cyclin E is degraded at mid to late S-phase (9). SM-
actin was used to demonstrate equal loading of A10 VSMC protein (C).
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3. Methods
3.1. Synchronization Protocol

The following procedure is a modification of the double thymidine block previ-
ously described (4) and is a synchronization method for adherent cells (see Note 1).

1. Plate cells in standard growth medium to achieve approx 40% confluency the following
day, for example, approx 2.7 × 103 cells/cm2 for A10 VSMCs (see Note 2).

2. The following day, replace standard growth medium with medium containing 2 mM thy-
midine (from the 10 mM stock described in Subheading 2., item 2), and incubate cells
for 12 h under normal conditions.

3. Wash cells three times in PBS, re-feed with standard growth medium, and incubate under
normal conditions for 12 h.

4. Following incubation, replace standard growth medium with medium containing 2 mM
thymidine, and incubate for 12 h.

5. Wash cells three times in PBS, and add standard growth medium containing 40 ng/mL
nocodazole (see Note 3). Cells can be collected at various time points following the sec-
ond exposure to thymidine allowing collection of cells at specific cell cycle phases (see
Note 4 and Fig. 3).

3.2. Flow Cytometric Analysis
The following method describes staining for flow cytometric analysis that can be

used to determine the cell cycle profiles of synchronized cells from the method
described above.

1. Incubate cells in standard growth medium containing 10 µM BrdU for the final 30 min of
culture (see Notes 5 and 6).

2. Collect cells in the usual way, and wash the cell pellet with PBS.
3. Fix the cell pellet in 1 mL 70% ice-cold ethanol, and incubate at 4°C for 30 min (see

Note 7).
4. Centrifuge the cells at 720g for 5 min to remove the ethanol.
5. Resuspend the cell pellet in 0.5 mL 0.1 M HCl (in PBS), and incubate at 37oC for 10 min

(see Note 8).
6. Stop the reaction by adding 2.5 mL PBS, and centrifuge at 2000 rpm for 5 min.
7. Add 100 µL of anti-BrdU antibody solution, vortex briefly, and incubate for 1 h at room

temperature.
8. Add 1 mL of PBS, and centrifuge the cells at 720g for 5 min.
9. Wash the cell pellet with PBS, add 100 µL of anti-mouse FITC solution, vortex, and

incubate the cells for 30 min at room temperature in the dark.
10. Add 1 mL PBS, and centrifuge the cells at 720g for 5 min.
11. Wash the cell pellet with PBS, add 1 mL of PI staining solution, and incubate for 30 min

at room temperature in the dark (see Note 9).
12. Pass samples through the flow cytometer to determine the cell cycle phase.

4. Notes
1. The synchronization protocols can be adapted for use with nonadherent cells.
2. It is important to determine the appropriate cell density for the cell line under investiga-

tion, and this will be dependent on the cell cycle time. Ensure that cells do not reach
confluence, as this will affect results from subsequent flow cytometric analysis.
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3. The optimal concentration of nocodazole and time of exposure need to be determined for
each cell line. Concentrations of up to 400 ng/mL have been reported in some cases (5).
The optimal time of exposure should be between 12 and 24 h since exposure of cells to
nocodazole can be toxic.

4. The time points for the optimal number of cells in each cell cycle phase are dependent on
the cell cycle time and will need to be determined for each cell line; 3, 5, 7, and 24 h
should be used as a guideline.

5. It is important to add BrdU directly to the existing cell medium and not to add fresh
medium, as this may affect the cell cycle profiles determined by flow cytometry.

6. BrdU is incorporated into DNA during synthesis in S-phase, and incorporation is mea-
sured subsequently using an anti-BrdU antibody.

7. The samples can be stored in 70% ethanol at 4°C for up to 1 mo.
8. Antibodies are unable to interact with BrdU incorporated into DNA unless the structure

of chromatin is disrupted. Denaturation of DNA is achieved by exposure of cells to acid;
exposure to base or heat are other methods suitable for chromatin disruption.

9. PI is a membrane-impermeant dye that will intercalate between the bases of both DNA
and RNA (6); it is for this reason that the PI staining solution also contains RNase A to
ensure that only DNA staining is measured.
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Mapping Origins of DNA Replication in Eukaryotes

Susan A. Gerbi

Summary
Methods are described here to map an origin of replication in eukaryotes. Replicating DNA

is enriched by BND cellulose column chromatography and by λ-exonuclease digestion; this
approach has largely superceded enrichment by BrdU incorporation. The general area in which
replication begins can be deciphered by neutral/neutral 2D gel electrophoresis: a restriction
fragment containing the replication bubble will form a bubble arc on these gels. A more sensi-
tive method employs PCR analysis of nascent strands that are size-fractionated. Once the gen-
eral area containing the origin of bidirectional replication has been mapped, a finer level of
resolution can be obtained by replication initiation point (RIP) mapping, in which start sites of
DNA synthesis are identified at the nucleotide level.

Key Words
 Origin of replication; nascent DNA enrichment; λ-exonuclease digestion; 2D gels; PCR

analysis of nascent strands; replication initiation point mapping.

1. Introduction
DNA synthesis in eukaryotes initiates at origins (ORIs) of bidirectional replication.

To understand how initiation of DNA synthesis is regulated, it is useful to identify
DNA sequences comprising ORIs so that cis-acting elements in the vicinity and the
trans-acting factors that bind them can be determined. This goal was met in the bud-
ding yeast Saccharomyces cerevisiae, in which 100–200 bp autonomous replication
sequence (ARS) elements (1) that confer replication ability to episomes were shown
by two-dimensional (2D) gels to coincide with the region where DNA replication
begins (2,3). Further studies revealed that ARS1 contains an 11-bp ARS consensus
sequence (ACS) (reviewed in ref. 4) in the essential element A, which is bound by the
origin recognition complex (ORC) (5). The additional elements B1, B2, and B3 are
important but individually are dispensable (6). ORC acts as a landing pad for other
components of the replication machinery (reviewed in ref. 7), and ultimately DNA
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synthesis starts at a position between elements B1 and B2 that has been identified by
replication initiation point (RIP) mapping (8,9). All ORIs in budding yeast chromo-
somes can function as ARS elements, but the converse is not true, as some ARS ele-
ments are silent with regard to ORI function in their chromosomal context (reviewed
in ref. 10).

The identification of ORIs in multicellular eukaryotes (and also in the fission yeast
Schizosaccharomyces pombe) met a stumbling block, as ARS elements have not been
readily identified on episomes in metazoan cells. Moreover, it was not even clear
whether DNA synthesis initiates at specific DNA sequences. Notably, semiconservative
DNA replication initiates randomly with regard to sequence in early embryos (11–14),
before the transcriptional pattern is established by programming chromatin. However,
the initiation sites are nonetheless spaced at regular intervals of 9–12 kb (15). After the
midblastula transition and the onset of zygotic transcription, initiation of replication
becomes confined to initiation zones (16–17), which are in intergenic regions (reviewed
in ref. 18). The size of the initiation zone can vary in different developmental contexts;
for example, the approx 8 kb initiation zone shrinks to approx 1 kb during DNA ampli-
fication in DNA puff II/9A in the fly Sciara (19). Initiation zones can be as large as 55
kb in the case of the dihydrofolate reductase (DHFR) locus in cultured mammalian
cells when studied by 2D gels (20), but other methods mapped a few preferred sites in
which DNA synthesis starts within this large region (21,22). In fact, RIP mapping has
defined the preferred start site for continuous DNA synthesis in S. pombe (23), the fly
Sciara (24), and cultured human cells (25); it remains to be seen whether an ORI spe-
cies-specific consensus sequence exists.

The methods described below to map an ORI begin first by determining the general
location on a restriction map where replication starts. Often this is accomplished by
2D gels of replicating DNA, but recent advances allow this method to be bypassed for
others that have better resolution and greater sensitivity and are technically easier.
One of these newer approaches is polymerase chain reaction (PCR) mapping of ori-
gins. A potential shortcut to identify the region for PCR analysis is chromatin immu-
noprecipitation (ChIP) to map where ORC is bound, as we have demonstrated that the
ORC binding site is adjacent to the start site of leading strand synthesis, both in yeast
(8,9) and in a multicellular organism (24). Ultimately, once the initiation zone has
been identified, the nucleotide position where replication starts can be located by RIP
mapping. Some of these selected methods are described in detail below.

2. Materials
2.1. Enrichment of Replicating DNA

1. Benzoylated naphthoylated DEAE (BND) cellulose (Sigma).
2. NET buffer (NaCl, EDTA, Tris-HCl): 1 M NaCl, 1 mM EDTA, 10 mM Tris-HCl, pH 8.0.
3.  TE buffer: 10 mM Tris-HCl, pH 7.6, 1 mM EDTA.
4. 2.5X λ-Exonuclease buffer: 167.5 mM glycine/KOH, pH 8.8, 6.25 mM MgCl2, 125 µg/

mL bovine serum albumin (BSA).
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2.2. Neutral/Neutral 2D Gels
1. Gel soak I: 0.15 N NaOH, 1.5 M NaCl.
2. 1X SSC (standard saline citrate buffer): 0.15 M NaCl, 0.015 M Na acetate, pH 7.0.
3. Prehybridization solution: 0.5 M Na phosphate buffer, pH 7.2, 1% sodium dodecyl sul-

fate (SDS), 1 mM EDTA, 1% BSA.
4. Wash solution: 40 mM Na phosphate buffer, pH 7.2, 1% SDS, 1 mM EDTA.
5. Stripping solution: 0.1X SSC, 0.1% SDS.
6. 10X TBE: 890 mM Tris, 890 mM boric acid, 25 mM EDTA, pH 8.0.

2.3. Mapping the Region Where DNA Synthesis Initiates by PCR

1. 6X Alkaline loading buffer: 300 mM NaOH, 6 mM EDTA, 18% Ficoll (type 400), 0.15%
bromcresol green, 0.25% xylene cyanol.

2. 1X Alkaline buffer: 50 mM NaOH, 1 mM EDTA.
3. 10X PCR buffer: 10 mM Tris-HCl, pH 8.3, 50 mM KCl, 15 mM MgCl2, 0.01% gelatin (w/v).
4. SSPE (1X): 0.18 M NaCl, 10 mM phosphate buffer, pH 7.7, 1 mM EDTA.

2.4. RIP Mapping

1. Formamide loading buffer: 95% formamide, 0.025% bromphenol blue, 0.025% xylene
cyanol, 0.5 mM EDTA, 0.025% SDS.

3. Methods
3.1. Enrichment of Replicating DNA

Certain methods require cell synchronization to select cells that are in S-phase and
are actively replicating their DNA. However, cell synchronization is not always prac-
tical, and, moreover, it might perturb the processes being studied. The methods
described below are designed to map origins of replication in an asynchronous popu-
lation of cells. Because replicating molecules of DNA will only be a small percentage
of the total population (e.g., 5–10%), various approaches are used for enrichment,
such as BND cellulose chromatography or λ-exonuclease digestion, both of which are
described below. The latter has largely replaced the earlier approach of selection of
replicating DNA that has incorporated bromodeoxyuridine (BrdU; which is more time-
consuming, and not all cell types take up BrdU). In any case, standard methods are
used to first isolate DNA from the cells or tissue.

3.1.1. BND Cellulose Chromatography
Newly synthesized DNA can be enriched by making use of the fact that it contains

some single-stranded areas. Total DNA is isolated by standard methods (e.g., see ref.
26) from replicating cells and passed over a BND cellulose column. Both double-
stranded and single-stranded DNA are bound to BND cellulose under low salt (300
mM NaCl). Double-stranded DNA can be eluted with high salt (1 M NaCl), and subse-
quently single stranded DNA can be eluted with high salt and caffeine (1 M NaCl +
1.8% caffeine). Alternatively, one can also apply the DNA sample to BND cellulose in
a high salt butter, such that only replication intermediates (RIs) containing single-
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stranded portions of DNA will bind (see Note 1). All steps are done at room tempera-
ture. The procedure will take a few hours.

3.1.1.1. PREPARATION OF BND CELLULOSE

1. Boil 4 g BND cellulose in 20 mL dH2O for 5 min; let it cool to room temperature, break
up the particles with a rubber policeman, and spin at 478g (2000 rpm in a Sorvall SS-34
rotor) for 2 min in a centrifuge. Decant the supernatant.

2. Suspend and wash the BND cellulose once with 20 mL dH2O.
3. Wash twice with 20 mL NET buffer.
4. Store at 4°C in 20 mL NET buffer.

3.1.1.2. ENRICHMENT OF REPLICATION INTERMEDIATES ON BND CELLULOSE

5. Add the BND cellulose suspension to a Bio-Rad polyprep disposable column (cat. no.
731-1550) or an Isolab QS-Q quick-sep column, making a 1 mL bed volume for isolation
of up to 20 µg RI DNA; RI DNA represents about 10% of the total DNA from
asynchronized yeast cells. (Thus, load about 200 µg total nuclear yeast DNA onto the 1-
mL column.) Wash the column extensively with NET buffer (10 vol) until the OD260 is
close to zero.

6. Add 5 M NaCl to the DNA solution to a final concentration of 1 M. Load the DNA solu-
tion (about 1 mL) onto the column, and allow it to enter the resin by gravity; collect the
flowthrough.

7. Wash the column with 3–5 vol NET buffer or until the OD260 is close to zero. Pool this
salt wash fraction with the flowthrough (step 6) as they both contain mostly nonreplicating
double-stranded DNA.

8. Load 1–2 vol (e.g., 1.5 mL) 1.8% caffeine in NET buffer prewarmed to 50°C onto the
column; drip off the liquid. (This is the caffeine wash fraction and contains the RI DNA
for further analysis.)

9. Spin the caffeine wash 10 min at maximum speed in an Eppendorf microcentrifuge
(~ 13,000 rpm), and save the supernatant. The pellet is BND cellulose particles that should
be discarded.

10. Add 1 vol isopropanol to the double-stranded DNA and RI fractions, and invert slowly to
mix. Let the solution remain at 4°C for at least 30 min.

11. For larger volumes, spin the isopropanol-precipitated solution in a Beckman SW41 rotor
at 38,000 rpm for 30 min at 4°C, and decant the supernatant. For smaller volumes, spin
down in an Eppendorf centrifuge at 10,000 rpm for 30 min at 4°C.

12. Wash the DNA pellet with 70% ethanol; spin for 2 min in a microfuge, and decant the
supernatant. Briefly air-dry the pellet.

13. Redissolve (on ice or in a cold room for ~30 min to several hours) the DNA pellet (a few
µg; about 5% of total DNA loaded onto the BND cellulose column) in 30–40 µL TE
buffer. If running a 2D gel, add 4–5 µL of 10X loading dye.

3.1.2. λ-Exonuclease Enrichment of Replicating DNA
DNA is phosphorylated by T4 polynucleotide kinase to ensure that all free DNA

ends (lacking an RNA primer) carry a phosphate and thus are recognizable as sub-
strates for λ-exonuclease.
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3.1.2.1. PHOSPHORYLATION OF RI DNA BY T4 POLYNUCLEOTIDE KINASE

1. Heat-denature RI DNA that was previously enriched by BND cellulose chromatography
(see Subheading 3.1.1.2.) at 100°C for 2 min, and then immediately chill in ice water.

2. Carry out the T4 polynucleotide kinase reaction in a total volume of 20 µL: 10 µL heat-
denatured RI DNA; 2 µL ATP (50 µM final concentration, diluted from a 50 mM stock
solution); 1 µL (10 U) T4 polynucleotide kinase (New England Biolabs); 2 µL 10X T4
polynucleotide kinase buffer (New England Biolabs); and 5 µL dH2O (autoclaved and
filter-sterilized).

3. Incubate at 37°C for 30 min.
4. To stop the reaction, add: 1 µL 5% Sarkosyl, 2 µL 250 mM EDTA, and 2 µL proteinase K

(625 µg/mL, diluted from stock solution).
5. Incubate further for 30–60 min. at 37°C.
6. Extract the sample once with 25 µL phenol/chloroform/isoamyl alcohol (25:24:1, v/v/v)

and once with chloroform/isoamyl alcohol (24:1,v/v).
7. Precipitate the DNA with 0.1 vol of 3 M Na acetate, pH 5.2, and 2 vol of ethanol at –20°C

overnight.
8. Spin DNA in an Eppendorf microcentrifuge at 10,000 rpm at 4°C for 15 min.
9. Wash the pellet once with 70% ethanol, and let it air-dry.

10. Resuspend the DNA in 20 µL 10 mM Tris-HCl, pH 8.0, and keep it on ice if proceeding
immediately to the next step. Alternatively, DNA can be stored at 4°C in 10 µL TE and 10
µL H2O added later just before proceeding to the λ-exonuclease digestion (see Notes 2
and 3).

3.1.2.2. λ-EXONUCLEASE DIGESTION OF DNA

1. Carry out digestion with λ-exonuclease in a total volume of 20 µL: 10 µL RI DNA (from
the phosphorylation procedure above); 8 µL 2.5X λ-exonuclease reaction buffer; and 2
µL (3–3.5 U/µL) λ-exonuclease (Gibco-BRL Life Technologies).

2. Incubate at 37°C for 12 h. λ-Exonuclease is slow to digest heat-denatured, single-stranded
DNA. The optimal pH for λ-exonuclease is 9.4. However, degradation of RNA primers
can occur at pH 9.4, since RNA can be hydrolyzed in weak alkali as low as pH 9. Hence,
the pH of the reaction buffer used here is pH 8.8.

3. As a control, check λ-exonuclease activity on restricted, nonreplicating phosphorylated
DNA from the flowthrough fraction of the BND cellulose column. If the DNA is re-
stricted to produce 5' phosphorylated ends, it has to be heat-denatured for 2 min at 100°C
prior to incubation with λ-exonuclease.

4. Treat the control as described in steps 1 and 2 above; as an additional control, use another
sample from step 3 to treat in parallel to steps 1 and 2 but omit λ-exonuclease.

5. Run an aliquot of the two controls on a 0.9% agarose gel to check that the λ-exonuclease
digestion was complete.

6. If the digestion was incomplete, incubate at 37°C for an additional 3–4 hours, after add-
ing: 2 µL 2.5X λ-exonuclease reaction buffer, 1 µL λ-exonuclease, and 2 µL dH2O.

7. Repeat step 5 (0.9% agarose gel) to check the completeness of digestion. Also check that
reaction buffers and enzyme preparations do not have RNase activity by incubating 2 µg
of tRNA in a total volume of 10 µL as described in steps 1 and 2 and running the sample
on a 2.5% agarose gel.
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8. Once the λ-exonuclease digestion is complete, proceed by heating the samples to 75°C
for 10 min to inactivate the λ-exonuclease, and then immediately cool on ice.

9. Extract once with chloroform/ isoamyl alcohol (24:1,v/v) and store at 4°C until use in
primer extension reactions.

3.2. Neutral/Neutral 2D Gels
2D gel electrophoresis methods to map origins of replication exploit the idiosyn-

cratic migration of RI on agarose gels. The neutral/neutral (N/N) 2D gel method of
Brewer and Fangman (2) utilizes Southern blot hybridization to find which restriction
fragments contain a replication bubble (and hence the ORI) and which contain replica-
tion forks. DNA fragments with a fork migrate somewhat more slowly, and those with
a bubble migrate much more slowly than their linear counterparts. In the first dimen-
sion, genomic DNA from an asynchronous cell population is digested with restriction
enzymes and run on a low-percentage agarose gel at low voltage to resolve DNA mol-
ecules primarily by mass. In the second dimension, RI DNA is separated from bulk
DNA by running it on a higher percentage agarose gel at high voltage to separate DNA
molecules on the basis of shape as well as mass. After running the second dimension
and blotting the DNA onto a filter, Southern blot hybridization is performed to detect
the restriction fragment of interest and visualize it if it contains a replication bubble
(and hence an origin of replication), or instead is replicated by a replication fork pass-
ing through it.

Another kind of 2D gel is run under neutral/alkaline (N/A) conditions to determine
the direction of replication fork movement through a particular region (3); a protocol
for N/A gels is given elsewhere (26). We developed a 3D gel procedure (27) that is a
composite of an N/N 2D gel followed by an N/A gel (see ref. 26 for the protocol). The
3D gel method can map the ORI by locating the fragment that generates the highest
bubble/fork nascent DNA ratio. In addition, it can be used to address some unresolved
issues, such as how many initiation events occur on a single DNA molecule.

3.2.1. Day 1: Run Gel (First Dimension)
1. Prepare a 0.4% agarose gel (350–400 mL in 1X TBE) in a large gel tray (e.g., W × L = 20

× 24 cm) in the cold room (see Notes 4 and 5).
2. Pour in 1X TBE to just even with the gel surface. Do not flood the gel.
3. Load the DNA samples. Run at 0.6–0.7 V/cm. Flood the gel with 1X TBE after the dye

has run into the gel (see Note 6). Run for 36–48 h (Blue dye should have run approx 10–
12 cm.). Do not run the first dimension with ethidium bromide.

3.2.2. Day 3: Run Gel (Second Dimension)
4. Boil 350–400 mL 1% agarose in 1X TBE (see Note 7).
5. For each second dimension gel, prepare 2 L of 1X TBE containing 0.3 µg/mL ethidium

bromide (from 10 mg/mL stock solution).
6. After the first dimension, cut out the gel lanes with a razor, with the aid of a ruler. Gel

lanes should be slightly wider than the wells so that the razor does not touch the DNA.
The top 2 cm from the well can be discarded. Take 10-cm-long slices (from 2 to 12 cm
starting at the well) for the second dimension. This will include DNA from approx 2 kb
and up. Pick up each gel lane with a flexible, thin plastic ruler, rotate it by 90°, and put it
into the gel tray for the second dimension.
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7. Once the melted agarose gel has cooled to 50–60°C, add ethidium bromide stock solution
(10 mg/mL) to a final concentration of 0.3 µg/mL.

8. In a cold room, pour the 2D gel containing 1% agarose + 0.3 µg/mL ethidium bromide
around the 1D gel slices. Let it set for approx 20 min. Create wells for size markers with
a hot spatula or a glass pipet.

9. Stain the size markers of the first dimension, destain, and photograph (UV-Polaroid), or
keep them at 4°C (either in 1X TBE or wrapped on a glass plate) and photograph later,
together with the second dimension.

10. Pour in 2 L 1X TBE containing 0.3 µg/mL ethidium bromide for each gel box. Load DNA
markers.

11. Run gel at 2–3 V/cm. For 35-cm-long gel boxes, 80–100 V is sufficient. Run for 14–18 h.
Monitor the run with long-wave UV. The goal is to have the shortest DNA reach the
lower right-hand corner of the gel.

3.2.3. Day 4: Southern Transfer
12. Carefully take the gel out of the gel box (slice the gel into top and bottom halves for easier

handling), and place it into a large container. Destain the gel in water for approx 30 min.
Photograph the gel under short-wave UV.

13. Denature the gel in Gel Soak I for 30 min to 1 h. Do not depurinate the gel in HCl before
DNA denaturation to avoid cutting the small nascent DNA strands into pieces that are too
small to bind to the filter. Do not neutralize the gel after denaturation in Gel Soak I.

14. Transfer the gel to a Biotran(+) membrane (ICN Biochemicals) with approx 800 mL of
20X SSC, for 18–24 h. Put a glass plate as an even weight on top of a stack of paper
towels over the membrane and gel, but do not put extra weight on top of the glass plate, as
it may compress the gel too much.

3.2.4. Day 5: Southern Hybridization
15. Remove the membrane from the gel, and fix the DNA onto the membrane by either UV

crosslinking or baking at 80°C for 20 min.
16. Rinse the membrane with dH2O and then 2X SSC; air-dry until damp or dry.
17. Make the random-primed probe: for every two 12 × 20-cm membranes containing two

2D gels, use approx 25 ng template and 5 µL [α32P]dATP (3000 mCi/mmol) for a 20–25
µL reaction volume, and incubate in the random primer reaction mixture (e.g.,
Boehringer Mannheim) at 37°C for 30 min to 3 h. Stop the reaction with 2 µL 0.5 M
EDTA, and add TE to 100 µL. Pass through a Sephadex G-50 column to remove unin-
corporated nucleotides.

18. Incubate the membrane in a sealed plastic bag containing prehybridization solution (~10
mL for every 100-cm2 membrane) at 65°C for 5 min to a few hours.

19. Remove the prehybridization solution, add hybridization solution (~5 mL/100 cm2 mem-
brane), which is prehybridization solution containing probe and 100 µg/mL single-
stranded salmon sperm DNA or calf thymus DNA (boil this together with the probe for 10
min), and incubate with shaking at 65°C overnight.

3.2.5. Day 6: Wash Southern Blots
20. Pour hybridization solution into a tube. (Keep it for later reuse if needed.) Rinse the

hybridized membrane twice with room temperature wash solution. Add wash solution
that was preheated to 65°C, and shake membrane in it at 65°C for 20 min. Repeat the
wash two more times with a brief rinse in between. Longer washes (30–60 min) may be
needed for blots of DNA from higher eukaryotes.
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21. Air-dry the hybridized membrane briefly until damp but not dry. Wrap the membrane in
Saran Wrap. Expose it to PhosphorImager plates for 18–24 h, or longer if needed. X-ray
films (with intensifying screens) require 3–14 d of exposure.

3.2.6. Stripping and Rehybridization
22. Strip off the previous probe from the hybridized membrane by incubation in a boiling hot

solution of 0.1X SSC, 0.1% SDS with shaking for approx 5 min. Repeat two more times.
Monitor that the probe has been removed completely by exposing the filter to a
PhosphorImager screen.

23. Hybridize the stripped membrane with another probe (see Note 8).

3.3. Mapping the Region Where DNA Synthesis Initiates by PCR
This very useful method for mapping an ORI by using PCR to analyze nascent

DNA strands isolated from an asynchronous population of cells was developed by
Vassilev and Johnson (28). The basis of this method is that newly replicated DNA
extends bidirectionally from the ORI and progressively increases in length, spanning
adjacent sequences on the DNA. Total genomic DNA is isolated from cells, and the
nascent DNA is purified away from unreplicated DNA; the nascent DNA is fraction-
ated according to its size. To map an ORI using this method, a minimum of three
unique DNA segments are selected that are distributed across the putative ORI region.
The size-fractionated nascent DNA is then used as a template in PCR reactions with
pairs of oligonucleotide primers specific for each of the segments.

The goal of this analysis is to identify which stretch of DNA has the shortest nascent
strands, indicating that the ORI resides in, or very close to, the fragment of DNA
produced by that primer pair. The smallest size fraction analyzed should be approx
400–500 nt long, as fragments approx 200 nt will contain Okazaki fragments from all
replicating regions. An important control in this PCR mapping procedure is that the
smallest nascent strand sizes detected in the other segments should increase in propor-
tion to their distance from the deduced ORI location. The advantage of using PCR
analysis of nascent DNA to map an ORI is that the method is more sensitive than 2D
gels, thus requiring less starting material; moreover, it does not require cell synchroni-
zation. Nascent DNA that was isolated by BrdU incorporation is light-sensitive and
subject to breakage; therefore, it is preferable to acquire nascent DNA instead by BND
cellulose column chromatography and λ-exonuclease digestion (see Subheading 3.1.)
to remove contaminating parental DNA.

Usually, multicellular eukaryotes contain an initiation zone, throughout which rep-
lication can initiate. This zone will be equivalent to the stretch of DNA with different
primer pairs that gave PCR products when using small nascent DNA as the template.
To determine which site(s) within the initiation zone is preferred for initiation of DNA
synthesis, quantitative PCR must be employed. Initially, quantification relied on com-
petitive PCR (29; protocol given in ref. 26). Although this worked, it was time-inten-
sive and required much material. Recent advances permit quantification through the
use of real-time PCR, which is far simpler.
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3.3.1. Alkaline Agarose Gel Electrophoresis (see Note 9)

1. Melt agarose in dH2O; use 1.2–1.5% low melting point agarose.
2. Cool the agarose solution to 60°C. Add NaOH to 50 mM and EDTA to 1 mM final con-

centration. Pour the gel (about 25 cm long gives good resolution), and let it harden. Add
freshly made 1X alkaline buffer, and let the gel equilibrate with it overnight.

3. Load the aliquots of single-stranded DNA in alkaline loading buffer diluted to 1X from a
6X stock; do not overload lanes (load < 15 µg DNA/lane). Also load marker DNA (e.g.,
100-bp or 1-kb DNA ladder) in the same loading buffer.

4. Carry out preparative alkaline agarose electrophoresis at 50 V for 16–24 h at 4°C. The gel
should be run in a cold room to prevent overheating of the low melting point agarose.

5. Neutralize the gel with three changes of 0.5X TBE buffer, each for 20 min.
6. Cut out the DNA marker lanes, and stain them with ethidium bromide. The unstained

sample DNA lanes should be cut into various size fractions, spaced close to one another
for best resolution.

7. DNA is recovered after digestion of the gel with GELase (as per the protocol from
Epicentre Technologies). This fast procedure recovers DNA of any size in high yields.

8. Resuspend the pellet in dH2O. Each size-fractionated sample is sufficient for about 10
PCR reactions.

3.3.2. PCR Reactions

1. Set up the PCR reaction mixture as follows: 40 µL each dNTPs (10 mM), 200 µL 10X
PCR buffer, 160 µL dH2O, and 10 µL Amplitaq DNA polymerase from stock solution
(PerkinElmer). Mix well. Aliquot 26.5 µL/0.5 mL PCR tube. Store at –20°C until ready
to use. This aliquot is enough to do two 50-µL PCR reactions.

2. Primers: dilute the required primer sets to 0.5 µM of each primer per reaction, i.e., 25
pmol primer/50 µL reaction. Use at least three primer sets encompassing the sus-
pected ORI.

3. Denature the template before adding it to the PCR reaction by heating at 94°C for 5 min
and transferring it immediately to ice. The final reaction mixture contains (see Note 10):
13.25 µL reaction mix (step 1), 2.00 µL primers (from primer stock, solution of 25 pmol/
µL), 1.00 µL template (from stock of 100 ng/µL chromosomal DNA), and dH2O to a final
reaction volume of 50 µL.

4. Example of PCR cycling conditions: 94°C for 20 s for denaturation; 50–65°C for 90 s for
annealing; and 72°C for 30 s for extension. Run the reaction for 25–30 cycles, but do not
exceed 30 cycles.

5. Load one-third of the PCR mixture after amplification on a 4% agarose gel, and, after
running the gel, stain it with ethidium bromide to visualize the PCR products.

6. Purify the PCR products from the remaining two-thirds of the PCR mixture using the
QIAquick PCR Purification kit (Qiagen) (steps 6 and 7 are optional.)

7. Slot-blot the DNA from step 6 onto a Nytran Plus nylon filter (Schleicher & Schuell), and
hybridize it with oligonucleotides specific for each PCR product. Hybridize overnight
with 1–5 × 106 cpm/mL probe (5' end-labeled with [γ32P]ATP) at 5°C below the Tm

 in 6X
SSPE, no SDS. The final wash can be done in 1X SSPE, 0.5% SDS at the Tm of the
hybrid. Visualize the results with X-ray film and/or a PhosphorImager.
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3.4. Replication Initiation Point Mapping
RIP mapping allows the start site of DNA synthesis to be mapped at the nucleotide

level. The transition point (TP) between continuous and discontinuous synthesis is the
nucleotide position where bidrectional replication starts (origin of bidirectional repli-
cation). The principle of RIP mapping is to detect the DNA 5' ends of nascent DNA
strands by primer extension using radiolabeled oligonucleotides. Clearly, the ORI
should be mapped to less than a 1-kb region (see Subheadings 3.2. and 3.3.) before
RIP mapping is applied. The key step that allows success in RIP mapping is the treat-
ment of isolated nascent DNA with λ-exonuclease to eliminate nicked DNA that would
lead to a high background in the subsequent primer extension reaction. Nascent DNA
is protected by its RNA primer from the 5' to 3' exonuclease activity of λ-exonuclease,
unlike nicked DNA ends that are digested.

As in the original Hay and DePamphilis approach (30), RIP mapping identifies the
junction of nascent DNA with the RNA primer (because no available DNA polymerase
can switch from a DNA to an RNA template). The Hay and DePamphilis method can
be used to study animal virus origins, but it lacks the sensitivity needed for mapping
origins of replicating DNA from eukaryotic cells. RIP mapping affords the necessary
sensitivity for lower eukaryotes (8,9,23,24); it can be coupled with linker-mediated
PCR for use in mammalian genomes (25).

In general, since the heart of the RIP mapping method is the presence of an RNA
primer at the 5'-end of “real” nascent DNA (as opposed to nicked DNA), special care
must be taken to avoid anything that might degrade the RNA primers of nascent DNA.
After DNA isolation (e.g., see ref. 26), RIs are enriched by BND cellulose column
chromatography followed by λ-exonuclease digestion to remove contaminating paren-
tal DNA. This replicative DNA is then used as the template for primer extension, as
described below in Subheading 3.4.2. with subsequent analysis of the sizes of the
extension products by gel electrophoresis. Extension will continue until the junction
with an RNA primer on the RI DNA, where it will stop. Because the RI DNA is from
asynchronous cells, there will be many positions where such a junction is found,
reflecting population polymorphism of the DNA molecules that came from replication
bubbles of various sizes. The bottom of the gel will be blank if the nascent DNA used
as template for the extension was made by continuous strand synthesis; the first band
above the blank space will mark the TP (origin) between continuous and discontinuous
strand synthesis of the nascent DNA template. The ladder of bands above the TP repre-
sent the start sites for Okazaki fragment synthesis on the nascent DNA template (9).

Preparation of the end-labeled primers and the primer extension reaction are de-
scribed in Subheading 3.4.1. The length of the primers may vary between 23 and 27
nucleotides, and their GC content should be at least 40% and preferably 50% or more.
The Tm should be 68–70°C. Sometimes, primers that fulfill these requirements might
not work on RI DNA, although they work in the control reaction. The reason for that is
unclear.

3.4.1. Primer Phosphorylation With [γ32P]ATP
1. Place a sterile Eppendorf tube on ice. The labeling reaction is carried out in a total volume

of 10 µL containing: 2 µL primer (200 ng); 1 µL 10X T4 polynucleotide reaction buffer
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(New England Biolabs); 1 µL T4 polynucleotide kinase (10 U/µL; New England Biolabs);
5 µL dH2O; and 1 µL [γ32P]ATP (5000 Ci/mmol, 150 mCi/mL; use only fresh label).

2. Incubate on ice for 1 h.
3. Fill a QS-Q Quick-Sep spin column (Isolab) with preswollen Sephadex G-25. Spin for 3

min at 2000 rpm (478g) in a Sorvall GLC-2B centrifuge. Add 1 mL TE buffer, and spin
again; do this step twice.

4. Add 40 µL TE buffer to the labeling reaction, and load it onto the column.
5. Spin column with reaction mixture for 3 min at 478g (2000 rpm in a Sorvall GLC-2B

centrifuge).
6. Add 50 µL TE buffer to the column, and spin again. This eluate will be pooled with the

eluate of step 5 that remains at the bottom of the tube.
7. Count 1 µL of the eluate in a scintillation counter. (Specific radioactivity should be 108

cpm/µg, assuming 100% yield.)
8. Store the labeled primer at –20°C until needed; it is best to use it within 1 wk.

3.4.2. Primer Extension Reaction

Use double-stranded, nonreplicating DNA restricted at a unique site as a positive
control. This will give you a single extension product of defined size, having extended
up to the restriction site. This control will indicate whether the primer anneals at any
other places besides the intended place, in which case you will get more than one
band. The amount of RI DNA used as template is calculated from the amount that was
determined before λ-exonuclease treatment.

1. Mix on ice with a sterile pipetman tip containing an aerosol-resistant filter, in this order:
1.0 µL dNTP (from each dNTP stock solution); 3.5 µL 100 mM MgSO4; 3.0 µL 10X Vent
(exo-) DNA polymerase buffer (New England Biolabs); 1.0 µL Vent (exo-) DNA poly-
merase (2 U/µL) (New England Biolabs); 17.0 µL dH2O (autoclaved and filter-steril-
ized); 2.0 µL template DNA (2–5 ng for highly purified DNA such as viral or plasmid
DNA, or 200–500 ng for yeast chromosomal DNA); 2.5 µL radiolabeled primer.

2. Overlay with oil (a good precaution, even for PCR machines with heated lids).
3. Run 30 cycles with an initial denaturation step at 95°C for 4 min: 1 min at 94°C, 1 min at

70°C, and 1.5 min at 72°C.
4. Prepare as many Eppendorf tubes as you have primer extension samples and add to each:

1.0 µL tRNA (0.5 µg/µL), 2.5 µL 3 M Na acetate, pH 5.2, 16.5 µL TE buffer.
5. Add the 30 µL primer extension mixture from steps 1–3.
6. Extract with 50 µL chloroform/isoamyl alcohol (24:1,v/v).
7. Add 100 µL 95% ethanol, and precipitate on dry ice for 20 min, or at least 12 h at –20°C.
8. Spin down in an Eppendorf centrifuge at 10,000 rpm for 15 min at 4°C.
9. Decant, and let the pellet air-dry.

10. Dissolve the pellet in formamide loading buffer.
11. Heat samples to 80°C for 5 min. Cool on ice.
12. Load samples onto a 6–8% acrylamide/urea sequencing gel in 1X TBE, and prerun until

the gel has reached 40°C.
13. Load sequencing reactions performed with the same primer (T7 Sequenase v 2.0 sequenc-

ing kit, Amersham) in adjacent gel lanes.
14. Run gel until bromphenol blue marker has just run out of the gel.
15. Dry the gel under vacuum, and expose it to a PhosphorImager plate overnight or to X-

ray film.
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4. Notes
1. In general, the less concentrated the sample and the bigger the BND cellulose column, the

better the efficiency of purifying RI DNA.
2. The dilution is important, as too much EDTA will inhibit λ-exonuclease.
3. Since the DNA sample still contains free ATP, a calculation of the recovered amount of

DNA by spectrophotometry gives unreliable results. However, a 1 µL aliquot can be run
on a small 0.9% agarose gel to estimate the amount of DNA in the sample.

4. The percentage of the first-dimension gel should vary according to the size of restriction
fragments of interest: 0.6% for restriction fragments 1–2 kb, 0.5% for fragments 2–3 kb;
0.4% for fragments 3–7 kb; and 0.3% for fragments 7–10 kb. Ordinary high melting point
agarose (e.g., from Gibco-BRL Life Technologies) should suffice if the percentage of the
first dimension is not lower than 0.4%. Pulsed-field gel grade agarose (Boehringer
Mannheim, cat. no. 1240 609) has higher gel strength and is therefore easier to handle for
first-dimension gels.

5. The wells should be more square than rectangular and big enough for a 50-µL sample. A
large gap between the wells is desirable (alternatively, load every other well to avoid
cross-contamination of samples when cutting out the first-dimension gel lanes).

6. If you are short of time, you can run the gel at 2–3 V/cm until the dye enters the gel, flood
with 1X TBE, and then decrease the voltage to 0.6–0.7 V/cm. Do not leave the gel for
longer than a few hours without flooding it with 1X TBE, or else the gel will dry out.

7. The percentage of the second-dimension gels should also vary according to the size
range of interest: 1.5–1.8% for 1–2 kb, 1.2–1.5% for 2–3 kb, 1% for 3–7 kb, and 0.7%
for 7–10 kb.

8. The Southern blot membrane can be rehybridized at least seven times. On the last hybrid-
ization, use the same probe as for the first hybridization to ensure that the pattern of
hybridization is the same (i.e., that no significant amount of DNA has been removed from
the membrane by the repeated stripping).

9. The mapping resolution reflects the resolution of the sizing method; alkaline agarose gels
give better resolution than alkaline sucrose gradient ultracentrifugation. The resolution also
reflects the distance between the primer pairs used for PCR analysis of sized nascent DNA.

10. The concentration of primers, polymerase, and nucleotides must be sufficiently large that
they are in excess and essentially constant during the initial PCR cycles and decrease
exponentially as the number of cycles increases. It is safest to use the same number of
PCR cycles for all fractions and segments analyzed. To ensure that the chosen number of
PCR cycles is appropriate for the amount of template DNA, pilot PCR reactions should
be performed on a dilution series of plasmid DNA with the ORI region. This will allow
one to find the specific conditions that maintain a linear relationship between the various
concentrations of template DNA and the intensity of the resulting PCR bands. It would be
prudent not to exceed 30 cycles of amplification in order to maintain the reaction in the
linear range.
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In Situ Assay for Analyzing the Chromatin Binding
of Proteins in Fission Yeast
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Summary
An in situ technique for studying the chromatin binding of proteins in single fission yeast

cells (Schizosaccharomyces pombe) is described. Cells are permeabilized by enzymatic diges-
tion and extracted with a detergent-containing buffer. This procedure removes soluble proteins,
but proteins that are bound to insoluble cell structures such as chromatin are retained, and
overall cell morphology is maintained. Extraction of proteins is monitored by fluorescence
microscopy, either using fluorescently tagged proteins or by indirect immunofluorescence. This
method allows the chromatin association of proteins to be correlated with other cell cycle events
without the need for cell synchronization.

Key Words
 DNA replication; chromatin; cell cycle; Schizosaccharomyces pombe; fission yeast; GFP.

1. Introduction
The process of eukaryotic DNA replication involves stepwise assembly of replica-

tion proteins at origins in the process leading to initiation. An important protein com-
plex involved in initiation is the origin recognition complex (ORC), which in budding
and fission yeasts is bound to chromatin throughout the cell cycle and acts as a site
where additional proteins needed for initiation bind. First, Cdt1 and Cdc6/Cdc18 bind
to chromatin via ORC, and subsequently the minichromosome maintenance (Mcm2–7)
complex assembles onto origins, to form pre-replicative complexes (pre-RCs). The pre-
RC is competent for initiation in S-phase upon activation by Cdc7 and Cdc2 protein
kinases, and this process involves the assembly of additional proteins onto chroma-
tin such as Cdc45 and the GINS (Sld5-Psf1-Psf2-Psf-3) complex. Thus, monitoring
the chromatin binding of Mcm2–7 allows acquisition of replication competence
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to be followed, and Cdc45 can be used to indicate the onset of DNA synthesis. Ana-
lyzing the chromatin binding of replication factors in mutants can be used to establish
functional dependencies and to help establish when a replication factor functions. For
instance, inactivation of Cdc23/Mcm10 has no effect on Mcm2–7 chromatin binding,
but Cdc45 chromatin association is blocked, implying that Cdc23/Mcm10 functions
after pre-RC formation at around the time of initiation (1).

A number of methods for detecting chromatin association of specific proteins have
been developed (2). Chromatin immunoprecipitation uses formaldehyde to crosslink
proteins to DNA, and, following shearing and immunoprecipitation of a specific pro-
tein, the association of specific DNA sequences with that protein can be established by
polymerase chain reaction (PCR; e.g., see ref. 3). An alternative approach is to use
Western blotting to examine whether proteins fractionate with crude chromatin prepa-
rations (2). Proteins that are in the chromatin fraction before but not after nuclease
treatment can be considered to be chromatin-associated. Finally, cytological methods
using fluorescence microscopy allow the chromatin association of proteins in single
cells to be examined. Mammalian and other cultured cells can be permeabilized with
nonionic detergents prior to fixation, which extracts soluble nuclear proteins. This
allowed the demonstration that Mcm2–7 proteins, which remain in the nucleus
throughout interphase in mammalian cells, are only bound to chromatin during the
telophase/S-phase interval (e.g., see ref. 4). This approach is more difficult in yeasts,
in which the cell wall prevents simple detergent extraction. In the chromosome-spread-
ing technique, yeast cell walls are removed by enzymatic digestion, and spheroplasts
are simultaneously lysed and fixed (5). This treatment destroys cell structure, but chro-
matin association of specific proteins can be detected by subsequent staining with
antibodies.

We have developed an in situ chromatin binding assay for use with fission yeast
that is much less destructive to cell structure (6). The method involves partial removal
of the cell wall using a β-glucanase (zymolyase), which leaves α-glucan polymers
intact. This enables the cells to withstand detergent extraction, which removes soluble
nucleoplasmic proteins, but proteins retained on chromatin can be subsequently de-
tected using a green fluorescent protein (GFP) tag, or by indirect immunofluorescence
(Fig. 1). Since cell structure is maintained, the chromatin binding of a specific protein
can be correlated with other cell cycle events such as anaphase spindle elongation or
septation, and in many experiments the need for cell synchronization can be avoided.
In addition to analysis of replication proteins (7,8) this method has also been used with
proteins involved in checkpoint responses (9,10) and sister chromatid cohesion (11).

This procedure is simplest when the protein of interest is tagged with a fluorescent
protein, since no further processing of the samples is necessary after extraction and
fixation (Subheading 3.1.). However, indirect immunofluorescence can be used to
detect proteins after detergent extraction and fixation (Subheading 3.2.). Retention of
a nuclear protein after detergent extraction could reflect chromatin binding; alterna-
tively, the protein could be associated with the nuclear matrix or be insoluble under
the conditions used. Therefore it is important to show that retention of a protein after
detergent extraction is abolished upon nuclease digestion of chromatin (Subheading
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3.3.). Cells processed for this assay can also be analyzed by flow cytometry to deter-
mine their DNA content (Subheading 3.4.).

2. Materials
1. EMMSorb buffer: 15 mM KH phallate, 15 mM Na2HPO4, 90 mM NH4Cl, 1.2 M sorbitol,

pH 7.0.
2. Extraction buffer 1 (no Mg2+): 20 mM PIPES-KOH, pH 6.8, 0.4 M sorbitol, 1 mM EDTA,

150 mM KAc, 0.5 mM spermidine HCl, 0.15 mM spermine HCl. Store at –20°C.
3. Extraction buffer 2 (containing Mg2+): 20 mM PIPES-KOH, pH 6.8, 0.4 M sorbitol, 150

mM KAc, 2 mM MgAc. Store at –20°C.
4. Nuclease extraction buffer: 20 mM PIPES-KOH, pH 6.8, 0.4 M sorbitol, 150 mM KAc, 2

mM MgAc, 2 mM CaCl2, 250 mM NaCl. Store at –20°C.

Fig. 1. (A) Chromatin-binding assay. (B) Example of assay result using an Mcm4/GFP-
tagged strain.
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5. 20,000 U/g Zymolyase 20-T (ICN, cat. no. 320921) at 20 mg/mL in EMMSorb buffer.
Store 50-µL aliquots at –70°C.

6. 10% Triton X-100 (in extraction buffer).
7. 2% Sodium dodecyl sulfate (SDS).
8. 1 M Dithiothreitol (DTT).
9. 1 M Sodium azide.

10. 1 M deoxy-glucose.
11. Protease inhibitor tablets (Complete mini, cat. no. 1 836 153, Roche).
12. Mounting solution: 50% glycerol in phosphate-buffered saline (PBS), 5–100 ng/mL DAPI

(4'6'-diamidino-2-phenylindole).
13. Microscope slides, poly-L-lysine–coated (Sigma, cat. no. P 8920), or alternatively,

SuperFrost Plus (Menzel-Glaser, Germany, cat. no. 041300; wash in acetone before use.
14. Poly-L-lysine–coated cover slips. Soak 13-mm cover slips in 0.1% poly-L-lysine (Sigma,

cat. no. P 8920) for 10 min. Drain, dry, rinse in water, and dry.
15. PBSBAL buffer: PBS (10 mM Na2HPO4, 2 mM KH2PO4, 3 mM KCl, 0.14 M NaCl) con-

taining 100 mM lysine hydrochloride, 10 mM NaN3, 1 % essentially fatty acid-free bo-
vine serum albumin (BSA; Sigma, cat. no. A0281), pH 6.9.

16. 5 mM Sytox green in DMSO (Molecular Probes, S-7020; store at –20°C). Dilute to 2 µM
in 10 mM EDTA, pH 8.0, before use (keep solution in the dark).

17. 10 mM EDTA, pH 8.0.
18. 10 mg/mL RNase A (Roche, cat. no. 109169); boil for 10 min, cool to room temperature,

filter, and store at –20°C. Dilute to 0.1 mg/mL in 10 mM EDTA, pH 8.0, before use.
19. Micrococcal nuclease (Sigma, cat. no. N3755). Dissolve 50 U in 0.2 mL 20 mM HEPES-

KOH, pH 7.4, 50 mM KCl, 50% glycerol. Store 10-µL aliquots at –70°C.
20. 0.2 M EGTA, pH 7.5.
21. Yeast EMM or YES media (12).

3. Methods
3.1. In Situ Chromatin-Binding Assay

1. Inoculate 25 mL YES or EMM (see Note 1) with yeast strain, and shake overnight (see
Note 2). Culture should be in early log phase when cells are taken for assay. Typically 25
mL of culture at OD595 = 0.2–0.5 is enough for one to five assays.

2. It is useful to fix an aliquot of cells directly as a control for examining the protein distri-
bution in nonextracted cells and to process the remaining cells for the chromatin binding
assay. Fix an aliquot of cells (5 mL) directly by spinning down (3000g, 5 min) and resus-
pending in methanol (0°C). After 10 min, spin down and resuspend in acetone (0°C).
Examine cells as in step 11.

3. Spin down remaining cells (3000g, 5 min), and wash in 2 mL ice-cold EMMSorb contain-
ing 10 mM DTT (see Note 3). Transfer to a 2-mL Eppendorf tube.

4. Resuspend in 0.45 mL EMMSorb containing 10 mM DTT, and add 50 µL of 20 mg/mL
zymolyase 20-T. Digest at 32°C for 10–20 min. Test for adequate digestion by mixing a
few microliters of cells with an equal volume of 2% SDS on a slide and examining under
phase contrast microscopy. Cells should go phase dark. (Aim for >95% cells going phase
dark.) If digestion is going slowly, add more zymolyase.

5. When adequate digestion has been achieved, add 1.5 mL EMMsorb buffer (at 4°C), and
spin down. (All subsequent spins are 1000g for 1 min in an Eppendorf centrifuge at 4°C).
Resuspend cells in EMMsorb (4°C), and spin down (see Note 4).
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6. Resuspend in 2 mL extraction buffer, and spin down (see Note 5).
7. Resuspend in 0.9 mL extraction buffer containing protease inhibitors. Transfer 0.45 mL

of this cell suspension to a 2-mL eppendorf tube containing 50 µL 10% Triton X-100.
Mix and transfer to 20°C water bath for 5 min. Remaining cells can be used as minus
detergent control (see Note 6).

8. Spin cells down (both plus and minus detergent samples), and resuspend in 2 mL metha-
nol (0°C). Keep on ice for 10 min (see Note 7).

9. Spin down cells and resuspend in 1 mL acetone (0°C). Cells can be stored at this stage at
–20°C for a few days.

10. To examine the cells by fluorescence microscopy, vortex cells in acetone to resuspend,
and spin down 0.1–0.3 mL. Take off acetone leaving 10–20 µL. Cells can be gently soni-
cated at this stage to break up cell clumps.

11. Spread a thin film of cells on poly-L-lysine–coated or Superfrost microscope slide. Apply
10 µL mounting solution and a 22-mm cover slip. The cover slip can be sealed with nail
varnish, but this is not necessary if the slides are to be viewed immediately. Obtain im-
ages of cells, taking first a phase image, then a green fluorescent protein (GFP) image,
and finally a DAPI image for each field of cells (see Note 8).

3.2. Immunostaining Cells After Detergent Extraction and Fixation

1. Process cells to step 9 in Subheading 3.1. Resuspend cells and transfer approx 0.2 mL to
1.5 mL Eppendorf tube. Spin down (1000g, 1 min), and take off most acetone; leave
about 20–50 µL.

2. Resuspend cells by vortexing, and mildly sonicate to break up cell clumps. Spread about
10 µL of the cell suspension onto a poly-L-lysine–coated 13-mm cover slip.

3. Rinse cover slip in PBS, and then incubate in PBSBAL for 30 min. (It is convenient to
keep the cover slips in small Petri dishes or multiwell plates for steps 3–7.)

4. Remove PBSBAL, add 20 µL primary antibody to the cover slip, and incubate in a humid
container for at least 1 h.

5. Wash twice in PBS and once in PBSBAL (three times, 5 min).
6. Add 20 µL secondary antibody to the cover slip (conjugated with fluorescent dye). Incu-

bate in dark humid container for at least 1 h.
7. Wash three times in PBS (three times, 5 min).
8. Drain the cover slip well. Mount in DAPI/PBS. Seal the edges of cover slip with nail

varnish. Obtain images of cells taking first a phase image, then a GFP image, and finally
a DAPI image for each field of cells.

3.3. Micrococcal Nuclease Control to Determine Whether Retention
of Proteins After Detergent Extraction is Chromatin-Dependent

1. Process cells to step 6 in Subheading 3.1. Resuspend in 0.9 mL nuclease extraction
buffer. (This has a higher salt concentration, which is necessary to solubilize digested
chromatin [13], as well as Ca2+ for micrococcal nuclease activity.) Add Triton X-100 to
1%, and divide sample into three tubes. To tube 1 (plus nuclease), add micrococcal
nuclease to 2.5 U/mL, and to tube 2 add first EGTA to 10 mM and then micrococcal
nuclease to 2.5 U/mL (plus nuclease, inactive); tube 3 is minus nuclease control. Incubate
at 20°C for 5 min, and then proceed as in Subheading 3.1., step 8.
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3.4. Flow Cytometric Analysis of Cells After Detergent Extraction
and Fixation

1. Process cells to step 9 in Subheading 3.1. Vortex cells and transfer 0.2 mL to 5 mL 10
mM EDTA, pH 8.0 (see Note 9). Spin down (3000g, 5 min) and resuspend in 0.5 mL 0.1
mg/mL RNase A in 10 mM EDTA, pH 8.0.

2. Incubate at 37°C for 2–24 h.
3. Add 0.5 mL 2 µM Sytox green in 10 mM EDTA, pH 8.0 (see Note 10).
4. Sonicate and analyze in flow cytometer.

4. Notes
1. We have found that GFP-tagged strains grown in minimal medium (EMM) give lower

cytoplasmic fluorescence in some experiments, such as those involving temperature shifts,
than when rich (YES) medium is used.

2. Strain used should have a GFP (or other fluorescent tag) on the protein to be examined;
alternatively, use protocol in Subheading 3.2. from step 9 to detect protein via indirect
immunofluorescence. A number of vectors have been developed for tagging fission yeast
proteins with GFP (e.g., see ref. 14). Table 1 and Fig. 2 give details of vectors that we
have developed for GFP, CFP, or YFP tagging. Genes can be tagged by long oligo PCR,
using the PCR product for transformation (14). Alternatively, clone the 3' region of the
gene to be tagged into the vector, linearize the construct in this 3' gene region, and trans-
form fission yeast with this DNA.

3. For time-courses, e.g., after a temperature shift, it may be advisable to arrest cellular
metabolism by adding 10 mM NaN3 and 10 mM deoxy-glucose to cells just before the
initial centrifugation.

4. An extra EMMSorb wash can be included at this stage.
5. The Mg2+-containing extraction buffer is suitable for analysis of Mcm2-7 and Cdc45

proteins in log phase cells, whereas the minus Mg2+ buffer is recommended for analysis
of these proteins in cells that have been synchronized by nitrogen starvation. Buffer modi-
fication may be necessary for analysis of other proteins.

6. Cells fixed directly, prior to zymolyase digestion, or viewed live, give the best indication
of the in vivo distribution of the tagged protein. Cells fixed after zymolyase digestion and
washing in extraction buffer without detergent may show some loss of soluble nucleo-
plasmic protein (possibly after cell lysis in the hypotonic extraction buffer).

Table 1
pSM Vectors

Ref. or
Selectable marker Fluorescent protein accession no.

pSMUG2+ ura4+ eGFP AJ306911
pSMRG2+ kanMX6 eGFP AJ306910
pSMUC2+ ura4+ CFP 1a

pSMUY2+ ura4+ YFP 1a

pSMRC2+ kanMX6 CFP
pSMRY2+ kanMX6 YFP

aVector sequences are available at URL: users.ox.ac.uk/~kearsey/plasmids/.
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7. Ethanol, 100%, (at 0°C) may be used as an alternative to methanol/acetone fixation,
although the fixation procedure may have to be modified depending on the protein being
examined.

8. Cells that were not adequately digested during the zymolyase digestion step appear phase
bright and should be ignored in subsequent analysis. Suitable filter sets for GFP and its
derivatives are: 41017 (eGFP), 31044v2 (CFP), and 41028 (YFP), from Chroma
(Brattleboro, VT).

9. In flow cytometric analysis, samples extracted with Triton X-100 will give Sytox green
histograms shifted to the left compared with nondetergent-extracted cells, owing to lower
cytoplasmic fluorescence. Samples compared should all have had the same extraction
and fixation treatment.

Fig. 2. (A) Generic structure of pSM vectors. (B) Sequence of pSM vectors in region of
cloning sites.
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10. Propidium iodide (4 µM) can also be used instead for DNA staining, but Sytox green
gives tighter histograms. The GFP fluorescence from proteins expressed at native levels
is generally too faint to complicate the analysis of DNA content using Sytox green.
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Application of Magnetic Beads to Purify Cells Transiently
Transfected With Plasmids Encoding Short Hairpin RNAs

Peter D. Adams

Summary
Short interfering (si) RNAs are commonly used to knock down expression of proteins in

mammalian cells and thereby investigate protein function. siRNAs were originally introduced
into mammalian cells by transient transfection of short, synthetic, double-stranded RNA oligo-
nucleotides. More recently, a convenient, more cost-effective approach has been developed
that makes use of plasmids encoding short hairpin (sh) RNAs, which are transiently or stably
transfected into cells. After expression in cells, shRNAs are processed by the cell to the corre-
sponding siRNAs. However, most protocols for transient transfection of plasmid DNAs intro-
duce the DNA into a minority of the total cells. Therefore, to investigate the biochemical effects
of protein knockdown, it is necessary to purify the transfected cells. This can be done by
cotransfection of a plasmid encoding the cell surface marker protein, CD19 or CD20, followed
by immunopurification of the CD19- or CD20-expressing cells with magnetic beads. The puri-
fied cells can then be used for a wide range of biochemical analyses. In addition, since the
CD19/CD20 cell surface marker approach can be readily combined with analysis of cell cycle
distribution of propidium iodide-stained cells, it is straightforward to determine simultaneously
the biochemical and cell cycle effects of a knocked-down protein.

Key Words
shRNA; transfection; magnetic beads; sorting.

1. Introduction
Recently, with the advent of RNA interference (RNAi) technology, it has become

possible to examine the cellular and biochemical effects of RNAi-mediated knock-
down of a protein expression, without the need to go through a time-consuming
homologous recombination-mediated gene knockout procedure (1). The first demon-
stration of the feasibility of this approach in mammalian cells used transient transfec-
tion of synthetic, double-stranded RNA oligonucleotides (2). However, two major
disadvantages of this approach are the cost of oligonucleotide synthesis and the inabil-
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ity to knock down protein expression stably. Subsequently, alternative approaches have
been developed, each with their own advantages and disadvantages (3).

We have successfully used the method of plasmid-driven expression of shRNAs
developed by Drs. Hannon and Paddison at Cold Spring Harbor Laboratory (4). In this
and similar approaches, plasmid vectors are used to direct expression of shRNAs, which
are then processed by the cell to form active short interfering RNAs (siRNAs) (4–8).
The plasmid DNA can be introduced into the cells by transient transfection, using, for
example, calcium phosphate or a liposome-based approach. We favor this plasmid-
based approach, at least initially, for the following reasons. First, it is convenient and
cost-effective. The only technologies involved are standard molecular cloning tech-
niques and cell transfection. Second, it facilitates a straightforward transition into the
retrovirus-, lentivirus, and adenovirus-based delivery approaches, which hold the most
promise of RNAi-based methods in general. Once an active short hairpin RNA (shRNA)
has been identified through conventional approaches, the same hairpin can easily be
transferred into a viral delivery vector. Third, the support provided by Drs. Hannon and
Paddison has been excellent, starting with the excellent web site at http://www.cshl.org/
public/SCIENCE/hannon.html, which can be used to design the shRNAs.

However, one disadvantage of this approach is that most transient transfection pro-
cedures only introduce plasmid DNA into 5–30% of the cell population. Thus, even in
a readily transfectable cell line, such as U2OS, any biochemical parameter analyzed in
the total cell population reflects the state of primarily the untransfected cells. To over-
come this problem, we and others have utilized a cell surface marker to identify the
transiently transfected cells (Fig. 1). In this method, the plasmid of interest, encoding
the shRNA, is cotransfected with another plasmid that encodes the cell surface marker
CD19 or CD20. These proteins are normally expressed only on B-cells but are effi-
ciently routed to the cell surface of many other cell types when ectopically expressed.
Thus, it serves as a marker of the transfected cells that can be detected in either live or
fixed cells. Live, unfixed cells expressing CD19 or CD20 can be physically purified
away from the untransfected nonexpressing cells, using anti-CD19- or anti-CD20–
coated magnetic beads and/or fluorescence-activated cell sorting (FACS). These puri-
fied cells are amenable to analysis by most common biochemical approaches (9–14).
Fixed and permeabilized cells can be double stained with fluorescence-conjugated anti-
CD19 or anti-CD20 antibodies and propidium iodide to determine the cell cycle distri-
bution of transfected cells (15,16). A single sample of cells can be split and processed
by both approaches to obtain biochemical and cell cycle data on the transfected cells.

A major advantage of this approach is its speed and simplicity. The major limita-
tion of this approach is the relatively small number of cells that can easily be obtained.
Despite this limitation, using anti-CD19–coated magnetic beads as the sole method of
immunopurification, we have obtained sufficient transfected U20S cells to extract
RNA for Northern analysis, proteins for immunoprecipitations and Western blots, and
chromatin for nuclease analysis (11–13).
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Fig. 1. Magnetic bead sorting of transfected cells. Cells are transiently transfected with
plasmids encoding the cell surface marker CD19 or CD20 and the protein of interest. Thirty six
hours after transfection, the cells are collected and incubated with magnetic beads coated with
an anti-CD19 or anti-CD20 antibody. A magnet is used to immunopurify the CD19-or CD20-
expressing cells, which are subsequently processed for biochemical analysis.



192 Adams

2. Materials
1. U2OS cells grown in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with

10% (v/v) fetal bovine serum (FBS) in a humidified 37°C, 10% (v/v) CO2 incubator (or
most other readily transfectable cell types grown under appropriate conditions).

2. 2.5 M CaCl2. Store at –20°C.
3. 2X BES (N,N-bis[2-hydroxyethyl]-2-aminoethanesulfonic acid)-buffered saline (BBS):

50 mM BES (pH 6.95), 280 mM NaCl, 1.5 mM Na2HPO4.
4. 5% (v/v) CO2, 37°C, humidified incubator.
5. Transfection quality supercoiled plasmid DNA (double-banded cesium chloride purity or

equivalent).
6. PBS (phosphate-buffered saline): 137 mM NaCl, 2.7 mM KCl, 1.4 mM KH2PO4, 10 mM

Na2HPO4, pH 7.3.
7. 0.25% (w/v) Trypsin/1 mM EDTA solution.
8. PBS + 0.3% (w/v) BSA (bovine serum albumin), pH 7.3.
9. Anti-CD19–coated magnetic beads (Dynal, Norway; prewashed three times in PBS +

0.3% [w/v] BSA prior to use).
10. Magnet (Dynal, Norway).
11. Laemmli sample buffer: 50 mM Tris-HCl, pH 6.8, 100 mM dithiothreitol (DTT), 2% (w/v)

sodium dodecyl sulfate (SDS), 0.1% (w/v) bromophenol blue, 10% (v/v) glycerol.

3. Methods
The methods below describe a transfection protocol that efficiently cotransfects

the plasmid of interest and the plasmid encoding CD19 (Subheading 3.1.) and the
protocol for harvesting and magnetic bead purification of the transfected cells (Sub-
heading 3.2.).

3.1. Transfection of U2OS Cells
U2OS cells are routinely grown and transfected in DMEM + 10% (v/v) FBS in a

humidified 37°C incubator with 10% (v/v) CO2 (see Note 1). They are transfected at
20–60% confluence by the method of Chen and Okayama (17; see Note 2). All trans-
fection reagents should be sterilized by filtration through a 0.22-µM sterile filter mem-
brane.

1. Four hours prior to transfection, remove the medium from each 10-cm plate of cells and
replace with 9 mL of fresh medium (see Note 3). Return the cells to a humidified 37°C
incubator with 10% (v/v) CO2.

2. Dilute the required amount of 2.5 M CaCl2 to 250 mM, and aliquot 0.5 mL per transfec-
tion to separate 15-mL tubes.

3. Add supercoiled plasmid DNA to a total of 30 µg. Typically we add 2 µg of pCMV
CD19 and 28 µg of a plasmid directing expression of the shRNA (based on Invitrogen’s
pENTR and constructed as detailed at http://www.cshl.org/public/SCIENCE/
hannon.html) or control.

4. Add 0.5 mL of 2X BBS dropwise by dripping slowly from a 1-mL pipet vertically down
the center of the tube (1–2 drops/s). Do not mix. Wait 15 min. At this time, the precipitate
should be barely visible to the naked eye (see Note 4).
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5. Use a 1 mL pipet to blow air bubbles through the solution to mix the precipitate. Distrib-
ute the mixture dropwise into the medium evenly over the plate of cells.

6. Rock plates very gently, and place in humidified 37°C incubator with 5% CO2 (v/v) over-
night (see Note 5).

7. On the following morning, remove the medium, replace with 10 mL of fresh medium, and
return to humidified 37°C incubator with 10% CO2 (v/v).

3.2. Harvesting Cells
In a conventional transient transfection, in which a protein is being ectopically

expressed, the cells are usually harvested approx 36 h after transfection. However,
when the goal is to use a plasmid-encoded shRNA to knock down expression of an
endogenous protein, we have found that more efficient knockdown is generally
achieved 60 h after transfection (see Note 6).

1. Wash the cells with warm PBS and trypsinize by incubation with 1 mL of 0.25% (w/v)
trypsin/1 mM EDTA solution for 3 min at 37°C (see Note 7). Add 9 mL of ice-cold (4°C)
DME + 10% (v/v) FBS, and repeatedly aspirate with a pipet to disrupt clumps of cells.
Visual inspection of the cells through a microscope should confirm that they are predomi-
nantly single cells, with few doublets or clumps.

2. Transfer the cells to a 15-mL tube, and pellet them by centrifugation for 3 min at 200g at
4°C. Aspirate buffer, leaving approx 50 µL, and resuspend cell pellet in this remaining
solution. Add 10 mL of PBS + 0.3% (w/v) BSA at 4°C, invert tube to wash cells, pellet
again by centrifugation, aspirate the supernatant, resuspend the cells in the remaining 50
µL of buffer, and add 950 µL of PBS + 0.3% (w/v) BSA at 4°C (see Note 8). Determine
the number of cells/mL by counting with a hemocytometer.

3. Transfer the cells to an Eppendorf tube. Add required volume of anti-CD19–coated mag-
netic beads. Typically, we add 1.2 × 107 beads per plate of cells. Assuming that at the
time of harvesting one 60% confluent, 10-cm plate of U2OS contains 2 × 106 cells and the
transfection efficiency is 30%, this would mean 0.7 × 106 target cells per plate and the
bead/target cell ratio is approx 17:1. Rotate at 4°C for 15 min (see Notes 9 and 10).

4. Place in the magnet until all beads are pulled down. Invert tube holder/magnet a few
times to get beads and cells out of the liquid meniscus.

5. While tube is still in the magnet, aspirate wash buffer. Remove the tube, and add 1 mL of
PBS + 0.3% (w/v) BSA at 4°C; using a blue tip, very gently resuspend cells. Take care
not to damage the cells.

6. Repeat steps 4 and 5 four times.
7. View cells through a microscope. All remaining cells should have a “rosette” of beads

around them. Cells without a rosette are probably untransfected. Perform an extra round
of sorting if necessary (see Note 11).

8. Process the immunopurified cells further as desired. Typically, we extract RNA for North-
ern blots or protein for immunoprecipitations and Western blots or chromatin for nu-
clease digestion (12,13), according to standard protocols.

Knockdown of the protein of interest is normally most easily confirmed by Western
blotting, using antibodies and conditions previously determined for the protein of
interest. Figure 2 shows a Western blot of cell lysates from immunopurified cells to
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confirm the shRNA-mediated knockdown of the human antisilencing function 1a pro-
tein (ASF1a), a regulator of chromatin assembly and histone transcription (18).

4. Notes
1. The use of a cell surface marker to sort for transfected cells has been successfully applied

to a number of different cell types, including SAOS2, MG63 and U2OS osteosarcoma
cells, Rat1a fibroblasts, C33A cervical carcinoma cells, T98G glioblastoma cells, J82 blad-
der carcinoma cells, MCF7 breast carcinoma cells, VA13 cells (human diploid fibroblasts
transformed with SV40 virus), NIH3T3 cells, and C2C12 myoblasts (10,15,19–22). This
list is not meant to be exhaustive.

2. This protocol requires that every cell expressing CD19 also expresses the protein of inter-
est. Thus, it depends on efficient cotransfection of the plasmids encoding the CD19 cell
surface marker and the protein of interest. Efficient cotransfection is achieved with the
calcium phosphate transfection protocol described here. However, it should not automati-
cally be assumed that other transfection protocols reliably cotransfect both plasmids. Most
reports using this method have used calcium phosphate as the transfection reagent (9–14).

3. The number of cells that should be transfected and immunopurified obviously depends on
the transfection efficiency of the cells and the number of cells required for the final assay.
Typically, the transfection efficiency of U2OS cells is approx 20–30% of the total cells
on the plate. Thus, sufficient immunopurified cells are derived from a single transfected
plate for Western blotting of moderately abundant proteins, such as ASF1a (Fig. 2). How-
ever, when working with cells that transfect relatively poorly (transfection efficiency of
5% or less) the number of plates transfected should be increased accordingly.

4. The pH of the BBS is critical to obtain a good transfection efficiency. Normally, we
prepare three batches of 500 mL of BBS of pH 6.93, 6.95, and 6.97. A preliminary test is
carried out by mixing CaCl2, DNA, and BBS, as described in Subheading 3.1. At the end
of step 4, the precipitate should be barely visible to the naked eye. A batch of BBS that
gives such a precipitate in this assay will usually work well. However, this is normally
confirmed by transfection of cells with plasmid encoding GFP and visualization by fluo-
rescence microscopy.

5. In the original description of this transfection method by Chen and Okayama (17), it was
reported that transfection efficiency was greatest when the cells were incubated overnight
in 2–4% CO2. We have found that 5% CO2 also works well. We have not directly com-
pared incubation at 5% and 10% CO2, although Chen and Okayama (17) found that this
greatly decreased the efficiency of transfection.

Fig. 2. Analysis of ASF1a expression in transiently transfected, magnetic bead-sorted cells.
U2OS cells were transiently transfected with a plasmid encoding CD19 alone or with a plasmid
encoding an ASF1a shRNA. CD19+ cells were immunopurified, and extracts were Western-
blotted with anti-ASF1a (A88). ASF1a, antisilencing function 1a.
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6. shRNA-mediated knockdown targets the mRNA rather then the protein. Therefore, the
rate at which the protein level is reduced depends on the rate of degradation of the pro-
tein. An unstable protein with a short half-life will be knocked down more quickly than a
stable protein with a long half-life.

7. Adequate trypsinization of the cells is necessary to generate single cells prior to
immunopurification. However, excessive trypsinization could conceivably destroy the
cell surface epitope that is recognized by the anti-CD19 antibody. By adhering to the
trypsinization conditions described in Subheading 3.2., we have avoided this potential
problem.

8. Addition of BSA to the PBS prevents cells being lost during the wash steps through their
sticking to the sides of the tube.

9. The number of beads added is in large excess over the number of cells. Consequently,
variations in the number of cells, owing to changes in cell density or cell type, do not
affect the efficiency of the sorting process.

10. A crude measure of transfection efficiency is obtained at step 3 of Subheading 3.2. When
the anti-CD19–coated magnetic beads are added to the suspension of CD19-expressing
cells, visible cell clumping occurs within a few minutes. The difference between cells
transfected with and without the plasmid encoding CD19 should be readily apparent. If
not, it suggests that the transfection efficiency is low, and relatively few immunopurified
cells will be obtained at step 7 of Subheading 3.2.

11. It is generally necessary to perform a Western blot of an extract from the immunopurified
cells to confirm that protein knockdown has been achieved. An aliquot of the
immunopurified cells obtained in Subheading 3.2. should be boiled in Laemmli sample
buffer and fractionated by SDS-polyacrylamide gel electrophoresis for this purpose.

Acknowledgments
This work was supported by grants RO1 GM62281 and DAMD17-02-1-0726 to P.

D. A. P. D. A. is a Scholar of the Leukemia and Lymphoma Society.

References

1. McManus, M. T. and Sharp, P. A. (2002) Gene silencing in mammals by small interfering
RNAs. Nat. Rev. Genet. 3, 737–747.

2. Elbashir, S. M., Harborth, J., Lendeckel, W., Yalcin, A., Weber, K., and Tuschl, T. (2001)
Duplexes of 21-nucleotide RNAs mediate RNA interference in cultured mammalian cells.
Nature 411, 494–498.

3. Dykxhoorn, D. M., Novina, C. D., and Sharp, P. A. (2003) Killing the messenger: short
RNAs that silence gene expression. Nat. Rev. Mol. Cell. Biol. 4, 457–467.

4. Paddison, P. J. and Hannon, G. J. (2002) RNA interference: the new somatic cell genetics?
Cancer Cell 2, 17–23.

5. Brummelkamp, T. R., Bernards, R., and Agami, R. (2002) A system for stable expression
of short interfering RNAs in mammalian cells. Science 296, 550–553.

6. Yu, J. Y., DeRuiter, S. L., and Turner, D. L. (2002) RNA interference by expression of
short-interfering RNAs and hairpin RNAs in mammalian cells. Proc. Natl. Acad. Sci. USA
99, 6047–6052.

7. Miyagishi, M. and Taira, K. (2002) U6 promoter driven siRNAs with four uridine 3' over-
hangs efficiently suppress targeted gene expression in mammalian cells. Nat. Biotechnol.
20, 497–500.



196 Adams

8. Lee, N. S., Dohjima, T., Bauer, G., Li, H., et al. (2002) Expression of small interfering
RNAs targeted against HIV-1 rev transcripts in human cells. Nat. Biotechnol. 20, 500–505.

9. Lundberg, A. S. and Weinberg, R. A. (1998) Functional inactivation of the retinoblastoma
protein requires sequential modification by at least two distinct cyclin-cdk complexes.
Mol. Cell. Biol. 18, 753–761.

10. Peeper, D. S., Upton, T. M., Ladha, M. H., et al. (1997) Ras signalling linked to the cell-
cycle machinery by the retinoblastoma protein. Nature 386, 177–181.

11. Hall, C., Nelson, D. M., Ye, X., et al. (2001) HIRA, the human homologue of yeast Hir1p
and Hir2p, is a novel cyclin-cdk2 substrate whose expression blocks S-phase progression.
Mol. Cell. Biol. 21, 1854–1865.

12. Nelson, D. M., Hall, C., Santos, H., et al. (2002) Coupling of DNA synthesis and histone
synthesis in S-phase independent of cyclin/cdk2 activity. Mol. Cell. Biol. 22, 7459–7472.

13. Ye, X., Franco, A. A., Santos, H., Nelson, D. M., Kaufman, P. D., and Adams, P. D.
(2003) Defective S-phase chromatin assembly causes DNA damage, activation of the S-
phase checkpoint and S-phase arrest. Mol. Cell 11, 341–351.

14. Santoni-Rugiu, E., Falck, J., Mailand, N., Bartek, J., and Lukas, J. (2000) Involvement of
Myc activity in a G(1)/S-promoting mechanism parallel to the pRb/E2F pathway. Mol.
Cell. Biol. 20, 3497–3509.

15. Zhu, L., Enders, G., Lees, J. A., Beijersbergen, R. L., Bernards, R., and Harlow, E. (1995)
The pRB-related protein p107 contains two growth suppression domains: independent in-
teractions with E2F and cyclin/cdk complexes. EMBO J. 14, 1904–1913.

16. Adams, P. D., Sellers, W. R., Sharma, S. K., Wu, A. D., Nalin, C. M., and Kaelin, W. G. Jr.
(1996) Identification of a cyclin-cdk2 recognition motif present in substrates and p21-like
cyclin-dependent kinase inhibitors. Mol. Cell. Biol. 16, 6623–6633.

17. Chen, C. and Okayama, H. (1987) High-efficiency transformation of mammalian cells by
plasmid DNA. Mol. Cell. Biol. 7, 2745–2752.

18. Tyler, J. K. (2002) Chromatin assembly. Eur. J. Biochem. 269, 2268–2274.
19. Sellers, W. R., Rodgers, J. W. & Kaelin, W. G. Jr. (1995) A potent transrepression domain

in the retinoblastoma protein induces a cell cycle arrest when bound to E2F sites. Proc.
Natl. Acad. Sci. USA 92, 11544–11548.

20. Qin, X. Q., Livingston, D. M., Ewen, M., Sellers, W. R., Arany, Z., and Kaelin, W. G. Jr.
(1995) The transcription factor E2F-1 is a downstream target of RB action. Mol. Cell.
Biol. 15, 742–755.

21. Adams, P. D. (2003) Unpublished data.
22. Hofmann, F. and Livingston, D. M. (1996) Differential effects of cdk2 and cdk3 on the

control of pRb and E2F function during G1 exit. Genes Dev. 10, 851–861.



Virus Infection 197

197

From: Methods in Molecular Biology, vol. 296, Cell Cycle Control: Mechanisms and Protocols
Edited by: T. Humphrey and G. Brooks © Humana Press Inc., Totowa, NJ

11

The Cell Cycle and Virus Infection

Stevan R. Emmett, Brian Dove, Laura Mahoney, Torsten Wurm,
and Julian A. Hiscox

Summary
A number of different viruses interact with the cell cycle in order to subvert host-cell func-

tion and increase the efficiency of virus replication; examples can be found from DNA, retro,
and RNA viruses. The majority of studies have been conducted on DNA and retroviruses whose
primary site of replication is the nucleus, but increasingly a number of researchers are demon-
strating that RNA viruses, whose primary site of replication is normally the cytoplasm, also
interfere with the cell cycle. Viral interference with the cell cycle can have a myriad of differ-
ent effects to improve virus infection, for example to promote replication of viral DNA ge-
nomes, or to delay the cell cycle to allow sufficient time for RNA virus assembly. Although
cell cycle control is fairly well characterized in terms of checkpoints and control molecules
(e.g., cyclins), in recent years several researchers have demonstrated that the nucleolus is also
involved in cell cycle control. The nucleolus and associated subnuclear structures can sequester
cell cycle regulatory complexes, and nucleolar proteins also have a direct and indirect effect on
the cycling cell. Viruses also interact with the nucleolus. In order to study the interactions
between a virus and the cell cycle and vice versa we have developed and adapted a number of
different approaches and strategies. These include determinations of virus yield and measure-
ments of virus replication to flow cytometry and confocal analysis of the host cell. Increasingly
we have found that proteomic approaches allow the rapid analysis of a whole plethora of cell
cycle proteins that may be affected by virus infection.

Key Words
Cell cycle; virus; infection; confocal microscopy; nucleolus; 2D gel; proteomics.

1. Introduction
A common strategy of viruses is the creation inside the cell of an environment

favorable for efficient replication of their genomes; one way of achieving this is by
altering the cell cycle. The function of the cell cycle itself comprises a highly con-
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served and sequential series of checkpoints and phases ensuring that conditions are
suitable for the proper function of that cell and for DNA replication and cytokinesis.
There are three categories of viruses, depending on their genome and replication strat-
egy: DNA, retro, and RNA viruses. DNA viruses employ a number of mechanisms to
modify and interfere with the cell cycle regulatory machinery. In some cases viruses
are adapted to multiply in resting cells, whereas in others they induce proliferation of
arrested cells or just wait until the infected cell replicates.

Two main strategies for DNA viruses interfering with host cell cycle control can be
distinguished. One has generally evolved in viruses with large genomes with the po-
tential to encode many proteins, including those required for viral DNA replication. A
typical example of this strategy is found in the herpesviruses to block cell cycle pro-
gression, preventing entry into S-phase (1). The other strategy to impinge on cell cycle
control is more typical of DNA viruses with small genomes. Here, virus-encoded pro-
teins, which are not homologs of any known cellular protein, interfere directly with
the normal function of cell cycle regulatory components to subvert their activity. Typi-
cal examples are the viral oncoproteins that sequester the retinoblastoma (RB) tumor
suppressor protein as a first step in inducing S-phase entry by activating the expres-
sion of E2F-regulated genes; for example, adenoviruses (2). Disruption of the cell
cycle to favor virus replication is not confined to DNA viruses. Retroviruses also dis-
rupt the cell cycle.

Cells infected with human immunodeficiency virus (HIV) do not proliferate but
accumulate in the G2-phase of the cell cycle, resulting in an increase in virus produc-
tion (3). The viral protein responsible for this has been identified as Vpr (4). Interest-
ingly, Henklein et al. (5) demonstrated that extracellular added Vpr induced G2-phase
arrest, and the authors suggested that free Vpr in the serum of HIV-infected patients
may preprogram cells in order to facilitate replication of HIV in infected individuals.
Consistent with the perturbation of the cell cycle observed in tissue culture-infected
cells, lymphocytes from HIV-infected individuals show high levels of cyclin B and
also nucleolar proteins (whose expression is linked to the cell cycle) (6).

Altering the host cell cycle by RNA viruses has not been described extensively in
the literature, and the mechanisms of action are generally not well characterized. For
the negative-strand RNA viruses, there are several examples of cell cycle control. For
instance, measles virus infection results in a G0 block (7), and the paramyxovirus sim-
ian virus V protein prolongs the cell cycle by delaying cells in G1 and G2 (8). In the
case of positive-strand RNA viruses, the avian coronavirus infectious bronchitis virus
(IBV) delays cell growth by inhibiting cytokinesis and also allows cells to accumulate
in S/G2 (9,10). Several examples of different picornaviruses interacting with the cell
cycle have been described. More recently Feuer et al. (11) have shown that cells ar-
rested in G1 or G1/S produced higher levels of infectious coxsackievirus and viral
polyproteins compared with cells in the G0 phase, or cells blocked at the G2/M bound-
ary. Feuer et al. (11) suggested that persistence of coxsackie B3 virus (CVB3) in vivo
might be dependent on infection of G0 cells, which do not support replication. If such
cells were to reenter the cell cycle, then the virus may reactivate and trigger chronic
viral or immune-mediated pathology in the host. Such findings suggest that locally
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delivered cell cycle inhibitors could form part of an antiviral therapy, similar to the
example of interleukin-2 used to correct cell cycle aberrations in HIV-infected indi-
viduals (12).

Viruses also target subnuclear structures involved in cell cycle regulation as part of
a strategy to subvert host cell functions such as the cell cycle. For example, many
DNA, retro, and RNA viruses target the nucleolus (13,14). The nucleolus and associ-
ated proteins are also implicated in (and regulated by) the cell cycle (15). Cajal bodies
associated with nucleoli can sequester cyclin-dependent kinase 2 (CDK2) and cyclin
E in a cell cycle-dependent manner (16). The concentrations of many nucleolar pro-
teins such as nucleolin (17) are dependent on the cell cycle (18,19). Nucleolin itself
can also act as a cell cycle regulator (20).

When studying viruses and the cell cycle, one must consider the interrelationship
between the two. The cell cycle will have an effect on virus replication, and virus
replication will concomitantly affect the cell cycle. Below we describe experiments
that can be used to investigate whether a particular virus interacts with the cell cycle or
vice versa. These range from traditional approaches toward measuring the cell cycle
and virus production to the use of confocal microscopy to investigate the redistribu-
tion of cell cycle factors in virus-infected cells to a proteomic analysis of the nucleo-
lus, which has recently been identified as having roles in cell cycle regulation (21,22).

2. Materials

2.1. Northern Blot and Detection
1. Ambion BrightStar Psoralen-Biotin kit.
2. Ambion BrightStar BioDetect kit.
3. Ambion NorthernMax Formaldehyde loading dye.
4. Ambion NorthernMax 10X denaturing gel buffer.
5. Ambion NorthernMax 10X MOPS running buffer.
6. Ambion NorthernMax prehybridization/hybridization buffer.
7. 20X Standard saline citrate (SSC) buffer (Invitrogen).
8. 10% Sodium dodecyl sulfate (SDS) solution (Ambion).
9. Ambion BrightStar-Plus positively charged nylon membranes.

10. 3MM blotting paper (Whatman).
11. 1% Neutral red solution in ddH2O.
12. 2% Low melting point agarose (Sigma) solution in ddH2O.

2.2. Plaque Assay
1. Vero medium constituents.

a. 10X Eagle’s Minimal Essential Medium (EMEM; Invitrogen).
b. Foetal bovine serum (Invitrogen).
c. 200 mM L-Glutamine (Invitrogen).
d. 10,000 U/mL Penicillin/10,000 mg/mL streptomycin solution (Invitrogen).
e. 7.5% Sodium bicarbonate solution (Invitrogen).

2. Vero medium is made up to a 2X solution to account for dilution with agarose solution.
EMEM with 20% foetal bovine serum, 4 mM L-glutamine, 200 U/mL penicillin, 200 µg/
mL streptomycin, 3 g/L sodium bicarbonate solution.
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2.3. Purification of Nucleoli
1. Chemicals to be used in these procedures should be of the best analytical grade commer-

cially available. When applicable, all solutions should be prepared with double-distilled
ion-exchange grade water.

2. All solutions in this nucleolar protocol have been supplemented with Complete Protease
inhibitor tablets (Roche, cat. no. 1-873-580) at a final concentration of 1 tablet/50 mL).

3. Phosphate-buffered saline (PBS): 1.15 g/L Na2HPO4, 8 g/L NaCl, 100 mL/L MgCl2, 200
g/L KH2PO4, 200 g/L KCl, 132 mL/L CaCl2.

4. HEPES: 10 mM HEPES, pH 7.9, 10 mM KCl, 1.5 mM MgCl2, 0.5 mM dithiothreitol (DTT).
5. The sucrose solutions are made up as follows. S1 solution: 0.25 M sucrose, 10 mM MgCl2;

S2 solution: 0.35 M sucrose, 0.5 mM MgCl2; S3 solution: 0.88 M sucrose, 0.5 mM MgCl2.

2.4. 2D SDS-PAGE
1. Sample buffer: 8 M urea, 2% 3-[(cholamidopropyl)dimethylammonio]-1-propanesulfonate,

50 mM dithiothreitol (DTT), 0.2% (w/v) Biolyte 3/10 (Bio-Rad, UK), and a trace of
bromophemol blue.

2. Protean IEF cell (Bio-Rad, UK cat. no. 165-4000).
3. 0.1% (w/v) Coomassie brilliant blue solution: 50% methanol, 10% acetic acid, 0.1% (w/

v) Coomassie brilliant blue solution (Sigma-Aldrich, UK), 40% water. Store at room tem-
perature. We recommend using the solution only once per gel.

4. Destain buffer: 5% methanol, 7% acetic acid, 88% water. Store at room temperature.
5. IEF gel staining solution (Bio-Rad, UK, cat. no. 161-0434).
6. Equilibration buffer I: 6 M urea, 2% SDS, 0.375 M Tris-HCl, pH 8.8, 20% glycerol, 37

mg/mL iodoacetamide, and 2% (w/v) DTT. Alternatively, this can be purchased as cat.
no. 163-2107 from Bio-Rad, UK.

7. Equilibration buffer II: 6 M urea, 2% SDS, 0.375 M Tris-HCl, pH 8.8, 20% glycerol.
Alternatively, this can be purchased as cat. no. 163-2108 from Bio-Rad, UK.

8. 1X Tris/glycine/SDS running buffer: prepare a 5X stock solution of SDS-polyacrylamide
gel electrophoresis (PAGE) running buffer by mixing 15.1 g Tris base, 72 g glycine, 5 g
SDS, and water to 1000 mL. This stock is stable for several weeks; when required dilute
it down to 1X for use at the correct pH of 8.3. Alternatively, this stock can be purchased
as cat. no. 161-0772 from Bio-Rad, UK.

9. To prepare gels from the second dimension separation, either purchase from Bio-Rad,
UK as cat. no. 345-0036 or make them yourself with a suitable gel casting apparatus
(based on a 14-cm × 14-cm × 0.75-mm cast):

a. Briefly, for the stacking gel, 0.65 mL 30% acrylamide: 0.8% bis-acrylamide, 1.25 mL
1.5 M Tris-HCl, pH 6.8, 50 µL 10% SDS, 3.05 mL water, 25 µL 10% ammonium
persulfate solution, 6 µL TEMED (Sigma-Aldrich, UK).

b. Resolving gel, 6 mL 30% acrylamide: 0.8% bis-acrylamide, 3.75 mL 1.5 M Tris-HCl,
pH 6.8, 150 µL 10% SDS, 5 mL water, 150 µL 10% ammonium persulfate solution, 6
µL TEMED (Sigma-Aldrich, UK).

10. Overlay agarose: 0.5% agarose, 25 mM tris-HCl, 192 mM glycine, 0.1% SDS, and trace
bromophenol blue.
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3. Methods
3.1. Measuring the Interrelationship Between Viruses and the Cell Cycle

There are two options for investigating the cell cycle stage and affect on virus rep-
lication. The first is to synchronize cells using serum starvation, release the cells, and
determine the cell cycle profile by labeling the cells with bromodeoxyuridine (BrdU)
and propidium iodide and analyzing on a flow cytometer. Cells can then be infected at
different stages of the cell cycle; depending on the length of the virus life cycle virus
replication can occur within a particular cell cycle stage. The second alternative is to
use cell cycle inhibitors to block a particular stage of the cell cycle. This has the
advantage that cells can be inhibited for prolonged lengths of time, perhaps sufficient
to cover the infections cycle; it also has several disadvantages, including the fact that
not all cells will arrest at the same stage 100% of the time, and cell cycle inhibitors
may affect viral processes themselves.

Simple experiments can be performed to investigate whether a virus has an effect
on cellular proliferation and/or the cell cycle. For example, a Coulter counter can be
used to measure cellular proliferation in infected compared with noninfected cells (10)
and the cell cycle profiles of infected cells compared with noninfected using flow
cytometry (Fig. 1). Infection protocols vary from virus to virus, and these can be found
by consulting specific literature. Below we detail our protocols for determining the
cell cycle stage.

3.1.1. Flow Cytometry

3.1.1.1. HARVESTING OF CELLS FOR FLOW CYTOMETRY

1. To harvest cells for flow cytometry, remove the growth medium and wash the monolayer
twice with 3 mL PBS.

2. To detach the cells, add 2 mL of PBS/EDTA/trypsin and incubate at 37°C for 5 min or
until cells detach (see Note 1).

3. To remove the remaining cells, scrape using a cell scraper (Sarstedt). To inactive the
trypsin, transfer by pipeting into a canonical tube filled with 8 mL 10% DMEM.

4. The suspension is then centrifuged at 250g for 10 min at 4°C, the supernatant is removed,
and the cell pellet is resuspended in 2 mL ice cold PBS prior spinning at 250g for 10 min/
4°C.

5. The supernatant is removed, and the cells are processed for flow cytometry to detect
either incorporated BrdU or cell cycle marker proteins.

3.1.1.2. ANALYSIS OF STAINED CELLS

1. Fixed and stained cells are analyzed by flow cytometry with a fluorescence-activated cell
sorter (FACScan; Becton Dickinson; or equivalent).

2. Ten thousand events per sample should be collected, stored, and analyzed using CellQuest
software (Becton Dickinson).
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3.1.1.3. FLOW CYTOMETRY ANALYSIS OF BRDU INCORPORATION

1. To determine the proportion of cells undergoing DNA replication, cells are pulsed by
addition of 10 mM BrdU, an analog of thymidine, for 30 min prior to harvesting.

2. Cells can be harvested by trypsinization and rinsed with PBS as described. After centrifu-
gation at 250g for 10 min at 4°C, the pellet is suspended in 1 mL of precooled (–20°C)
70% ethanol (see Note 2).

3. To remove the fix, cells are centrifuged at 300g for 10 min at 4°C and the ethanol re-
moved.

4. To denature the DNA, 500 µL of 0.1 M HCl is added and incubated at 37°C for 15 min.
5. The reaction is then stopped with the addition of 3 mL PBS and centrifugation at 300g for

10 min/4°C.
6. The supernatant can be discarded. Then 100 µL of anti-BrdU staining solution (20 µL

anti-BrdU antibody [Becton Dickinson], 80-µL PBS, 0.5% Tween-20, 1% fetal calf serum
[FCS]) is added to the nuclei and incubated for 60 min at room temperature.

7. Excess antibody is removed by the addition of 2 mL PBS, and the suspension is centri-
fuged at 300g for 10 min/4°C.

8. Remove the PBS, replace with 100 µL of goat antimouse fluorescein isothiocyanate
(FITC) antibody staining solution (10 µL goat antimouse FITC antibody [Sigma], 90 µL
PBS, 0.5% Tween-20, 1% FCS), and incubate for 30 min in the dark.

Fig. 1. (A) Flow cytometry analysis of mock and avian coronavirus-infected cells at 0 and
16 h post infection. (B) Detection of avian coronavirus protein by indirect immunofluorescence
in infected cells. Vero cells were infected with coronavirus for 0 h or 16 h, fixed, and analyzed
by indirect immunoflourescence using appropriate antibodies. (Original magnification x620.)
The data indicate that infected cells accumulate in S-phase compared with mock infected cells.



Virus Infection 203

9. Excess antibody should be removed by adding 2 mL PBS and centrifuging at 300g for 10
min/4°C.

10. For DNA staining, the cells are incubated in 1 mL staining solution (200 µg/mLRNase A
[Sigma], 50 µg/mL propidium iodide [Sigma] in a FACS flow device [Becton Dickinson])
for 30 min at room temperature in the dark.

11. Fixed and stained cells are then transferred into FACS tubes (Becton Dickinson) and
analyzed by flow cytometry.

3.2. Measuring Virus
There are several stages to the virus life cycle, and these include attachment to the

host cell, entry, uncoating of the genome, transcription and translation of viral mRNAs,
replication of the genome, packaging of new genomes, virus assembly, and release of
new virus particles. Several assays can be used to measure these different stages of
virus infection; however, a simple analysis measuring replication and total virus pro-
duction will provide information as to whether a cell cycle stage affects virus infec-
tion. One of the simplest ways to measure virus replication is to use Southern (in the
case of DNA viruses) and Northern (in the case of RNA viruses) blots. Overall yields
of virus can be determined by plaque assay. Using an RNA virus as an example, we
detail two protocols that can be used to measure RNA replication (mRNA production)
and amount of virus. These can be readily adapted to study other viruses. We routinely
work with coronaviruses, which are positive-strand RNA viruses, and principally cause
respiratory infection (e.g., severe acute respiratory syndrome.

3.2.1. Methods for Analyzing Virus Production

3.2.1.1. NORTHERN BLOT

The following nonisotopic Northern blot protocol has been used in our laboratory
for the detection and analysis of coronavirus-derived RNA species. RNA is routinely
obtained by extraction of cytoplasmic RNA from coronavirus-infected cells using the
Qiagen™ mini-prep RNA purification kit. For longer RNA species, or for the prepara-
tion of RNA that is free from DNA or from tissues and organs, we use the Promega
RNAgents® total RNA isolation system coupled with multiple freeze–thaws and ho-
mogenization, and routinely include a DNase (RQ1 DNase, Promega) treatment step
(see Note 3). (An example of what purified RNA looks like by nondenaturing agarose
electrophoresis is shown in Fig. 2A.) In this latter case, all purification steps are con-
ducted at 4°C (i.e., in a cold room). When handling RNA, particular care should be
taken to avoid contamination (see Note 4).

3.2.1.1.1 Sample Preparation and Denaturing Agarose Gel Electrophoresis
(see Note 2).

1. Typically 4–6 µL (approx 5 µg) of each RNA sample are denatured by addition of 3 vol of
formaldehyde loading dye, incubation at 65°C for 15 min, and then rapid chilling of
samples in a wet-ice bath.

2. Denatured RNA samples are loaded on a 1% formaldehyde denaturing agarose gel, com-
prised of 90 mL nuclease-free water, 10 mL of 10X formaldehyde denaturing buffer, and
1 g of agarose, within a horizontal submarine gel electrophoresis tank (see Note 5).
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3. Gels are run in 1X MOPS running buffer overnight (approx 8–16 h) at 30 V (see Note 6).

3.2.1.1.2. Capillary Transfer of RNA Species to Membrane

1. Excess agarose gel not containing any potential RNA species is trimmed from the gel and
nylon membrane, and approx 10 pieces of 3MM blotting paper are cut to the same size as
the gel (see Note 7).

2. The upward capillary transfer method is set up as shown in Fig. 3. A 3MM paper wick is
cut so that it allows transfer of buffer from the reservoir.

3. The 3MM paper wick is presoaked in 20X SSC buffer, and the nylon membrane and three
sheets of 3MM paper are presoaked in 2X SSC prior to capillary transfer assembly.

Fig. 2. (A) RNA extracted from Vero cells using the Promega RNAgents® total RNA isola-
tion system. This is a nondenaturing 1% agarose gel, and the RNA is visualized by staining
with ethidium bromide. In good RNA preparations, the ratio of 28s rRNA to 18s rRNA should
be approx 2:1. (B) Northern blot analysis of total cytoplasmic RNA extracted from avian
coronavirus (IBV B-US)-infected chick kidney (CK) cells. RNA was extracted from IBV B-
US-infected CK cells, separated by electrophoresis on a 1% denaturing formaldehyde agarose
gel, and transferred to nylon membrane. IBV-derived RNAs were detected by hybridization
with an IBV 3' untranslated region genomic probe capable of detecting IBV genomic RNA and
IBV mRNAs. The black arrowheads indicate the positions and sizes of the IBV B-US
subgenomic mRNAs. The size of the RNA species is indicated in kb.
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4. The agarose gel is oriented so that the wells are facing downward to minimize the dis-
tance RNA has to migrate through the agarose gel to the nylon membrane.

5. Sufficient dry paper towels must be used draw enough transfer buffer through the gel and
membrane to allow efficient transfer to occur. The transfer apparatus is weighed down
with a 1-kg weight and left overnight (8–16 h) for transfer to occur.

6. Once transfer is complete, the nylon membrane is washed briefly in 2X SSC buffer, and
the RNA is UV-crosslinked (254 nm UV light for 25–50 s) to the nylon membrane (see
Note 8).

3.2.1.1.3. Blot Probing. In recent years nonradioactive detection of nucleic acid
species has been as effective as with radioactive methods. The nonradioactive meth-
odologies have a number of advantages, mainly associated with health and safety is-
sues. We routinely use DNA probes nonisotopically labeled using the Ambion
BrightStar Psoralen-Biotin kit. The label is composed of a planer, tricyclic psoralen
compound covalently attached to biotin. Psoralen intercalates between nucleic acids
and covalently binds during irradiation by long-wave UV light to create biotin-labeled
DNA.

1. For each labeling reaction 10 µL of purified DNA template (0.5 ng/µL–0.5 µg/µL) is
used, producing five 20 µL DNA-labeled probes. Probes are stored at –80°C.

2. Crosslinked membrane is prehybridized prior to probing in 10 mL pre-hybridization/hy-
bridization solution for 30 min at 42°C within a hybridization tube in a roller oven.

3. Following prehybridization, a 20 µL prepared probe aliquot is diluted to 100 µL with
nuclease-free water, incubated at 100°C for 10 min, and then added to the hybridiza-
tion tube.

4. Membranes are incubated at 37°C overnight (approx 8–16 h). Following hybridization,
membranes are washed twice with 20 mL of 2X SSC/1% SDS low-stringency wash solu-
tion at 42°C for 5 min and then twice with 20 mL of 0.2X SSC/0.1% SDS high-stringency
wash buffer at 42°C for 5 min.

Fig. 3. Diagram showing the arrangement of apparatus for upward capillary transfer for
Northern blot. SSC, standard saline citrate.



206 Emmett et al.

3.2.1.1.4. Probe Detection. Hybridized psoralen-biotin-labeled DNA probe is
detected using the Ambion chemiluminescent non-isotopic BrightStar BioDetect
kit according to manufacturer’s instructions. Hybridized biotinylated DNA probe is
bound by a streptavidin/alkaline phosphatase conjugate; the blot is then incubated
with detection reagent, resulting in chemiluminescence of labeled probe. Labeled
RNA species present on the membrane are then detected following 2–4 h of exposure
to photographic film (see Note 9). An example of a Northern blot of viral RNA is
shown in Fig. 2B.

3.2.1.2. QUANTITATIVE PLAQUE ASSAY INFECTIVITY ASSAY TO DETERMINE THE NUMBER

OF INFECTIOUS PARTICLES

The following protocol has been successfully used to quantitatively determine the
number of infectious avian infectious bronchitis coronavirus particles within a sample
by plaque assay using Vero cells within our laboratory. This method can be adapted for
calculating the titer of a variety of viruses that induce cytopathic effect in cell culture by
adapting the cell type, media, and environmental conditions according to the particular
virus. For example, the number of baculovirus infectious particles can be calculated by
plaque assay using Grace’s insect medium supplemented with FBS on Sf9 cells.

1. An appropriate dilution series of the virus sample is performed, typically in 10-fold dilu-
tion steps, for example, addition of 150 µL of neat virus supernatant to 1350 µL of Vero
media to make a 10–1 dilution, and so on.

2. Aspirate media from Vero cells grown to confluency in 6-well plate dishes. Duplicate
infections per dilution are typically performed with 500 µL of innoculum per well of
virus.

3. Plates are incubated for 1 h at 37°C within a 5% CO2 incubator (see Note 10).
4. During the 1-h incubation, preheat the Vero media to 37°C.
5. Melt the 2% low melting point agarose solution within a microwave or boiling water bath

until the agarose is completely in solution, and then equilibrate to 42°C.
6. At 1 h post infection, aspirate media from cells, and wash twice with PBS.
7. Mix an equal volume of equilibrated media and agarose solution and overlay the cells

with 2 mL of solution by carefully pipeting the solution down the side of the well (see
Note 11).

8. Allow the agarose overlay to solidify fully, and then incubate the plates for 3 d at 37°C
within a 5% CO2 incubator.

9. At 3 d post infection, prepare media/agarose solution and add 1% neutral red stock solu-
tion to a final concentration of 0.01% neutral red.

10. Overlay each well with 2 mL of the media/agarose/neutral red solution, and allow to set
fully before incubating the plates for 1 d at 37°C within a 5% CO2 incubator.

11. Plaques can be visualized, on a light box, as clear zones against a red background. The
virus titer can then be calculated at a particular dilution as the number of plaque forming
units (PFU)/mL (see Note 12):

Titer (PFU/mL) = average number of plaques × 1/vol of innoculum (mL) × 1/dilution.

For example: an average of 25 plaques from 500 µl of innoculum per infection at a dilution of
10-6.

Titer (PFU/mL) = 25 × 1/0.5 × 1/10–6 = Titer of 5 × 107 PFU/mL
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3.3. Flow Cytometry and Confocal Analysis of Cell Cycle Factors

Viral effects on the cell cycle can often be attributed to interference with cell cycle
factors, such as the cyclins. Here we detail our approaches to investigating the effect of
virus on what some might consider nonconventional cell cycle factors, caspase 8 and
proliferating cell nuclear antigen (PCNA). Viral effects on these factors (as with any
factor) should be studied both at the level of their cellular localization, which in turn
can affect function, and also for analysis of expression levels in the cell. To study
localization we routinely use confocal microscopy, and to study expression levels, we
use flow cytometry. Microscopy has the added advantage that it can be used to check
that antibodies recognize proteins of interest in both species-specific and -nonspecific
cells. Both monoclonal and polyclonal antibodies to various mammalian proteins can
be crossreactive depending on the degree of conservation between the various proteins.
For example, a monoclonal antibody to fibrillarin (a nucleolar protein) can be used to
detect fibrillarin via immunofluorescence in human, monkey, and avian cells (9).

3.3.1. Analysis of Caspase 8

Recent work has identified and highlighted the role of caspases in cell proliferation
(23). Caspase 8 has been postulated to activate downstream nuclear caspase 3, which
in turn cleave various negative regulators of the cell cycle, such as p21Cip1/Waf1 or
p27Kip (24), thereby leading to activation of CDK2. Activation of CDK2 in turn in-
duces its dissociation from cyclin E or cyclin A, thereby inactivating cyclin E function
by degrading cyclin E by the proteasome pathway and subsequent G1 arrest; a number
of viruses target this protein to usurp its functions.

3.3.1.1. INDIRECT IMMUNOFLUORESCENCE OF CASPASE 8

Cells are grown on cover slips, normally in 6-well plates.
1. Vero cells are either treated or not treated with 100 mM etoposide (Sigma; as a positive

control) and left for 48 h. Cells are analyzed for the distribution of caspase 8, following a
protocol published in ref. 25.

2. Cells are fixed for 20 min at –20°C with 1 mL methanol/acetone (1:1) following removal
of growth medium and washing twice with 2 mL PBS.

3. Cover slips are rinsed twice with PBS and permeabilized with 1 mL 0.1% Triton X-100
(Sigma) in PBS for 30 min at room temperature (RT).

4. The solution is then removed and the cover slips rinsed twice with PBS followed by
blocking for 1 h at RT with 4% BSA in PBS.

5. The blocking solution is removed, and rabbit polyclonal anticaspase 8 P-20 (cat. no. H-
134, Santa Cruz Biotechnology) diluted 1:100 in blocking solution (4% BSA in PBS) is
incubated for 4 h at RT.

6. Excess antibody should be removed and the cover slips rinsed twice with PBS before
incubating in PBS for 30 min at RT.

7. Secondary FITC-conjugated antirabbit antibody (Sigma) diluted (1:100) in PBS is then
incubated for 1 h at 37°C.

8. Excess antibody is removed by washing the cover slips in 2 mL PBS three times for 10
min each prior to mounting the cover slips on microscope slides using mounting media
containing DAPI (Vector).



208 Emmett et al.

9. Mounted coverslips can be analyzed using an Axiovision system (Carl Zeiss Jena). Pic-
tures are captured with an Axiocam camera and processed using the Axiovision 3.0 soft-
ware provided (Carl Zeiss Jena).

Figure 4 provides an example of the distribution of caspase 8 in wild-type cells,
cells expressing the avian coronavirus nucleoprotein (which we know has cell cycle
effects and redistributes nucleolar proteins), and control cells. As can be seen from the
figure, caspase 8 is redistributed to the nucleolus in cells expressing a viral protein
(IBVNHis) from an expression plasmid.

3.3.1.2. FLOW CYTOMETRY OF CASPASE 8

1. For flow cytometry of caspase 8 expression, Vero cells either treated with 100 mM
Etoposide for 48 h for transfected for 24 h (either with pTriEx 1.1 [Novagen] or pTriEx
IBVNHis) are harvested by detaching the cells with 2 mL PBS/EDTA/trypsin and trans-
ferring them into canonical tubes containing 8 mL 10% DMEM.

2. The supernatant containing detached cells is transferred to canonical centrifuge tubes
instead of being discarded.

3. In both cases cells are spun at 250g for 10 min at 4°C, and the cell pellets resuspended in
2 mL ice-cold PBS.

4. Prior centrifugation, both populations are pooled, and the pooled cells are then pelleted
by centrifugation at 250g for 10 min at 4°C.

5. The supernatant is removed, and the cells are resuspended in 70% precooled (–20°C)
methanol and incubated for at least 12 h at –20°C.

6. To detect intracellular caspase 8, cells are centrifuged at 250g for 10 min/4°C to remove
methanol and washed once with 2 mL ice-cold PBS.

7. Cells are then resuspended in 875 µL of ice-cold PBS and fixed by the addition of 175 µL
of ice-cold PBS with 2% paraformaldehyde, pH 7.4, for 1 h at 4°C.

8. Fixative can be removed by centrifugation for 5 min (250g, 4°C) and the supernatant
aspirated.

9. Cells are permeabilized by resuspending them in 1 mL of PBS with 0.05% Tween-20 for
15 min at 37°C; then they are washed with 1 mL of PBS and centrifuged for 8 min at 250g
at 4°C.

10. The presence of caspase 8 can be detected by using rabbit polyclonal antibody against
caspase 8 P-20 (1:100; Santa Cruz Biotechnology) and goat antirabbit FITC-conjugated
antibody (1:100; Sigma).

3.3.2. Analysis of Proliferating Cell Nuclear Antigen
Proliferating cell nuclear antigen (PCNA) expression is associated with S-phase,

and its localization is restricted to sites of DNA replication, as shown by immunofluo-
rescence analysis. During DNA replication, PCNA functions as an auxiliary protein
for DNA polymerase α, and its presence is necessary for synthesis of the leading
strand, although the precise function has not been clarified.

3.3.2.1. INDIRECT IMMUNOFLUORESCENCE ANALYSIS OF PCNA

1. Cells can be grown on glass cover slips and are washed twice with PBS before fixation
with 100% precooled (–20°C) methanol at –20°C for 5 min. (In this example we are using
Vero and HeLa cells.)
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Fig. 4. Localization of caspase 8 in transfected or etoposide-treated Vero cells or cells ex-
pressing the avian coronavirus nucleoprotein. Vero cells were transfected with pTriExIBVNHis
(a construct that expresses the nucleoprotein under the control of a PolII promoter), treated
with 100 mM etoposide, or left untreated and analyzed by indirect immunofluorescence for the
localization of caspse 8 using a polyclonal anticaspase 8 (P 20) antibody (Santa Cruz Biotech-
nology). Transfected cells were analyzed 24 h post transfection, whereas etoposide-treated cells
were analyzed 48 h post treatment. In nontreated cells (left row) caspase 8 can be detected in
both the nucleus and the cytoplasm, in cells transfected with IBVN His (middle row), caspase 8
is localised in the cyto-and nucleoplasm with a prominent signal in the perinuclear region and
the nucleolus. In Etoposide treated cells (right row) caspse 8 is almost exclusively localised in
the nucleus and the perinuclear region. Primary caspase 8 antibody was detected with FITC-
conjugated goat antirabbit antibody (Sigma), and IBV NHis was detected with mouse anti-His
(C-term; Sigma) antibody as primary antibodies and Texas red-conjugated goat anti mouse
(Harlan Sera Lab) as secondary antibody.
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2. Cover slips should be air-dried and washed once with 2 mL PBS prior to addition of 3.5%
paraformaldehyde in PBS for 30 min at 4°C.

3. To remove the fix, cells are permeabilized with 0.1% Triton X-100 (Sigma) in PBS for 2
min at RT.

4. After extensively washing four times, each time for 10 min, with PBS, the cover slips
should be covered with 500 µL of mouse monoclonal anti-PCNA (PC 10) antibody (1:100
in PBS) and incubated for 1 h at 37°C in a humidified atmosphere.

5. Cover slips are then washed three times in 2 mL PBS and stained with 500 µL FITC-
conjugated secondary goat antimouse (Sigma) antibody (1:100 in PBS).

6. After 1 h of incubation at 37°C, the cover slips are washed three times with 2 mL PBS and
mounted using mounting medium containing DAPI (Vectashield, Vector). (Proteins can
be visualized as in Subheading 3.3.1.1., step 9).

As can be seen in Fig. 5 antibody to human PCNA can detect this protein in both
human (HeLa) and Vero (a monkey cell line) cells. Thus the antibodies can be used to
detect proteins in nonspecies-specific cell lines.

Fig. 5. Localization of proliferating cell nuclear antigen (PCNA) in HeLa and Vero cells.
HeLa and Vero cells were grown in 10% DMEM medium on glass cover slips and labeled for
PCNA using a mouse monoclonal anti-PCNA antibody (Santa Cruz Biotechnology) as primary
antibody and FITC-conjugated goat anti PCNA antibody (Sigma) as secondary antibody. DAPI-
containing mounting medium (Vector) was used to counterstain DNA. In both HeLa and Vero
cells, PCNA was detected exclusively in the nucleoplasm..
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3.3.2.2. FLOW CYTOMETRY ANALYSIS PCNA
As can be seen in Fig. 6 the number of cells expressing PCNA in avian coronavirus-

infected cells or cells expressing the viral nucleoprotein (when expressed from an
expression plasmid) is less than when compared to mock treated cells.

To detect the number of cells expressing PCNA, flow cytometry can be used.
Cells were harvested as described above prior to flow cytometry analysis. The pro-
tocol used followed essentially a protocol published by ref. 26 with slight modifica-
tions. In our case we have used Vero cells as an example, as these support avian
coronavirus infection.

Fig. 6. Analysis of PCNA expression in Vero cells expressing the avian coronavirus nucleo-
capsid proteins or cells infected with the virus IBV B-US. The cell population was gated in two
subpopulations: PCNA-negative (R1) and -positive (R2) cells using CellQuest software. Shown
are representative dot plots or mock-transfected cells expressing N protein, control, and IBV
Beaudette-infected cell populations. Averages of three experiments for infected cells are shown
in the accompanying charts.
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1. Pelleted cells are fixed by the addition of 1 mL 1% paraformaldehyde in PBS and incu-
bated for 2 min at RT.

2. The fix is removed by addition of 2 mL PBS and centrifuging at 250g for 10 min at 4°C.
To postfix and permeabilize the cells, the cell pellet was then resuspended in 200 µL PBS
followed by the addition of 2 mL precooled (–20°C) 100% methanol and incubation for 5
min at –20°C. The fix was removed by spinning at 250g for 10 min at 4°C.

3. The cell pellet is then resuspended in 100 µL of primary antibody (mouse monoclonal
anti-PCNA (PC-10, Santa Cruz Biotechnology) diluted 1:100 PBS and incubated for 1 h
at RT.

4. To remove excess antibody, 2 mL of ice-cold PBS are added and the suspension centri-
fuged at 250g for 10 min/4°C.

5. FITC-conjugated goat antimouse secondary antibody is added in a dilution of 1:100 in
PBS and incubated for 1 h in the dark at RT.

6. Excess antibody is removed by adding 2 mL of blocking solution and spinning at 250g for
10 min/4°C.

7. To stain the DNA, resuspend the cell pellet in 1 mL propidium iodide staining solution
(50 µg/mL propidium iodide [Sigma] and 200 µg/mL RNase [Sigma] in PBS), transfer
into FACS tubes (Becton Dickinson), and incubate for 30 min in the dark at RT.

8. Fixed and stained cells are transferred into FACS tubes (Becton Dickinson) and ana-
lyzed.

As can be seen in Fig. 5 the number of cells expressing PCNA in avian coronavirus-
infected cells or cells expressing the viral nucleoprotein (when expressed from an
expression plasmid) is less than when compared with mock treated cells.

3.4. Proteomic Analysis of the Nucleolus
The following protocols are based on original procedures used by Anderson et al.

(27) for the isolation of nucleoli from cultured cell lines. The methods presented here
have been successfully used in our laboratory for isolation of nucleoli for subsequent
proteomic analysis by 2D SDS-PAGE. This latter method can be used, in conjunction
with mass spectrometry, N-terminal protein sequencing, or Western blotting, to iden-
tify proteins isolated from the nucleoli. As discussed in the Introduction, the nucleolus
is targeted by many different types of virus (13,14), and such interactions may cause
perturbations to the distribution of cell cycle factors (e.g., Fig. 4) and the cell cycle.

3.4.1. Preparation of Tissue Homogenates and Nucleolar Fractions
1. Prior to harvesting cultured cells for the isolation of nucleoli, rinse each flask three times

with prewarmed PBS.
2. On the final rinse step, depending on the cell line, trypsinize off the cells by adding 2–5

mL of trypsin/EDTA solution (Invitrogen, UK) per flask, scrape off with a cell disperser,
or bang the flask with a sharp vigorous blow to detach cells. In the former case, swirl the
flask and return to the incubator for 3–5 min until most cells have detached.

3. Check that cells are detached using phase contrast microscopy. If cells remain attached
to the plasticware, either bang the flask again or increase the trypsin/EDTA incubation
period.

4. Once most of the cells are detached, add a volume of culture media at incubator tempera-
ture and pipet up and down so that a single-cell suspension is generated. This suspension
can now be placed into Falcon tubes for further steps.
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5. To wash the cell suspension, spin samples using a swingout rotor at 220g relative cen-
trifugal force (RCF; e.g., rotor A-4-62 Eppendorf, 220g RCF, 1046 rpm), remove super-
natant so that a cell pellet remains, and add a volume of 4°C PBS. Carry out this process
a further two times before resuspending cells in HEPES (see Subheading 2.3., item 4 and
see Note 13).

6. Transfer the cell suspension to a precooled tissue homogenizer and homogenize 10 times
using a tight-fitting pestle (0.0010–0.0030-inch clearance), while keeping the homog-
enizer on ice. The number of strokes needed depends on the cell type used, so it is neces-
sary to examine the homogenized cells with a phase contrast microscope after every 10
strokes. Stop when >90% of the cells have burst, leaving intact nuclei.

7. To obtain a pellet containing enriched nuclei, centrifuge the homogenized cells again at
220g for 5 min at 4°C.

8. Resuspend the pellet with a volume S1 solution by pipeting up and down. In another tube
containing a volume of S2, layer onto the top the resuspended pellet; ensure that the two
layers remain cleanly separated.

9. Centrifuge this cushion at 1430g for 5 min at 4°C to obtain a purer nuclear pellet. Follow-
ing this spin, discard the supernatant, and resuspend the pellet in a volume of S2 solution
by pipeting up and down.

10. Appropriate sonication on ice is a crucial stage in the preparation of nucleoli (see
Note 14).

11. To prepare a nucleolar concentrated pellet, layer the sonicated material over a volume of
S3 solution and centrifuge at 3000 g for 10 min at 4°C.

12. Further purification of nucleoli can be carried out by re-suspending the pellet with S2
solution, and centrifuging at 1430g for 5 min at 4°C. The resulting pellet contains highly
purified nucleoli, which can be examined by microscopy and, if required, stored at –
80°C.

3.4.2. 2D SDS-PAGE
The use of 2D PAGE has come into widespread usage since the publication of

methods combining isoelectric focusing (IEF) in the first dimension and SDS-PAGE
in the second dimension. Three separate papers by O’Farrell and others have demon-
strated that it was possible to combine IEF with gradient SDS-PAGE gels to separate
and reveal proteins better in a gel, thus improving the resolution of 1D SDS-PAGE.
Two-dimensional SDS-PAGE is particularly useful for the separation of extremely
complex protein mixtures.

3.4.2.1. SAMPLE PREPARATION FOR 2D SDS-PAGE

The following protocols are based on equipment and materials available from Bio-
Rad.

1. Make up prepared nucleoli to 2.5–3 mg total protein in sample buffer.
2. Remove the desired number of pH 4.0–7.0 ReadyStrip IPG strips (Bio-Rad, UK) from the

–20°C freezer, and set them aside to defrost. It is good practice to run two sets of strips
per sample, one to be stained following the IEF phase, and the other to be used for the 2D
and subsequent analysis.

3. Using a suitable tray, place sufficient sample volume into each well so that each IPG strip
is in contact with the solution through its entire length. Lay the IPG strip gel side down
into the sample buffer. Ensure that all samples are evenly in contact with the strip since it
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will not be absorbed through the plastic backing. It is recommended that for strips of 11
cm, 185 µL of sample be used per strip (approx 250 µg per strip). When preparing
samples, do not place the vials on ice, as the urea will crystallize out of the solution.

4. Leave these strips for 1 hr, then overlay each of the strips with 2–3 mL of mineral oil to
prevent evaporation during the strip rehydration process.

5. For rehydration cover the tray with a lid and leave the tray sitting on a level bench over-
night (11–16 h) to rehydrate the IPG strips thoroughly with the nucleolar sample; rehy-
dration is crucial to successful 2D.

3.4.2.2. ISOELECTRIC FOCUSING.
1. In the IEF tray (Bio-Rad, UK; see manufacturer’s instructions), place a paper wick at

both ends of the channels covering the wire electrodes. Pipet 8 µL of pure water onto each
wick to wet them.

2. Following strip rehydration, remove strips from the incubation tray using forceps, care-
fully holding the strips at the end where there is no gel, and hold the strip vertically for 7–
8 s until the mineral oil has drained. Each strip can then be transferred to the corresponding
channel in the focusing tray, gel side down, with the positive end of the strip adjacent to
the positive electrode of the tray, in contact with the wetted electrodes.

3. Each of the strips should again be covered with 2–3 mL of fresh mineral oil.
4. The focusing tray can now be placed into the protean IEF cell (Bio-Rad, UK) with the

positive side of the tray corresponding to the positive electrode of the cell.
5. Once the cell cover has been closed, the IEF cell can be programmed (see Bio-Rad Pro-

tean IEF cell instructions) for a single- or multiple-step focusing protocol. In our labora-
tory a three-step protocol has proved satisfactory for IEF of nucleolar proteins. Our
program follows the basic format of:

Step 1 linear voltage ramp, 250 V for 20 min.
Step 2 linear voltage ramp, 8000 V for 2.5 h.
Step 3 rapid voltage ramp, 20,000 VHrs.

6. When setting up the program, it is satisfactory to use the default IEF cell temperature of
20°C, with a maximum current of 50 µA per strip. This three-step program takes approx
6 h. Once the program has finished, it is important either to place the strips under a 500-
V holding voltage or remove, cover with tin foil, and freeze at –80°C or stain for protein.

3.4.2.2.1. Staining IPG Strips With IEF Stain or Coomassie Stain
1. For determining whether proteins have isoelectrically focused correctly, it is possible to

transfer IPG strips to a clean, dry piece of blotting filter paper with the gel side up, thor-
oughly wet a second filter paper of the same size with pure water, and carefully lay the
wet filter paper onto the IPG strips. Then “peel” back the top filter paper. This blotting
step removes mineral oil on the surface of the IPG.

2. The IPG strips can then be stained for protein using 0.1% (w/v) Coomassie brilliant blue
solution (1 h) and then destained with destain buffer until proteins are revealed (1–3 h;
see Subheading 2.4.). Alternatively, strips can be stained with Bio-Rad’s IEF stain (Bio-
Rad, UK).

3.4.2.3. SEPARATING SAMPLES IN THE SECOND DIMENSION

1. If strips were frozen following the first dimension separation, then remove from the –
80°C freezer and allow to defrost thoroughly. It is best to not leave the thawed IPG strips
for longer than 15–20 min, as diffusion of the proteins can result in reduced sharpness of
the protein spots.
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2. Take either the thawed or the freshly prepared strips and place each in an incubation tray
with 4 mL of equilibration buffer I for 10 min on a slowly rotating orbital shaker. At the
end of the 10-min incubation, discard the used equilibration buffer I in its entirety by
carefully decanting the liquid from the tray. To each strip then add 4 mL of equilibration
buffer II, and place on an orbital shaker for a further 10 min.

3. During this incubation either prepare SDS-PAGE gels and ensure that the stacking gel is
of sufficient size to take the IPG strip, or obtain a suitable number of precast polyacryla-
mide gels for your samples (see Subheading 2.4.).

4. Once the combs have been removed from the gels, rinse each well briefly with nanopure
water using a water bottle. Working quickly, prepare sufficient 1X Tris-HCl/glycine/SDS
running buffer to run the number of gels you have decided upon.

5. Once the strips have finished incubating and the gels are prepared, melt sufficient overlay
agarose in a microwave to cover the IPG strips once they are inserted into the wells.

3.4.2.4. RUNNING THE IPG STRIPS IN THE SECOND DIMENSION

1. Ensure that the IPG wells of the gels are free of any liquid by blotting with Whatman
3MM paper.

2. Remove the incubated strip from the incubation tray, and dip each IPG strip into a tube of
suitable length to take the entire length containing 1X Tris-HCl/glycine/SDS running
buffer.

3. Carefully lay each strip gel side up and onto the back plate of the SDS-PAGE gel above
the IPG well, and pipet into the well the liquid overlay agarose. Once the well is full,
gently move the IPG strip down until it is in contact with the top of the SDS-PAGE gel
(avoid trapping any air bubbles).

4. Allow the agarose to solidify for 5 min before proceeding.
5. Once the agarose has solidified, mount the gel, fill the reservoirs with running buffer, and

begin the electrophoresis, run at the appropriate voltage for the gel size used (see
manufacturer’s instructions; or 150 V for a 14-cm 12% Tris-HCl SDS-PAGE gel).

3.4.2.5. REVEALING PROTEINS IN 2D GEL

1. Once the sample front has reach the bottom of the gel, you can proceed to reveal the
proteins in the nucleolar sample by using commercially available stains such as Coomassie
blue (see Subheading 2.) or silver stain plus (Bio-Rad, UK; carry out staining as recom-
mended by the manufacturer) (Fig. 7). If you wish to examine individual, known pro-
teins, the gel can simply be blotted onto nitrocellulose or polyvinyl idene difluoride
membranes for probing with specific antibodies. For further information on this latter
technique of western blotting, see ref. 33.

4. Notes

1. This time will vary depending on the cell type and passage number.
2. Fixed samples can be kept at 4°C until used.
3. DNase should be removed prior to any cloning by reverse transcriptase (RT)-PCR. A

phenol/chloroform extraction followed by ethanol precipitation is suitable for this.
4. To avoid RNase contamination, at all stages it is highly advantageous to use either

nuclease-free or diethyl pyrocarbonae (DEPC)-treated water to make up all solutions. All
work areas and equipment should be cleaned with an RNase inhibitor (such as Ambion
RNaseZap), and gloves should be worn at all times. It is also advisable to use preracked
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RNase-free tips and prepacked RNase-free tubes. When conducting RNA work, ensure
that all liquid dispensers (i.e., Gilson pipets or equivalents) are wiped with 75% ethanol,
and wear suitable gloves. Be sure not to touch any part of exposed skin (i.e., your face)
with the gloves; this is a bad habit that many laboratory workers have. Many people
secrete DNase and RNases.

5. It is advisable to use as thin a gel as possible; the thinner the gel, the faster and more
efficient the transfer of RNA to membrane.

6. Running agarose gels for Northern blot analysis at high voltages can result in gel warping
owing to heat. It is advisable to run the gel overnight at low voltages to minimize tem-
peratures, and it is advantageous to use a buffer recirculation pump.

7. Touch the nylon membrane as little as possible to prevent nuclease contamination.
8. Once they are crosslinked, membranes can be stored at –20°C for several months.
9. Unlike isotopic 32P-labeled probes, placing the film cassette containing the membrane

exposed to film at –80°C will not increase the signal of weak RNA-labeled species.
10. Every 15 min, gently agitate the plates to ensure that the Vero cells are fully overlaid with

innoculum to prevent cell desiccation.
11. Ensure that the agarose is fully equilibrated to 42°C before addition to the media. Addi-

tion of agarose solution at temperatures higher than 42°C can damage the cells.
12. Virus titer can vary depending on the cell type used.
13. It is good practice to ensure that cells have not lysed but have become swollen in the

buffer conditions by examining with an inverted microscope. Extra care should be taken
when working with mammalian cells, as these are particularly prone to lysis at 37°C in
hypotonic conditions; therefore preparation on ice is imperative.

14. With most cell preparations, sonication of the nuclear suspension for six 10-s bursts (with
10-s intervals between each burst) has proved sufficient in our hands. In our laboratory
we use a Misonix XL 2020 sonicator fitted with a microtip probe set at a power setting of
5. The optimal sonication conditions do, however, depend on the cell types used;
oversonication leads to destruction of nucleoli, whereas undersonication leaves the sub-

Fig. 7. Silver-stained 2D gel of purified nucleoli focused in the first dimension using a 3-10
strip (Bio-Rad) and then subsequently subjected to electrophoresis on a 10–20% SDS-PAGE gel.
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cellular component intact. For best results, examine the suspension by microscopy after
each round of sonication; there should be virtually no intact cells, and the nucleoli should
be seen as dense, refractive bodies.
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Methods for Preparation of Proteins and Protein
Complexes That Regulate the Eukaryotic Cell Cycle
for Structural Studies

Julie Welburn and Jane Endicott

Summary
The determination of structures for proteins that control the eukaryotic cell cycle by nuclear

magnetic resonance (NMR) spectroscopy and X-ray crystallography has made a significant
contribution to our understanding of the molecular mechanisms that control cell cycle progres-
sion. CDK2 has proved particularly tractable to structural analysis, and CDK2 in complex with
various regulatory proteins and in different phosphorylation states provides a paradigm for the
control of this important kinase family. This chapter describes a number of protocols that can
be used to prepare CDKs and selected CDK binding proteins suitable for structural studies by
heterologous expression in either E. coli or insect cells.

Key Words
CDK; cyclin; cell cycle; coexpression; polo-like kinase-1; phosphoprotein; X-ray crystal-

lography; NMR.

1. Introduction
Structural studies on proteins that control passage through the eukaryotic cell cycle

have provided insights into the molecular biochemistry that underlies its fine and com-
plex regulation. The determination by X-ray crystallography of a number of cyclin-
dependent kinase (CDK) structures in alternative phosphorylation states and bound to
activating and/or inhibitory partners has made a major contribution to our current
understanding of how CDKs are regulated (1–7; reviewed in refs. 8 and 9). A number
of potent and selective CDK inhibitors have been developed using a rational drug
design approach starting from structures for CDK2 and CDK2/cyclin A bound to ATP-
competitive small molecule inhibitors. These compounds have provided an opportu-
nity to evaluate cell cycle regulators as potential targets for pharmaceutical
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intervention for the treatment of cancer and other diseases (10). Highlights of recent
X-ray crystallographic and electron microscopy (EM) studies within the cell cycle
field are the determination of structures for the E3 ubiquitin ligases Skp1/cullin/F-box
proteinSkp2 (SCFSkp2) (11) and the anaphase-promoting complex/cyclosome (APC/C)
(12). These E3s are large macromolecular complexes that, together with an ubiquitin-
conjugating enzyme (E2), polyubiquitinate selected cell cycle regulatory proteins—a
move that ensures irreversible cell cycle progression as a result of the protein’s subse-
quent degradation by the proteasome.

Cryo-electron microscopy (cryo-EM), X-ray crystallography, and nuclear magnetic
resonance (NMR) are powerful techniques for protein structure determination. A chal-
lenge for structural studies in the cell cycle field is to offer explanations for the mul-
tiple alternative complexes that many cell cycle regulators form in response to the
cellular environment. A second challenge is to elaborate the biology of macromolecu-
lar assemblies of ever increasing size. To overcome both these challenges, a combina-
tion of techniques will be required. For example, although NMR methods focus on
determining structures for small proteins (less than ~40 kDa), the technique is increas-
ingly being used to study the structures of larger complexes and to probe the dynamics
of protein–protein interactions (reviewed in refs. 13 and 14). Docking of the struc-
tures of individual complex components determined by X-ray crystallography into
low-resolution cryo-EM maps can provide an opportunity to elaborate the architecture
of large macromolecular assemblies at high resolution (15). For example, within the
cell cycle field, cryo-EM has provided a snapshot at subatomic resolution of the APC/
C (12), and the first APC/C subunit structure determined by X-ray crystallography has
been reported in refs. 16 and 17.

Structural studies require soluble proteins that can be readily purified in milligram
amounts. The protein sample also needs to be homogeneous (although the require-
ments for NMR are not as stringent as for X-ray crystallography and cryo-EM). Mac-
romolecules subjected to an X-ray beam and equally to magnetic fields give a weak
signal, and so the signals contributed by many molecules in the crystal or in solution
have to be recorded and averaged. Image reconstruction of a sample by cryo-EM re-
quires approx 10,000 particles. Usually, protein concentrated to approx 10 mg/mL or
more is a starting point for crystallization trials. Automation of crystallization trials
allows many more conditions to be screened with less material, the volume of a typical
drop in a manual screen being 500 nL, compared with 50–200 nL for automated
screens. For NMR experiments, the protein ideally should be concentrated to 500 µM
(i.e., ~5 mg of a 20-kDa protein for 500-µL sample volume). For cryo-EM, the sample
should be around approx 1 mg/mL. The major limitation of this technique is the size of
the sample (>250 kDa).

These requirements have ensured that the starting material for most structural stud-
ies is protein produced by heterologous expression in E. coli, yeast, insect, or mamma-
lian cell lines. Expression in E. coli cells is the method of choice for its cost and
capacity, but for studying proteins that regulate the cell cycle it has several disadvan-
tages. Many cell cycle regulatory proteins are reversibly phosphorylated at multiple
sites, and their state can dramatically affect the protein’s structure and biology. To be
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able to elaborate the role of phosphorylation in protein function, a homogenously phos-
phorylated sample has to be produced. As one solution, coexpression systems for pro-
ducing the protein and its regulatory kinase can be considered, and as an example the
use of such an approach to purify phosphorylated CDK2 from E. coli cells will be
described.

A second drawback to expressing eukaryotic proteins in prokaryotic cell lines is the
propensity for the cellular environment to induce protein aggregation into insoluble
inclusion bodies. If a refolding protocol can be determined, inclusion body formation
can be advantageous in subsequent purification, as the starting material is usually in
high yield and relatively pure. This is a particular problem for cell cycle regulatory
proteins, as many function as components of large complexes, and their surface prop-
erties reflect this. To circumvent this problem, one approach is to coexpress an in-
soluble protein with a more soluble binding partner; another is to identify a biologically
active but soluble protein fragment. Examples are given below of how both these strat-
egies have been used successfully to produce proteins for structure determination.

At all stages in protein preparation, methods to assess protein integrity and activity
should be available. Techniques that are particularly useful for protein characterization
include mass spectrometry, surface plasmon resonance, analytical gel filtration, and
analytical ultracentrifugation. We will confine the scope of this chapter to the prepara-
tion of CDKs and CDK-associated proteins for use in X-ray crystallography and NMR.
However, the structures of a number of cell cycle regulatory complexes have been
determined, and Fig. 1 illustrates how various cell cycle regulatory proteins, whose
structures have been determined, act within the cell cycle.

2. Materials
Chemicals to be used in these procedures should be of the best grade available

commercially.
1. pET21d, pETDuet™, and pACYCDuet™ plasmids (Novagen).
2. pGEX plasmids (Amersham Biosciences).
3. pBacPAK8 baculovirus transfer vector (Clontech).
4. Luria broth base (Miller’s LB broth base; Invitrogen).
5. Sf900-II serum-free medium (Gibco, Life Technologies).
6. E. coli strain BL21(DE3) (Novagen).
7. Insect cell lines (ATCC).
8. Modified HEPES-buffered saline (HBS): 200 mM NaCl, 40 mM HEPES, pH 7.0, 0.01%

monothiolglycerol (MTG).
9. Buffer A: 300 mM NaCl, 50 mM Tris-HCl, pH 7.5 at 20°C, 10 mM MgCl2, 0.01% MTG.

10. Buffer B: 50 mM Tris-HCl, pH 8.5 at 20°C, 100 mM MgCl2, 0.01% MTG, 0.01% NaN3.
11. Buffer C: 25 mM NaCl, 10 mM Tris-HCl, pH 7.4, 1 mM EDTA, 1 mM dithiothreitol

(DTT).
12. Buffer D: 25 mM NaCl, 10 mM HEPES, pH 7.4, 1 mM EDTA, 10% glycerol, 0.5 mM DTT.
13. Buffer E: 10 mM HEPES, pH 7.4, 0.5 mM DTT.
14. Buffer F: 25 mM NaCl, 50 mM Tris-HCl, pH 7.4, 1 mM DTT.
15. Buffer G: 200 mM NaCl, 50 mM Tris-HCl, pH 7.4, 1 mM DTT.
16. Sodium dodecyl sulfate (SDS) polyacrylamide gels, prepared and run as described in

ref. 18.
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17. Glutathione sepharose 4B, DEAE Sepharose™ Fast Flow and SP-Sepharose™ Fast Flow
matrices (Amersham Biosciences).

18. Ni2+-NTA (Qiagen).
19. Adenosine 5'-triphosphate-agarose (11-atom matrix spacer, coupled through ribose

hydroxyls; Sigma).
20. HiTrap chelating Sepharose columns and HiLoad Superdex 75 pg, 26/60 size-exclusion

column (Amersham Biosciences).

Fig. 1. The roles of selected cell cycle regulatory proteins and protein complexes for which
structures have been determined. Aurora, Aurora-2-kinase catalytic domain (32); Polo box,
Polo box domains from SAK (33) and Plk1 (31); SCF-SKP2, subcomplexes of the SCF in
which Skp2 acts as the F-box component; APC, anaphase-promoting complex; UBA, ubiquitin-
associated domains; UBL, ubiquitin-like domains; 26S, the 26S proteasome. CDK-containing
complexes are described in the text, with the exception of cyclin H (described in ref. 34) and
CDK2/cyclin A/peptide complexes (described in ref. 35).
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21. Protease inhibitor solutions prepared as recommended by suppliers (Roche or Sigma).
22. PreScission™ protease (Amersham Biosciences).
23. A range of reagents for determination of solution protein concentrations (Pierce).
24. Vivaspin Concentrators (various volumes and membrane molecular weight cutoffs;

Vivascience).
25. Antibodies: anti-CDK2 (H-298, Santa Cruz Biotechnology) or anti-Cdc2 (CDK1), anti-

phosphotyrosine 15 (Cell Signaling Technology).

3. Methods
3.1. Preparation of Monomeric CDK and CDK-Associated Proteins
3.1.1. Expression and Purification of CDK2 and Cyclin A From E. coli Cells

A number of human CDKs and CDK-associated proteins can be expressed in
soluble form in E. coli cells. For example, members of the Cks family are small (~13
kDa) proteins that express in high yield as tagged (usually N-terminal glutathione-S-
transferase [GST] or C-terminal hexahistidine [His6]) or untagged species (19–21).
Various cyclin-dependent kinase inhibitor (CKI) structures have also been reported
using both full-length and truncated fragments expressed in E. coli cells (5–7; reviewed
in ref. 8). Human CDK2 expressed in E. coli cells as untagged or C-terminally His6-
tagged protein forms inclusion bodies. This result can be avoided by expressing the
protein fused to a N-terminal GST tag at lower (20–25°C) temperatures. A number of
vectors are available for expressing GST fusion proteins. CDK2 is proteolytically sen-
sitive, and, in our hands, the best results have been obtained using the pGEX6P vec-
tors that introduce a PreScission protease site between the GST and CDK2 domains.
CDK2 (residues 1-298) was cloned into pGEX6P-1. Following cleavage with
PreScissionTM protease CDK2 carries an N-terminal tag of four residues (sequence
Gly-Pro-Gly-Ser) before residue Met1 (The cloning strategy used deleted the triplet
encoding a leucine residue 5' to the BamHI site.) An inspection of the monomeric
CDK2 crystal lattice shows that it cannot accommodate these residues, and to date we
have been unable to crystallize this monomeric CDK2 species. However, it does crys-
tallize readily in multiple crystal lattices when bound to human cyclin A.

The structure of monomeric cyclin A was first determined using the bovine ortholog
(22), but subsequent structural studies have used the human protein exclusively. Early
biochemical studies had shown that a proteolytically stable C-terminal cyclin A frag-
ment can bind to CDK2 and activate its kinase activity. This fragment (termed cyclin
A3), derived from either the human or bovine cyclin A sequence, is prone to aggrega-
tion, a phenomenon that was shown with bovine cyclin A3 to be prevented by inclu-
sion of low concentrations of MgCl2 in the buffer (22). In our hands, for structural
studies on monomeric cyclin A3, bovine cyclin A3 is a more stable reagent than hu-
man cyclin A3 (unpublished observations). Both cyclins tagged at the C-terminus with
His6 express in the soluble fraction and can be subsequently purified on an Ni-NTA
affinity column (see Subheading 3.1.1.3. below). Bovine cyclin A3 (equivalent to
human cyclin A3 residues 171–432) is expressed from pET21d.

Untagged human cyclin A3 is recommended for preparation of CDK2/cyclin
A3-containing complexes. Cyclin A3 is purified from the E. coli-soluble fraction
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on a CDK2 affinity column (see Subheading 3.2.1. below). Human cyclin A3 is cloned
into pET21d following restriction enzyme digestion of a polymerase chain reaction
(PCR) fragment (forward and reverse primers, respectively: 5'-CGCGGATCC
ATGGAAGTACCAGACTACCATGAGG-3' and 5'-GCGGGTACCTCGAGTT
ACAGATTTAGTGTCTCTGG-3') with the restriction enzymes NcoI and XhoI. This
strategy introduces an NcoI site at the 5'-end of the coding sequence, and cyclin A
residue Asn173 is changed to the start methionine. The reverse primer sequence can
be modified by omitting the stop codon to generate a His6-tagged protein following
subcloning into the pET21d vector.

3.1.1.1. CDK2 AND CYCLIN A3 EXPRESSION

1. E. coli strain BL21(DE3)/pLYS-S is used for protein expression. Transform cells with
plasmid of interest, plate, and leave to grow overnight. For long-term storage, transformed
BL21(DE3)/pLYS-S cell cultures are stable kept as 30% glycerol (final) stocks at –80°C.

2. To prepare a starter culture, pick a single colony into 10–25 mL LB broth supplemented
with chloramphenicol (34 µg/mL) and ampicillin (100 mg/mL) (see Notes 1 and 2), and
leave to grow overnight at 37oC with vigorous shaking.

3. Inoculate expression culture flasks by adding 5–10 mL starter culture to 500 mL LB broth
supplemented with ampicillin to 50 µg/mL in a 2-L flask.

4. Grow cells at 37°C with vigorous shaking (220 rpm) to ensure aeration of the growing
culture. Once the optical density at 600 nm (OD600 nm) is between 0.6 and 0.8, decrease
the incubator temperature to 25°C, and continue incubation for a further 30 min. This step
increases the yield of soluble protein.

5. Induce cells by adding isopropyl β-D-1-thiogalactopyranoside (IPTG; 400 µM final; see
Note 2), and continue the incubation at 25°C for at least 3 h. The yield of recombinant
protein is decreased if cells are induced at OD600 nm > 1.0, and maximum expression is
usually achieved after 5 h.

6. Harvest cells by centrifugation (4000g, 4°C, 20 min).
7. Resuspend cell pellet in modified HBS (CDK2) or buffer A (cyclin A3) containing a

protease inhibitor cocktail (see Note 3) using 50 mL buffer/1 L cell culture.
8. Transfer cell suspension to a 50-mL Falcon tube, flash freeze in an ethanol/dry ice bath or

in liquid nitrogen, and store at –20°C.

3.1.1.2. CDK2 PURIFICATION

1. Prepare a glutathione-sepharose 4B column (8 mL 50% bead slurry), and equilibrate at
4°C in modified HBS at a flow rate of 0.5–1.0 mL/min (see Notes 1 and 4).

2. Thaw the GST-CDK2 cell suspension (0.5 L culture volume, 25 mL) in an ice-cold water
bath, and when just thawed add MgCl2 (to 10 mM) and DNaseI (10 µg/mL final).

3. Lyse the cells by sonication on ice.
4. Centrifuge the cell lysate (100,000g, 4°C, 1 h).
5. Quickly and carefully remove the supernatant (S100 fraction), and dilute twofold with

ice-cold modified HBS.
6. Load slowly onto the glutathione-sepharose 4B column at a flow rate of 0.5–1 mL/min.
7. Wash the column with modified HBS until a baseline OD280 nm value is reached.
8. Prepare 50 mL of a 20 mM glutathione solution in ice-cold modified HBS (see Note 5).
9. Elute GST-CDK2 with modified HBS containing 20 mM glutathione at a flow rate of 1

mL/min.
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10. Pool the peak fractions, and determine the approximate yield of GST-CDK2 by protein
assay (for example, a Coomassie-based method; see Note 6).

11. Cleave GST tag by addition of PreScission protease, 1/50 w/w at 4°C overnight.
12. Rejuvenate the glutathione-sepharose 4B column by washing with 5 column vol of 6 M

urea in 10 mM HEPES, pH 7.0, and then re-equilibrating in modified HBS.
13. Separate the CDK2 from GST dimers and contaminating proteins by size-exclusion chro-

matography. (For example, on a HiLoad 26/60 Superdex 75 pg column at a flow rate of 3
mL/min). Pre-equilibrate the column in modified HBS supplemented with 0.01% NaN3 at
20°C (see Note 7).

14. CDK2 elutes after the GST dimer. Pool CDK2-containing fractions (assessed by SDS-
PAGE; see Note 7), and reapply to the glutathione-sepharose 4B column equilibrated in
modified HBS (flow rate, 1 mL/min). Any contaminating GST binds to the column, and
the CDK2 is collected in the flowthrough.

15. CDK2 can be concentrated to approx 5 mg/mL and stored in 50% glycerol at –20°C.

3.1.1.3. PURIFICATION OF BOVINE CYCLIN A3

1. Prepare an Ni2+-NTA column (8 mL 50% bead slurry), and equilibrate at 4°C in buffer A
at 0.5–1 mL/min (see Notes 3, 8, and 9).

2. Thaw the bovine cyclin A3His6 cell suspension (0.5 L culture volume, 25 mL) in an ice-
cold water bath, and when just thawed add DNaseI (10 µg/mL final).

3. Lyse the cells by sonication on ice.
4. Prepare an S100 cell lysate by centrifugation (100,000g, 4°C, 1 h).
5. Adjust imidazole concentration to (~) 50 mM by addition of an appropriate volume of 2

M imidazole stock.
6. Load the S100 fraction onto the Ni-NTA column at 1 mL/min (see Note 1).
7. Wash column with buffer A (supplemented to 50 mM imidazole) until a baseline OD280

nm value has been reached.
8. Elute bovine cyclin A3His6 with an imidazole gradient (50–500 mM imidazole) in buffer A.
9. Pool the cyclin A3His6-containing fractions (as judged by SDS-PAGE analysis), and ad-

just the MgCl2 concentration to 100 mM to prevent aggregation.
10. Separate monomeric cyclin A3His6 from aggregates and contaminating proteins by size-

exclusion chromatography (for example, HiLoad 26/60 Superdex 75 pg run at 3 mL/min).
Equilibrate, and run the column in buffer B.

11. Cyclin A3His6 is stable stored in buffer B for up to 14 d at 4°C. For longer term storage,
add glycerol to 50% final, and store at –20°C.

12. For crystallization trials, concentrate the sample to 5–10 mg/mL (see Note 6).

3.1.2. Expression and Purification of Human CDK2 From Recombinant
Baculovirus-Infected Insect Cells

Protein expression in insect cells has a number of advantages over prokaryotic
expression systems. Notably, proteins fold with greater efficiency, they may undergo
post-translational modifications, and the cells contain low levels of proteases. How-
ever, this protein expression system is expensive, and the yield may not be as high.
Monomeric human CDK2 crystals are readily grown from CDK2 produced from
recombinant baculovirus-infected insect cells. The CDK2 contains no additional resi-
dues at either the N- or C-terminus. Human CDK2 cloned into the baculovirus transfer
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vector pVL1393 was used to create a recombinant baculovirus (AcCDK2) expressing
CDK2 (23).

1. Shake flasks (2 L) containing Spodoptera frugiperda Sf900 cells (500 mL) at 28°C in
Sf900-II serum-free medium supplemented with 0.1% gentamycin (10 µg/mL final; see
Note 2).

2. Infect cells (2 × 109) with AcCDK2 at a multiplicity of infection (moi) of 10.
3. Continue to grow cells at 28°C with gentle rotation for 48 h.
4. Harvest virus-infected cells (400g for 10 min at 20°C), and resuspend the pellet in 25 mL

buffer C supplemented with protease inhibitors (see Note 1).
5. Alternatively, fast freeze the pellet in a dry ice/ethanol bath or in liquid nitrogen and store

at –80°C. To thaw the cell pellet, add 25 mL buffer C to the frozen pellet, and continue to
thaw cells in an ice-cold water bath, gently resuspending with a pipet.

6. Gently homogenize cells using a hand-held Dounce homogenizer on ice.
7. Clarify the cell lysate by ultracentrifugation (100,000g, 1 h, 4°C)
8. Load clarified lysate at 0.5-1 mL/min onto a DEAE Sepharose™ Fast Flow column (1.6 ×

13 cm) preequilibrated in buffer C (see Note 4).
9. Collect the flow-through, and adjust the NaCl concentration to 50 mM. Load at 1 mL/min

onto an S-Sepharose™ Fast Flow column (1.6 × 30 cm) preequilibrated in buffer C supple-
mented to 50 mM NaCl. Wash the column extensively until the OD280 nm absorption re-
turns to a baseline value. CDK2 elutes from this column as two discrete (but overlapping)
peaks: the first is in the flowthrough volume, and the second is slightly delayed (see Note
10). The two CDK2 species can only be distinguished by analysis of each fraction by
SDS-PAGE (see Note 7). Fractions containing each species should be pooled separately
before each is purified further.

10. Load one of the CDK2 pools onto an ATP-agarose (1.0 × 5.0 cm) column preequilibrated
with buffer D at 1 mL/min. The two CDK2 populations that elute from the SP-sepharose™
column behave equivalently on this column.

11. Wash the column until a baseline OD280 nm value has been reached and then elute CDK2
with a salt gradient (25–500 mM NaCl) in buffer D.

12. Pool the CDK2-containing fractions.
13. For storage (longer than 48 h), concentrate the CDK2 to 5–15 mg/mL (see Note 6), dilute

with glycerol to 50% glycerol (final), and transfer to –20°C.
14. For crystallization trials, the NaCl concentration in the CDK2 solution has to be gradu-

ally reduced. Concentrate CDK2-containing fractions to 2 mL and dilute twofold with
buffer E. Repeat this step four times in total to reduce the NaCl concentration 16-fold to
approx 15 mM NaCl (presuming that the CDK2 elutes from the ATP-agarose column at
~250 mM NaCl). Continue to concentrate the CDK2 to 10 mg/mL, and set up crystalliza-
tion trays immediately (see Note 11).

15. Rejuvenate columns according to the Manufacturer’s instructions (see Notes 4 and 7).

3.2. Preparation of Protein Complexes
Protein complexes can be prepared by separately purifying the individual compo-

nents and then mixing them in stoichiometric ratios prior to a chromatographic step to
separate the complex from the individual components. As an example, the structure of
CDK2/Cks1 (24) was determined from a protein complex prepared in this way.

Alternatively, if using an E. coli cell-based system, the proteins can be coexpressed
and the complex purified from the cell lysate. Proteins can be coexpressed from one
vector either using a single promoter to produce one polycistronic transcript or from
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independent promoters to produce multiple transcripts. Alternatively, proteins can be
cloned into compatible plasmids. To be perpetuated through successive rounds of cell
division, each plasmid must contain different replicons and drug resistance genes. For
example pGEX and pET vectors that carry a ColE1 compatability group origin of
replication sequence are compatible with pACYC and pLysS vectors that carry the
origin of replication from plasmid p15A. The pETDuet and pACYCDuet vectors have
been designed to allow expression of four proteins in E. coli cells and are compatible
with other commonly used vector series. Transfer vectors to produce recombinant
baculoviruses capable of producing multiple proteins can also be used (reviewed in
ref. 25). Alternatively, multiple recombinant baculoviruses can be used simultaneously
to infect insect cells (see Subheading 3.2.3.).

3.2.1. Preparation and Purification of a Human CDK2/Cyclin A Complex
From E. coli Cells

In the following protocol, the high affinity of CDK2 for cyclin A is exploited to
purify human cyclin A3. It is important that all the GST-CDK2 immobilized on the
glutathione-sepharose 4B column be bound to cyclin A3, as the subsequent chromato-
graphic steps cannot separate excess CDK2 from CDK2/cyclin A.

1. Grow, induce, harvest, and lyse recombinant E. coli cells expressing human GST-CDK2
and human cyclin A3, and prepare S100 extracts as described above (see Note 12).

2. Prepare a glutathione-sepharose 4B column (10 mL 50% bead slurry), and equilibrate at
4°C in modified HBS at a flow rate of 0.5–1.0 mL/min (see Notes 1 and 4).

3. Dilute the GST-CDK2 clarified lysate with an equal volume of ice-cold modified HBS,
load onto the affinity column at 0.5–1 mL/min, and then wash the column with modified
HBS until a baseline OD280 nm value has been reached.

4. Now apply the cyclin A3 S100 fraction to the column, maintaining the flow rate at 0.5–1
mL/min. Again, wash the column extensively with modified HBS until a baseline OD280

nm value is reached.
5. Prepare 50 mL of a 20 mM glutathione solution in ice-cold modified HBS (see Note 5).
6. Elute GST-CDK2/cyclin A3 with modified HBS containing 20 mM glutathione at a flow

rate of 1 mL/min.
7. Determine the approximate GST-CDK2/cyclin A3 yield by protein assay (see Note 6).
8. Cleave GST tag by addition of PreScission protease, 1/50 w/w at 4°C overnight.
9. Rejuvenate the glutathione-sepharose 4B column by washing with 5 column vol of 6 M

urea in 10 mM HEPES, pH 7.0, and then reequilibrating in modified HBS.
10. CDK2/cyclin A3 and GST dimers coelute on a size exclusion column (for example,

HiLoad 26/60 Superdex 75 pg). However, this step does remove contaminating proteins
and buffer-exchanges the complex to remove glutathione. Preequilibrate, and run the gel
filtration column, in modified HBS supplemented with 0.01% NaN3 at 20°C at 3 mL/min
(see Note 7).

11. Pool CDK2/cyclin A-containing fractions (assessed by SDS-PAGE, see Note 7), and reap-
ply to the rejuvenated glutathione-sepharose 4B column equilibrated in modified HBS (1
mL/min). GST binds to the column, and CDK2/cyclin A3 is collected in the flowthrough.

11. CDK2/cyclin A3 can be concentrated to approx 12–15 mg/mL. To store at –20°C, dilute
appropriately with 100% glycerol and 5X modified HBS stock to 50% glycerol in 1X
modified HBS (see Note 6). Alternatively, for crystallization trials, take 25-µL aliquots
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of CDK2/cyclin A at 12–15 mg/mL in modified HBS, plunge freeze in liquid nitrogen,
and store at –80°C. To set up crystallization trials, thaw quickly between the fingers, and
place immediately on ice.

3.2.2. Preparation and Purification of a Human Skp1/Skp2 Complex
From E. coli Cells

Full-length Skp2 is insoluble when expressed in E. coli cells, but parts of the pro-
tein do express in the soluble fraction when coexpressed with its smaller (19-kDa)
binding partner, Skp1. The structure of a Skp1/Skp2 complex has recently been
reported (26). In this example, human Skp1 and a Skp2 fragment were cloned into the
vector pGEX-2T to create a dicistronic message in which the region coding for the
GST/Skp2 fusion protein preceded that of Skp1.

A similar approach can be taken to express an N-terminal fragment of Skp2 that
includes the F-box sequence that binds to Skp1. Skp2 (residues 1–152) was cloned
into pGEX6P-1 as a BamHI/XhoI fragment following PCR amplification with suitably
modified primers. Untagged Skp1 was cloned into pET21d. Using this construct as a
template, a Skp1 expression cassette encoding a ribosome binding site was amplified
by PCR to introduce XhoI sites at each end. This DNA sequence was subsequently
digested with XhoI and ligated into pGEX6P-1/GST-Skp2, also cut with XhoI. Colo-
nies were screened to select for plasmids that had incorporated the insert in the correct
orientation. Using this construct, a single RNA transcript is synthesized that codes for
both proteins. The complex expresses to high yield in the soluble fraction following
transformation of the plasmid into BL21(DE3)/pLYS-S E. coli cells and subsequent
induction at 30°C for 5 h once the cell density has reached OD600 nm 0.6–0.8. The
complex can be purified using the GST affinity tag and following the protocol
described above for the purification GST-CDK2 (see Subheading 3.1.1.2.).

3.2.3. Preparation of X. laevis CDK7/Cyclin H From Insect Cells
The following example illustrates how two recombinant baculoviruses, each driv-

ing expression of one protein, can be used to produce a protein complex (in this case
X. laevis CDK7/cyclin H) following dual infection of insect cells. The proteins have
been engineered to each contain a His6 tag immediately preceding the protein sequence
(27). Each virus was derived from the baculovirus transfer vector pBacPAK8.

1. Shake 2-L flasks containing Spodoptera frugiperda Sf9 cells (500 mL) at 28°C in Sf900-
II serum-free medium supplemented with 0.1% gentamycin (see Note 2).

2. Coinfect cells (2 × 109) with AcCDK7 and Accyclin H each at an moi of 5.
3. Continue to grow cells at 28°C with gentle rotation for 48 h.
4. Prepare a 5-mL HiTrap chelating sepharose column charged with CoCl2, and

preequilibrate in buffer F supplemented with 20 mM imidazole (see Notes 1, 8, and 9).
5. Harvest virus-infected cells (400g for 10 min at 20°C), and resuspend the pellet in 25 mL

buffer F supplemented with protease inhibitors (see Note 3). Alternatively, fast freeze the
pellet in a dry ice/ethanol bath or in liquid nitrogen, and store at –80°C. To thaw the cell
pellet, add 25 mL ice-cold buffer F, and continue to thaw cells in an ice-cold water bath,
gently resuspending with a pipet.
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6. Gently homogenise cells using a hand-held homogenizer on ice. Increase the concentra-
tion of NaCl to 200 mM by addition of an appropriate volume of 5 M NaCl stock.

7. Clarify the cell lysate by ultracentrifugation (100,000g, 1 h, 4°C).
8. Adjust the imidazole concentration in the cell lysate to 20 mM, and load onto the Co2+

affinity column at 1 mL/min. Wash column with buffer G supplemented to 20 mM imida-
zole until the OD280 nm reaches a baseline value.

9. Elute the CDK7/cyclin H complex with an imidazole gradient developed from 20–200
mM imidazole in buffer G.

10. Pool the CDK7/cyclin H-containing fractions as judged by SDS-PAGE analysis (see
Note 7).

11. Further purify CDK7/cyclin H by size-exclusion chromatography (for example, using a
HiLoad 26/60 Superdex 75 pg at a flow rate of 3 mL/min). Preequilibrate the column in
buffer G supplemented with 0.01% NaN3 (see Note 7). This chromatographic step
removes residual contaminants and excess CDK7 or cyclin H monomers.

12. Pool the CDK7/cyclin H-containing fractions as judged by SDS-PAGE, and concentrate
the sample to approx 5 mg/mL and store in buffer G/50% glycerol (final) at –20°C.

3.3. Preparation of Phosphorylated CDK2 in E. coli Cells
CDK2 associated with cyclin A requires Thr160 phosphorylation for full activa-

tion. This complex can subsequently be inhibited by phosphorylation of Tyr15 and
Thr14 (reviewed in ref. 28). This section describes methods to produce alternatively
phosphorylated forms of CDK2 in E. coli cells by coexpressing GST-CDK2 with vari-
ous protein kinase domains. As an example, the preparation of CDK2 phosphorylated
on Thr160 by CDK-activating kinase (CAK) in vivo 1 (CIV1) (29) will be described,
but an identical approach has also been used to prepare CDK2 phosphorylated on
Tyr15. In this case, GST-CDK2 was coexpressed with a GST fusion of the human
Wee1 kinase catalytic domain (30).

The GST-CDK2 and GST-CIV1 sequences are encoded on the same plasmid
(pGEX6P-1 backbone), but in this instance the two proteins are expressed from inde-
pendent expression cassettes (pGEX6P-CDK2/CIV1). These cassettes are in tandem,
separated by rrn transcription termination sequences, and both promoters are directly
IPTG-inducible with transcription dependent on E. coli RNA polymerase. Notably, the
GST tag can be cleaved from CDK2 but not from CIV1 by PreScission protease. The
CIV1 expression cassette was derived from pGEX-2T and has a thrombin cleavage site.

3.3.1. Expression of CDK2 Phosphorylated on Thr160
1. E. coli strain BL21(DE3)/pLYS-S is used for protein expression. Transform cells with

(pGEX6P-CDK2/CIV1), plate, and leave to grow overnight (see Note 13).
2. To prepare a starter culture, pick a single colony into 10–25 mL LB broth supplemented

with chloramphenicol (34 µg/mL) and ampicillin (100 µg/mL) (see Notes 1 and 2), and
leave to grow overnight at 37°C with vigorous shaking.

3. Inoculate expression culture flasks by adding 5–10 mL starter culture to 500 mL LB broth
supplemented with ampicillin to 50 µg/mL in a 2-L flask.

4. Grow cells at 37°C with vigorous shaking to ensure aeration of the growing culture. Once
the OD600 nm is 0.8, decrease the incubator temperature to 20°C as rapidly as possible, and
continue incubation for a further 60 min. This step increases the yield of soluble protein.
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5. Induce cells by adding IPTG (80 µM final; see Note 2), and continue the incubation at
20°C for at least 24 h (see Note 14).

6. Harvest cells by centrifugation (4000g, 4°C, 20 min).
7. Resuspend cell pellet in modified HBS containing a protease inhibitor cocktail (see Note

3) using 50 mL buffer/1 L cell culture.
8. Transfer cell suspension to a 50-mL Falcon tube, flash freeze in an ethanol/dry ice bath or

in liquid nitrogen, and store at –20°C.

3.3.2. Purification of T160pCDK2 and T160pCDK2/Cyclin A3
Monomeric CDK2 phosphorylated on Thr160 and a T160pCDK2/cyclin A3 com-

plex can be purified for crystallization trials following the protocols described in Sub-
headings 3.1.1.2. and 3.2.1., respectively.

3.3.3. Evaluation of the Extent of CDK2 Phosphorylation
CDK2 phosphorylated on Thr160 migrates more quickly than unphosphorylated

CDK2 on SDS-PAGE (see Note 15). The extent of Thr160 phosphorylation can be
estimated from the relative intensities of the two protein bands following Coomassie
staining of the gel. Phosphorylation of CDK2 on Tyr15 does not produce a gel shift,
but it can be detected by Western blot analysis. The best resolution is provided by 15%
SDS polyacrylamide denaturating gels. Alternatively, mass spectrometry can be used
to estimate the extent of phosphorylation.

3.4. Identification of Protein Fragments Suitable for Protein Expression
and Crystallization

For X-ray crystallographic studies of cell cycle proteins, it is essential that the pro-
tein sample be pure and homogeneous. In certain cases the full-length protein is not
tractable to heterologous expression, and so a more suitable fragment must be identi-
fied (for example, cyclin A3). Limited proteolysis using selected proteases (of which
subtilisin has proved to be particularly useful) in combination with mass spectrometry
and N-terminal sequencing of the resultant products can be an informative method to
identify stable proteolytic fragments amenable to structural studies. Typically 10 µg
of target protein is incubated with subtilisin (0.05–0.2 % w/w) at room temperature or
at 37°C for 1 h, the resulting fragments are resolved by SDS-PAGE, and the sample is
then submitted for N-terminal sequence analysis.

3.4.1. Preparation of Protein for Structural Studies
Using Limited Proteolysis

In certain circumstances, limited proteolysis can be used to improve the quality of
a protein sample following preparative scale expression and purification. The pro-
teolytic enzyme is presumed to attack unstructured protein regions preferentially (for
example, surface loops), the presence of which might be a hindrance to successful
crystallization.

The polo-like kinase-1 polo box domain (Plk1 PBD) formed needle-like crystals
that did not diffract (Fig. 2). The diffraction quality of these crystals was dramatically
improved after the protein was subjected to limited subtilisin digestion. The crystal
structure indicated that the subtilisin treatment had removed surface loops that had
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presumably deleteriously affected crystal growth and, importantly, did not affect the
tertiary structure of PBD (31).

1. Incubate pure PBD with subtilisin (1:200 w/w) for 1 h at room temperature.
2. Stop the reaction by 1:1000 addition of phenylmethylsulfonyl fluoride (PMSF) stock

solution (100 mM), (see Note 16).
3. Analyze the reaction products by 12% SDS-PAGE (see Note 7). In this example, two

fragments of 10 and 12 kDa should be obtained, starting, respectively, at 367GEVVDCH
and 495ANITPREGDE.

4. Load the PBD onto a size-exclusion column, equilibrated in modified HBS (for example,
a HiLoad 26/60 Superdex 75 pg) to buffer-exchange the protein and to remove the subtili-
sin and any remaining contaminants. The two fragments remain noncovalently associated
and elute as a single peak.

4. Notes
1. Buffers should be made fresh on the day of use, filtered and thoroughly degassed and

equilibrated to temperature before use. Antibiotics are heat-labile, and MTG and DTT
oxidize in aqueous solutions. MTG has advantages over DTT in that it is easier to handle,
more persistent, and compatible (at 0.01%) with Ni2+-NTA columns. However, it is not
as effective.

2. Ammonium persulfate (APS; 10% w/w in water, filter sterile), IPTG (0.1 M in water),
ampicillin (100 mg/mL in water, filter sterile), and chloramphenicol (34 mg/mL in etha-

Fig. 2. The structure of the polo-box domain of Plk1 in complex with a peptide (31). The N-
terminal polo box (residues 371–490) is in white, a linker that is flexible in the absence of
bound peptide is black, and the C-terminal polo box (residues 509–593) is a gray. A phospho-
threonine–containing peptide ligand is drawn in CPK representation.
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nol) stocks should be stored at –20°C. Gentamycin (10 mg/mL stock solution prepared in
water) should be stored at 4°C.

3. When one is purifying a protein containing a poly-His tag, the buffer should not contain
any EDTA, which interferes with the Ni2+-NTA or Co2+-NTA matrix. An EDTA-free
protease inhibitor cocktail should be used.

4. Glutathione Sepharose 4B, DEAE-Sepharose Fast Flow, and SP-Sepharose Fast Flow are
supplied in 50% ethanol. They should be thoroughly equilibrated in the appropriate buffer
before use. GST-sepharose 4B can be used multiple times, but it is advisable to dedicate
a column to the purification of each protein. For short-term column storage (column used
weekly), store at 4°C in the appropriate buffer supplemented with 0.01% NaN3. For longer
term storage, buffer-exchange into 20% ethanol in water.

5. A 20 mM glutathione solution prepared with modified HBS is acidic. The pH of the solution
should be readjusted back to pH 7.0. It should always be prepared fresh just prior to use.

6. Throughout the various protein purification protocols, it is sufficient to determine total
protein concentrations using a quick Coomassie-based protocol. For determining final
yields in advance of using the material for crystallization trials, the protein concentration
should be determined using a more accurate method.

7. Caution: NaN3 and unpolymerized polyacrylamide solutions are neurotoxic and should
be manipulated with care, avoiding contact with skin.

8. The Ni2+-NTA or Co2+-NTA matrices are usually washed with buffers containing a low
concentration of imidazole to reduce the background binding of bacterial proteins. Bo-
vine cyclin AHis6 binds tightly to Ni2+-NTA, and so an unusually high concentration of
imidazole can be used in the loading buffer. As a result, the cyclin A3His6 is relatively
pure following this one purification step. Lower concentrations of imidazole (5–20 mM)
should be used in most circumstances, the concentration being determined by carrying
out batch binding experiments prior to preparative-scale purification.

9. The pH of the imidazole stock (2 M in water) is basic; on addition to a running buffer, the
pH of the solution should be checked before use.

10. The SP-sepharose cation exchange column is of large volume to maximize the separation
of these two CDK2 species, and the best results (in our hands) have been achieved by
preparing a fresh column for every preparation. The separation is critically dependent on
pH and can be problematic. If the two species do not separate, the CDK2 fractions can be
pooled and reapplied to the rejuvenated column. Each CDK2 species crystallizes under
similar conditions, but the mixture produces rapidly nucleating showers of crystals that
are too small for analysis by X-ray diffraction.

11. CDK2 is prone to precipitation at low NaCl concentrations and should only be concen-
trated and buffer-exchanged immediately prior to setting up crystallization trays.

12. To ensure that cyclin A3 is in excess, grow culture volumes in a ratio of 1:3, GST-CDK2/
cyclin A3. Pellets for cells expressing GST-CDK2 and cyclin A3 can be processed at the
same time, as the cyclin A3 is stable in the E. coli cell lysate when kept on ice at 4oC.
However, as CDK2 is less stable, sonicate cyclin A3-expressing cell lysates first.

13. BL21(DE3)/pLYS-S cells transformed with pGEX6P-CDK2/CIV1 tend to be unstable.
Although stocks can be kept at 30% glycerol (final) at –80°C, it is advisable to transform
the plasmid into fresh cells for every protein preparation and use the plates within a week.

14. The induction of phosphorylated CDK2 is carried out at 20°C for 24 h to ensure complete
CDK2 phosphorylation. GST-CDK2 expression is readily detectable by SDS-PAGE
analysis of whole cell extract, but GST-CIV1 expresses at very low levels. However,
there is sufficient GST-CIV1 to phosphorylate the excess CDK2. Shortening the incuba-
tion time results in incomplete CDK2 phosphorylation.
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15.  For optimal separation (using a Bio-Rad Mini-ProteanR 3 electrophoresis system), pre-
pare a 12% gel.

16. PMSF is extremely unstable in water, and solutions should be prepared immediately
before use. It is also toxic and should be handled with care.

Acknowledgments

The authors would like to thank all their collaborators who generously provided
reagents and colleagues at the Laboratory of Molecular Biophysics who developed the
protein purification strategies described. Nick Brown is thanked for his expert advice
and proof reading of the manuscript. The authors are very grateful to Martin Noble for
his assistance in the manuscript’s preparation. J. Welburn is supported by a studentship
from the Wellcome Trust (grant number 065956). Work in the authors’ laboratory is
supported by the MRC, BBSRC, the Wellcome Trust, and Oxford University.

References

1. De Bondt, H. L., Rosenblatt, J., Jancarik, J., Jones, H. D., Morgan, D. O., and Kim, S. H.
(1993) Crystal structure of cyclin-dependent kinase 2. Nature 363, 595–602.

2. Jeffrey, P. D., Russo, A. A., Polvak, K., et al. (1995) Mechanism of CDK activation
revealed by the structure of a cyclinA-CDK2 complex. Nature 376, 313–320.

3. Brown, N. R., Noble, M. E., Endicott, J. A., et al. (1999) Effects of phosphorylation of
threonine 160 on cyclin-dependent kinase 2 structure and activity. J. Biol. Chem. 274,
8746–8756.

4. Russo, A. A., Jeffrey, P. D., and Pavletich, N. P. (1996) Structural basis of cyclin-depen-
dent kinase activation by phosphorylation. Nat. Struct. Biol. 3, 696–700.

5. Russo, A. A., L. Tong, Lee, J. O., Jeffrey, P. D., and Pavletich, N. P (1998) Structural
basis for inhibition of the cyclin-dependent kinase Cdk6 by the tumour suppressor
p16INK4a. Nature 395, 237–243.

6. Brotherton, D. H., Dhanaraj, V., Wick, S., et al. (1998). Crystal structure of the complex
of the cyclin D-dependent kinase Cdk6 bound to the cell-cycle inhibitor p19INK4d. Nature
395, 244–250.

7. Russo, A. A., Jeffrey, P. D., Patten, A. K., Massague, J., and Pavletich, N. P. (1996).
Crystal structure of the p27Kip1 cyclin-dependent-kinase inhibitor bound to the cyclin A-
Cdk2 complex. Nature 382, 325–331.

8. Endicott, J. A., Noble, M. E. and Tucker, J. A. (1999) Cyclin-dependent kinases: inhibi-
tion and substrate recognition. Curr. Opin. Struct. Biol. 9, 738–744.

9. Pavletich, N. P. (1999) Mechanisms of cyclin-dependent kinase regulation: structures of
Cdks, their cyclin activators, and Cip and INK4 inhibitors. J. Mol. Biol. 287, 821–828.

10. Davies, T. G., Pratt, D. J., Endicott, J. A., Johnson, L. N., and Noble, M. E. (2002) Struc-
ture-based design of cyclin-dependent kinase inhibitors. Pharmacol. Ther. 93, 125–133.

11. Zheng, N., Schulman, B. A., Song, L., et al. (2002) Structure of the Cul1-Rbx1-Skp1-F
boxSkp2 SCF ubiquitin ligase complex. Nature 416, 703–709.

12. Gieffers, C., Dube, P., Harris, J. R., Stark, H., and Peters, J. M. P. (2001) Three-dimen-
sional structure of the anaphase-promoting complex. Mol. Cell 7, 907–913.

13. Fernandez, C. and Wider G. (2003) TROSY in NMR studies of the structure and function
of large biological macromolecules. Curr. Opin. Struct. Biol. 13, 570–580.

14. Post, C. B. (2003) Exchange-transferred NOE spectroscopy and bound ligand structure
determination. Curr. Opin. Struct. Biol. 13, 581–588.



234 Welburn and Endicott

15. Roseman, A. M. (2000) Docking structures of domains into maps from cryo-electron
microscopy using local correlation. Acta Crystallogr. D. Biol. Crystallogr. 56, 1332–1340.

16. Wendt, K. S., Vodermaier, H. C., Jacob, U., et al. (2001) Crystal structure of the APC10/
DOC1 subunit of the human anaphase-promoting complex. Nat. Struct. Biol. 8, 784–788.

17. Au, S. W., Leng, X., Harper, J. W., and Barford, D. (2002) Implications for the
ubiquitination reaction of the anaphase-promoting complex from the crystal structure of
the Doc1/Apc10 subunit. J. Mol. Biol. 316, 955–968.

18. Sambrook, J., Fritsch, E. F., et al. (1989) Molecular Cloning: A Laboratory Manual. Cold
Spring Harbor, Cold Spring Harbor Laboratory Press.

19. Parge, H. E., A. S. Arvai, Murtari, D. J., Reed, S. I., and Tainer, J. A. (1993) Human
CksHs2 atomic structure: a role for its hexameric assembly in cell cycle control. Science.
262, 387–395.

20. Arvai, A. S., Bourne, Y., Hickey, M. J., and Tainer, J. A. (1995) Crystal structure of the
human cell cycle protein CksHs1: single domain fold with similarity to kinase N-lobe
domain. J. Mol. Biol. 249, 835–842.

21. Endicott, J. A., Noble, M. E., and Garman, E. F. (1995) The crystal structure of p13suc1,
a p34cdc2-interacting cell cycle control protein. EMBO J. 14, 1004–1014.

22. Brown, N. R., Noble, M. E., Endicott, J. A., et al. (1995) The crystal structure of cyclin A.
Structure. 3, 1235–1247.

23. Rosenblatt, J., De Bondt, H., Jancarik, J., Morgan, D. O., and Kim, S. H. (1993) Puri-
fication and crystallization of human cyclin-dependent kinase 2. J. Mol. Biol. 230,
1317–1319.

24. Bourne, Y., Watson, M. H., Hickey, M. J., et al. (1996) Crystal structure and mutational
analysis of the human CDK2 kinase complex with cell cycle-regulatory protein CksHs1.
Cell 84, 863–74.

25. Roy, P., Mikhailov, M., and Bishop, D. H. (1997) Baculovirus multigene expression vec-
tors and their use for understanding the assembly process of architecturally complex virus
particles. Gene 190, 119–129.

26. Schulman, B. A., Carrano, A. C., Jeffrey, P. D., et al. (2000) Insights into SCF ubiquitin
ligases from the structure of the Skp1-Skp2 complex. Nature 408, 381–386.

27. Lawrie, A. M., Tito, P., Hernandez, H., et al. (2001) Xenopus phospho-CDK7/cyclin H
expressed in baculoviral-infected insect cells. Protein Expr. Purif. 23, 252–260.

28. Morgan, D. O. (1997) Cyclin-dependent kinases: engines, clocks and microprocessors.
Annu. Rev. Cell Dev. Biol. 13, 261–291.

29. Thuret, J. Y., Valay, J. G., Faye, G., and Mann, C. (1996) Civ1 (CAK in vivo), a novel
Cdk-activating kinase. Cell 86, 565–576.

30. Tucker, J. (2001) Control of the cyclin-dependent family: structural studies on the mo-
lecular mechanisms that regulate active site phosphorylation. Biochemistry Oxford Uni-
versity Press, Oxford, UK.

31. Cheng, K. Y., Lowe, E. D., Sinclair, J., Nigg, E. A., and Johnson, L. N. (2003) The crystal
structure of the human polo-like kinase-1 polo box domain and its phospho-peptide com-
plex. EMBO J. 22, 5757–5768.

32. Nowakowski, J., Cronin, C. N., McRee, D. E., et al. (2002) Structures of the cancer-
111related Aurora-A, FAK, and EphA2 protein kinases from nanovolume crystallogra-
phy. Structure (Camb.) 10, 1659–1667.

33. Leung, G. C., J. W. Hudson, Kozarova, A., Davidson, A., Dennis, J. W., and Sicheri, F.
(2002) The Sak polo-box comprises a structural domain sufficient for mitotic subcellular
localization. Nat. Struct. Biol. 9, 719–724.



Preparation of Cell Cycle Regulators for Structural Studies 235

34. Kim, K. K., Chamberlin, H. M., Morgan, D. O., and Kim, S. H. (1996) Three-dimensional
structure of human cyclin H, a positive regulator of the CDK-activating kinase. Nat. Struct.
Biol. 3, 849–855.

35. Lowe, E. D., Tews, I., Cheng, K. Y., et al. (2002) Specificity determinants of recruitment
peptides bound to phospho-CDK2/cyclin A. Biochemistry 41, 15625–15634.









E2F Factors and pRb Pocket Proteins 239

239

From: Methods in Molecular Biology, vol. 296, Cell Cycle Control: Mechanisms and Protocols
Edited by: T. Humphrey and G. Brooks © Humana Press Inc., Totowa, NJ

13

E2F Transcription Factors and pRb Pocket Proteins
in Cell Cycle Progression

Ludger Hauck and Rüdiger von Harsdorf

Summary
The E2F-family of transcripion factors exerts fascinating and contrasting functions in tran-

scriptional repression and activation of genes regulating proliferation, apoptosis, and differen-
tiation. E2F is principally regulated by its temporal association with retinoblastoma pocket
protein (pRb) family members. In turn, pRb is regulated through phosphorylation by cyclin-
dependent kinase (cdk). The activity of cdk is negatively regulated by cdk-inhibitors, exempli-
fied by p16INK4a, p21CIP1, and p27KIP1. Therefore, positive and negative signaling events
converge on E2F activity resulting in distinct growth-controling and apoptotic activities. Here
we describe the immunocytochemical detection of E2F, genomic DNA, BrdU-incorporation,
and mitosis in cardiomyoctes. A detailed protocol is given to illustrate this technique in pri-
mary heart muscle cells.

Key Words
E2F; cell cycle; cardiomyocytes; immunocytochemistry; S-phase; BrdU; phospho-his-

tone H3; mitosis.

1. Introduction
The transcription factor E2F1 plays a pivotal role in the coordinated expression of

genes necessary for cell cycle progression and division. Overexpression of E2F1–3
drives quiescent cells into S-phase (1). Ectopic expression of E2F1 also leads to
apoptosis, which is specific to E2F1 and not other E2F family members (2). E2F inter-
acts with DP proteins to form a heterodimer and binds to DNA in a sequence-specific
manner. E2F-dependent transcriptional activation is principally regulated by interac-
tion with a member of the retinoblastoma gene family (pRb). Transcriptional studies
in vitro have identified the existence of three types of E2F/pRb complexes (3). In
activator E2F complexes, the E2F transactivation domain drives transcription in the
absence of pRb. In inhibited E2F/pRb complexes, the transactivation domain of E2F1
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is blocked by bound pRb, rendering E2F transcriptionally inactive. In repressor E2F
complexes, pRb is recruited to E2F binding sites by E2F and inhibits promoter activa-
tion by E2F with or without further utilization of histone-modifying enzymes. In a
simplified model, pRb is hypophosphorylated and active in G0 and carries a stably
bound E2F (4). During mid-G1, pRb is inhibited by subsequent phosphorylation
through the cyclin-dependent kinases (cdks) cdk4/6 and cdk2, liberating the inhibition
of E2F activity. Released E2F then activates cellular genes involved in DNA replica-
tion and cell cycle progression.

Little is known about the function of E2F1 during development and differentiation
of cardiomyocytes. Adenovirus mediated gene delivery of E2F1 or E1A induced DNA
synthesis in isolated rat ventricular cardiomyocytes (5,6). Ectopic expression of E2F1
in cardiomyocytes also resulted in an increase in the expression of key cell cycle acti-
vators and the induction of apoptosis, which was accompanied by concomitant loss of
cdk inhibitors p21CIP1 and p27KIP1 (5). During hypoxia-induced cell death,
cardiomyocyte apoptosis selectively activated cdk2/3, leading to the inactivation of
pRb and induction of E2F-dependent gene transcription (7). Under these conditions,
apoptosis was inhibited by ectopically expressed p21CIP1/ p27KIP1, but not p16INK4,
and dn.cdk2/3. Importantly, cardiac myocytes could be rescued from hypoxia-induced
cell death by dominant-negative pRb and transcriptionally inactive E2F1/DP1. More-
over, inhibition of E2F abrogated the hypertrophic growth response to serum and phe-
nylephrine in neonatal cardiomyocytes (8). Collectively, these data imply that targeting
the E2F/pRb function might provide a useful strategy for treatment of pathophysi-
ological heart diseases.

2. Materials
This chapter describes a detailed method for the intracellular detection of proteins

in vivo. Immunocytochemistry is an easily performed and powerful tool. It allows one
to conveniently study the intracellular localization and expression levels of any fluo-
rochrome-labeled molecule, even in living cells. Immunocytochemistry is highly
reproducible and delivers important information about the regulation of cell cycle fac-
tors in response to extracellular stimuli of various origins. Therefore, it is reasonable
to organize the immunocytochemistry around your ordinary work day as you already
do with your blotting applications.

1. Chemicals mentioned in this chapter should be of the best grade commercially available.
Prepare all solutions preferentially in MilliQ-H2O or double-distilled water. Phosphate-
buffered saline (PBS) contains Ca/Mg unless otherwise stated (see Subheading 3.2., step
1). All solutions should be at room temperature and all incubation steps are carried out at
ambient temperature, unless stated otherwise.

2. Cover slips should not exceed 12 mm in diameter. Glasses should be extensively washed
with 1 N HCl and rinsed with H2O prior to use. Sterilize by autoclaving.

3. Collagen R (Serva): dilute fivefold in sterile H2O. Apply 500 µL/well for 60 min, remove
the solution, and air-dry under a sterile bench.

4. Fixation solution: 3.7% buffered formalin. Dilute 37% formaldehyde solution with an
appropriate volume of PBS (8.0 g/L NaCl, 0.2 g/L KCl, 1.15 g/L Na2HPO4, 0.2 g/L
KH2PO4, 0.1 g/L MgCl2 · 6H2O, 0.1 g/L CaCl2). Prepare fresh on the day you use it.
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Fig. 1. Expression and nuclear localization of cell cycle factors in rat neonatal ventricular
cardiomyocytes. After cultivation for 24 h in the presence of fetal calf serum (10%), cells were
fixed, permeabilized, and costained by indirect immunofluorescence with specific antibodies to
E2F4, p130, DP2, and E2F2 as indicated and TRITC-conjugated cardiac specific mouse mono-
clonal antibody to sarcomeric myosin heavy chain (MF20). Genomic DNA was stained with
Hoechst 33258. Cardiomyocytes were infected with adenovirus wild-type E2F2 (100 PFU/cell)
and cultivated with bromodeoxyuridine (BrdU, 10 mM) for 24 h (bottom section). Cells were
prepared for indirect immunofluorescence microscopy using anti-BrdU antibody as described.
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5. Permeabilization buffer: 0.1% Triton X-100 in PBS. Prepare fresh on the day you intend
to use it.

6. Blocking buffer: 5% (v/v) goat serum (see Note 1) or 5% (v/v) bovine serum albumin
(BSA) fraction V, 0.2% Tween-20 in PBS. Stir for 60 min, and store aliquots at –20°C.

7. Wash buffer: 0.1% NP-40 (Roche) in PBS. Prepare fresh on the day you use it (see Note 1).
8. DNA stain: prepare a stock solution of Hoechst 33258 (bis-benzimide) at 1.0 mg/mL in

H2O. Store at 4°C protected from light. Hoechst 33258 precipitates in phosphate buffers.
Working solution is diluted fresh 1000-fold in H2O.

9. Antifade: DABCO (triethylenediamine; Sigma, cat. no. D 2522). DABCO is an antifade
reagent. DABCO acts as a scavenger of free radicals produced by the excitation of fluoro-
chromes and retards photobleaching of fluorescent dyes such as fluorescein
isothiocyanate/tetrarhodamine isothiocyanate (FITC/TRITC). Also use glycerol, 99% and
Tris-HCl, 1 M, pH 8.0. Combine 233 mg DABCO, 200 µL Tris-HCl, 800 µL H2O, 9.0 mL
glycerol. Dissolve at 70°C while intermittently vortexing. Aliquot and store at –20°C.

10. Antibodies: anti-E2F2 (mouse monoclonal antibody, 66711A, Transduction Laborato-
ries), anti-E2F4 (sc-512), anti-p130 (sc-317), and anti-DP2, (sc-829) rabbit polyclonal
antibodies (all from Santa Cruz Biotechnology) anti-phospho histone H3 (Ser10; NEB,
cat. no. 9701), antisarcomeric myosin heavy chain (clone MF20; the University of Iowa
Hybridoma Bank; see Note 2), and monoclonal rat anti-bromodeoxyuridine (BrdU;
Roche. FITC/TRITC-conjugated secondary antibodies to rabbit, mouse, or rat immuno-
globulins (whole molecule) were purchased from Transduction Laboratories.

3. Methods
3.1. Isolation of Neonatal Cardiomyocytes

For the isolation of ventricular cardiomyocytes from neonatal rats, please refer to
ref. 5. Since cardiomyocytes withdraw from the cell cycle during the early postnatal
stage, 4–5-d-old animals should be used. For elimination of noncardiomyoctes, cell
suspensions are preplated twice (for 60 and 30 min) and held in serum-free medium in
the presence of 10 µmol/L cytosine arabinoside (AraC; Sigma) for 48 h. This proce-
dure usually results in cultures containing 3–8% noncardiomyocyte cells and should
be routinely monitored in parallel by indirect immunofluorescence staining with mono-
clonal antibody to sarcomeric myosin heavy chain (MHC; MAb1628, Chemicon; clone
MF20, University of Iowa Hybridoma Bank).

Fig. 2. (continued from opposite page) Ectopic E2F2 induces cell cycle reentry and mitosis
in cardiomyocytes. Cardiomyocytes were infected with adenovirus wild-type E2F2 (100 PFU/
cell) and continued to be cultivated for 48 h. For the detection of M-phase–specific phosphory-
lation of histone H3, fixed cells were stained with rabbit polyclonal antibody to phospho-histone
H3, which recognizes serine 10 phosphorylation of histone H3. Cardiomyocytes were identified
by costaining for the expression of MHC (MF20) and genomic DNA (Hoechst 33258). Descrip-
tion of mitotic figures identified in cardiomyocytes: A, prophase; B, metaphase; C, early telo-
phase; D, late telophase.
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3.2. Indirect Immunofluorescence Staining of Fixed Cardiomyocytes
Immobilized on Cover Slips

1. Cardiomyocytes are seeded at a density of 50,000 cells/well in a 24-well plate on col-
lagen R-coated cover slips in a total volume of 600 µL/well culture medium. On the day
of analysis, wells are rinsed three times with 500 µL PBS. Use PBS lacking Ca/Mg when
adult cardiomyocytes are to be analyzed. For analysis of BrdU incorporation, cells are
metabolically labeled with 10 µM BrdU (Sigma, cat. no. B 9285).

2. Fixate the cells using 500 µL/well fixation solution for 8 min with gentle agitation.
3. Discard the formalin fixate and rehydrate with 500 µL/well PBS.
4. Cardiomyocytes are permeabilized with 500 mL/well PBS/0.1% Triton X-100 for 8 min

with gentle agitation.
5. Remove the permeabilization solution, and rinse with 500 µL/well PBS.
6. For detection of incorporated BrdU, denaturate the DNA by incubating the sample in 500

µL/well of 2 N HCl/PBS for 30 min at 37°C. Remove the HCl/PBS solution, and rinse
with 500 µL/well PBS.

7. Add 500 µL/well blocking solution (containing either goat serum or BSA), and incubate
for 60 min while rocking.

8. Discard the blocking solution, and incubate the sample with the first primary antibody
(e.g., anti-E2F, anti-BrdU) at a final concentration of 0.5–2.0 µg/mL in blocking solution
employing 150 µL/well. The incubation time is 60 min at room temperature or preferen-
tially overnight at 4oC with shaking. Both methods will give similar results, but the over-
night step allows you to arrange the immunocytochemistry conveniently around your
usual timetable in the lab. Use a humidified chamber for the overnight procedure to pre-
vent samples from drying out. This is easily done by adding 5.0 mL water to the inter-
space between the wells and sealing the 24-well plate with Parafilm.

9. Remove the antibody solution, and wash once with 500 mL/well PBS/0.1% NP-40. In our
lab, the antibody solution is stored at –20°C and reused two times for screening applica-
tions without significant loss of sensitivity.

10. Incubate the cells with 150 µL/well of FITC-conjugated secondary antibody to rabbit IgG
(diluted 100-fold in PBS/0.1% NP-40) when your primary antibody was raised in rabbit.

11. Remove the antibody solution, and wash once with 500 µL/well PBS/0.1% NP-40.
12. Dilute the second primary antibody (usually a mouse monoclonal cardiac-specific anti-

body, e.g., MF20 directed against MHC) to 0.5–2.0 µg (usually 100-fold) in a final vol-
ume of 150 µL/well in PBS/0.1% NP-40, and incubate for 60 min while rocking.

13. Remove the antibody solution, and wash once with 500 µL/well PBS/0.1% NP-40.
14. Incubate the cells with 150 µL/well of TRITC-conjugated secondary antibody to mouse

IgG (diluted 100-fold in PBS/0.1% NP-40), when your primary antibody was raised in
mouse, for 60 min with constant agitation.

15. Remove the antibody solution, and wash once with 500 µL/well PBS/0.1% NP-40.
16. Rinse with 500 µL H2O. (Never do this with your Western blot.)
17. For staining of genomic DNA, incubate your sample in 500 µL/well Hoechst 33258 di-

luted 1000-fold in H2O (1.0 mg/ml stock solution in H2O). Keep in mind that Hoechst
precipitates in PBS.

18. Add a little mounting solution (~30 µL), sufficient to completely cover your cover slip on
a microscope slide.

19. Remove the cover slip from the well, and briefly submerge it in H2O. For your conve-
nience, use a 500-mL beaker. Carefully remove excessive liquid by draining the edge and
the back side of your slide with a paper towel.
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20. Carefully place your cover slip (cells downside) directly onto the mounting solution drop
applied on the microscope slide. Avoid getting bubbles under your cover slip.

21. Carefully seal the edge of your cover slip with nail polish. You must not shift the cover
slips with the brush while applying the polish. Your sample is now ready for microscopic
inspection. Specimens can be stored for short-term storage (<1 yr) at 4°C or indefinitely
at –20°C.

4. Notes
1. The choice of blocking reagent used in step 7 depends on the source of your secondary

fluorochrome-labeled antibody. When your antibody was raised in goat you must use
goat serum; when your antibyody was raised in donkey you must use donkey serum for
the blocking step. Alternatively, BSA fraction V may be used when a secondary antibody
from another species is employed. The amount of BSA in the blocking buffer must be
empirically determined for reducing background signals. As a starting point 5% BSA is
recommended.

2. Cardiomyocyte-specific antibodies are mostly mouse monoclonal antibodies. Therefore,
direct fluorochrome-conjugation is preferred when using, e.g., mouse antisarcomeric
myosin in combination with other mouse monoclonals. In our lab, MF20-producing hy-
bridomas were obtained from the University of Iowa Hybridoma Bank. Monoclonal anti-
bodies are secreted into the culture medium of MF20 cultures. (Serum-free hybridoma
culture medium is available from Gibco.) MF20 antibody is easily purified through Pro-
tein G-columns (Pharmacia). The isolated MF20 antibodies are then conveniently coupled
to TRITC/rhodamine by a simple one-step reaction (instructions are available from
Pierce), and unbound dye is removed by desalting columns (Pharmacia). The entire pro-
cedure does not require any special equipment.
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Forkhead (FOX) Transcription Factors and the Cell Cycle

Measurement of DNA Binding by FoxO
and FoxM Transcription Factors

Katrina A. Bicknell

Summary

Certain forkhead (FOX) transcription factors have been shown to play an intrinsic role in
controlling cell cycle progression. In particular, the FoxO subclass has been shown to regu-
late cell cycle entry and exit, whereas the expression and activity of FoxM1 is important for
the correct coupling of DNA synthesis to mitosis. In this chapter, I describe a method for
measuring FoxO and FoxM1 transcription factor DNA binding in nuclear extracts from
mammalian cells.

Key Words

Cell cycle; DNA binding; electromobility shift assays; forkhead transcription factors;
FoxO; FoxM1.

1. Introduction

Members of the winged helix or forkhead box (FOX) transcription factor family
have been shown to play essential roles in a diverse range of developmental and cellu-
lar processes, including cellular proliferation, differentiation, longevity, and cellular
transformation (reviewed in ref. 1). Characterized by a highly conserved 110-amino
acid “winged helix” monomeric DNA binding domain, more than 100 FOX transcrip-
tion factors have been described (1). In 2000, a unified nomenclature was proposed to
simplify the identification and naming of the FOX transcription factors, which divided
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all known chordate Fox transcription factors into 15 subclasses based on phylogenetic
analysis (2).

A number of different FOX subclasses have been directly or indirectly linked to
cell cycle control, including the FoxO, FoxM, and FoxK subclasses. For example, the
FoxO subclass has been implicated in controlling cell cycle entry and exit (3,4), FoxM1
appears to control progression from DNA synthesis to mitosis (5–7), and FoxK tran-
scription factors have been shown to control cell cycle progression in myogenic cells
via p21 (8). In this chapter, I have focused on measurement of the DNA binding activ-
ity of FoxM1 and the FoxO transcription factors.

Members of the FoxO subclass of forkhead transcription factors have been impli-
cated in the control of both cell cycle entry and cell cycle exit and include the
Caenorhabditis elegans forkhead transcription factor DAF16 and five mammalian
orthologs: FoxO1 (also known as forkhead in human rhabdomyosarcoma [FKHR]),
FoxO2 (also called AF6q21), FoxO3 (also called FKHR-like 1 [FKHR-L1]), FoxO4
(also called acute lymphocytic leukemia-1 Fused gene from chromosome X [AFX]),
and a recently described member, FoxO6 (9–15). The dual role of FoxO transcription
factors in controlling cell cycle entry and exit is reflected in the regulation of their
subcellular localization and hence, activity by phosphorylation events (see Fig. 1A
and refs. 3, 4, 16, and 17). Maintaining a cell cycle arrest, FoxO transcription factors
have been reported to bind to and/or transactivate a number of promoters, including
the p27 promoter (16), insulin-like growth factor binding protein 1 (IGFBP1) (18),
and retinoblastoma pocket protein, p130 (3). Moreover, FoxO transcription factors
have been shown to control mitotic exit by inducing the expressions of cyclin B1 and
polo-like kinase 1 mRNAs (4).

The DNA binding and transcriptional activity of FoxO transcription factors is me-
diated, at least in part, by the activation of the phosphatidylinositol 3-kinase (PI3K)/
protein kinase B (PKB; also known as Akt), which results in the inactivation of FoxO
transcription factors (Fig. 1; reviewed in ref. 19, and also see refs. 18 and 20–23).
PKB-mediated phosphorylation of FoxO transcription factors occurs in the nucleus
and induces the relocation of FoxO from the nucleus to the cytoplasm (20,21,24). The
intracellular trafficking of FoxO is believed to involve 14-3-3 proteins, which bind to
nuclear FoxO in a phosphorylation-dependent manner, inhibiting DNA binding and
masking FoxO transcription factors nuclear localization signal (NLS) (21,23,24).
Moreover, the cytoplasmic retention of phosphorylated FoxO transcription factors
enhances their ubiquitination-mediated degradation (25,26). However, prolonged acti-
vation of the PI3K/PKB pathway, and hence inactivation of FoxO transcription factors,
results in an accumulation of cells in G2/M, defective cytokinesis, and a delayed M- to
G1-phase transition (4). Hence, it appears that attenuation of the PI3K/PKB signaling
pathway and subsequent reactivation of FoxO transcription factors is required for G2-
to M-phase progression and cytokinesis (4).

Another forkhead transcription factor that plays a role in regulating cell progres-
sion is FoxM1 (also known as Trident, WIN, HFH-11, and MPP2; 27–30). FoxM1 is
ubiquitously expressed in all proliferating mammalian cells, with its expression levels
rising at the start of DNA synthesis and persisting until the end of mitosis (5). In M-
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phase, FoxM1 is phosphorylated and degraded before M-phase exit (Fig. 2) (5).
Overexpression of FoxM1 accelerated cell cycle time and, consistent with a role in the
latter phases of the cell cycle, elevated FoxM1 levels and increased cyclin B1, but not
cyclin D1 expression (28,30,31). Generation of FoxM1 null mice further implicated a
role for FoxM1 in cell cycle control (6). Dying shortly after birth, homozygous FoxM1

Fig. 1. Regulation of the activity of FoxO transcription factors during the cell cycle. (A) The
activity of FoxO transcription factors is regulated throughout the cell cycle. In G0, the activities
of FoxO transcription factors maintain cells in quiescence. Upon mitogenic stimulation, FoxO
transcription factors are phosphorylated and translocate from the nucleus into the cytoplasm,
and cells progress into G1. FoxO transcription factors also play a role in exit from mitosis, with
activity levels rising in the latter stages of the cell cycle. (B) The activity of FoxO transcription
factors is regulated by the phosphatidylinositol-3 kinase/protein kinase B (PI3K/PKB) signal-
ing pathway. Phosphorylation of FoxO by activated PKB in the nucleus results in the associa-
tion of FoxO with 14-3-3 proteins and translocation of this resulting complex to the cytoplasm.
In the cytoplasm, the FoxO-14-3-3 complex disassociates, and FoxO is either degraded or im-
ported back into the nucleus.
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null mice exhibited cell division defects, namely, polyploidy (6). FoxM1 has been
shown to bind directly to and transactivate the cyclin B1 and CDC25B promoters
(7,31). In view of these findings, FoxM1 has been suggested to play a role in normal
coupling of S-phase to M-phase during cell cycle progression (6,31).

Forkhead transcription factors bind to DNA as monomers, the third α-helix of the
DNA binding domain interacting with the major groove of the DNA. The forkhead
DNA binding site generally is asymmetric and spans approx 15 nucleotides, a sequence
that contains an optimal seven-nucleotide core binding motif (32–34). This consensus
core sequence, (A/G)(C/T)(A/C)AA(C/T)A, is recognized by the majority of forkhead
transcription factors, including FoxM1 (5,32–34). The flanking sequences surrounding
the core consensus sequence also play a role in the binding affinity of the forkhead
transcription factor family (32). Some subclasses of the Forkhead transcription factor
family, including the FoxO subclass, bind sequences that partially diverge from this
consensus motif, such as the insulin response elements, CAAAACAA or TTATTTTG
(18,21). Indeed, the binding efficiencies of different FoxO family members to these
sequences also have been reported to vary. For example, FoxO1 will bind to and acti-
vate the DAF16 family protein binding element 5'-AAGTAACAACTATGTAAACAA-
3', whereas FoxO4 is only minimally responsive to this element, and FoxO3a will not
bind (35). The consensus DNA binding motif of FoxO members has been described as
TTGTTTAC (36).

In this chapter, an electromobility shift assay (EMSA) protocol for measuring DNA
binding of FoxM1 or FoxO transcription factors in mammalian cell nuclear extracts is
described. The method has also been used to measure the DNA binding of a variety of
transcription factors including E2F transcription factors (37). The electrophoretic
mobility shift assay, also called gel retardation or gel shift assay, is one of the most
common techniques used to study specific interactions between transcription factors
and DNA. This method measures the binding of a specific transcription factor to a

Fig. 2. Changes in the expression of FoxM1 during the cell cycle. Consistent with a role in
controlling the coupling of DNA synthesis to mitosis, the expression of FoxM1 rises just prior
to S-phase, peaks in G2-phase, and is degraded prior to exit from mitosis.
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radioactively labeled double-stranded oligonucleotide that contains the transcription
factor’s consensus binding motif. Stable transcription factor–DNA interactions are
visualized following nondenaturing polyacrylamide gel electrophoresis, since bind-
ing of the transcription factor results in a shift in the mobility of the labeled DNA
(Fig. 3). Specificity of binding is determined using competition studies, i.e., unla-
beled double-stranded DNA oligonucleotides containing the binding consensus se-
quence, and/or unrelated or mutated DNA sequences. The addition of unlabeled
double-stranded DNA containing the transcription factor binding motif should result
in a reduction in the intensity of the shifted band. The identity of bound transcription
factors can also be determined using super-shift EMSA assays. In super-shift assays,
a specific antibody that recognizes the transcription factor of interest is incubated

Fig. 3. Diagrammatic representation of an electromobility shift assay. DNA/protein binding
reactions are separated by nondenaturing electrophoresis. Unbound double-stranded (ds) DNA
probe migrates unhindered and is indicated at the bottom of the gel. When the nuclear extract is
omitted from the binding reaction, only the free probe is observed (lane 1). DNA/protein com-
plexes migrate more slowly, and the intensity of the shifted band increases with increasing
amounts of protein bound (lanes 2–4). Nonspecific binding of proteins to the DNA probe can
be visualized by the use of several important controls. Addition of an unlabeled noncompeti-
tive double-stranded DNA should not affect the shift or intensity of the observed shifted DNA-
protein complex (lane 5). However, addition of increasing amounts of unlabeled competitive
probe should result in a progressive decrease in the intensity of the shifted band (lanes 6–8). If
an appropriate antibody is available, supershift assays can also be performed to verify the iden-
tity of the transcription factor(s) present in the shifted DNA/protein complex. Addition of anti-
body results in an additional shift in mobility (lane 10) compared with DNA/protein complexes
alone (lane 9).
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with the protein/DNA complexes, prior to separation on the nondenaturing polyacry-
lamide gel. If the antibody binds to the protein/DNA complex, the migration of the
complexes will be shifted significantly compared with that of the protein/DNA com-
plexes alone (Fig. 3). Super-shift analysis requires the availability of a suitable anti-
body, an antibody that recognizes the native form of the transcription factor when
bound to DNA.

2. Materials
1. Chemicals used in these procedures should be of the best grade commercially available.

All solutions should be prepared with double-distilled sterile water unless otherwise
stated.

2. Nuclear extraction buffer 1: 10 mM HEPES, pH 7.9, 10 mM KCl, 1.5 mM MgCl2, 0.3 mM
Na3V04, 200 µM leupeptin, 10 µM aprotinin, 5 mM dithiothreitol (DTT), 300 µM 4-(2-
aminoethyl)benzenesulfonyl fluoride hydrochloride (AEBSF).

3. Nuclear extraction buffer 2: nuclear extraction buffer 1 containing 0.1% IGEPAL (an
NP-40 substitute).

4. Nuclear extraction buffer 3: 20 mM HEPES, pH 7.9, 420 mM NaCl, 1.5 mM MgCl2, 0.2
mM EDTA, 25% glycerol, 200 µM leupeptin, 10 µM aprotinin, 300 µM AEBSF.

5. All oligonucleotides were synthesized (0.025 µmol synthesis scale), desalted, and
deprotected by Sigma-Genosys (Cambridgeshire, UK). The sequences of the oligonucle-
otides used are listed in Table 1. Lyophilized oligonucleotides must be resuspended prior
to use. Oligonucleotides were dissolved in sterile double-distilled water at a concentra-
tion of 100 µM and stored at –20°C until use.

6. Redivue [γ-32P]ATP was purchased from Amersham Biosciences (Buckinghamshire,
UK). Appropriate care must be taken when using [32P]ATP, and local rules governing the
use of radiochemicals must be followed. For example, appropriate Perspex shielding
should be employed at all times when [32P]ATP is present, such as during the labeling of
double-stranded oligonucleotides or when using labeled double-stranded DNA probes in
binding reactions. Following use of [32P]ATP, work areas should be monitored for 32P
contamination and, if detected, decontaminated appropriately.

7. T4 polynucleotide kinase (T4-PNK) and 10X T4-PNK reaction buffer (Promega,
Southampton, UK).

8. Labeled double-stranded oligonucleotides were purified using Microspin G25 columns
(Amersham Biosciences). These prepacked Sephadex G-25 columns are used for speed
and convenience. Other similar methods for probe purification can be utilized and have
been described (38).

9. TE buffer: 10 mM Tris-HCl, pH 8, 1 mM EDTA, pH 8.
10. 4X EMSA binding buffer: 400 mM KCl, 80 mM HEPES, pH 7.9, 2 mM DTT, 0.8 mM

EDTA, pH 8, 80% glycerol. A stock solution of EMSA binding buffer can be made,
omitting the DTT. Immediately prior to use, add an appropriate amount of DTT to a small
volume of the stock buffer.

11. Double-stranded alternating copolymer, poly-deoxy-inosinic-deoxy-cytidylic acid
(poly[dI-dC]) was purchased from Roche Applied Science (East Sussex, UK). Poly(dI-
dC) is often sold in units, where 1 U is equivalent to 50 µg poly(dI-dC) and will yield an
absorbance of 1 at OD260.

12. 5X Tris-borate-EDTA (TBE) buffer: Add 54 g tris base, 27.5 g boric acid, and 20 mL 0.5
M EDTA, pH 8.0, to 800 mL double-distilled water. Mix until all components dissolve
and adjust to 1L using double distilled water. Store the 5X stock solution in a glass bottle
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Table 1
Oligonucleotides for Measuring FoxO and FoxM1 Binding by EMSA

Transcription Oligonucleotide
factor name Sense oligonucleotide (5'–3') Complementary oligonucleotide (5'–3') Ref.

FoxO1 (FoxO4) DAF16 AAGTAAACAACTATGTAAACAA TTGTTTACATAGTTGTTTACTT 35,36
FoxO IGFBP1 ATTAGATCTTAAATAAATAGATCTTTA TAAAGATCTATTTATTTAAGATCTATT 18
FoxO p130 CATAAATAAATAAGTAAACAAATAAA TTTATTTGTTTACTTATTTATTTATG 21
FoxM1 2X AGCTTGATTGTTTATAAACAGCCCGGG CCCGGGCTGTTTATAAACAATCAAGCT 5
FoxM1 0X AGCTTGATTGCCCATCCCCACCGGG CCCGGTGGGGATGGGCAATCAAGCT 5
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at room temperature. Upon storage of concentrated TBE solutions, a precipitate is some-
times observed. If a precipitate forms, discard the batch and replace.

13. 10% Ammonium persulfate (APS): dissolve 1 g APS in sterile double-distilled water to a
final volume of 10 mL. Aliquots can be stored at –20°C until use.

14. 6% Polyacrylamide gel solution: 6% (v/v) Accugel acrylamide/bis-acrylamide (29:1) so-
lution (National Diagnostics, Yorkshire, UK), 0.5X TBE, 0.1% (w/v) APS, 0.01% (v/v)
N,N,N’,N’-tetramethylethylenediamine (TEMED).

15. 10X Gel loading dye: 250 mM Tris-HCl, pH 7.5, 0.2% bromophenol blue, 40% glycerol.

3. Methods
3.1. Preparation of Nuclear Extracts

3.1.1. Extraction of Nuclear Proteins
Nuclear extracts were prepared using a method based on a protocol first described

by Dignam et al. (39). This modified method allows the rapid preparation of nuclear
extracts without the need for dounce homogenization or dialysis. This method has
been successfully employed by both our laboratory and others to study a range of
different transcription factors, including E2Fs and ATF2 and c-Jun (37,40).

1. Harvest individual cells using standard techniques (e.g., trypsinization of adherent cell
monolayers). Collect individual cells by gentle centrifugation (500g for 5 min; see Note 1).

2. Wash cells in 1 mL 1X PBS, and transfer to a 1.5-mL tube. Centrifuge at low speed
(500g) for 5 min. Discard supernatant, and estimate the packed volume of cells. A maxi-
mum of 250 µL packed cell volume can be prepared in a 1.5-mL tube.

3. For every 50 µL packed cell volume, resuspend the cell pellet in 150 µL ice-cold nuclear
extraction buffer 1. Adjust volumes used accordingly.

4. Vortex cell pellet for 15 s at maximum speed. Incubate on ice for 10 min, vortex again for
15 s, and then centrifuge at 10,000g for 5 min at 4°C.

5. Remove the supernatant, the cytoplasmic fraction, and store, if required, in aliquots at –
80°C. It might be necessary to wash the pellet to remove additional cytoplasmic proteins.
If this is required, wash the pellet once with 500 µL ice-cold 1X PBS

6. Resuspend the pellet in 150 µL nuclear extraction buffer 2. Vortex to mix, incubate on ice
for 10 min, and then vortex again. Centrifuge at 10,000g for 5 min at 4°C. Discard the
supernatant fraction.

7. Resuspend the nuclear pellet in 50 µL nuclear extraction buffer 3 and incubate samples
on ice for 1 h, with regular vortexing (every 5–10 min).

8. Centrifuge samples at 10,000g for 5 min at 4°C. Transfer nuclear extracts (supernatant) to
fresh tube, aliquot into 5 µL aliquots, and snap freeze in liquid nitrogen (see Note 2).
Store aliquots of nuclear extracts at –80°C. Retain one aliquot for protein quantification
(see Note 3).

3.2. Estimation of Protein Concentrations of Nuclear Extracts
Protein concentrations can be determined by the method described by Bradford

(41). This is a simple colorimetric assay that measures the color change occurring
when proteins are complexed with Brilliant Blue G dye.

1. Prepare a protein solution of known concentration, e.g., a solution of bovine serum albu-
min (BSA), type V (Sigma-Aldrich) at 1 mg/mL in sterile double-distilled water. This
protein standard should be stored frozen at –20°C in 80 µL aliquots for future use.
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2. In duplicate, prepare a series of dilutions of the protein standard (e.g., 1, 2, 5, 10, and 20
µL) in 800 µL double-distilled water. Similarly, prepare suitable dilutions of the protein
sample of unknown protein concentration in 800 µL double-distilled water. The dilution
required will depend on the concentration of unknown protein; a suitable starting dilution
for nuclear extracts is 1 µL protein in 800 µL double-distilled water.

3. Add 200 µL Bradford reagent (Sigma), vortex to mix, and incubate for 5–30 min.
4. Using disposable plastic spectrophotometer cuvets, measure the absorbance at 595 nm

using a spectophotometer.
5. Protein concentrations of unknown samples then can be determined using the BSA stan-

dard curve.

3.3. Electrophoretic Mobility Shift Assays
EMSAs measure the effect that binding of protein(s) has on the electrophoretic

mobility of the double-stranded DNA probe. This section describes how to prepare
and radioactively label double-stranded oligonucleotide probes, DNA–protein bind-
ing reactions, and nondenaturing polyacrylamide gel electrophoresis (PAGE).

3.3.1. Annealing of Single-Stranded Complementary Oligonucleotides
1. Resuspend lyophilized oligonucleotides in sterile double-distilled water to generate a

stock solution of 100 µM. Transfer equal volumes of sense and antisense complementary
oligonucleotides to a sterile 1.5-mL plastic tube.

2. Incubate oligonucleotides at 95°C for 5 min in a heating block or water bath. Turn off
heating block or water bath, and allow complementary oligonucleotides to anneal by cool-
ing slowly to room temperature (see Note 4).

3. Store double-stranded oligonucleotides at –20°C until required.

3.3.2. Radioactive Labeling of Double-Stranded Oligonucleotides
Double-stranded oligonucleotides are labeled using T4 PNK. T4 PNK catalyzes

transfer of the γ-phosphate group from [γ-32P]ATP to the 5'-hydroxyl terminus of the
oligonucleotide.

1. In a sterile microcentrifuge tube, add in the following order: 10 pmol double-stranded oli-
gonucleotide, 2.5 µL 10X T4 PNK kinase buffer, 10 U T4 PNK enzyme, 25 µCi [γ-32P]ATP.
Adjust the reaction volume to 25 µL using sterile double distilled water, and mix gently.

2. Incubate labeling reaction at 37°C for 30 min.
3. Stop labelling reaction by adding 2 µL of 0.5 M EDTA, pH 8.0. Mix well (see Note 5).
4. Briefly spin labeling reaction in a microcentrifuge to collect any condensation that has

formed. Store reaction on ice prior to purification (see Subheading 3.3.3.).

3.3.3. Purification of Labeled Probe
Although often considered an optional step, the removal of unincorporated [γ-

32P]ATP from the labeled double-stranded oligonucleotide probe will significantly
reduce the background observed in EMSAs. There are many methods for purifying
radioactive probes, and the choice of which will depend on the type of probe used,
cost, and time constraints. For oligonucleotide probes greater than 10 nucleotides in
length, G25 Sephadex columns are routinely used. Ethanol precipitation can also be
used to purify larger double-stranded probes. In our laboratory, Microspin G-25 col-
umns (Amersham Biosciences, Buckinghamshire, UK) are used for convenience.
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1. Prepare Microspin G-25 column by resuspending the resin by vortexing gently. Loosen
the cap, and break off the bottom closure.

2. Place column in a sterile 1.5-mL microcentrifuge tube, and spin column at 700g for 1 min
(see Note 6).

3. Wash column once with 200 µL TE buffer.
4. Place column in a fresh sterile 1.5-mL microcentrifuge tube, and carefully apply the probe

to the center of the resin bed. Do not disturb the resin (see Note 7).
5. Spin the column for 2 min at 700g. Unincorporated nucleotides will be retained in the

column, and purified probe will be collected in the fresh microcentrifuge tube.
6. Discard the column containing unincorporated radioactive nucleotides.
7. Purified labeled double-stranded oligonucleotide probes should be stored at –20°C (see

Note 8).

3.3.4. Preparation of a Nondenaturing Polyacrylamide Gel

A 6% nondenaturing polyacrylamide gel should be prepared before setting up bind-
ing reactions, as it takes at least 2 h to prepare and prerun the gel prior to loading the
DNA/protein complexes. Routinely, our laboratory separates DNA/protein complexes
on 20 × 20-cm, 1.5-mm-thick nondenaturing polyacrylamide gels. Other gel sizes also
can be used.

1. Clean glass plates, spacers, and comb well, and assemble the plates and spacers ready to
pour the gel (see Note 9).

2. For a 20 × 20-cm gel, combine in the following order: 8 mL 30% acrylamide/bis-
acrylamide (29:1) solution, 4 mL 10X TBE, 800 µL 10% (w/v) APS, and 80 µL TEMED.
Briefly mix the gel solution prior to pouring the gel (see Note 10). Insert the comb, ensur-
ing that bubbles are excluded. Allow gel to polymerize for 1 h at room temperature (see
Note 11).

3. Once it is polymerized, carefully remove the comb from the gel. Carefully wash any
unpolymerized acrylamide from the wells using 0.5X TBE buffer.

4. Prerun the gel in 0.5X TBE for 1 h at 100 V in a cold room (4°C; see Note 12).

3.3.5. Protein/DNA Binding Reactions

The DNA binding reactions should be performed while the polyacrylamide gel is
prerun (see Subheading 3.3.4.). Nuclear extracts are mixed with the radioactively
labeled DNA probe, and the mixture is incubated. During this incubation, specific
proteins bind to the DNA consensus binding sequences in the probe. Nonspecific DNA
binding is reduced by the addition of carrier DNA, poly(dI-dC) (see Note 13). Speci-
ficity of the DNA-protein binding is verified using a series of control reactions. First,
in one binding reaction, the nuclear extract is omitted, to demonstrate the migration of
the free DNA probe. The addition of unlabeled DNA probe to another binding reaction
verifies the specificity of the DNA/protein complex because the “cold” probe should
compete for transcription factor binding and thus reduce the intensity of the shifted
DNA/protein complex. Finally, an unlabeled DNA probe, known not to contain the
binding motif for that transcription factor, is added to a binding reaction. In this non-
competitive control binding reaction, the shifted DNA/protein complexes should be
unaffected, since the transcription factor(s) measured should only bind to the labeled
DNA probe.
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1. Thaw Nuclear Extracts on ice (see Note 14).
2. To prepare a working stock of EMSA binding buffer, add 1 µL 1 M DTT to 500 µL

EMSA binding buffer, and mix well.
3. For each binding reaction, to a fresh 1.5-mL microcentifuge tube, add 5 µL EMSA bind-

ing buffer, 1 µL poly(dI-dC) (see Note 13), and 10–20 µg nuclear extract. Adjust reaction
volume to 20 µL using sterile double-distilled water.

4. For noncompetitive and competitive control binding reactions, to fresh 1.5-mL
microcentrifuge tubes, add 1 µL cold competitive or noncompetitive double-stranded oli-
gonucleotides (see Subheading 3.3.1.) to 5 µL EMSA binding buffer, 1 µL poly(dI-dC),
and 10–20 µg nuclear extract. Adjust reaction volume to 20 µL using sterile double-
distilled water. Mix well, and incubate on ice for 20 min prior to addition of the radioac-
tively labeled probe.

5. For a probe-only control reaction, to a fresh 1.5-mL microcentrifuge tube add 5 µL EMSA
binding buffer and 1 µL poly(dI-dC). Adjust reaction volume to 20 µL using sterile
double-distilled water.

6. Add 1 µL 32P-labeled double-stranded oligonucleotide to each binding or control reac-
tion. Mix gently, and incubate for 10 min at room temperature (see Note 15).

7. To each binding reaction, add 5 µL 5X EMSA loading dye, and mix gently. Store reac-
tions on ice until polyacrylamide gel is ready to load.

3.3.6. Polyacrylamide Gel Electrophoresis
1. Load 25 µL samples on the prerun gel, and run the gel at 4°C in 0.5X TBE buffer at 200

V for 2.5 h. The bromophenol blue dye front should have migrated approximately three-
fourths of the way down the gel (see Note 16).

2. Once the gel has run, carefully transfer the gel onto 3MM paper, and cover with plastic
wrap. Dry the gel in a gel dryer under vacuum for 2 h at 80°C.

3. Expose the dried gel to a storage phosphor screen overnight, and scan the screen using a
PhosphorImager system. Alternatively, the dried gel can be exposed to X-ray film with
intensifying screens overnight at –70°C (see Note 17). Examples of representative FoxM1
and FoxO electromobility shift assays are shown in Figs. 4 and 5, respectively.

4. Notes
1. Alternatively, cell monolayers can be washed with ice-cold PBS and cells scraped directly

into ice-cold nuclear extraction buffer 1. Use 150 µL nuclear extraction buffer 1 for cells
cultured in a single 60-mm dish. Adjust volumes accordingly.

2. Nuclear extracts must be snap-frozen in liquid nitrogen and stored at –80°C to retain their
integrity. Frozen aliquots are stable for up to 6 mo at –80°C. Once thawed, nuclear extracts
should not be refrozen and should be discarded.

3. Other methods of protein quantification can be used. If using an alternative method, ensure
that the method is compatible with the detergents used.

4. Annealing of oligonucleotides can also be performed in a water bath or thermocycler. If
you are using a water bath, heat oligonucleotides and then switch off the water bath. If
you are using a thermocycler, establish a program that holds the oligonucleotide mixture
at 95°C for 5 min and then gradually drops the temperature 1°C every minute until room
temperature is reached.

5. Some end-labeling protocols will recommend that the labeling reaction be heated at 65°C
for 10 min to inactivate the T4 PNK enzyme. This will result in denaturation of the double-
stranded oligonucleotide probe and should be avoided.
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6. In a standard benchtop microcentrifuge, 700g corresponds to approx 2000 rpm.
7. Application of the labeling reaction to the center of the resin bed without disturbing the

resin is important to achieve maximum separation of labeled probe from unincorporated
nucleotides.

Fig. 4. A representative electromobility shift assay demonstrates FoxM1 binding in the Rat1
fibroblast cell line. Rat1 cultures were serum-starved for 48 h prior to stimulation with 10%
FCS for 0, 12, or 24 h. Treated cells were harvested and FoxM1 binding measured by EMSA
performed as described in Subheading 3.3. DNA binding to labeled double-stranded “2X”
oligonucleotide (see Table 1) is shown. Migrating free probe (Free Probe) and the shifted band
indicating specific FoxM1 binding (FoxM1) are shown by arrows. The probe-only (No Extract)
and cold “2X” (Cold 2X) and “OX” (Cold OX) competition assay controls are also indicated.
The FoxM1 DNA binding observed is consistent with the reported expression of FoxM1 during
cell cycle progression, with FoxM1 levels rising in late G1, through S-phase into G2/M, where
it is degraded prior to exit from mitosis.
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Fig. 5. A representative electromobility shift assay demonstrates changes in FoxO binding in
nuclear extracts from serum-stimulated rat cardiomyocytes. Primary rat neonatal cardiomyocytes
were serum-starved from 48 h prior to stimulation with 20% FCS for 0, 2, 4, 8 or 24 h. Treated
cells were harvested and FoxO binding measured by EMSA performed as described in Subhead-
ing 3.3. DNA binding to labeled double-stranded DAF16 oligonucleotide (see Table 1) is shown.
Migrating free probe (Free probe), a nonspecific shifted band, and the shifted band indicating
specific FoxO binding (FoxO) is shown by arrows. Probe-only control reaction (No Extract) is
also indicated. FoxO DNA binding in cardiomyocytes decreases transiently with serum stimula-
tion but levels return to that of serum-starved cultures within 4 h.
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8. The labeled double-stranded oligonucleotide probes can be stored at –20°C for up to 1
wk. After this time, the intensity and quality of the shifted DNA/protein complexes on
resultant EMSA will deteriorate.

9. The binding interaction between DNA and certain transcription binding factors is very
sensitive to detergents. It is necessary to ensure that all polyacrylamide electrophoresis
equipment and glassware used is detergent-free.

10. Other sizes of gels can be used. If separating DNA/protein complexes on a different sized
gel, please adjust volumes of gel mixture. For a minigel, 10 mL of 6% nondenaturing gel
solution will be sufficient.

11. It is important to allow the gel to polymerize fully. It is also possible to pour a gel the day
before it is needed and allow it to polymerize overnight at 4°C. If you are storing a
prepoured gel overnight, wrap the gel well in plastic film to ensure that gel shrinkage
does not occur.

12. The stability of DNA/protein complexes can be affected by temperature. Although some
EMSAs can be performed successfully at room temperature, our laboratory routinely runs
all EMSAs at 4°C.

13. Sheared salmon sperm DNA is sometimes used as a carrier DNA. For EMSAs this should
be avoided, as the sheared DNA might contain the consensus binding motif for the tran-
scription factor being studied and interfere with the transcription factor binding, much
like a cold competitor control. Use of poly(dI-dC) avoids this problem.

14. It is important to thaw nuclear extracts on ice, since it will reduce protein degradation.
Protein degradation might result in the observation of multiple shifted bands.

15. The binding interaction between DNA and certain transcription binding factors can be
very sensitive to temperature; binding reactions are often incubated on ice. FoxO and
FoxM1 transcription factors appear to bind equally well to the DNA binding sequences
used in this protocol when incubated at room temperature for 10 min or on ice for 30 min.

16. If the bromophenol blue dye front has migrated three-quarters of the length of the gel, the
free probe front should still be visible on the gel.

17. Exposure times will vary. Overnight exposure to a Phosphorimager storage screen is suf-
ficient to visualize FoxMI and FoxO DNA binding. If you are using X-ray film, extended
exposure time might be necessary.
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Measurement of Geminin Activity in Xenopus Egg Extracts

Thomas J. McGarry

Summary
Geminin is an unstable protein that inhibits DNA replication by interfering with the assem-

bly of prereplication complex at replication origins. Geminin is thought to prevent a second
round of replication during late S- or G2-phase. The protein is destroyed by ubiquitin-depen-
dent proteolysis during mitosis, allowing a new round of replication in the next cell cycle. This
chapter describes protocols for measuring the stability of geminin and two of its activities, the
inhibition of replication and the inhibition of pre-RC loading.

Key Words
 Geminin; DNA Replication; ubiquitin-dependent proteolysis; prereplication complex; re-

replication; cell cycle; S-phase; mitosis; anaphase-promoting complex.

1. Introduction
To maintain a stable genome, it is vitally important that every origin of replication

initiates DNA synthesis only once during each S-phase. The protein geminin provides
one mechanism that prevents a second round of origin firing (1). Geminin is an un-
stable protein that inhibits DNA replication by interfering with the assembly of pre-
replication complex (pre-RC). Pre-RC is a collection of essential replication factors
that assembles on origins of replication before DNA synthesis begins. The compo-
nents of pre-RC include the origin recognition complex (ORC), Cdc6, and the
minichromosome maintenance (MCM) complex (Fig. 1). Geminin directly binds to a
component of pre-RC called Cdt1 (2,3). The exact function of Cdt1 is not clear, but the
protein is required for the addition of the MCM complex, the putative replication
helicase.
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A single round of origin firing is permitted because the concentration of geminin is
regulated by selective protein degradation as cells pass through the different stages of
the cell cycle (1). Geminin is absent during G1-phase, the time when pre-RC assembles.
At the G1/S transition, geminin begins to accumulate, and further origin loading is
inhibited. Geminin persists throughout S-, G2-, and early M-phase, and at the
metaphase/anaphase transition geminin is abruptly destroyed by ubiquitin-dependent
proteolysis. The destruction of geminin allows the origins to load replication factors in
the next cell cycle, and the process begins anew.

Geminin is ubiquitylated by a multisubunit E3 ubiquitin–protein ligase called the
anaphase-promoting complex (APC) or the cyclosome (1). APC ubiquitylates a small
group of regulatory proteins that includes geminin and the B-type cyclins. It recog-
nizes a nine-amino acid motif on its substrates called the destruction box. The activity
of APC is dependent on the stage of the cell cycle. The complex is switched on at the
metaphase/anaphase transition and remains active until the G1/S transition, when it is
switched off. The mechanisms that regulate APC activity are the subject of current
research. The pattern of APC activation dictates that geminin will accumulate only
during S-, G2-, and early M-phase, the times in the cell cycle when origin refiring
must be prevented.

This review describes several protocols that demonstrate various aspects of
geminin’s biology. The first procedure demonstrates the degradation of geminin in
mitotic cell extracts. The second procedure demonstrates the inhibition of DNA repli-
cation by geminin, and the third procedure demonstrates how geminin interferes with
pre-RC assembly.

The procedures are performed using extracts that are prepared by crushing Xenopus
eggs in a centrifuge (Fig. 2). These extracts reproduce cell cycle reactions in vitro, and
they can be manipulated to carry out the reactions characteristic of different cell cycle
stages (4). When the eggs are laid, they are arrested in metaphase of the second meiotic
division by cytostatic factor (CSF). CSF-arrested extracts can condense chromosomes
and assemble a mitotic spindle in vitro but will not replicate DNA or degrade geminin.
When an egg is fertilized, an influx of extracellular calcium breaks the CSF arrest and
triggers progression from metaphase to anaphase and subsequently into S-phase of the
next cell cycle. In the same way, geminin degradation and DNA replication can be
triggered in vitro by adding calcium to a CSF-arrested extract (Fig. 2, right panel; pro-
tocol in Subheading 3.2.). Eggs can also be activated before crushing by placing them
in a calcium-rich solution and adding a calcium ionophore. Extracts made from acti-
vated eggs can be arrested in either interphase or mitosis by controlling the concentra-
tion of B-type cyclins, which are absolutely required for the activity of the mitotic
protein kinase Cdc2 (Fig. 2, left panel). The extract is trapped in interphase by adding
cycloheximide, which prevents the synthesis of B-type cyclins. Alternatively, the ex-
tract is trapped in mitosis by adding cyclin B ∆90, a nondegradable mutant that lacks a
destruction box (3). Because of the differential activity of APC, geminin is degraded by
mitotic extract but not by interphase extract (protocol in Subheading 3.1.).
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2. Materials

1. The water for making solutions should be double distilled or from a Milli-Q still
(Millipore). Chlorinated tap water is quite toxic to frogs and should never be used.
Frogs and their eggs maintain their health better at temperatures slightly cooler than room
temperature (18–22°C). Water taken directly from the still is often slightly warmer than
room temperature and should be allowed to cool before use.

2. Details on the care and feeding of Xenopus adults are given by Wu and Gerhart (6).

2.1. Determination of Mitotic Stability

1. 1X MMR (Marc’s Modified Ringer’s): 100 mM NaCl, 2 mM KCl, 2 mM CaCl2, 1 mM
MgCl2, 5 mM HEPES-NaOH pH 7.4. Make 5 L of a 10X stock, and autoclave. Stable for
>1 yr at room temperature.

Fig. 1. Geminin inhibits rereplication. During G1 phase, prereplication complex (pre-RC)
loads onto origins of replication. When DNA synthesis begins during S-phase, Cdt1 is bound
by geminin. This prevents a second round of pre-RC loading. The degradation of geminin dur-
ing mitosis allows pre-RC to load during the following G1 phase. MCM, minichromosome
maintenance complex; ORC, origin recognition complex. (Adapted from ref. 10.)
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2. Human chorionic gonadotropin (HCG; Sigma, cat. no. CG-10). Add 10 mL of water to a
vial containing 10,000 U lyophilized solid. Stable at 4°C for several weeks.

3. Pregnant mare serum gonadotropin (PMSG; Calbiochem, cat. no. 367222). Add water to
solid to make 1000 U/mL. Freeze in small aliquots, and store at –20°C. Stable for at least
several months.

4. 5% Gelatin (Fisher Scientific, cat. no. G8-500 or equivalent). Make a slurry of 2.5 g
gelatin in 50 mL Milli-Q water in a sterile 250-mL Erlenmeyer flask. Dissolve the gelatin
by placing the flask in boiling water. Store the molten solution at 37°C so that the gelatin
does not set. The solution may be reused for 1–2 wk provided that it remains sterile.

5. Dejellying solution: 2% L-cysteine (Sigma, cat. no. C7352), pH 7.80. Oxidized by air.
Prepare fresh on the day of the experiment.

Fig. 2. Preparation of Xenopus egg extracts. (Right) Interphase and mitotic extracts for pro-
tein stability studies. Unfertilized eggs are activated with calcium ionophore, packed in a cen-
trifuge tube, and crushed by spinning. To make interphase extract, the cytoplasmic (middle)
layer is collected and cycloheximide (CYX) is added to inhibit the synthesis of B-type cyclins.
To make mitotic extract, an nondegradable mutant of B-type cyclin is added to interphase ex-
tract. (Left) Cytostatic factor (CSF)-arrested extract for DNA replication studies. Metaphase-
arrested eggs are crushed without activation. Cycloheximide is added to prevent the extract
from resynthesizing B-type cyclins after activation. The replication reaction is started by add-
ing calcium chloride to the extract.
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6. Ionophore A23187 (Sigma, cat. no. C7522): 10 mg/mL in dimethylsulfoxide (DMSO).
Divide into 10-µL aliquots and freeze. Stable for >5 yr at –80°C.

7. Extract buffer (XB): 100 mM KCl, 0.1 mM CaCl2, 1 mM MgCl2, 10 mM HEPES-KOH,
pH 7.7, 50 mM sucrose. Prepare fresh from stocks of 1 M HEPES-KOH, pH 7.7 (filter-
sterilize and store aliquots at –20°C), 1.5 M sucrose (filter-sterilize and store aliquots at –
20°C), and 20X XB salts (2 M KCl, 2 mM CaCl2, 20 mM MgCl2; filter-sterilize and store
at 4°C). Each component solution is stable for months.

8. 1000X Protease inhibitors: 10 mg/mL each of leupeptin (Chemicon, cat. no. EI8),
pepstatin (Chemicon, cat. no. EI9), and chymostatin (Chemicon, cat. no. EI6) in DMSO.
Stable for years at –80°C.

9. 1000X Cytochalasin B (Sigma, cat. no. C-6762). Make a 10 mg/mL stock in DMSO.
Stable for years at –80°C.

10. Oil: we use Niosil M25, distributed by TAI Lubricants (PO Box 1579, Hockessin DE
19707; 302-326-0200).

11. 100X Cycloheximide (Sigma, cat. no. C-7698): 10 mg/mL in water. Make fresh every
time.

12. 20X Energy mix: 150 mM creatine phosphate (= phosphocreatine, Sigma, cat. no. P 7936),
20 mM ATP (diluted from a 100 mM ATP solution; Amersham cat. no. 27-2056-01), 2
mM EGTA, 20 mM MgCl2. Store in 50-µL aliquots at –80°C. Stable for years.

13. 1X Polyacrylamide gel sample buffer: 50 mM Tris-HCl, pH 6.8, 100 mM dithiothreitol
(DTT), 2% (w/v) sodium dodecyl sulfate (SDS), 0.1% or less bromphenol blue, 10% (v/
v) glycerol. Store in 1-mL aliquots at –20°C. Stable for at least a year.

2.2. Preparation of Demembranated Sperm DNA

1. Tricaine anesthetic solution: dissolve 1.0 g sodium bicarbonate in 1 L of water. Add 1.0 g
of tricaine (ethyl-3-aminobenzoate, methane sulfonate salt; Sigma, cat. no. A 5040). The
bicarbonate must be in solution before the tricaine is added or an insoluble oil forms.
Wear gloves while handling the anesthetic solution. Store at room temperature. The solu-
tion slowly becomes discolored but is usable for about 4 mo.

2. XN buffer: 50 mM HEPES-KOH, pH 7.0, 250 mM sucrose, 75 mM NaCl, 0.5 mM
spermidine hydrochloride (Sigma, cat. no. S2501), 0.15 mM spermine hydrochlo-
ride (Sigma S1141).

3. XN with 3% BSA: Float 3g of powdered bovine serum albumin (BSA; Roche, cat. no.
100 350) on top of 100 mL of XN in a beaker with a stir bar. Stir gently until the BSA is
in solution. Filter-sterilize, and store at 4°C. Stable for at least a year as long as it remains
uncontaminated.

4. XN with 50% glycerol: mix 120 g of glycerol with 120 mL of a 2X stock of XN. Filter-
sterilize, and store at 4°C. Stable for at least a year.

5. Lysolecithin (lyso-phosphatidylcholine; Sigma, cat. no. L4129). Make a fresh 2 mg/mL
solution in XN each time.

6. Hoechst 33342 (Sigma, cat. no. B2261): 10 mg/mL stock in water.

2.3. Preparation of CSF-Arrested Extracts for DNA Replication

1. CSF extract buffer (CSF-XB): 100 mM KCl, 0.1 mM CaCl2, 2 mM MgCl2, 10 mM
HEPES-KOH, pH 7.7, 50 mM sucrose, 5 mM EGTA, pH 7.7. Prepare fresh from stock
solutions as for extract buffer (XB, Subheading 2.1., item 7). Note that the composition
of the salts is slightly different than for XB and that EGTA must be added.
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2. 20X CSF Energy mix: 150 mM creatine phosphate (= phosphocreatine, Sigma, cat. no.
P7936), 20 mM ATP (diluted from a 100 mM ATP solution; Amersham, cat. no. 27-2056-
01), 20 mM MgCl2. Note that the composition is slightly different from that of energy
mix (Subheading 2.1., item 12). Stable for years at –80°C.

3. Sperm dilution buffer (SDB): 5 mM HEPES-KOH, pH 7.7, 150 mM sucrose, 100 mM
KCl, 1 mM MgCl2. Aliquot and store at –20°C.

4. Nuclear fixation buffer: Mix 10 µL 1X MMR, 30 µL 37% formaldehyde (handle in a
fume hood), 60 µL of 80% glycerol (w/w), and 1 µL of 100 ng/mL Hoechst 33342. Pre-
pare fresh every time. Dispose of formaldehyde as organic waste.

2.4. Inhibition of DNA Replication by Geminin
1. Geminin dilution buffer: 10 mM HEPES-NaOH, pH 7.7, 300 mM NaCl.
2. Replication start mix: for each reaction, mix 0.1 µL [α-32P]dATP or dCTP (10 mCi/mL,

3000 Ci/mmol), 1.3 mL of 10X calcium solution in SDB (concentration determined in
Subheading 3.2.2., step 4), and 21,000 sperm DNA templates in a volume of 0.4 µL
(Dilute sperm stock with SDB to get appropriate concentration.)

3. Replication stop mix: 20 mM Tris-HCl, pH 8.0, 20 mM EDTA, 0.5% SDS. Stable at room
temperature for years.

4. Protease K (Roche, cat. no. 745 723): make 10 mg/mL in 10 mM HEPES-KOH, pH 7.4,
50% glycerol (w/v).

5. 100% Trichloroacetic acid (TCA): add 227 mL of water directly to a stock bottle contain-
ing 500 g of TCA (Fisher, cat. no. A322-500). Stable at 4°C for at least a year. Caution:
Handle all TCA-containing solutions with gloves and eye protection.

6. 10% TCA/sodium pyrophosphate: dilute 100% TCA 1:10, and add 2 g sodium pyrophos-
phate decahydrate (Sigma, cat. no. S 6642) per 100 mL.

2.5. Analysis of Pre-RC Loading

1. Chromatin binding buffer: 100 mM KCl, 2.5 mM MgCl2, 50 mM HEPES-KOH, pH 7.5,
0.25% Triton X-100. Store cold; stable for at least a few weeks.

2. Cushion solution: 100 mM KCl, 2.5 mM MgCl2, 50 mM HEPES-KOH pH 7.5, 30% su-
crose. Filter-sterilize and store at 4°C. Stable for at least a few weeks.

3. Methods
3.1. Determination of Mitotic Stability

This assay is used to measure the half-life of geminin (or any protein) during inter-
phase or mitosis (7). Radioactively labeled geminin is prepared by transcribing and
translating a geminin-encoding plasmid in reticulocyte lysate in the presence of
[35S]methionine. The crude reticulocyte lysate containing the radioactive protein is
mixed with interphase or mitotic cell extracts and incubated at room temperature.
Aliquots are removed at timed intervals, and the amount of protein remaining is quan-
titated by electrophoresis and autoradiography (Fig. 3).

3.1.1. Preparation of Interphase and Mitotic Egg Extracts
This procedure is slightly modified from the method described by Murray (4).

1. The day before the experiment, inject two to four adult female frogs with 800–1000 U of
HCG to induce ovulation. Place each frog in approx 2 L of MMR at 19–20°C overnight.
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2. The next morning inspect the eggs laid by each frog under a dissecting microscope to
determine their quality (Fig. 4). The success of the experiment depends in large part on
the selection of the highest quality eggs. High-quality eggs are uniformly pigmented
throughout the animal pole, do not burst open or activate spontaneously (evidenced by
contraction of the cortical pigment), and are firm to pressure (do not collapse flat when
placed in a dry Petri dish). For the best results, use only the eggs from a single frog (a
“single malt” extract in the vernacular). For optimal results, use only eggs that are freshly
expressed from the frog’s cloaca by squeezing her flanks.

3. Collect the eggs in a 600-mL beaker that has been coated with a 5% gelatin solution and
allowed to set (see Note 1). If necessary, rinse the eggs in 1X MMR to remove dead skin,
feces, and other debris (~200 mL/rinse, pour on–pour off).

4. To remove the jelly coat surrounding the eggs, pour off the MMR, and replace it with
approx 200 mL of freshly prepared dejellying solution. Gently agitate the eggs every
minute or so. Once the jelly has been removed, the eggs will sink to the bottom of the
beaker more quickly and will pack together more closely (Fig. 3, compare A and B).
When the jelly appears to be completely removed, replace about half the supernatant with
fresh dejellying solution, and continue the incubation for another 1–2 min with intermit-
tent swirling. Once the jelly coat has been removed, it is necessary to keep the eggs sub-
merged at all times.

5. Carefully pour off the cysteine dejellying solution, and rinse the eggs three times with 1X
MMR (pour on–pour off).

6. To activate the eggs, pour off the MMR, and add a solution of 0.4 µg/mL calcium iono-
phore A23187 in 1X MMR. Incubate the eggs in this solution for exactly 3 min, and then
rinse three times with fresh 1X MMR. Successful activation is indicated by the simulta-
neous contraction of the animal pigment in all eggs (Fig. 3C). The eggs usually activate
during the MMR rinses. Let the activated eggs sit in MMR for 15 min. During this time
remove any eggs that do not show cortical contraction. Act quickly because the contrac-
tion is only sustained for a few minutes. Rinse three times with XB buffer (pour on–pour
off). During the rinses, remove any dead or damaged eggs (bloated white eggs that work
their way to the top of the pile).

7. Place 1 mL of XB containing 1X protease inhibitors and 10X cytochalasin B (10X = 100
µg/mL) in a Beckman Sw55 centrifuge tube (Beckman, cat. no. 344057) or equivalent
(see Note 2). Transfer the eggs to these tubes using a Pasteur pipet that has been broken

Fig. 3. Degradation of geminin C180 by mitotic extract. A plasmid encoding a geminin
mutant in which amino acids 180–219 are deleted was translated in vitro and added to inter-
phase or mitotic extract as described in the text. The protein is stable in interphase extract but is
rapidly degraded by mitotic extract. Three radioactive bands are seen because of false initiation
at two internal methionines.
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off and flame-polished at the tip to give an opening of 3–4 mm. Be careful to transfer as
little liquid as possible.

8. After transfer, withdraw as much liquid as possible and spin the eggs in a clinical centri-
fuge at 1000g for 15 s. Remove as much liquid as possible and layer 0.5–1.0 mL of oil
over the eggs. Spin at 1000g for 2 min, and again remove as much liquid as possible (see
Note 3).

9. Chill the packed eggs in ice water for 10 min.
10. Spin the packed eggs at 9500g for 10 min at 4°C in a Beckman SW55 rotor or equivalent.

The centrifugation crushes the eggs and separates their components into three phases that
layer on top of each other like a parfait (Fig. 2). The top (yellow) layer is lipid, the middle
(tan or gray) layer is egg cytoplasm, and the bottom (green or black) layer is yolk platelets

Fig. 4. A gallery of Xenopus eggs. (A) Xenopus eggs before removal of the jelly coat, which
is rendered visible by a slight coating of debris. Note that the jelly prevents the eggs from
touching each other. (B) Xenopus eggs after removal of the jelly coat. The eggs pack together
more tightly. (C) Xenopus eggs immediately after activation with ionophore. The surface pig-
ment has contracted so that the animal pole appears darker and smaller. This cortical contrac-
tion relaxes after a few minutes. (D) Damaged Xenopus eggs. Three of the eggs in this field
were damaged when the female was squeezed (arrows). One has completely lysed (top), and
the other two have spontaneously activated, as evidenced by contraction of the surface pigment
and a splotch of white cytoplasm on the egg at the right. Small numbers of damaged eggs can be
removed during extract preparation, but if too many are damaged this becomes impractical. (E)
Mottled Xenopus eggs. The mottled pigmentation pattern indicates that these eggs have poor
quality. Healthy eggs have an even coating of surface pigment with a single white spot near the
apex (B).



Geminin 271

and pigment granules. There is usually a thin layer of light-colored material at the inter-
face between the bottom and middle layers.

11. To collect the extract puncture the tube with a 20-gage needle just above the interface
between the middle and bottom layer, and allow the cytoplasmic fraction to drip by grav-
ity into a collection tube on ice. The drip rate can be increased by draping a small piece of
Parafilm over the hole to break surface tension. Avoid contaminating the cytoplasmic
fraction with the lipid layer. From this point onward the extract should be kept on ice.

12. Measure the volume of extract and add protease inhibitors, cytochalasin B, and energy
mix to a final concentration of 1X. Mix by inversion, and collect the extract in the bottom
of the tube by spinning for 1–2 s in a nanofuge.

13. The extract can be used directly if it is straw-colored, uncontaminated by lipid, and
slightly turbid. If the extract is gray-black or contaminated by significant amounts of lipid
or oil, it can be clarified by a second spin in the SW55 at a slightly lower speed (7500g)
for 10 min. For this step we routinely use long, thin centrifuge tubes (Beckman, cat. no.
344090) that fit into adapters for the SW55. Collect the clarified extract by puncturing the
tube as before.

3.1.2. Degradation Reactions
1. Add cycloheximide to the extract to make the final concentration 100 µg/mL. Remove

one aliquot (the interphase extract).
2. To another aliquot (the mitotic extract), add recombinant cyclin B ∆90 to a final concen-

tration of 50 µg/mL. Cyclin B ∆90 is a mutant of sea urchin cyclin B drives the extract
into a stable mitotic state (3). The ∆90 protein cannot be destroyed because it lacks a
destruction box. Incubate both the interphase and mitotic extract at room temperature for
45 min.

3. Prepare radioactive geminin (or any other test protein) by transcribing and translating a
plasmid cDNA clone in reticulocyte lysate in the presence of [35S]methionine (Promega
TnT Kit; see Note 4). At the end of the reaction, add cycloheximide to 100 µg/mL to
inhibit further translation.

4. Combine the reticulocyte lysate containing radioactive geminin with either the mitotic
extract or the interphase extract in a ratio of 1:3 by volume. Typically we use 8 µL of
translation lysate and 24 µL of egg extract. Mix the two viscous solutions thoroughly by
stirring and pipeting up and down, taking care not to introduce air bubbles.

5. Incubate the mixture at room temperature. At designated times (t = 0, 5, 10, 20, and 40
min after mixing) remove a 6-µL aliquot from the mixture and add it to 30 µL of 1X
polyacrylamide gel sample buffer. Vortex and store on ice.

6. After all the samples have been collected, run about one-third of each time-point on a
polyacrylamide gel, and visualize the radioactive proteins by autoradiography
Typical results are shown in Fig. 3. Geminin is stable in interphase extract but is rapidly
degraded by mitotic extract, with a half-life of about 15 min. Half-lives are measured by
quantitating the band intensity at each time-point with a PhosphorImager and fitting the
results to an exponential decay curve. The half-life is calculated from the initial portion
of the curve if the decay if the plot of log(intensity) vs time is not linear.

3.2. Inhibition of DNA Replication
Xenopus egg extracts contain adequate concentrations of deoxyribonucleotide triph-

osphates and replication proteins (e.g., pre-RC components, polymerases, and so on)
to replicate many different types of DNA (3). Typically, demembranated Xenopus
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sperm heads are chosen as the template. Upon being placed in the extract, the highly
compacted sperm DNA chromatin decondenses and becomes surrounded by a normal
double-membrane nucleus. The extract replicates the sperm DNA completely and only
once, mirroring replication in vivo.

3.2.1. Preparation of Demembranated Sperm DNA
1. Inject an adult male frog (see Note 5) with 25 U PMSG 3–5 d before isolating sperm.

Inject the same frog with 200 U HCG the day before the procedure.
2. Anesthetize the frog by immersion in 1 L of tricaine anesthetic solution for 10–15 min.

When adequately anesthetized, the animal will be completely limp and unresponsive. If
the animal remains active, prepare fresh anesthetic solution and repeat.

3. Pith the frog by dislocating the cervical spine with a bone shears (Fisher Scientific, cat.
no. S17342) and macerating the brain and spinal cord with a dissecting needle. Puncture
the skin with a pointed scalpel in the lower abdomen at the level of the hip about 1 cm
from the midline. Grasp the skin with a toothed forceps inserted into the puncture hole.
Tent up the skin, and extend the incision vertically to a length of about 2 cm. Repeat the
process to open the underlying abdominal muscle layer. Reach into the abdominal cavity
with the forceps, and pull out the fat body, which consists of many lobules of yellow
gelatinous adipose tissue. The testis is a bean-shaped white organ covered by a delicate
lacy network of red blood vessels that is attached to the base of the fat body near the
midline. The testis is attached by a transparent membrane (the mesotestis) along one side.
Grasp the mesotestis with a forceps and gently snip it away from the fat body with a sharp
pair of dissecting scissors. Avoid leaving any fat tissue attached to the testis. Place the
testis in cold 1X MMR, and repeat the dissection on the other side. After removing the
testes, freeze the carcass at –80° and dispose of it properly.

4. Rinse the testes in cold MMR, and then place them in a clean Petri dish sitting open in an
ice bucket. Macerate the testes with two sharp forceps (e.g., Dumont #5) until a thick
paste forms. Resuspend the paste in 2 mL cold XN solution, and homogenize in a Dounce
homogenizer for a few strokes using a loose-fitting pestle (see Note 6). Filter through a
40-µm cell strainer (Falcon, cat. no. 352340) to remove large chunks of tissue.

5. Pellet the sperm by spinning in a swinging bucket rotor at 1000g for 10 min. Aspirate off
the supernate, and wash the pellet twice in 10 mL XN buffer. Resuspend the final pellet in
1 mL XN buffer, and warm to room temperature. Spot a 1-µL aliquot onto a microscope
slide, add 4 µL of XN containing1 µg/mL Hoechst 33342, and put a cover slip on. Ob-
serve the sample under a fluorescence microscope. A few damaged sperm will stain with
Hoechst dye, but most sperm will not stain until demembranated. Sperm nuclei have a
curlicue or “integral-sign”-shaped nucleus with tapered ends (Fig. 5A).

6. Add 200 µL of lysolecithin solution, mix by inversion, and start a timer. Every 2–3 min
withdraw a 1-µL aliquot and stain with Hoechst dye as above. When all the sperm appear
to stain, stop the reaction by adding 10 mL cold XN with 3% BSA. Work quickly; com-
plete demembranation typically takes 3–5 min. The demembranated sperm should be kept
on ice from this point onward.

7. Pellet the sperm (1000g, 10 min) and rinse with XN buffer three times. Resuspend the
final pellet in 1 mL XN containing 50% glycerol (w/w). Dilute an aliquot approx 100-fold
with XN buffer containing 1 µg/mL Hoechst 33342, and count the sperm under a fluores-
cent microscope using a hemocytometer. Count only the corkscrew-shaped sperm nuclei,
ignoring round nuclei that come from blood cell contamination (Fig. 5A). Typical yields
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Fig. 5. The appearance of nuclei in Xenopus egg extract. (A) Xenopus sperm nuclei stained with DAPI. Notice the elongate curlicue shape.
The two round nuclei are from contaminating blood cells. (B) Nucleus in mitotic or CSF-arrested extract. The chromatin is condensed and stains
brightly with Hoechst dye. (D) Nucleus in interphase extract or CSF-arrested extract activated with calcium. The chromatin is diffuse and
surrounded by an intact nuclear membrane.
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are 2–10 × 107 sperm/mL. Divide the preparation into small (~10 µL) aliquots, and store
at –80°C. Do not snap-freeze with liquid nitrogen. Sperm are stable at –80°C for years.

3.2.2. Preparation of CSF-Arrested Extracts for DNA Replication
Interphase extracts made from activated eggs (Subheading 3.1.1.) can replicate

DNA, but we prefer to use CSF-arrested extracts since in this case the replication
reaction can be started at will by adding calcium. The protocol for preparing CSF
extracts is the same as in Subheading 3.1.1. except that great care is exercised to
prevent the premature activation. EGTA is added to the extract buffer to chelate cal-
cium, and the eggs are not incubated in ionophore. The concentration of calcium that
activates the extract must be determined empirically for each experiment. This proto-
col is slightly modified from that described by Murray (4).

1. Collect and dejelly Xenopus eggs as in Subheading 3.1.1., steps 1–5. Rinse the eggs
three times with MMR, three times with XB, and three times with CSF-XB. The final
rinse should contain 1X protease inhibitors. Remove any activated or dead eggs during
the rinses.

2. Collect the eggs in a SW55 centrifuge tube (Beckman 344057) containing 1 mL CSF-XB
containing 1X protease inhibitors and 10X cytochalasin B (100 µg/mL).

3. Pack and crush the eggs, and collect the cytoplasmic extract as in Subheading 3.1.1.,
steps 7–10. Add protease inhibitors, cytochalasin B, and CSF energy mix to 1X. Perform
a clarifying spin if necessary. Add cycloheximide to 100 µg/mL (see Note 7).

4. To determine how much calcium is needed to activate the extract, prepare 1 mL of four
different 10X calcium solutions containing 0, 2, 4, or 10 mM CaCl2 in SDB. Aliquot 1.0
µL of each solution to one of four 0.5-mL microfuge tubes. Take 50 µL of extract, and
add about 10,000 demembranated sperm to give a concentration of 200 sperm/µL. Warm
the extract to room temperature, then add 9.0 µL to each of the four small microfuge
tubes, and mix gently by stirring and pipeting up and down. Take care not to introduce air
bubbles. Incubate at room temperature for 60 min. At the end of the incubation, spot 1 µL
of each reaction onto a microscope slide, add 4 µL of fixation buffer, and cover with an
18-mm2 cover slip. Inspect each slide under a fluorescence microscope. The extract with
0 mM CaCl2 should have condensed nuclear DNA, whereas at least one of the extracts
that had calcium added should have formed a round interphase nucleus (Fig. 5B and C).
To initiate the replication reactions, use the lowest amount of calcium that activates the
extract (see Note 8). If the control reaction does not show condensed DNA, or if an inter-
phase nucleus did not form at any calcium concentration, then the extract cannot be used.

3.2.3. Inhibition of DNA Replication by Geminin
1. Dilute recombinant geminin to 52 µg/mL in geminin dilution buffer. Serially dilute 1:2 to

make stocks at 26 µg/mL, 13 µg/mL, and so on.
2. For each replication reaction, place 10.2 µL of CSF-arrested extract in a 1.5-mL microfuge

tube. Add 1.0 µL of diluted geminin stock to each, and mix well (see Note 9).
3. Prepare a replication start mixture containing for each replication assay (see Note 10):

0.1 µL [α32P]dATP or dCTP (10 mCi/mL, 3000 Ci/mmol); 1.3 µL of 10X calcium solu-
tion in SDB (see Subheading 3.2.2., step 4 for concentration); and 0.4 µL sperm tem-
plate DNA (16,300 sperm).

4. Warm the replication reactions to 20–23°C for 5 min. Start the reaction by adding 1.8 µL
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of replication start mix and mixing well. Incubate the reactions at 20–23°C for 2–3 h.
5. At the conclusion of the incubation, add 185 µL replication stop mix, and mix by pipeting

up and down (see Note 11). The reactions may be frozen at –20°C at this point.
6. Add 10 µL of 10 mg/mL protease K, and incubate at 37°C for 60 min. Extract the reaction

once with 1:1 chloroform/water-saturated phenol and once with chloroform (see Note 12).
7. Label with India ink two glass fiber filter discs (Whatman GF-C or equivalent) for each

reaction (see Note 13). Spot 10 µL of the extracted reaction onto one. Dry under a heat
lamp, and count in a scintillant (e.g., Research Products International 3a70B) to obtain
total counts.

8. Spot 50 µL of the extracted reaction onto the other filter, and dry under a heat lamp. After
drying, precipitate the DNA by immersing the discs in 10% TCA containing 2% sodium
pyrophosphate (~10 mL/disc) for 30 min at 4°C with occasional swirling.

9. Pour off the supernatant, and wash the discs three times with cold 5% TCA and then twice
with cold 95% ethanol. Each wash is for 5 min. Dispose of the washes as radioactive waste.

10. Dry the discs under a heat lamp, and then count in a scintillant to obtain incorporated counts.
11. Calculate the percentage of counts incorporated for each reaction. The degree of inhibi-

tion of replication may be expressed as a percent of the positive control or as an absolute
percentage of input sperm DNA replicated. The latter number is obtained by this formula
(see Note 14):

% replication = [(incorporated counts)/(total counts × 5)] × 1310

Typical results are shown in the top panel of Fig. 6. There should be very few counts in the
negative controls (no calcium and no sperm, lanes 2 and 3) and around 100% incorpora-
tion in the positive control (lane 1). The calculated absolute percentage of DNA repli-
cated may be above or below 100% if there are inaccuracies in counting the number of
sperm. Replication is completely inhibited by geminin concentrations from 0.5–2.0 µg/
mL (20 to 80 nM) depending on the extract. A control protein (glutathione-S-transferase)
has no effect (lane 10).

3.3. Analysis of Pre-RC Loading

Several protocols have been developed to monitor the assembly of pre-RC in Xeno-
pus egg extracts. These protocols share the same basic outline: sperm template DNA is
incubated in the extract for a short period to allow pre-RCs to form, and then the DNA
and its attached proteins are pelleted through a sucrose cushion to separate them from
the other proteins in the extract. The DNA-bound proteins in the pellet are detected by
immunoblotting. The difficulty of this assay lies in reducing the background to an
undetectable level. Every experiment should include a negative control that contains
extract but no added sperm DNA. This protocol is modeled after that described by
Kubota et al. (9).

1. For each binding assay, add 2.25 µL of diluted geminin protein (Subheading 3.2.3., step
1) to 25 µL CSF extract (Subheading 3.2.1.) in a 1.5-mL microfuge tube. Incubate at
room temperature for 5 min.

2. Add approx 60,000 demembranated sperm (Subheading 3.2.1.) in a volume of 1.25 µL
(final concentration ~2000/µL; see Note 15).

3. Start the binding reaction by adding 1.5 µL of 20X CaCl2 solution in SDB (Subheading
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3.2.2.; see Note 16).
4. After 20 min, stop the binding reaction by adding 1 mL of cold (4°C) chromatin binding

buffer. Mix by pipeting up and down. Keep the solution cold from this time onward.
5. Carefully underlayer the binding mixture with 100 µL of cushion solution containing

30% sucrose. Spin in a swinging bucket rotor at 10,000g for 15 min.
6. Aspirate the supernatant down to the interface. Wash the sides of the tube with 800 µL

fresh stop solution, and aspirate again down to the bottom of the tube, leaving 2–3 µL and
avoiding any pelleted material.

7. Add SDS protein sample buffer. Load about 1/5 of the sample onto a lane of a polyacry-
lamide gel.

8. Detect the bound proteins by immunblotting using ORC2, MCM3, or Cdc6 antibodies
(1).

A typical result is shown in the bottom panel of Fig. 6. The MCM complex associ-
ates with the pelleted chromatin (lane 1), but the complex is not found if sperm are
omitted or if calcium is not added to the extract (lanes 2 and 3). The latter control
shows that the pre-RC assembly is cell cycle-regulated in these extracts. Geminin in-
hibits MCM association with chromatin at the same concentration that inhibits repli-
cation.

4. Notes
1. Pour 10–25 mL of a warm (37°C) 5% gelatin solution into the beaker, and quickly tilt it to

coat the sides, Pipet off as much gelatin solution as possible, and let sit at room tempera-
ture for about 10 min. Return the gelatin solution to 37°C promptly so that it does not
solidify.

2. If there are insufficient eggs to fill a full-size SW55 tube, the eggs can be spun in a
smaller tube (Beckman 347356) that can be placed inside the SW55 tube.

3. Excess water dilutes the extract and makes it less likely to replicate DNA or degrade
proteins.

4. The coding sequence must be preceded by a bacteriophage SP6 or T7 promoter in order to
be transcribed using the kit.

5. Males are much smaller than females and have no cloacal opening between their legs.
Occasionally the supplier will misclassify a juvenile female as a male.

6. The homogenization step may be omitted if a suitable Dounce is not available.
7. The cycloheximide is to prevent the extract from entering mitosis.
8. If the control reaction does not show condensed DNA, or if an interphase nucleus did not

form at any calcium concentration, then the extract cannot be used. If the extract forms a
nucleus even if calcium was not added, make sure you remembered to add EGTA to the
CSF-XB.

9. We routinely perform two positive control reactions: (1) no additions, and (2) geminin
dilution buffer without geminin.

10. We routinely perform two negative control reactions: (1) SDB added instead of calcium
solution, and (2) no sperm DNA. Make up any difference in volume with SDB.

11. Typically the reaction mixture has congealed at this point.
12. Disposal of organic radioactive waste is problematic. One approach is to store the waste

for 6 mo until the 32P has decayed and then dispose of it as regular organic waste. Check
with your institution for proper disposal technique.

13. Use India ink for labeling. Pencil and other inks are removed during washing.
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14. The number 1310 takes into account the concentration of template DNA (5 ng/µL) and
the concentration of cold dNTPs present naturally in Xenopus egg extract (about 50 µM
each dNTP) (3). If more or less template is added, adjust the number accordingly.

15. The sperm must be added after the geminin because geminin has no effect on pre-RCs
that are already assembled (1).

16. This solution is made 20X instead of 10X to avoid diluting the extract. If the calcium
concentration required to activate the extract is 0.2 mM, the 20X stock should be 4 mM
in SDB.
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CDK-Activating Kinases

Detection and Activity Measurements

Stéphane Larochelle and Robert P. Fisher

Summary
All cyclin-dependent kinases (CDKs) involved in eukaryotic cell cycle control require phos-

phorylation at a conserved threonine (or serine) residue within the activation- or T-loop to
attain full enzymatic activity. The enzyme responsible for this activating phosphorylation, the
CDK-activating kinase (CAK), is therefore essential for proliferation of all eukaryotic cells.
We describe methods to assess the T-loop phosphorylation state of the major mammalian CDKs
in vivo; to measure the levels of CAK activity in cell-free extracts; and to analyze the abun-
dance, subunit composition, and phosphorylation state of CAK complexes in metazoan cells.
When derangement of normal CDK regulation is suspected as a cause of disturbed cell cycle
progression, the combination of these methodologies can ascertain whether a primary CAK
defect is the explanation.

Key Words
 Cell cycle; cyclin; cyclin-dependent kinase; CDK-activating kinase; protein phosphorylation.

1. Introduction
A required step in the activation pathway for all cyclin-dependent kinases (CDKs)

involved in cell cycle control is the phosphorylation of a conserved threonine residue
within the activation segment, or T-loop, by a CDK-activating kinase (CAK) (1). Pre-
venting T-loop modification—either by mutation of the phosphoacceptor amino acid
residue within the target CDK, or by inactivation of CAK(s)—blocks CDK activation
and cell cycle progression (2–8). Aside from targeted experimental perturbations of the
CAK–CDK pathway, however, instances in which a block to cell cycle progression is
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the direct result of CAK failure are surprisingly rare, and a definitive demonstration that
CAK activity is ever rate-limiting for cell cycle progression in vivo remains elusive.
From the accumulation of negative data on this question, a picture emerged of CAK as
a constitutive activator, regulated, if at all, only by the availability and accessibility of
its targets (9). Recent advances in model genetic organisms—both fission yeast and
Drosophila melanogaster—suggest a more satisfying (and interesting) explanation:
CAKs and CDKs in eukaryotic cells constitute a network, which links cell cycle pro-
gression to gene expression programs (10) and, as such, must be regulated in more
subtle, complex ways than are the dedicated components of either the cell cycle or
transcriptional machineries. There has been, for example, no obvious periodicity
observed for CAK expression or activity levels in any system. On the other hand, a
recent report on the Drosophila CAK CDK7 showed that its subcellular localization
and ability to promote mitotic progression were dramatically influenced by a regu-
lated association with the XPD helicase (11).

What the preceding overview of the CAK–CDK pathway means, in practical terms,
is that any analysis of CAK function in a biological setting only begins with the mea-
surement of T-loop phosphorylation on endogenous CDKs. Whereas normal levels of
T-loop phosphorylation on the major CDKs can probably be taken as evidence that the
CAK pathway is not affected by a given perturbation (barring effects restricted to
specific CDK/cyclin complexes, or subpopulations thereof, which have not yet been
described), finding that T-loop phosphorylation does change could indicate a primary
CAK deficiency but is equally (or more) likely to be a secondary effect. Decreased T-
loop phosphorylation in metazoans is a predictable consequence of increased binding
of CDK/cyclin complexes by CDK inhibitors (CKIs) of the Cip/Kip class (12) and of
decreased CDK/cyclin complex assembly (6,13). Before concluding that diminished
T-loop phosphorylation in vivo is owing to reduced CAK activity, it is therefore nec-
essary to exclude these other possible scenarios. Fortunately, the past several years
have seen the development of powerful and readily available analytic tools and assays
for this purpose, many of which we will describe in Subheading 3.1.

Once other possible mechanisms have been ruled out, a change in cellular CAK
activity can be measured by several well-established biochemical assays with recom-
binant CDK/cyclin complexes as targets for CAK in cell-free extracts. As is the case
in vivo, failure to activate a CDK in vitro is not necessarily due to insufficient CAK; it
is therefore always advisable to assay CAK activity with multiple methods. Subhead-
ing 3.2. describes several direct and indirect CAK assays that differ with respect to
sensitivity, selectivity, and susceptibility to factors other than CAK that may reside in
crude extracts. Finally, antibodies to the major mammalian CAK catalytic subunit,
CDK7, are commercially available and allow easy detection and measurement of
CDK7 in both human and mouse cell extracts. The same antibodies will immunopre-
cipitate CDK7 complexes from mammalian cell extracts in active form. In Subhead-
ing 3.3., we will describe methods to ascertain whether a change in cellular CAK
activity measured in a whole-cell extract is correlated with changes in the abundance
or activity of CDK7, the major (and so far, the only) CAK in mammalian cells.
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2. Materials

1. Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) resolving gel
buffer: to resolve CDK1(CDC2) and CDK7 isoforms, use 1.5 M Tris-HCl, pH 9.2, instead
of pH 8.8. Stacking gel buffer: 0.5 M Tris-HCl, pH 6.8.

2. Piperazine diacrylamide (PDA) crosslinker (Bio-Rad, cat. no. 161-0202).
3. Electrophoretic-grade solid acrylamide from various suppliers.
4. Liquid acrylamide (30%) stock solution: 29.5 g acrylamide, 0.5 g PDA in 100 mL H2O.
5. Homogenization buffer (HoB): 25 mM HEPES, pH 7.4, 150 mM NaCl, 20 mM Na β-

glycerophosphate, 50 mM NaF, 1 mM EDTA, 0.5 mM dithiothreitol (DTT), 0.1% Triton
X-100, 1 mM phenylmethylsulfonyl fluoride (PMSF), 2 µg/mL aprotinin, 1 µg/mL
leupeptin.

6. Anti-phospho-CDC2 (T161) and anti-phospho-CDK2 (T160) polyclonal antibodies (Cell
Signaling Technologies, cat. nos. 9114 and 2561, respectively).

7. Anti-CDC2 and -CDK2 polyclonal antibodies (Santa Cruz Biotechnology, cat. nos. sc-
954 and sc-163, respectively).

8. Anti-CDK7 monoclonal antibody from Sigma (cat. no. C7089) for use with human pro-
tein only or from Santa Cruz Biotechnology (cat. no. sc-7344), for human or mouse pro-
teins. Both antibodies can immunoprecipitate active CDK7 protein complexes.

9. Anti-cyclin A, B, or E (Santa-Cruz Biotechnology, cat. nos. sc-751, sc-752, or sc-248,
respectively) can immunoprecipitate active complexes.

10. HBS: 10 mM HEPES, pH 7.4, 150 mM NaCl. HBST: HBS + 0.1% Triton X-100.
11. HD: 10 mM HEPES-NaOH, pH 7.4, 1 mM DTT.
12. RIPA buffer: 50 mM HEPES-NaOH, pH 7.4, 150 mM NaCl, 1% (v/v) Triton X-100, 1%

(w/v) sodium deoxycholate, 0.1% (w/v) SDS.
13. Protein A-Sepharose (Sigma) or Protein G-Sepharose (Pharmacia), swollen in HBS.
14. Monoclonal anti-HA antibody, 16B12, supplied as ascites fluid at approx 7–20 mg/mL

total protein concentration (Covance).
15. Histone H1 (Roche, cat. no. 1004875) dissolved in H2O or HBS at 5 mg/mL and stored in

aliquots at –80°C.

3. Methods
3.1. Detecting T-Loop Phosphorylation of CDKs In Vivo

A distinguishing feature of several CDKs is that phosphorylation at the activating
site within the T-loop increases their electrophoretic mobility in standard SDS-PAGE
gels. Although the basis for this behavior is unknown, it provides a very simple and
convenient measurement for the activation state of metazoan CDK2 and budding yeast
CDK1 in vivo. Unfortunately, many CDKs do not shift appreciably upon T-loop phos-
phorylation when they are analyzed in SDS-PAGE gels containing the standard
crosslinking agent bis-acrylamide. In several of these cases, shifts to increased mobil-
ity can be revealed in a modified SDS-PAGE system with the crosslinking agent, PDA
substituted for bis-acrylamide (14) and with the separating gel pH raised from 8.8 to
9.2 (15). We and others have successfully resolved phosphoisoforms of metazoan
CDK1 (6,14) and CDK7 (16,17) with this gel system, which is described in detail in
Subheading 3.1.1.
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Other CDKs, including fission yeast CDK1, have resisted our attempts to resolve
their phosphorylated and unphosphorylated isoforms by 1D gel electrophoresis. For-
tunately, the development in recent years of phosphoisoform-specific antibodies to
several CDKs has provided an excellent alternative for detecting the activated forms
of CDK1 and CDK2 from various sources. The first such antibody was raised by
Solomon and co-workers against budding yeast CDK1 but crossreacted with meta-
zoan CDKs (18) and with fission yeast CDK1 (10). More recently, antibodies against
the activated phosphosioforms of metazoan CDKs 1 and 2 have become commercially
available, and we provide a protocol for their use, as well as an analysis of their speci-
ficities, in Subheading 3.1.2.

3.1.1. Detecting T-Loop Phosphorylation by Electrophoretic Mobility Shift
in 1D SDS Polyacrylamide Gels Containing the Crosslinker PDA

Although the increased mobility of CDK2 caused by T-loop phosphorylation is
readily observed under most electrophoretic conditions, such is not the case with CDK1
and CDK7. Although CDK7 can assemble into an active complex with an unmodified
T-loop (19–21), T-loop phosphorylation is required for full function in vivo and was
also shown to regulate the catalytic activity of CDK7 in a substrate-dependent manner
(17). We have therefore devoted some effort to developing conditions that will allow
the separation of phosphoisoforms of CDK7 (and of its target, CDK1) and thus pro-
vide a convenient assay of activity state in vivo.

In addition to increasing the length of the gel used for separation, we find that two
modifications to the standard SDS-PAGE conditions favor resolution of different
phosphoisoforms of CDK1 and CDK7. The first is the use of PDA instead of bis-
acrylamide as the crosslinker in the acrylamide gel solution. This modification was
first described by Kumagai and Dunphy (14) and by itself affords more reliable sepa-
ration of CDK1 isoforms.

A second modification to standard conditions is a pH increase of the resolving gel
from 8.8 to 9.2, which results in a dramatic increase in the resolution of CDK7 isoforms
(16,17). Elevated pH alters the sieving properties of the gel so that a 10% gel with a
pH of 9.2 will approximate a 12% gel with a pH of 8.8 in its resolving capacity. Inter-
estingly, CDK2 isoforms are not resolved under such conditions. We therefore stress
that the optimal conditions to resolve phosphoisoforms of different CDKs (or any other
phosphoprotein) must be empirically determined by the investigator.

3.1.1.1. GEL ELECTROPHORESIS

1. Prepare the acrylamide stock solution by dissolving 29.5 g of acrylamide and 0.5 g of
PDA in 60 mL of ultrapure water. Once the solids have dissolved, adjust the volume to
100 mL with water (see Note 1).

2. Prepare a 9% gel according to standard protocols using a Tris-HCl buffer at pH 9.2 for the
separation of CDK1 and CDK7 isoforms, or at pH 8.8 for CDK2 isoforms (see Note 2).

3. The gel is poured in any commercially available apparatus with a length of at least 10 cm.
4. Total cell lysates should be prepared in the presence of protein phosphatase inhibitors to

prevent the dephosphorylation of the T-loop during manipulations.
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5. Load the sample along with a prestained standard marker, and run the gel at 200 V until
the protein of interest is close to the bottom of the gel or has migrated at least 6 cm
through the resolving gel.

6. Transfer and detect by immunoblotting according to standard methods with the appropri-
ate antibody.

3.1.2. Antiphospho-T-Loop Antibodies
The availability of phosphoisoform-specific antibodies may eventually render the

eletrophoretic mobility shift assay unnecessary except to measure the relative abun-
dance of different isoforms within the same sample. (There are also CDKs for which
phosphoisoform-specific antibodies may remain unavailable.) To our knowledge, the
only T-loop specific antibodies available commercially are from Cell Signaling Tech-
nologies. Although the CDK2 antibody (cat. no. 2564) does not appear to recognize T-
loop phosphorylated CDK1, the same, unfortunately, cannot be said for the antibody
raised against T-loop phosphorylated CDK1 (cat. no. 9114), which crossreacts with
phosphorylated CDK2. In any case, it may be preferable to immunoprecipitate the
kinase of interest prior to detection with phosphoisoform-specific antibodies in order
to reduce the background that can be present in whole-cell lysates. We find that the
antibodies detect CDKs phosphorylated on their T-loops semiquantitatively, with an
approx 20-fold dynamic range (Fig. 1).

Below is an abbreviated protocol to immunoprecipitate cyclin B-bound CDK1 in
order to assess its state of T-loop phosphorylation. Refer to Subheading 3.1.1. for
general procedural details of immunoprecipitation. If CDK2 is the protein of interest,
then cyclin E and/or A should be immunoprecipitated with appropriate antibodies prior
to immunoblotting (see Note 3).

3.1.2.1. IMMUNOPRECIPITATION

1. Prepare in advance Protein A beads coupled noncovalently to the antibody of choice (e.g.,
anti-cyclin B1, sc-752) by incubating together at a ratio of 200 ng of antibody per 20 µL
of beads. The beads can be kept at 4°C for several months.

2. Lyse cells or tissue in HoB and measure protein concentration. As little as 100 µg of total
extracted protein can be used per assay (see Note 4).

3. Add each sample to 10–20 µL Protein A–antibody beads, and incubate with gentle rock-
ing at 4°C for 1–3 h (see Note 5).

4. Wash the beads three times with 0.4–1.0 mL of ice-cold HoB.

3.1.2.2. IMMUNOBLOTING

5. Add 1 vol of 2X SDS-PAGE sample buffer, and run identical aliquots (1/4 to 1/2 of total)
of the boiled samples on duplicate 10% SDS-PAGE gels.

6. Transfer to nitrocellulose.
7. Following transfer, cut the membrane at approx 50 kDa using the prestained marker as

guide. This will allow for the simultaneous probing of cyclin B and CDK1, and helps
ensure that the immunoprecipitations were equally efficient between different samples.

8. Proceed to detection with phosphoisoform-specific and -nonspecific CDK1 antibodies.
The antibodies described in Subheading 2. are diluted 1:1000 for this purpose.
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3.1.2.3. HISTONE H1 KINASE ASSAY

9. It may be important to test that the activity of the isolated CDK1/cyclin B complex corre-
lates with the level of T-loop phosphorylation. For this, follow the protocol in Subhead-
ing 3.2.1. (below) from step 16 onwards.

3.2. Activating Phosphorylation of CDKs In Vitro
Various assays have been developed to measure the T-loop phosphorylation of

CDKs in vitro. All depend on recombinant sources of the substrates, because endog-
enous CDKs are often extensively phosphorylated on their T-loops in vivo. Likewise,
CDKs coexpressed with their partner cyclins in mammalian or insect cells are often
too heavily phosphorylated on their T-loops to be satisfactory substrates for the CAK
reaction in vitro. We therefore express CDKs and cyclins in separate infections with
recombinant baculoviruses and either: (1) purify them separately for sequential or si-
multaneous addition to the activation reactions, or (2) mix crude preparations of CDK
and cyclin subunits and then purify the assembled complexes chromatographically.
There are now commercial sources for recombinant baculoviruses expressing CDKs
and cyclins and several published protocols for their purification (13,22,23).

For many purposes, the simplest, most convenient assay of CAK activity is an indi-
rect one, in which a substrate CDK/cyclin is first activated, in Mg/ATP-dependent
fashion, by preincubation with CAK, and then tested for its ability to phosphorylate a
model substrate, such as histone H1, in a subsequent reaction containing radiolabeled
ATP. Among the advantages of the indirect CAK assay, described in Subheading
3.2.1., are sensitivity, because the signal is amplified by the two rounds of catalysis;
reasonable specificity without an absolute need for an activation-site mutant, because

Fig. 1. Detection of T-loop phosphorylation with phosphoisoform-specific antibodies.
CDK2 was phosphorylated by incubating pure CDK2/cyclin A complexes with CAK (CDK7/
cyclin H). The untreated (–) and phosphorylated (+CAK) CDK2 complexes were mixed in the
proportions indicated above each lane. Each lane contains a total of 4 ng CDK2. The top panel
was probed with the phospho-CDK2(T160)-specific antibody at 1:1000. The bottom panel was
probed with an antibody to the carboxyl-terminus of CDK2 to ensure equal loading. Note: the
electrophoresis conditions do not allow separation of CDK2 isoforms, which therefore run as a
single band.
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no other phosphorylation event on CDK is known to stimulate its enzymatic activity;
and simplicity.

Despite the advantages of the indirect assay, it may still be important to confirm
that the T-loop threonine is indeed being phosphorylated. A direct CDK phosphory-
lation assay may become essential when the source of CAK is a crude extract or
fraction, which also contains inhibitory activities that may limit or even abolish acti-
vation. T-loop phosphorylation may still be detectable under these conditions but
must be distinguished from phosphorylation on other sites, including inhibitory ty-
rosine and threonine residues targeted by the negative regulators Wee1 and Myt1
(1). In the case of metazoan CDK2 (and budding yeast CDK1), that distinction can
be based on the shift to increased electrophoretic mobility caused by activating—but
not by inhibitory—phosphorylations. For other CDKs, specialized gel systems (see
Subheading 3.1.1. above) may facilitate this determination, as may immunoblotting
with the anti-phospho-T-loop antibodies (see Subheading 3.1.2.). A well-established
method of distinguishing T-loop phosphorylation from other modifications is to per-
form parallel phosphorylation reactions on activation-site mutant CDKs (e.g., the
Thr160-to-Ala mutant of human CDK2). In Subheading 3.2.2., we describe both
radioactive and nonradioactive methods for detecting direct phosphorylation of the
CDK T-loop in vitro.

3.2.1. Indirect CAK Assays: Activating Recombinant CDK/Cyclin
Complexes With Crude Subcellular Fractions

3.2.1.1. IMMOBILIZATION OF CDK–CYCLIN COMPLEXES

1. Aliquot Protein G-Sepharose into 2-mL microcentrifuge tubes. Make sure the slurry is well
mixed (vortex), and take out 50 µL of 1:1 slurry per reaction plus approx 200 µL extra.

2. Spin for 1 min in a microcentrifuge (1000–10,000g), and aspirate the supernatant. Wash
beads twice with 1 mL HBST (mix, spin, and aspirate the supernatant) and resuspend to
the original volume (i.e., reconstitute the 1:1 slurry) with fresh HBST.

3. Add antibody (0.25–0.5 µL per reaction) to beads and mix well.
4. Add CDK2HA/cyclin A complex to the antibody–bead mixture. Typically, we use 0.1–

0.2 µg of CDK/cyclin per reaction. (If the CDK/cyclin complex is to be formed just prior
to the reaction, the purified subunits should be mixed and incubated for ~20 min at room
temperature to allow assembly prior to adding to antibody–bead mixture.) Mix well by
inversion or gentle vortexing.

5. Incubate for 1–2 h with gentle rocking at 4°C.
6. Recover beads by centrifugation and aspirate supernatant.
7. Wash beads 2X with 1 mL HBST and 2X with 1 mL HD.
8. After the last wash, resuspend beads to original volume in HD.
9. Aliquot 50 µL of bead slurry into 1.5-mL microcentrifuge tubes; be sure to mix stock tube

between each withdrawal of beads to ensure uniform bead delivery to reaction tubes.

3.2.1.2. ACTIVATION

10. Make 10X Mg/ATP mix: 100 mM MgCl2, 10 mM cold ATP in HD.
11. Add to reaction tubes in order: HD (calculate volume to make total reaction volume

100 µL); cell-free extracts or fractions to be assayed for CAK activity; 10 µL of 10X
Mg/ATP mix.
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12. Incubate for 30 min at room temperature, with occasional mixing (flick tubes every 5 min
or so).

13. Recover beads by centrifugation, and aspirate supernatant.
14. Wash beads twice with 1 mL HD. (Optionally, preequilibrate complexes in kinase reac-

tion conditions by substituting for last HD wash a single wash with mock kinase buffer:
10 mM HEPES, pH 7.4, 1 mM DTT, 10 mM MgCl2, 50 µM cold ATP.)

15. After the last wash, aspirate all excluded liquid from surface of beads; be careful not to
aspirate beads.

3.2.1.3. HISTONE H1 KINASE ASSAY

16. Make 1X kinase mix: 10 mM HEPES, pH 7.4, 1 mM DTT, 10 mM MgCl2, 50 µM cold
ATP, 1 µCi/reaction [γ-32P]ATP; 5 µg/reaction histone H1. Note: total reaction volume is
30 µL; make enough mix for all your reactions plus one.

17. Add 30 µL kinase mix to beads; mix gently.
18. Incubate for 10 min at room temperature.
19. Add 10 µL 4X SDS-PAGE sample buffer, mix gently, and quick-spin.
20. Pierce caps with a 16-gage needle.
21. Heat at >95°C for 1–5 min.
22. Load on 10% SDS-PAGE gel.
23. Electrophorese at 200 V, keeping unincorporated ATP on the gel; separate plates, trim

the bottom of the gel at the dye front, and discard the bottom strip containing unincorpo-
rated label; notch the lower left corner, and remove and discard stacking gel. Stain gel
with Coomassie brilliant blue; destain briefly; dry, and autoradiograph.

24. Quantify incorporation either by a PhosphorImager or scintillation counting of the ex-
cised histone H1 band.

3.2.2. Measuring T-Loop Phosphorylation Directly by Radioactive
and Nonradioactive Methods
3.2.2.1. DIRECT RADIOLABELING OF CDK BY CAK IN EXTRACTS OR PARTIALLY PURIFIED

FRACTIONS

1. Prepare protein G/Sepharose/antibody mixture by following steps 1–3 of protocol in Sub-
heading 3.2.1.; keep on ice while performing kinase reactions.

2. Assemble CDK/cyclin complexes by incubating CDK (~1.0 µg per reaction) with appro-
priate cyclin (~1.0 µg per reaction) in HD and incubating for 20 min at room temperature.
Alternatively, preformed, unphosphorylated CDK/cyclin complexes may be added di-
rectly to kinase reactions.

3. Make 10X Mg/ATP mix containing radioactive ATP: 100 mM MgCl2, 500 µM cold ATP,
5 µCi/ reaction [γ-32P]ATP. You will need 5 µL of this mix per reaction, so make enough
for one or two more than the planned number of assays.

4. Assemble the kinase reactions in 1.5-mL microcentrifuge tubes by addition, in order, of:
HD buffer, calculated to bring total reaction volume to 50 µL; the CDK/cyclin assembly
mix, or the preformed, purified complex; the cell-free extract or protein fraction to be
assayed for CAK activity; and the radioactive, 10X Mg/ATP mix (see Note 6).

5. Incubate for 30 min at room temperature.
6. Place reactions on ice and add, to each tube, 50 µL of bead–antibody mixture. (Keep

beads well suspended in stock tube while aliquoting.)
7. Immunoprecipitate by gently rocking for 1–2 h at 4°C.
8. Spin briefly in microcentrifuge; add to each tube 1 mL ice-cold RIPA buffer, and mix by

inversion.
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9. Recover beads by centrifugation; remove supernatant, and discard as radioactive waste.
10. Wash beads 2X with 1 mL HBST and 2X with 1 mL HBS. Aspirate dry.
11. Add 30 µL 1X SDS-PAGE sample buffer, mix gently, and quick-spin.
12. Pierce caps with a 16-gage needle.
13. Heat at >95°C for 1–5 min.
14. Load on 10% SDS-PAGE gel.
15. Follow steps 23–24 of protocol in Subheading 3.2.1.

3.3. Measuring Protein and Activity Levels of Metazoan CAK
It has been over a decade since the identification of a metazoan CAK containing

CDK7 (24–26). In that time, no additional CAK activities have been positively identi-
fied in any metazoan species, although trace amounts of such enzymes have been re-
ported in mammalian cell extracts (27,28). Conversely, there have been sporadic
reports of cell cycle-arresting agents that seemingly downregulate the steady-state level
of T-loop phosphorylation in vivo but leave CDK7 and its associated subunits (and
activity) undiminished (27,29). That the CDK7 complex can be targeted or seques-
tered within the cell by proteins such as Xeroderma Pigmentosum complementation
group D (XPD) (11) could explain these discrepancies and so, until a clear demonstra-
tion of another metazoan CAK, the presumption that cellular CAK activity equates
with CDK7 activity remains a valid one. In this section, we will describe methods to
detect and quantify the level of CDK7 protein in cell-free extracts with commercially
available antibodies to CDK7 and its regulatory subunits, cyclin H and ménage-à-trois 1
(MAT1). By combining anti-CDK7 immunoblotting with the specialized SDS-PAGE
system described above in Subheading 3.1.1., moreover, we can precisely measure the
distribution of CDK7 among its different T-loop phosphoisoforms. Finally, we will
present a method for measuring the CAK activity associated with CDK7 in immunopre-
cipitates from cell extracts.

3.3.1. Immunoblotting With Antibodies to Components of the Mammalian
CDK7 Complex

See Subheading 3.1.1. above for SDS-PAGE and immunoblotting; by separating
cellular proteins in conventional SDS-PAGE gels (separating gel pH 8.8; crosslinker
bis-acrylamide), one can prevent separation of the CDK7 band into multiple bands
representing distinct isoforms, and thus better quantify total CDK7 in the extract.

3.3.2. Kinase Assays on Anti-CDK7 Immunoprecipitates
CDK7 is a fairly abundant protein in most cells and tissues and can readily be

immunoprecipitated as an active complex with antibodies to cyclin H, MAT1, or
CDK7 itself. We routinely use the anti-CDK7 monoclonal MO1-1 (Sigma, cat. no.
C7089) to immunoprecipitate active CDK7.

3.3.2.1. IMMUNOPRECIPITATION

1. Prepare in advance Protein G–antibody beads by incubating 0.25–0.5 µL of antibody
(supplied as crude ascites fluid) for each 20 µL of packed beads. The beads can be kept at
4°C for several months.

2. Lyse cells or tissue in HoB, and measure extracted protein concentration. As little as 100
µg of total protein can be used per assay.
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3. Add each sample to 20 µL protein G–antibody beads, and rock gently at 4°C for 1 h.
4. Keeping tubes on ice whenever possible, wash the beads three times with 0.4–1.0 mL of

HoB.
5. Wash the beads twice with 0.4–1.0 mL of HBS.
6. Wash the beads once with 0.4 mL of HBS + 10 mM MgCl2.

3.3.2.2. ACTIVITY ASSAY

7. While washing, prepare the kinase assay mix: 20 µL per assay (25 mM HEPES pH 7.4,
150 mM NaCl, 1 mM DTT, 10 mM MgCl2, 50–200 µM ATP) with 5 µCi [γ32P[ATP and
1–2 µg CDK2/cyclin A complex (or 5 µg GST-CTD substrate).

8. Remove as much of the supernatant from the immunoprecipitate as possible and transfer
the tubes to room temperature.

9. Start a timer, and add 20 µL of the kinase assay mix to each sample. Mix by pipeting
gently up and down a few times (see Note 7). Use the timer to add the assay mix to each
sample at regular intervals, and stop the reaction after 5–10 min at room temperature in a
similarly timed manner by addition of 30 µL 2X SDS sample buffer (see Note 8).

10. Boil the samples and proceed with SDS-PAGE and autoradiography as described in Sub-
heading 3.2.1. (see Notes 9 and 10).

4. Notes

1. Only small amounts of acrylamide–PDA stock solution should be prepared each time
because it appears to lose resolving power with age. Similarly, the ammonium persulfate
solution should be no older than 1 wk.

2. We find that a 9% separating gel is optimal for the separation of CDK7 isoforms,
whereas10–12% is ideal for CDK1.

3. It is preferable to use a cyclin antibody for immunoprecipitation because the bulk of
CDK1 is present in its monomeric, and hence unphosphorylated, form in the cell. In each
case it is also necessary to probe with an antibody that recognizes the CDK irrespective of
phosphorylation state to control for differences in the efficiency of immunoprecipitation.
Also note that cyclin A immunoprecipitates will contain some CDK1, and therefore an
antibody specific for CDK2 should be used (i.e., not the PSTAIRE antibody that recog-
nizes both CDKs 1 and 2).

4. If the quantity of starting material is not limiting, starting with large amounts of protein
(0.5–1 mg per assay) will reduce effects of sample-to-sample variations in the amounts of
kinase complexes isolated.

5. Dilute lysates to a volume that will allow for good mixing with the Protein G beads dur-
ing immunoprecipitation (300 µL for a 0.5-mL tube or 0.7 mL for a 1.5-mL tube).

6. Some autophosphorylation on the CDK subunit may occur during this reaction. It is es-
sential to include a control omitting any CAK-containing extracts or fractions and to
subtract any resulting background autophosphorylation from the signals measured in the
presence of CAK. This problem can be minimized or eliminated by using a catalytically
inactive CDK as a substrate.

7. Cut off the pipet tips to facilitate mixing of the beads with the kinase assay cocktail. It is
also important to make sure that beads do not stick to the wall of the tip during mixing.

8. Do not incubate the substrates with the immunoprecipitated enzyme for too long. Sensi-
tivity is rarely an issue, and it is easy to surpass the linear range of the reaction with
prolonged incubation. (This will yield similar signals even when significantly different
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amounts of CDK activity are present.) Also, avoid saturation that can be caused by an
insufficient quantity of substrate; we typically include at least 3–5 µg of protein substrate
(e.g., histone H1 or the carboxyl terminal domain (CTD) of RNA polymerase II) and a
soluble, calibrated, and active CDK/cyclin complex as a positive control to ensure that
we are in the linear range of the assay.

9. A portion of the kinase assay can also be used for immunoblotting to ensure that an appar-
ent difference in activity does not simply reflect varying amounts of CDK7 in the final
immunoprecipitate. We find it more reliable to take an aliquot of the kinase assay itself
after denaturation in sample buffer for immunoblot analysis, instead of splitting the pre-
cipitate prior to the kinase reaction. As little as 1/5 of each reaction should be sufficient
for immunoblotting, leaving some sample in case a problem occurs while one is running
and/or transferring the gels. If GST-CTD is the radiolabeled substrate, we actually cut the
gel in two, using the bottom part containing CDK7 (~40 kDa) for immunoblotting while
subjecting the top part of the gel containing the phosphorylated GST-CTD (~90 kDa) to
autoradiography.

10. Because monomeric CDK7 is virtually inactive, it is important to verify that equal
amounts of both its regulatory subunits, cyclin H and MAT1, are also present in similar
amounts in each immunoprecipitate.
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Cyclins, Cyclin-Dependent Kinases,
and Cyclin-Dependent Kinase Inhibitors

Detection Methods and Activity Measurements

Gavin Brooks

Summary
The cyclin/cyclin-dependent kinase (Cdk) complexes and the Cdk inhibitors (CDKI) are

crucial regulators of cell cycle progression in all eukaryotic cells. Using rat cardiac myocytes
as a model system, this chapter provides a detailed account of methods that can be employed to
measure both cyclin/Cdk activity in cells and the extent of CDKI inhibitory activity present in
a particular cell type.

Key Words
Cardiac myocyte; CDK kinase assay; CDKI inhibitory activity assay; Cyclin; Immunopre-

cipitation; p21; p27.

1. Introduction
Normal cellular proliferation is under the tight control of both positive and negative

regulators that determine whether a particular cell can progress through the cell cycle
(see refs. 1–3 for reviews). This carefully ordered progression of the mammalian cell
cycle is controlled by the sequential formation, activation, and deactivation of a series
of cell cycle regulatory molecules (Fig. 1) that exist as a series of complexes consist-
ing of a catalytic kinase subunit (known as the cyclin-dependent kinase [CDK]) and a
regulatory cyclin subunit. These cyclin/CDK complexes form part of the positive regu-
latory machinery that drives the cell through the cycle. Most cyclin mRNAs and pro-
teins show a dramatic fluctuation in their expression during the cell cycle. For example,
cyclin A and B expression accumulates transiently at the onset of S-phase and in late
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G2, respectively, followed rapidly by their degradation via the ubiquitin/proteosome
pathway (1,2). In contrast, expression of the various CDK molecules remains rela-
tively constant throughout the cell cycle.

Specific CDK molecules interact with specific cyclin partners at various stages of
the cell cycle, such that each complex displays its kinase activity at a particular point
in the cell cycle (Fig. 1). These cyclin/CDK complexes are able to bind to other regu-
latory proteins to form large, heterologous multi-complexes that can act as regulatory
elements in the control of cellular events. For example, cyclin D/CDK4 can bind pro-
liferating cell nuclear antigen (PCNA) and the cyclin-dependent kinase inhibitor
(CDKI) protein p21CIP1 (see next paragraph; 4,5). The binding of other proteins to
these cyclin/CDK complexes, such as the CDKIs, can regulate the kinase activity of
the complexes throughout the cell cycle such that different cell cycle-regulatory mol-
ecules are activated at specific times in the cell cycle to “drive” the cell through suc-
cessive checkpoints i.e., G1-, S-, G2-, and M-phase of the cycle (Fig. 1).

The CDKIs e.g., p21CIP1 (6,7) p27KIP1 (8,9), and p16INK4 (10,11), exert a negative
regulatory effect on the cell cycle machinery by binding to, and inhibiting the activi-
ties of, specific cyclin/CDK complexes. Primarily, these proteins cause arrest in the
G1-phase of the cell cycle, and it is likely that they may play a role in the development
of the terminally differentiated phenotype.

This chapter outlines the purification of various CDK and CDKI molecules from
cellular lysates and describes the subsequent measurement of their enzyme activi-
ties in vitro.

2. Materials
1. Chemicals to be used in these procedures should be of the best grade available commer-

cially. Solutions should be prepared with double-distilled sterile water, unless otherwise
indicated.

Fig. 1. The mammalian cell cycle showing where various cell cycle regulatory molecules
act. PCNA, proliferating cell nuclear antigen.
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2. Cyclin, CDK, and CDKI antipeptide antibodies and the glutathione-S-transferase-retino-
blastoma protein (GST-pRb) fusion protein may be obtained from various sources,
including BD Biosciences Pharmingen (Oxford, UK), New England Biolabs (Herts, UK),
Santa Cruz Biotechnology (Santa Cruz, CA), Serotec (Oxford, UK), and Upstate Group
(Lake Placid, NY). The various immunizing peptides for each antibody are also available
for use in competition studies.

3. Adenosine trisphosphate (ATP): 10 mM stock solution in water. Store at –20°C in aliquots
(Sigma-Aldrich, Poole, Dorset, UK);

4. 3000 Ci/mmol [γ-32P]ATP redivue (Amersham International, Bucks, UK). Alternatively,
[γ-32P]ATP of the same specific activity may be obtained from other suppliers, e.g., ICN
Biomedicals (Thame, Oxon, UK or Sigma-Aldrich).

5. Histone H1 substrate protein (Boehringer Mannheim, Lewes, East Sussex, UK).
6. Protein-A Sepharose beads (Pharmacia Biotech, St. Albans, Herts, UK).
7. 0.1% (w/v) Coomassie brilliant blue solution: 50% methanol, 10% acetic acid, 0.1% (w/v)

Coomassie brilliant blue R-250, and 40% water. Store at room temperature. Can be used
many times (between 20 and 40 times) before replacing.

8. Destain Buffer: 5% methanol, 7% acetic acid, and 88% water. Store at room temperature.
9. CDK lysis buffer (see Note 1): 50 mM Tris-HCl, pH 7.4, 0.25 M sodium chloride, 0.1%

(v/v) Nonidet P-40, 0.005 M EDTA, 0.05 M sodium fluoride, 0.001 M sodium
orthovanadate, 0.001 M sodium pyrophosphate, 0.01 M benzamidine, 50 µg/mL
phenylmethylsulphonylfluoride (PMSF), 10 µg/mL N-toysl-phenylalanine chloromethyl
ketone (TPCK), 10 µg/mL soybean trypsin inhibitor (STI), 1 mg/mL aprotinin, and 1 µg/
mL leupeptin. Prepare fresh every time and store on ice.

10. Wash buffer: 0.05 M Tris-HCl, pH 7.4, 0.01 M MgCl2, and 1 mmol/L ditiothreitol (DTT).
Store at 4°C; stable for up to 1 mo.

11. ATP buffer (see Note 1): wash buffer plus 10 µM ATP and 1 µCi/µL [γ-32P]ATP. Pre-
pare fresh every time and store on ice.

12. 2X Sample buffer: 0.12 M Tris-HCl, pH 6.8) 4%v/v sodium dodecylsulphate (SDS),
20%v/v glycerol, 10% (v/v) β-mercaptoethanol (or 200 mM DTT), and 0.002% Bro-
mophenol Blue. Stable for many months at 4°C.

13. Rb buffer (see Note 1): 20 mM sodium-β-glycerophosphate, pH 7.3, 15 mM MgCl2, 5 µg/
mL leupeptin, 1 mM benzamidine, 0.5 mM PMSF, 0.1 mM sodium orthovanadate, and 1
mM DTT. Prepare fresh every time and store on ice.

14. Rb assay buffer (see Note 1): Rb buffer plus, 50 µM ATP, 10 µCi [γ-32P]ATP, 0.5 µg
GST-pRb fusion protein. Prepare fresh every time and store on ice.

3. Methods
3.1. CDK Activity Assays

The following procedure is a modification of the method of Draetta et al. (12) and
has been used routinely in my laboratory for determining CDK activities in CDC2-,
CDK2-, CDK4-, CDK5-, and CDK6-containing complexes in cardiac myocytes (13).
Each kinase has a different specificity for a particular substrate protein, although the
individual kinases can be placed into one of two separate groups depending on their
abilities to phosphorylate either histone H1 or a GST-pRb fusion protein. Thus, the
G1-acting CDKs, CDK4 and CDK6, phosphorylate a GST-pRb fusion protein effi-
ciently, whereas the G1/S and G2/M kinases, CDK2 and CDC2, and the G1-acting
kinase CDK5, efficiently phosphorylate histone H1. It should be noted that these sub-
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strates are not totally specific for any one group of kinases since it is possible for
CDC2, CDK2, and CDK5 to phosphorylate a GST-pRb fusion protein and similarly
for CDK4 and CDK6 to phosphorylate histone H1. However, the extent of phosphory-
lation in these latter cases is much less than that observed with their more specific
substrates.

3.1.1. Preparation of Cellular Lysates Prior to Immunoprecipitation
1. Freshly isolated or trypsinized cells are initially lysed on ice in ice-cold CDK lysis buffer.

Use the minimum volume of buffer necessary to obtain lysis of cells, e.g., approx 100–
200 µL buffer per 1 × 106 cells for large cells (e.g., adult rat cardiac myocytes) or 100–
200 µL buffer per 0.5–1 × 107 cells for smaller cells (e.g., ovarian carcinoma cells).

2. Sonicate lysed samples on ice (three pulses of 5 s each on maximum setting) and incubate
on ice for 30 min. Centrifuge sonicated samples at 4g in a benchtop refrigerated centrifuge
set at 4°C. Supernatants then are snap-frozen on dry ice and stored overnight in liquid
nitrogen prior to assaying for CDK complex activity (see Note 2). Prior to freezing, re-
move a 5 µL volume of supernatant containing the sample of interest for protein analysis.

The above method can also be used for the preparation of tissue lysates prior to
measurement of CDK activities.

3.1.2. Immunoprecipitations and CDK Assays
1. Preswell protein-A sepharose beads (0.1 g/mL) in ice-cold phosphate buffered saline

(PBS), pH 7.4 and then equilibrate in CDK lysis buffer for 1 h at 4°C with gentle mixing
on a rotating blood wheel.

2. Add 40 µL preswollen protein A sepharose beads to 250–750 µg of cell lysate protein in
an Eppendorf tube. Make up to a final volume of 750 µL using CDK lysis buffer, and mix
gently on a rotating blood wheel for 1 h at 4°C. Pellet the beads using a 15-s pulse in a
benchtop microfuge, and remove the supernatant to a clean Eppendorf tube (“precleared
cell lysate”).

3. Immunoprecipitate the precleared cell lysate with the appropriate CDK antibody (e.g., 1
µg/sample as determined by titration) for 1 h at 4°C (see Note 3). Add 50 µL of preswollen
protein-A sepharose beads, and mix gently for 1 h at 4°C on a rotating blood wheel.

The protocol then differs slightly depending on which CDK is being assayed, as
follows.

3.1.2.1. CDC2, CDK2, AND CDK5 ASSAYS

1. Wash the immunocomplex bound beads four times with 1 mL CDK lysis buffer each and
once in 1 mL wash buffer. Pellet beads using a 15-s pulse in a microfuge, resuspend the
pellet in 20 µL wash buffer containing 125 µg/mL histone H1 substrate protein, and incu-
bate for 5 min at 30°C.

2. Add 5 µL ATP buffer to each reaction tube, incubate for 10 min at 30°C, and then termi-
nate the reaction by the adding of 25 µL 2X sample buffer. Then move to Subheading
3.1.2.2., step 3 below.

3.1.2.2. CDK4 AND CDK6 ASSAYS

1. Wash the immunocomplex bound beads four times with 1 mL CDK lysis buffer each and
then once in 1 mL of Rb buffer. Pellet beads using a 15-s pulse in a microfuge, and
resuspend the pellet in 30 µL of Rb assay buffer per sample.
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2. Incubate the reaction at 30°C for 1 h and terminate by the addition of 30 µL 2X sample
buffer.

3. Boil samples for 3 min, and separate proteins by 12.5% SDS-polyacrylamide gel electro-
phoresis (PAGE). Separated proteins can be visualized by staining the gel in 0.1% (w/v)
Coomassie Brilliant Blue solution (see Note 4). The gel then is dried and exposed to
photographic film overnight at –80°C using intensifying screens. The resultant autoradio-
graph can then be scanned using a laser densitometer, or the phosphorylated bands can be
excised directly from the gel and counted in a scintillation counter. Figure 2A and B
shows representative autoradiographs of CDK2 and CDK6 kinase activities in develop-
ing rat cardiac myocytes (see Note 5).

It is also possible to use this method to determine specific cyclin-associated kinase
activities. For instance, if we wished to measure the kinase activity associated with
cyclin E in a cellular extract, we would immunoprecipitate cyclin E-containing com-
plexes from a cellular lysate using a specific anti-cyclin E antibody at the appropri-
ate concentration, e.g., 1 µg/sample as determined by titration. The resultant
immunoprecipitated protein would then be analyzed for CDK2 activity (cyclin E
associates specifically with CDK2), using a similar protocol to that just described,
with histone H1 as a substrate. This method can be used to determine the kinase-
associated activity of any cyclin molecule, providing the appropriate substrate pro-
tein for the CDK molecule that complexes with the immunoprecipitated cyclin is
used in the in vitro kinase assay.

3.2. CDKI Inhibitory Activity Assays
The following procedure is a modification of the methods of Draetta et al. (12) and

Guo et al. (14) and has been used successfully in my laboratory to determine the in-
hibitory activity of p21CIP1 present in adult rat cardiac myocytes against neonatal rat
cardiac myocyte CDK2 activity (15,16).

1. Prepare cell lysates as described above by lysing in ice-cold CDK lysis buffer. Boil ly-
sates to obtain a heat-stable protein preparation (see Note 6), snap-freeze samples on dry
ice, and store in liquid nitrogen prior to use (see Note 2). Prior to freezing, remove a 5 µL
vol of supernatant containing the sample of interest for protein analysis.

2. Thaw samples and incubate 50 µg of neonatal myocyte lysate protein (containing acti-
vated CDK2) with 50 µg of boiled adult myocyte lysate (see Note 7) overnight at 4°C
with mixing on a rotating blood wheel.

3. Immunoprecipitate CDK2 from the mix using an anti-CDK2 antibody exactly as described
in Subheading 3.1.2. above.

4. Wash immunocomplex bound beads four times with 1 mL CDK lysis buffer each and
once with 1 mL wash buffer. Pellet beads using a 15-s pulse in a microfuge, resuspend the
pellet in 20 µL wash buffer containing 125 µg/mL histone H1 substrate protein, and incu-
bate for 5 min at 30°C.

5. Add 10 µL of ATP buffer to each sample tube, and incubate for 10 min at 30°C.
6. Terminate the reaction by the addition of 30 µL 2X sample buffer.
7. Boil samples for 3 min, and separate proteins by 12.5% SDS-PAGE. Separated proteins

can be visualized by staining the gel in 0.1% w/v Commassie brilliant blue solution (see
Note 4). The gel then is dried and exposed to photographic film overnight at −80°C using
intensifying screens. The phosphorylated histone H1 bands are then excised from the gel
and counted in a liquid scintillation counter.
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4. Notes
1. All assay buffers should be prepared fresh on the day of assay. We have found that stor-

age of such solutions overnight at 4°C leads to significant loss of measurable kinase
activity.

2. CDK activities in frozen lysates remain measurable for 2–3 d following preparation
when stored in liquid nitrogen. However, the degree of measurable activity deteriorates
rapidly such that only 50–75% of original activity (i.e., that present in freshly prepared
cell lysates) remains after one day of storage and 25–50% after 2 d.

3. It is advisable to include a series of control immunoprecipitations in all kinase assays
to ensure that the results obtained are specific for the CDK of interest. Suggested con-
trols include no CDK, antipeptide antibody, cellular lysate; CDK antipeptide antibody
plus immunizing peptide (mix together for 5–10 min at room temperature prior to addi-
tion to lysate), cellular lysate; CDK antibody, no cellular lysate; and no antibody, no
lysate. All immunoprecipitations and kinase assays should be carried out in triplicate,
and each individual experiment should be repeated at least three times to ensure good
statistical results.

4. It is advisable to stain all SDS-PAGE gels with Coomassie brilliant blue solution for
approx 30–60 min at room temperature followed by destaining until blue bands and a
clear background are obtained (typically 1–2 h). Gels should then be dried down prior to
autoradiography. This approach enables clear observation of the band(s) of interest di-
rectly on the gel and also reduces significantly the amount of background radioactivity
that could affect the final results.

5. Phosphorylated histone H1 protein migrates as two distinct bands with Mr 32 and 34 kDa
by 12.5% SDS-PAGE. Phosphorylated GST-pRb fusion protein (e.g., from Santa Cruz
Biotechnology) migrates with an Mr of 40 kDa under the same conditions.

Fig. 2. Representative autoradiographs of (A) CDK2-mediated phosphorylation of histone
H1 and (B) CDK6-mediated phosphorylation of GST-pRb fusion protein in rat cardiac myocytes
prepared from hearts of animals at different developmental ages. The negative control lanes
represent no antibody, cellular lysate (left-hand lane); CDK antibody, no cellular lysate (middle
lane); and CDK antibody plus immunizing peptide, cellular lysate (right-hand lane).
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6. Most CDKI molecules described to date are heat-stable proteins. The use of a heat-stable
cellular extract in these studies enriches for those CDKI molecules that may be expressed
at relatively low levels compared with other heat-labile proteins. Thus, if a heat stable
extract was not used, it might prove difficult to demonstrate inhibitory activity of CDKI
molecules in a particular cellular lysate.

7. To demonstrate that a particular CDKI molecule is present and is responsible for CDK
inhibitory activity in a cellular lysate, it is necessary to compare the CDK activity mea-
sured in mixes of CDK-containing lysate with CDKI-containing lysate that has been (1)
depleted of a particular CDKI molecule by prior immunoprecipitation with a CDKI-spe-
cific antibody, and (2) not depleted of any CDKI molecule (see Fig. 3 for an example).

8. A typical time frame, from start to finish, for the above assays is 1–2 d.

Fig. 3. (A) Representative autoradiograph of p21CIP1-mediated inhibition of CDK2 activity
in rat cardiac myocytes showing histone H1 phosphorylation by immunoprecipitated CDK2
complexes from neonatal myocytes in the presence or absence of adult myocyte lysates that
contain p21CIP1. (B) Graph showing means ± SD of histone H1 phosphorylation obtained from
three separate experiments. C1, no CDK2 antibody, cellular lysate; C2, CDK2 antibody, no
cellular lysate; Ne, neonatal myocyte lysate; Ne + Ad, 50 µg neonatal and 50 µg heat-stable
adult myocyte lysate; Ne + IP Ad, neonatal and p21CIP1 immunodepleted heat-stable adult myo-
cyte lysate.
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Measurement of Wee Kinase Activity

Paul R. Mueller and Walter F. Leise III

Summary
The Wee kinases (Wee1, Wee2, and Myt1) are major regulators of mitotic entry. They func-

tion by phosphorylating Cdc2 and related Cdks on conserved tyrosine and threonine residues.
This phosphorylation blocks the activity of the Cdc2 and prevents entry into mitosis. The abun-
dance and activity of the Wee kinases are regulated during the cell cycle and development. In
this chapter, we describe several procedures to measure the activity of the Wee kinases found
either in crude extracts or in purified preparations. Specific protocols include the production
and purification of recombinant Cdc2/Cyclin B substrate, the production of crude subcellular
extract fractions, the purification of endogenous or recombinant Wee kinases, Wee kinase as-
says, and the Histone H1 kinase assay to measure Cdc2 activity. In addition, support protocols
are provided that describe the use and production of Ni-IDA beads for the purification of His-
tidine-tagged proteins, and the use of the baculovirus expression system to produce recombi-
nant proteins.

Key Words
 Wee1; Wee2; Myt1; Cdc2; baculovirus; Xenopus; kinase assay; phosphorylation; Histone

H1; His6; immunoprecipitation.

1. Introduction
Entry into mitosis is dependent on the activity of a highly conserved kinase, Cdc2

(reviewed in ref. 1). By itself, monomeric Cdc2 is inactive. Instead, the activation of
Cdc2 is dependent on the accumulation of a binding partner, Cyclin B, and on the
cyclin-dependent kinase (CDK)-activating kinase (CAK)-mediated phosphorylation
of Cdc2 on Thr161. Together, the cyclin binding and Thr161 phosphorylation change
the structure of Cdc2, enabling its activity. In the absence of other modifications, these
structural changes would generate active Cdc2/Cyclin B, but during interphase, two
additional phosphorylations on Thr14 and Tyr15 of Cdc2 suppress Cdc2 activity (re-
viewed in refs. 2 and 3). These phosphorylations dominantly inhibit the Cdc2/Cyclin
B complex and block entry into mitosis. At the G2/M transition, the Cdc25 protein
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dephosphorylates Thr14 and Tyr15, thereby allowing maturation-promoting factor
(MPF) to phosphorylate its mitotic substrates (reviewed in ref. 4) (Fig. 1).

Collectively, the Wee family of kinases is responsible for phosphorylating Thr14
and/or Tyr15 of Cdc2 and thus inhibiting the activity of the Cdc2/Cyclin B complex
during interphase. The first Wee kinase to be identified was Wee1 of Schizo-
saccharomyces pombe when it was isolated as a critical negative regulator of mitosis
(5). Fission yeast deficient in this kinase divide at a small size (hence the name Wee)
owing to their premature entry into mitosis. Subsequently, one or more Wee1 homologs
have been found in all other eukaryotes examined including Saccharomyces cerevisiae,
humans, Xenopus, Drosophila, and Caenorhabditis elegans (6–11). The Wee1 and
Wee1 homologs phosphorylate Cdc2 exclusively on Tyr15. Myt1, a related member
of the Wee family of kinases, also phosphorylates Cdc2 on Tyr15 as well as the adja-
cent Thr14 (12–14). Because of their common function, we will use the generic phrases
“Wee kinases” or “Wee family of kinases” to include both the Myt1 kinases and the
Wee1/Wee1 homologs (15).

At the amino acid level, Wee kinases share the greatest level of similarity in their
kinase domains. A diagnostic feature found in all members of the Wee kinase family is
that they contain five conserved residues in the kinase domain. These are a Trp in
subdomain IV, a Glu and Asp in subdomain VIII, and a Trp and Arg in subdomain X.
These residues are not commonly found in other, non-Wee kinases at these positions
and therefore serve as a “signature” of Wee kinase family identity (8). Whether these
conserved residues are responsible for any unique function of the Wee kinase remains
to be determined. Outside the kinase domain, the Wee kinases can be quite divergent,
but there is some similarity between putative orthologs (15). These noncatalytic re-
gions of the protein are thought to play important roles in the regulation, protein–
protein interaction, and subcellular localization of the Wee kinases.

One of the more divergent members of the Wee kinase family is Myt1. Not only is
Myt1 a dual-specificity kinase (phosphorylating both Thr14 and Tyr15 of Cdc2), but it
is also a membrane-associated kinase that colocalizes with the cytoplasmic endoplas-
mic reticulum and Golgi apparatus (12–14). This differs from Wee1 and Wee1-like
kinases, which phosphorylate Tyr15 exclusively and are soluble and predominantly
nuclear in their subcellular location (8,16–19). Finally, unlike the Wee1 homologs, Myt1
is found only in metazoans. Despite these unique properties, Myt1 has the other charac-
teristics that designated it as a member of the Wee kinase family. For example, Myt1
will only phosphorylate Cdc2 that is prebound to Cyclin B, and the Myt1 kinase domain
shows strong similarity to other Wee kinases including the five signature residues (12).

In addition to Myt1, vertebrates have two distinct Wee1-like kinases. These are
classified as distinct subgroups of the Wee kinase family based on their sequence simi-
larity outside the kinase domain, their developmental expression patterns, and their
levels of activity toward Cdc2/Cyclin B complexes (15,20 ,21). One subgroup is found
exclusively as a maternal gene transcript (designated Wee1 and Wee1A in Xenopus
and Wee 1B in mammals); the other is found predominately as a zygotic transcript
(designated Wee2 and Wee1B in Xenopus and Wee1 and Wee1A in mammals)
(7,8,15,20–22). To minimize the nomenclature confusion, we will refer to the mater-
nally expressed subgroup as “Wee1” and the mostly zygotic subgroup as “Wee2” (15).
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Biochemically, Wee1 and Wee2 function similarly. Both phosphorylate Cdc2 exclu-
sively on Tyr15 in a Cyclin B-dependent manner, and both require the same purifica-
tion and assay conditions. One important difference that has been reported in Xenopus
is that Wee2 is about 10-fold more active than Wee1 (15). It remains to be determined
whether this activity difference exists in other vertebrates.

This chapter describes several methods for measuring Wee kinase activity both in
crude cellular extracts and in defined biochemical systems. Depending on the goals of
the experiment, one method may be more appropriate than the other. If the goal is
simply to determine the presence of Wee activity, a Western blot of total cell lysates
with an antibody directed against the phospho-Tyr15 form of Cdc2 might be most
appropriate (Fig. 2). However, because the in vivo Tyr15 phosphorylation status of
Cdc2 is a reflection of the ratio of Wee kinase to Cdc25 phosphatase activity, this
approach cannot give a complete measure of Wee activity. Furthermore, this antibody
cannot discriminate between Wee1/2 and Myt1 activity.

A more direct approach is to provide a defined substrate (recombinant Cdc2/Cyclin
B) for Wee kinase activity. The production of this substrate is described in the first
part of this chapter (Fig. 3). This is a variation of the method described by Kumagai
and Dunphy (23) and uses the robust baculovirus expression system (reviewed in refs.
24–26). One of the advantages of using a recombinant substrate is that several mutant
forms of Cdc2 can be produced. These, in turn, can be used to define better the enzyme

Fig. 1. Control of Cdc2 activity through inhibitory phosphorylation. During interphase, Cdc2
associates with the accumulating Cyclin B protein and is phosphorylated by CAK on Thr161.
Concurrently, the Myt1 and Wee1-like kinases phosphorylate the Cdc2/Cyclin B complex on
two conserved residues in the active site of Cdc2, Thr14, and Tyr15. These phosphorylations
dominantly block Cdc2/Cyclin B activity. At the G2/M phase transition, the Cdc25 phosphatase
removes these inhibitory phosphates.
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responsible for the Wee kinase activity (Fig. 4). The recombinant substrate can be
used in two general ways. First, it can be used to detect and measure Wee kinase
activity in crude cellular extracts (Fig. 5). This method is based on the gel mobility
shift that Cdc2 undergoes when it is phosphorylated on Thr14 and Tyr15 (27,28). As a
supporting method for this shifting assay, we describe procedures for the production
and fractionation of cellular extracts. Second, the recombinant Cdc2/Cyclin B com-
plex can be used to measure the activity of purified Wee kinases from endogenous or
recombinant sources. We describe two measurement assays, one based on the Wee-
mediated incorporation of 32P into Cdc2 (Fig. 6), and the other based on the Wee-
mediated reactivity of Cdc2 to a phospho-tyrosine antibody (Fig. 4).

As supporting methods for these more defined measurement assays, we describe
methods for immunoprecipitating the endogenous Wee kinases from cellular extracts
and the production of recombinant Wee kinases from the baculovirus expression sys-
tem. These purified Wee proteins may be tested directly for Wee kinase activity (Figs.
4 and 6) or may be used to test for Wee kinase regulators found in cellular extracts or
more biochemically defined systems. Finally we describe the Histone H1 kinase assay
(Fig. 4). This method measures the activity of the Cdc2/Cyclin B complex before or
after Wee modification and can be used to prove that a candidate Wee kinase has the
ability to inhibit Cdc2.

Throughout this chapter, we make extensive use of a baculovirus expression sys-
tem to produce recombinant Wee kinase substrates and recombinant versions of Wee
proteins. Although this system is somewhat more laborious than the production of
recombinant proteins in bacteria, we find it to be very robust and reliable. Our attempts
to produce active forms of cell cycle proteins in bacteria have met with mixed results
at best, and we do not recommend this approach for routine use. We also make exten-

Fig. 2. Cdc2 phosphorylated on Tyr15 can be detected in crude lysates. Top panels: Western
analysis showing the presence of phospho-Tyr15 Cdc2 in interphase, but not mitotic, Xenopus
egg extracts, and the presence of phospho-Tyr15 Cdc2 in various developmental stages of Xe-
nopus (see Note 41). Bottom panels: Western analysis of the same samples used on top with an
antibody that detects total Cdc2 (both phosphorylated and nonphosphorylated; see Note 39).
The developmental stages range from midblastula (stage 8.5) to early tadpole (stage 33).
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sive use of nickel-iminodiacetic acid (Ni-IDA) beads to purify His6-tagged recombi-
nant proteins (Fig. 3). We find that we can get relatively pure protein preparations
using this tag and bead system, particularly with our recommended wash buffers (see
Note 1). Supporting methods for producing Ni-IDA beads and infecting of Sf9
(Spodoptera frugiperda) cells with recombinant baculovirus are described.

2. Materials
2.1. General Solutions and Equipment

These reagents and materials are used in two or more of the procedures.
1. dH2O: deionized (Millipore quality), autoclaved water.

Fig. 3. Production of recombinant Cdc2/Cyclin B complex. (A) Production of Cdc2 lysates
and Cyclin B beads from Sf9 cells as described in Subheadings 3.4. and 3.5. Lanes 1–6, initial
lysates (int lys) and supernatant (supern) of Cdc2 WT-, Y15F-, or AF-infected cells. Note the
low production of Cdc2 AF in lanes 5 and 6. Lanes 7–10, initial lysates (int lys), supernatant
(supern), unbound flowthrough (unbnd), and Cyclin-B bound beads (bnd bds) of Cyclin B-
infected cells. (B) Production of recombinant Cdc2/Cyclin B complexes as described in Sub-
heading 3.6., except that for Cdc2 AF/Cyclin B a 500-µL Cdc2 AF lysate was first prebound as
described in Note 24. WT, Y15F, and AF complexes were eluted in 120, 60, and 80 µL elution
buffer, respectively. In all three cases, 36 µL of the eluted complex was loaded on the SDS-
PAGE gel. Note that similar, but not equal, concentrations of Cdc2 are present in the three
samples. In the next experiment, 90, 50, and 80 µL of elution buffer was used to elute the WT,
Y15F, and AF complexes, respectively, 36 µL was loaded, and equal concentrations of Cdc2
were obtained (data not shown). Gels in both (A) and (B) are stained with Coomassie blue.



304 Mueller and Leise

2. 5 M NaCl. Autoclave and store room temperature.
3. 1 M Tris-HCl, pH 7.5. Autoclave and store room temperature.
4. 10X TBS: 1.4 M NaCl, 100 mM Tris-HCl, pH 7.5, 50 mM KCl. Autoclave and store room

temperature.
5. 10X PBS: 1.37 M NaCl, 10 mM Na2HPO4, 2.7 mM KCl, 2 mM KH2PO4, pH 7.4. Auto-

clave and store room temperature.
6. 200 mM Phenylmethylsulfonyl fluoride (PMSF; Sigma, cat. no. P 7626). Make fresh,

keep on ice. Make approx 1 mL of 200 mM PMSF in 100% ethanol in a 1.5-mL
microcentrifuge tube. Mix by inversion. Use caution, and use within approx 12 h (see
Note 2).

7. 1 M HEPES, pH 7.5. Autoclave and store room temperature.
8. 0.5 M EGTA, pH 8.0. Autoclave and store room temperature.
9. 10% Nonidet P40 (NP-40; w/v in dH2O). Make from high-grade Nonidet P40 (Roche,

cat. no. 1-754-599) and store 10% stock in the dark for �6 mo at room temperature.
10. 1000X PCL: a mixture of pepstatin (Roche, cat no. 1-359-053), chymostatin (Roche, cat

no. 1-004-638), and leupeptin (Sigma, cat. no. L 2884) (10 µg/mL each) in dimethyl

Fig. 4. In vitro measurement of Wee kinase activity via Western analysis for tyrosine-phos-
phorylated Cdc2 and Histone H1 kinase assays. Kinase-active (KA) and kinase-dead (KD)
forms of Xenopus Wee2 were produced as described in Subheading 3.11. Equal concentrations
(data not shown) of these recombinant forms of Wee2 were then used in a Cdc2 anti-phospho-
tyrosine antibody kinase assay to detect Wee kinase activity as described in Subheading 3.12.2.
The top panel shows both phosphorylated and nonphosphorylated Cdc2 at the completion of
the assay. The middle panel shows that kinase-active Wee2 phosphorylates wild-type Cdc2
(WT) but not Cdc2 (Y15F) or Cdc2 (AF; see Subheading 3.5.). A small portion of the Cdc2
kinase reaction was then used in the Histone H1 kinase assay as described in Subheading 3.13.
(bottom panel). The lack of 32P incorporation into Histone H1 (lane 2) shows that kinase-ac-
tive, but not kinase-dead Wee2 can inhibit Cdc2/Cyclin B activity as long as a Tyr15 residue is
present in the Cdc2. Together, these results show that Wee2 is a Wee1-like kinase because it
both phosphorylates and inhibits Cdc2 in a Tyr15-dependent manner.
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sulfoxide (DMSO). Use caution and store in 10-µL aliquots at –20°C for �6 mo (see
Note 3).

11. Low-salt wash buffer with PMSF (LSWB-PMSF; make fresh, and make 100 mL): 10 mM
HEPES, 150 mM NaCl. Adjust pH to 7.4, and chill to 4°C on ice. Shortly before use,
make 0.2 mM PMSF (see Note 2).

12. Low-salt wash buffer with PMSF and PCL (LSWB-PMSF-PCL; make fresh): transfer 10
mL of LSWB-PMSF to a tube on ice. Shortly before use, make 1X PCL (see Note 3).

13. 7 mL Dounce Tissue Grinder with approx 0.05-mm clearance.
14. Liquid nitrogen (LN2; preferred) or a dry-ice/ethanol bath.
15. 13-mL tube with matching snap-cap (Starstedt, tube cat. no. 55.518; cap cat. no. 65.816).
16. 1 M Imidazole, pH 7.4. Autoclave and store room temperature.
17. 100 mM ATP, pH 7.5. Store –20°C.
18. 1 M MgCl2. Autoclave and store room temperature.
19. 1 M NaF (see Note 4). Filter-sterilize, and store at room temperature.
20. 100 mM Sodium pyrophosphate (NaPPi). Autoclave and store at room temperature.
21. 1 M Dithiothreitol (DTT) (Store –20°C).
22. 10% Triton X-100 (w/v in dH2O). Make from high-grade Triton X-100 (Roche, cat. no.

789-704), store 10% stock in the dark for �6 mo at room temperature.
23. 500 µM Sodium orthovanadate (Na3VO4; Sigma, cat. no. S 6508). Make fresh and see

Note 4.
24. 200 mM Creatine phosphate (CP; Roche, cat. no. 621-714). Make in dH2O, and store at –

20°C.
25. 5 µg/mL Creatine phosphokinase (CPK; Sigma, cat. no. C 3755). Make in dH2O, and

store at –80°C.
26. 4X Sodium dodecyl sulfate (SDS) sample buffer: 250 mM Tris-HCl, pH 6.8, 40% (w/v)

glycerol, 8% SDS, 65 mM DTT, 0.004% bromophenol blue. (Store at –20°C for �6 mo).
27. Dry ice.

Fig. 5. Cdc2 shifting assay to measure Wee kinase activity in cellular extracts. Soluble and
membrane fractions were made from Xenopus oocyte and interphase egg extracts as described
in Subheading 3.7. and Note 27. These were subject to the Cdc2 shifting assay to detect Wee
activity as described in Subheading 3.8. Note that the egg, but not oocyte, soluble fractions
have Wee1 kinase activity (indicated by the single shift). This corresponds to the absence of
Wee1 kinase protein in Xenopus oocytes (34). In contrast, both egg and oocyte membrane
fractions have Myt1 activity (indicated by the double shift), again corresponding to the pres-
ence of Myt1 in both cell types. 0, unshifted; 1, single-shifted; 2, double-shifted.
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28. EB buffer: 80 mM β-glycerol phosphate, 20 mM EGTA, 15 mM MgCl2. Adjust pH to 7.3
with KOH, filter-sterilize, and store at 4°C.

29. 100 mg/mL Ovalbumin (albumin, Chicken Egg Grade V, Sigma, cat. no. A 5503). Make
in dH2O, and store at –20°C.

30. [γ-32P]ATP (see Note 5), specific activity >4000 mCi/mL (i.e., ICN, cat. no. 38101X,
IsoBlue Stabilized; or ICN #35001X).

2.2. Making Nickel-Iminodiacetic Acid Beads

1. 100 mM NiCl. Make fresh, ~50 mL, room temperature.
2. 1X TBS: make 250 mL from 10X stock (room temperature).
3. IDA-sepharose (iminodiacetic acid coupled to Sepharose, Fast Flow, Amersham

Pharmacia, cat. no. 17-0575-01). Store at 4°C, but warm to room temperature before
using.

4. Vacuum apparatus: 500-mL vacuum flask, 30-mL Kimax Buchner funnel with (10–15
µm) fritted disc (Kimble cat. no. 28400 32) with neoprene adapter for filtering flask (i.e.,
Fisher, cat. no. 10-184-4).

5. 10% Sodium azide. Caution: Use extreme care when working with sodium azide, as it is
highly toxic. Store at 4°C.

Fig. 6. In vitro measurement of Wee kinase activity via radiolabeling of Cdc2. Myt1 was
immunoprecipitated from Xenopus egg extracts that were either in mitosis or interphase as
described in Subheading 3.9. The immunoprecipitated Myt1 was then used in a Cdc2 32P la-
beling kinase assay to detect Wee kinase activity as described in Subheading 3.12.1. Note that
the mitotic form of Myt1 has less activity than the interphase form (bottom panel). This corre-
sponds to mitotic modifications of Myt1 that change its gel mobility, but not its abundance, as
detected in the Western analysis (top panel).
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2.3. Infection of Sf9 (S. frugiperda) Cells With Recombinant Baculovirus
1. Tissue culture hood, 27°C tissue culture incubator (without CO2), 10-cm coated tissue

culture plates (Falcon, cat. no. 3003, or equivalent), spinner plate, and flask for tissue
culture use.

2. Sf9 media: Grace’s Insect Media (Invitrogen, cat. no. 11605-102) containing 10% fetal
bovine serum (FBS), 1% Fungizone® antimycotic (Invitrogen, cat. no. 15290018), and
0.05 mg/mL gentamicin (Invitrogen, cat. no. 15710072). Make 0.1% (1X) Pluronic® F-68
(Invitrogen, cat. no. 24040032, 10% [100X] stock) if cells are growing in suspension.

3. P3 virus stock of specific protein to be produced. The multiplicity of infection (MOI) of
the P3 stocks should be �108/mL.

2.4. Collection and Washing of Infected Sf9 Cells
1. 1X PBS-PMSF (make fresh, and make 200 mL). Make 1X PBS from 10X stock and chill

to 4°C on ice for several hours/overnight. Shortly before use, make 0.2 mM PMSF (see
Note 2).

2.5. Purification of Cyclin B on Ni-IDA Sepharose Beads
1. Cyclin B lysis buffer-PMSF (make fresh, and make 100 mL): 10 mM HEPES, 150 mM

NaCl, 5 mM EGTA, 0.5% NP-40. Adjust pH to 7.4, and chill to 4°C on ice. Shortly before
use, make 0.2 mM PMSF (see Note 2).

2. Cyclin B lysis buffer-PMSF-PCL (make fresh, and make 10 mL): transfer 10 mL of Cyclin
B lysis buffer-PMSF to a tube on ice. Shortly before use, make 1X PCL (see Note 3).

3. LSWB-PMSF (see Subheading 2.1.; make fresh).
4. LSWB-PMSF-PCL (see Subheading 2.1.; make fresh).
5. Washed pellet of Sf9 cells infected with His6 Cyclin B virus (see Subheading 3.3.).
6. Ni-IDA beads (see Subheading 3.1.).
7. 20-mL Chromatography column with a porous bed support (Bio-Rad Econo-Pac Column,

cat. no. 732-1010, or equivalent) and two-way stopcock (Bio-Rad, cat. no. 732-8102, or
equivalent).

2.6. Production of Crude Lysate Containing Cdc2 Protein
1. Cdc2 hypotonic lysis buffer-PMSF-PCL (make fresh, and make 25 mL): 10 mM HEPES,

10 mM NaCl. Adjust pH to 7.4 and chill to 4°C on ice. Shortly before use, make 0.2 mM
PMSF (see Note 2), and then take 6 mL and make 1X PCL (see Note 3).

2. Washed pellet of Sf9 cells infected with untagged Cdc2 virus (see Subheading 3.3.).

2.7. Making Recombinant Cdc2/Cyclin B Complex
1. Bound Cyclin B beads and Cdc2 lysate (see Subheadings 3.4. and 3.5.).
2. Cdc2 complex wash buffer A (make fresh): 150 mM NaCl, 10 mM HEPES, 5 mM EGTA,

0.1% NP-40. Adjust pH to 7.4, and chill on ice. Before use, take 5 mL, and make 1X PCL
(see Note 3).

3. Cdc2 complex wash buffer B (make fresh): 150 mM NaCl, 10 mM HEPES. Adjust pH to
7.4, and chill on ice. Before use, take 5 mL and make 1X PCL (see Note 3).

4. Cdc2 complex elution buffer (make fresh). Add 75 µL 1 M imidazole, pH 7.4, to 475
µL Cdc2 complex wash buffer B. The final imidazole concentration will be 150 mM.
Chill on ice.

5. [γ-32P]ATP (see Note 5), specific activity >4000 mCi/mL (such as ICN, cat. no. 35001X;
do not use “stabilized” versions of ATP such as ICN, cat. no. 38101X IsoBlue, as we have
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found that they work poorly for this specific procedure). This reagent is optional and only
needed if one is labeling Cdc2 on Thr161 (see Note 6).

2.8. Preparation of Total and Fractionated Cellular Extract
1. 1X PBS (make fresh, and make 200 mL). Make from 10X stock, and chill to 4°C on ice

for several hours/overnight.
2. Hypotonic lysis buffer (HLB; make fresh, and make 25 mL): 20 mM HEPES, 5 mM NaF,

1 mM NaPPi, 1 mM DTT. Adjust pH to 7.6, and chill to 4°C on ice. Shortly before use,
take 5 mL and make 1X PCL (see Note 3).

3. Membrane wash buffer (MWB; make fresh, and make 25 mL): 500 mM NaCl, 20 mM
HEPES, 5 mM NaF, 1 mM NaPPi, 1 mM DTT. Adjust pH to 7.6, and chill to 4°C on ice.
Shortly before use, take 5 mL and make 1X PCL (see Note 3).

4. Extract dilution buffer (EDB; make fresh, and make 25 mL): 100 mM NaCl, 20 mM
HEPES, 5 mM NaF, 1 mM NaPPi, 1 mM DTT. Adjust pH to 7.6, and chill to 4°C on ice.
Shortly before use, take 5 mL and make 1X PCL (see Note 3).

5. Micro-ultra-centrifuge (Sorvall, cat. no. RC M120EX or equivalent) with swinging bucket
rotor (Sorvall, cat. no. RP55S or equivalent) and 1.4-mL high-speed tubes (Sorvall poly-
carbonate, cat. no. 45237 or equivalent that are capable of ~260,000g). This equipment is
optional and required only if one is fractionating the extract into membrane and soluble
fractions.

2.9. Shifting Assay to Detect Wee Kinase Activity
1. 75 mM Na3VO4. Make fresh from 500 µM stock (see Note 4).
2. 750 mM MgCl2. Make from 1 M stock.
3. 2.5% Triton X-100. Make from 10% stock.
4. Shifting assay 11X ATP/regeneration mix (make fresh, and keep on ice): 10 µL 100 mM

ATP, 10 µL 5 mg/mL CPK, 25 µL 200 mM CP.
5. 32P-T161-labeled Cdc2/Cyclin B complex (see Subheading 3.6. and Note 6).
6. Various extracts to be measured, for example, total, soluble, membrane (see Subheading

3.7.).
7. 1.25X Cdc2 shifting stop buffer: 1.89 mL dH2O, 1.0 mL 4X SDS loading buffer, 310 µL

1 M DTT sample buffer (see Note 7). Can be made fresh or stored at approx 20°C for ~1
mo. Warm to room temperature, and mix well before use.

2.10. Immunoprecipation of Endogenous Wee1, Wee2, or Myt1
1. Crude cell lysate that is between 10 and 50 µg/µL protein (see Note 8).
2. Specific, species reactive antibody against Myt1, Wee1, or Wee2. This antibody should

not change the activity of the kinase.
3. Okadaic acid (see Note 4).
4. Sepharose CL-4B Protein A beads (Sigma, cat. no. P 3391).
5. Bead wash: EB that is 0.5% NP-40 for Wee1/Wee2 or 0.5% Triton X-100 for Myt1. Keep

chilled on ice, and shortly before use; make 1X PCL (see Note 3). Make fresh, and make
4 mL for four reactions (see Note 9).

6. IP wash A: EB that is 1 mg/mL ovalbumin, 25 mM NaF, 1 mM Na3VO4, 1 µM okadaic
acid, and 0.1% NP-40 for Wee1/Wee2 or 0.1% Triton X-100 for Myt1. Keep chilled on
ice, and shortly before use make 1X PCL (see Note 3). Make fresh, and make 2 mL for
four reactions (see Note 9).
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7. IP wash B: EB that is 1 mg/mL ovalbumin, 25 mM NaF, 1 mM Na3VO4, and 0.1% NP-40
for Wee1/Wee2 or 0.1% Triton X-100 for Myt1. Keep chilled on ice, and shortly before use
make 1X PCL (see Note 3). Make fresh, and make 4 mL for four reactions (see Note 9).

8. IP wash C: EB that is 1 mg/mL ovalbumin, 25 mM NaF, 1 mM Na3VO4. Keep chilled on
ice, and shortly before use make 1X PCL (see Note 3). Make fresh, and make 5.5 mL for
four reactions (see Note 9).

9. Kinase wash buffer: 50 mM Tris-HCl, pH 7.5, 10 mM MgCl2, 1 mM DTT, 1 mg/mL
ovalbumin. Keep chilled on ice, and shortly before use make 1X PCL (see Note 3). Make
fresh and keep on ice; make 4 mL for four reactions (see Note 9).

2.11. Purification of Recombinant Myt1

1. Myt1 lysis buffer-PMSF (make fresh, and make 100 mL): 10 mM HEPES, 150 mM NaCl,
5 mM EGTA, 0.5% Triton X-100. Adjust pH to 7.4, and chill to 4°C on ice. Shortly
before use, make 0.2 mM PMSF (see Note 2).

2. Myt1 lysis buffer-PMSF-PCL (make fresh, and make 10 mL). Transfer 10 mL of Myt1
lysis buffer-PMSF to a tube on ice. Shortly before use, make 1X PCL (see Note 3).

3. High-salt wash buffer (make fresh, and make 25 mL): 10 mM HEPES, 500 mM NaCl, 5
mM EGTA, 0.1% TX-100. Adjust pH to 7.4, and chill to 4°C on ice. Shortly before use,
make 0.2 mM PMSF (see Note 2).

4. High-salt wash buffer-PMSF + PCL (make fresh, and make 5 mL): transfer 5 mL of high-
salt wash buffer-PMSF to a tube on ice. Shortly before use, make 1X PCL (see Note 3).

5. LSWB-PMSF (see Subheading 2.1.; make fresh).
6. LSWB-PMSF-PCL (see Subheading 2.1.; make fresh).
7. Myt1 elution buffer (make fresh): add 60 µL 1 M imidazole, pH 7.4, to 340 µL LSWB-

PMSF-PCL. The final imidazole concentration will be 150 mM. Chill on ice.
8. Washed pellet of Sf9 cells infected with His6 Myt1 virus (see Subheading 3.3.).
9. Ni-IDA beads (see Subheading 3.1.).

2.12. Purification of Recombinant Wee1 or Wee2

1. Wee1/2 lysis buffer-PMSF (make fresh, and make 50 mL): 50 mM Na2HPO4, 300 mM
NaCl, 10 mM imidazole, 0.5% NP-40. Adjust pH to 7.8, and chill to 4°C on ice. Shortly
before use, make 15 mM B-ME (β-mercaptoethanol) and 0.2 mM PMSF (see Note 2).

2. Wee1/2 lysis buffer-PMSF-PCL (make fresh, and make 10 mL): transfer 10 mL of Wee1/
2 lysis buffer-PMSF to a tube on ice. Shortly before use, make 1X PCL (see Note 3).

3. Wee1/2 high-salt wash buffer-PMSF without B-ME (make fresh, and make 50 mL): 50
mM Na2HPO4, 750 mM NaCl, 25 mM imidazole, 5 mM EGTA. Adjust pH to 7.8, and
chill to 4°C on ice. Shortly before use, make 0.2 mM PMSF (see Note 2).

4. Wee1/2 high-salt wash buffer-PMSF-PCL with 10, 5, 2.5, or 0 mM of B-ME. These are
made from the Wee1/2 high-salt wash buffer-PMSF without B-ME; make four 5-mL
aliquots of Wee1/2 wash buffer-PMSF that have 10, 5, 2.5, or 0 mM B-ME each. Store on
ice. Shortly before use, make 1X PCL (see Note 3).

5. Washed pellet of Sf9 cells infected with His6 Wee1 or Wee2 virus (see Subheading
3.3.).

6. Sonic cell disruptor (Branson model 450 Sonifier®, cat. no. 33995-310 with a tapered 1/
8-inch microtip, cat. no. 33996-185 or equivalent).
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7. Ni-IDA beads (see Subheading 3.1.).
8. Wee1/2 elution buffer-PMSF-PCL (make fresh, and make 25 mL): 50 mM Na2HPO4,

300 mM NaCl, 250 mM imidazole. Adjust pH to 7.2, and chill to 4°C on ice. Shortly
before use, make 0.2 mM PMSF (see Note 2), and then take 1 mL and make 1X PCL
(see Note 3).

9. Dialysis buffer: 10 mM HEPES, 150 mM NaCl, pH 7.4. Make 3 L, autoclave, and then
transfer to three 1-L beakers and chill to 4°C.

10. Dialysis membrane tubing (12–14 kDa MWCO, Spectra/Por 2, cat. no. 132676).

2.13. Cdc2 Kinase Assay to Detect Wee Kinase Activity
These reagents are used in both Cdc2 kinase assays (see Subheadings 3.12.1. and

3.12.2.).
1. 10X kinase buffer (make fresh, and keep chilled on ice): 500 mM Tris-HCl, pH 7.5, 100

mM MgCl2, 10 mM DTT.
2. Kinase dilution buffer (make fresh, and keep chilled on ice): 1X kinase buffer with 1 mg/

mL ovalbumin. Make from 10X and 100 mg/mL stocks, respectively.
3. 5X Kinase buffer (make fresh, and keep chilled on ice): make from 10X stock.
4. 5X Kinase buffer + 1% Triton X-100 (make fresh, and keep chilled on ice): make from

10X and 10% stocks, respectively. Only needed if one is measuring Myt1 activity.
5. Purified Wee1, Wee2, or Myt1 kinase (see Subheadings 3.9., 3.10., or 3.11.). These

preparations of kinase will probably need to be diluted with kinase dilution buffer. If the
concentration of recombinant kinase is known, start with 1–20 ng kinase per reaction (see
Note 10). If working with immunoprecipitated kinase from extracts, start with kinase
immunoprecipitated from 0.5–10 µL of extract (see Note 11). Hopefully, these amounts
of kinase will be in the linear range of the assay, but this will vary with the activity and
concentration of the kinase (see Notes 12 and 13).

2.13.1. Cdc2 32P Labeling Kinase Assay to Detect Wee Kinase Activity
1. Recombinant, kinase-dead Cdc2/Cyclin B substrate(s) (see Subheading 3.6.).
2. 100 µM ATP. Make fresh, make from 100 mM stock, and keep chilled on ice.
3. Hot ATP cocktail. Make fresh, and keep chilled on ice (see Note 5):

Per reaction, the following amounts are needed: 3.8 µL dH2O, 0.2 µL 100 µM cold ATP,
and 1.0 µL [γ-32P]ATP, for 5 µL total/reaction.
Multiply these volumes by the number of reactions to be performed, plus one to account
for pipeting loss.

2.13.2. Cdc2 Antiphospho-Tyrosine Antibody Kinase Assay to Detect Wee
Kinase Activity

1. Recombinant Cdc2/Cyclin B substrate(s) (see Subheading 3.6.).
2. Kinase assay 12.4X ATP/regeneration mix (make fresh, and keep on ice): 5 µL 100 mM

ATP, 10 µL 5 mg/mL CPK, 25 µL 200 mM CP. This is sufficient for approx 11 reactions
(see Note 14).

2.14. Histone H1 Kinase Assay
1. 5 mg/mL Histone H1. Make from lyophilized powder (Roche, cat. no. 223549) in dH2O.

Store in 5-µL aliquots at –80°C. Do not refreeze aliquots after thawing.
2. 2X HH1 buffer: 40 mM HEPES, 10 mM EGTA, 20 mM MgCl2. Adjust pH to 7.3. Store in

500-µL aliquots at –20°C.
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3. Samples for assay: Wee kinase-modified Cdc2/Cyclin B complex (see Subheading
3.12.2., step 5).

3. Methods
3.1. Making Nickel-Iminodiacetic Acid Beads

Several of the procedures in this chapter use metal-chelate affinity purification to
isolate and immobilize recombinant proteins that are tagged with a 6-histidine (His6)
tag (reviewed in ref. 29). The His6 tag will bind to a variety of metal-chelated beads.
Although these beads are available commercially, it is both easy and cost-effective to
make Ni-IDA beads (23). In our hands, these “home-made” beads work as well if not
better than premade beads. This can be quite a savings since some of the wash steps
we recommend use agents (EGTA, 2-mercaptoethanol) that degrade the bead linkage,
making it unwise to reuse the Ni-IDA beads (see Note 1).

1. While waiting for the IDA-sepharose to warm to room temperature, make the 1X TBS
and 100 mM NiCl, and set up the fritted funnel with a neoprene adapter on the 500-mL
vacuum flask. Using low vacuum, rinse the funnel three times with 30 mL dH2O.

2. Resuspend the IDA-sepharose by gentle inversion. Use a 10-mL pipet to transfer 6.5 mL
of the sepharose slurry (equivalent to 5 mL of beads) to the fritted funnel. Use a slight
vacuum to remove the liquid from beads, and then rinse the beads twice with 30 mL of
dH2O under vacuum. Do not let the sepharose dry out—as soon as the liquid is gone,
either release the vacuum or add more liquid. After the last rinse, release the vacuum.

3. Use sequential, approx 10 mL aliquots of 100 mM NiCl to resuspend the rinsed sepharose
from step 2. (The liquid will not flow through the funnel since no vacuum is applied).
Transfer and pool the aliquots of resuspended sepharose to a 50-mL conical tube. Adjust
the final volume to approx 50 mL with 100 mM NiCl. Rotate NiCl/sepharose slurry for 10
min at room temperature.

4. Set up the fritted funnel again, and apply a slight vacuum. Pour the NiCl/sepharose slurry
into a funnel, and drain the liquid with low vacuum. Once again, do not let the beads dry
out. The beads will have acquired a light blue-green color owing to the absorption of Nickel.

5. Using a low vacuum, wash the beads two or three times with approx 30 mL of dH2O each
time, and then wash six or seven times with approx 30 mL 1X TBS each time. When the
last liquid is gone, immediately remove the vacuum.

6. Use three approx 6 mL aliquots of 1X TBS to resuspend and transfer Ni-IDA sepharose
beads to a fresh 50-mL conical tube. Adjust the final volume to 25 mL with 1X TBS, and
make 0.02% sodium azide. This makes a 20% slurry. Store at 4°C for �6 mo.

3.2. Infection of Sf9 (S. frugiperda) Cells with Recombinant Baculovirus
This procedure works for most recombinant proteins and usually yields a sufficient

amount of biologically active protein for analysis. As outlined, this procedure is for 10
plates, but it may be scaled up or down as needed. All growth of Sf9 cells is at 27°C
and all work should be done in a tissue culture hood to maintain aseptic technique
(reviewed in refs. 24–26). Viral stocks for the expression of specific proteins can be
made by the use of several commercial kits. We have used the Bac-to-Bac kit
(Invitrogen, cat. no. 10584-027) with a high degree of success. A His6 tag is used in
the purification of many recombinant proteins in this chapter. In most cases, this small
tag on the amino-terminus will not interfere with the function of the protein. The one
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exception is Cdc2. For Cdc2, an amino terminal tag slightly weakens the association
of Cdc2 with Cyclin B. Therefore, we produce an untagged Cdc2 protein but then
purify it by subsequent binding to Cyclin B (see Subheading 3.6.).

1. At 72 h before the desired harvest time, plate Sf9 cells at a density of 1 × 107 per 10-cm
plate (see Notes 15 and 16).

2. Infect Sf9 cells with recombinant viral stock 48 h before desired harvest time. Aspirate
the media off after the cells, and then add 3 mL of a diluted virus stock to each plate (1
mL of a P3 virus stock to 2 mL of fresh media [no Pluronic® F-68]). Gently rock the
plates a few times to mix. After 1 h, add 6 additional mL of fresh media, and gently rock
the plates a few times to mix. Let infection continue for 48 h (see Notes 17 and 18) before
harvest (see Subheading 3.3.).

3.3. Collection and Washing of Infected Sf9 Cells
This simple cell collection/wash procedure is designed to remove contaminating

serum proteins and to collect the infected cells with minimal damage to the cells. This
same wash procedure is used for all proteins, but individual cell lysis procedures are
used for each specific protein (see Subheadings 3.4., 3.5., 3.10., and 3.11.). Impor-
tant: be ready to proceed immediately to the specific lysis/purification procedure.

1. After 48 h of infection, collect the Sf9 cells (see Notes 18 and 19). While cells are still in
Sf9 media, dislodge any attached cells by gently scraping with a rubber policeman. Trans-
fer and distribute the suspended cells to three or four 50-mL conical tubes. Wash the plate
with 3 mL of 1X PBS-PMSF, and pool this wash with cells in the media. From this point
on, keep cells on ice.

2. Wash infected Sf9 cells. Pellet cells by centrifugation for 5 min at 4°C at 800g. Resus-
pend each cell pellet in approx 5 mL of 1X PBS-PMSF. Do this by gently pipeting up and
down. The cells should be very easy to resuspend. Once the cells are resuspended, add
approx 40 mL of 1X PBS-PMSF to each tube, mix by gentle inversion, and respin. Resus-
pend the cell pellet in 5 mL 1X PBS-PMSF as before, then pool all resuspended pellets
into one 50-mL tube, bring the volume up to approx 50 mL with 1X PBS-PMSF, mix by
gentle inversion, and respin. Remove as much of the PBS wash from the pellet as possible
with this last wash. Proceed immediately to protein-specific cell lysis and protein harvest.

3.4. Purification of Cyclin B on Ni-IDA Sepharose Beads
In this procedure, recombinant, His6-tagged Cyclin B is purified from infected Sf9

cells and then left immobilized on Ni-IDA sepharose beads for future use, as described
in Subheading 3.6. The results of the procedure can be seen in Fig. 3A, lanes 7–10.
Important: the purification of Cyclin B from Sf9 infected cells should follow immedi-
ately from Subheading 3.3.

1. Lyse Sf9 cells infected with Cyclin B virus by douncing (see Note 20).
2. Remove insoluble material (see Note 21). While waiting for this centrifuge run, equili-

brate 1 mL of packed Ni-IDA sepharose beads into Cyclin B lysis buffer-PMSF (see Note
22). Prepare these beads in a 15-mL conical tube.

3. Bind the approx 6 mL of His6-tagged Cyclin B protein supernatant (see Note 21) to the
equilibrated Ni-IDA beads (see Note 22). Rotate end over end for 1 h (see Note 23).

4. Pour the Cyclin B-bound bead slurry into a 20-mL chromatography column, and adjust
the flow to approx 1 drop per second with a two-way stopcock (see Note 23). Collect the
flowthrough as the beads settle. Pass the flowthough over the column one more time.
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Drop-freeze 5 µL of the unbound Cyclin B supernatant (flowthrough) in LN2 for a test
gel. (Store the test sample at –80°C until use.) Immediately proceed to washing the col-
umn so that the beads do not dry out.

5. Wash the column sequentially with 50 mL of Cyclin B lysis buffer-PMSF, 50 mL of
LSWB-PMSF, and 5 mL of LSWB-PMSF-PCL (see Note 23).

6. Collect the Cyclin B beads (see Note 23). Seal the bottom of the chromatography column
containing the washed Cyclin B beads with parafilm. Using a total of 5 ml of LSWB-
PMSF-PCL, resuspend the beads, and transfer them to a 50-mL conical tube. This will
make a 20% slurry.

7. Make 50 µL aliquots of the 20% Cyclin B bead slurry in 600 µL microcentrifuge tubes
(see Note 23). While making these aliquots, keep the beads suspended by frequent gentle
swirling of the 50-mL conical tube containing the bound Cyclin B. Do not use a narrow-
bore pipet tip to pipet bead solutions. Immediately drop-freeze these aliquots in LN2, and
store at –80°C. In addition, drop-freeze 25 µL of the 20% Cyclin B bead slurry in LN2 for
a test gel. (Store at –80°C until use.)

3.5. Production of Crude Lysate Containing Cdc2 Protein
In this procedure, a crude lysate containing recombinant Cdc2 protein is prepared

from infected Sf9 cells. The Cdc2 in this lysate will be subjected to further purifica-
tion, modification, and binding to Cyclin B when the Cdc2/Cyclin B complex is made
in Subheading 3.6. In addition to wild-type Cdc2, many forms of Cdc2 can be made
by this procedure (8,12,15,23). To list a few examples: kinase-dead Cdc2 (Cdc2
N133A, Asp133 changed to Ala), Cdc2 that cannot be phosphorylated by Wee1 or
Wee2 (Cdc2 Y15F, Tyr15 changed to Phe), and Cdc2 that cannot be phosphorylated
by Wee1, Wee2, or Myt1 (Cdc2 AF, a double mutant with Thr14 changed to Ala and
Tyr15 changed to Phe). Each of these is useful in measuring Wee kinase specificity
and activity. The results of the procedure can be seen in Fig. 3A, lanes 1–6. Important:
the preparation of the Cdc2 lysate from Sf9 infected cells should follow immediately
from Subheading 3.3.

1. Lyse Sf9 cells infected with Cdc2 virus by hypotonic swelling and douncing (see Note
20) with the following modifications:
a. Before douncing, let cells sit in Cdc2 hypotonic lysis buffer-PMSF-PCL for 10–15

min on ice to permit cell swelling in the hypotonic solution.
b. After rinsing and pooling the lysate from the dounce, add 168 mL 5 M NaCl to make

a final concentration of 150 mM NaCl in the lysate.
c. Then mix by inversion, drop-freeze the test sample, and then remove the insoluble

material (step 2).
2. Remove insoluble material (see Note 21).
3. Make 80 µL aliquots of the Cdc2-containing supernatant into 600-µL microcentrifuge

tubes (see Note 23). Immediately drop-freeze these aliquots in LN2, and store at –80°C.
In some cases, larger aliquots may be desired (see Note 24).

3.6. Making Recombinant Cdc2/Cyclin B Complex
In this procedure, the Cdc2/Cyclin B complex is made (23). This is the functional

form of Cdc2, and it is used to measure Wee kinase activity in several procedures (see
Subheadings 3.8., 3.12.1., 3.12.2., and 3.13.). Once made, this complex is moderately
unstable. It should be used within approx 1 h and cannot be frozen. Four key events
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take place during this procedure. First, Cdc2 is bound to Cyclin B, which is immobi-
lized in Ni-IDA beads. Second, CAK activity that is present in the crude Cdc2 lysate
phosphorylates Cdc2 on Thr161. This phosphorylation is required for Cdc2 activity
but will only happen after Cdc2 is bound to Cyclin B. Furthermore, some Wee ki-
nases, such as Xenopus Myt1, can phosphorylate Cdc2 only after it is phosphorylated
on Thr161. Third, the complex is washed relatively free of contaminating insect cell
proteins. Fourth, the Cdc2/Cyclin B complex is eluted from the Ni-IDA beads. The
results of the procedure can be seen in Fig. 3B.

1. Thaw aliquots of Cdc2 lysate and Cyclin B bead slurry on ice. Pack the Cyclin B beads by
centrifugation in a swinging bucket rotor at 4°C for 10 s at 1600g. Discard supernatant,
but do not lose any beads. Return the pelleted beads to ice; this will be 10 µL of packed
beads. Centrifuge the aliquot of Cdc2 at 4°C for 2 min at 18,000g. Transfer 70 µL of the
cleared Cdc2 lysate to the tube containing the 10 µL of packed cyclin beads (see Note
24). Discard the remaining Cdc2 lysate and any pellet.

2. Bind and activate the Cdc2/Cyclin B complex (see Note 6). To the lysate/bead mixture,
add 0.8 µL 1 M MgCl2 and 0.8 µL 100 mM ATP. Rotate this at room temperature for 30
min, and then return samples to ice.

3. Wash the Cdc2/Cyclin B complex on the beads (see Note 25). Centrifuge the bead slurry
for 10 s at 1600g in a swinging bucket rotor, and discard the supernatant. Wash the beads
four times with 400 µL each time of wash buffer A, and then four times with 400 µL each
of Wash buffer B (see Note 26). For the last spin, remove as much buffer as possible, but
no beads.

4. Elute complex from beads: Add 70 µL Cdc2 complex elution buffer to the tube and rotate
for 10–15 min at 4°C (see Note 24). Centrifuge beads at 4°C for 20 s at 1600g in a
swinging bucket rotor. Carefully remove, and save the supernatant into a fresh, chilled
tube; avoid taking any beads. The Cdc2/Cyclin B complex should be used as soon as
possible, typically within an hour. If desired, drop-freeze a large aliquot (~35 µL) of the
Cdc2/Cyclin B complex in LN2 for analysis on a Coomassie blue-stained gel (Fig. 3B).
This is needed if one is comparing different forms of Cdc2 (see Note 24).

3.7. Preparation of Total and Fractionated Cellular Extract

This procedure is designed to make a cellular extract that can be used to measure
Wee kinase activity in a Cdc2 shifting assay (see Subheading 3.8.). In some cases,
only the total cellular extract will be needed and the procedure may be stopped at step
2. Alternatively, if the goal is to examine the specific contributions of the membrane
associated kinase (Myt1) or the soluble kinases (Wee1 or Wee2) to the total Wee
kinase activity that is found in the extract (12), the cell extract can be further fraction-
ated into soluble and membrane fractions as described in steps 3–7 of this procedure.
This procedure describes the production of extract from tissue culture cells, but ex-
tracts from Xenopus eggs and oocytes may also be used (see Fig. 5 and Note 27).
Although the procedure described here works well, any of several cell lysis proce-
dures may be used. However, note the suggested use of phosphatase inhibitors in the
dilution and wash buffers, and avoid the intitial use of detergents if the total extract is
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to be fractionated into membrane and soluble fractions. If detergents are used, Triton
X-100 is suggested, as it does not inhibit Myt1 activity (see Note 28).

1. Collect and wash approx 5 × 108 tissue culture cells with ice-cold 1X PBS as described
(see Subheading 3.3.), except leave PMSF out of the 1X PBS solution.

2. Obtaining the total cell extract.

a. Lyse the tissue culture cells by hypotonic swelling and douncing.
b. Resuspend cells in 2 ml HLB (see Note 14), and let cells sit for 10–15 min on ice to

permit swelling.
c. Transfer the cells to an ice-cold Dounce tissue grinder with a tight pestle, and disrupt

the cells on ice. The cells should break open in 20 or 40 strokes.
d. Microscopically examine the cells to be sure they are disrupted. It is helpful to look at

the cells before and after douncing.
e. Recover and save the lysate in a chilled tube, rinse the Dounce/pestle with 0.5 mL

hypotonic lysis buffer, and pool this with the lysate.
f. Make the final concentration of NaCl in the pooled lysate cell lysate 100 mM by

adding 50 µL of 5 M NaCl and mixing gently. This is the total cell extract.
g. If the total cell extract is to be fractionated, fill an ice-cold, high-speed centrifuge

tube with 1.4 mL of the total cell extract for use in step 3 (see Note 14).
h. Make 59-µL aliquots of the remaining total cell extract in ice-cold 600-µL

microcentrifuge tubes, immediately drop-freeze these in LN2, and store at –80°C.

3. To fractionate the extract, centrifuge it at 260,000g for 1 h in a swinging bucket rotor at
4°C.

4. Carefully remove, and save the supernatant into a chilled tube. This is the soluble fraction
and may be set aside (on ice) until step 6. When collecting the soluble fraction (superna-
tant), do not disturb the brownish cloudy membrane pellet. This is best accomplished by
removing and saving only approx 90% of the supernatant. Then, if the pellet is still intact,
remove and discard the remaining supernatant. Otherwise, leave the small amount of
supernatant with the pellet. Important: while handling the tubes, keep them on ice as
much as possible.

5. Resuspend the membrane pellet from step 4. Measure out, and keep chilled, 1.3 mL of
MWB. This will be used to resuspend the membrane (see Notes 14 and 29). Using a 1000-
mL pipetor, take approx 300 mL of the measured-out MWB, and resuspend some of the
membrane by pipeting up and down several times. Do not resuspend all the membrane in
this small volume. After 10–20 pipeting strokes, transfer the resuspended membrane to a
fresh, ice-cold high-speed centrifuge tube, but avoid transferring any “chunks” of mem-
brane that are not yet resuspended. Repeat this resuspension procedure several times until
all the membrane is resuspended and the entire 1.3 mL of MWB that was measured out is
used up. If any insoluble material remains in the centrifuge tube, discard it. When done
correctly, the second high-speed centrifuge tube will be full of resuspended membrane.
Mix this by gently pipeting up and down with a 1000-mL pipetor a few times. Remember,
it is important to keep all the tubes on ice as much as possible.

6. Centrifuge the resuspended membrane at 260,000g for 1 h in a swinging bucket rotor at
4°C. While the membrane is being centrifuged, aliquot the soluble fraction from step 4.
Make 59-mL aliquots of the soluble fraction in ice-cold 600-mL microcentrifuge tubes,
immediately drop-freeze these in LN2, and store at –80°C.
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7. Discard the supernatant from the MWB centrifuge run (step 6). Use extreme caution so as
not to disturb or lose any of the pellet. Once the supernatant is removed, resuspend the
washed membrane pellet in 1.3 mL of EDB (see Note 14) per the method described in
step 5, except transfer the resuspended membrane into an ice-cold microcentrifuge tube.
This is the membrane fraction. Make 59-mL aliquots of the membrane fraction in ice-
cold 600-mL microcentrifuge tubes, immediately drop-freeze these in LN2, and store at
–80°C. Remember to keep everything on ice.

3.8. Shifting Assay to Detect Wee Kinase Activity
In this procedure, the activity of the various Wee kinases that are present in crude

cellular extracts can be measured (12). This measurement is based on a gel mobility
shift of Cdc2 when Cdc2 is phosphorylated by any of the Wee kinases (27,28). The
degree to which Cdc2 is shifted helps identify the Wee kinase(s) responsible. Specifi-
cally, Wee1 and Wee2 phosphorylate Cdc2 on Tyr15 (causing a single shift), whereas
Myt1 phosphorylates Cdc2 on Thr14 and/or Tyr15 (causing a single or double shift)
(12). Another key difference between the Wee kinases is that Wee1 and Wee2 are
soluble, whereas Myt1 is membrane-associated. Finally, the rate at which Cdc2 is
shifted indicates the relative activity of the Wee kinase(s). Thus, depending on the
degree of shifting (single or double), on which extract fraction shifts Cdc2 (membrane
or soluble), and on the rate of shifting over time, it is possible to measure and compare
relative Wee1/Wee2 and Myt1 kinase activities in crude cellular extracts (for an ex-
ample, see Fig. 5).

1. Make 32P-T161–labeled Cdc2/Cyclin B complex as described in Subheading 3.6. (and
see Note 6).

2. Thaw (on ice) the 59 µL extract samples that are to be measured (see Subheading 3.7.).
3. Aliquot 1.25X Cdc2 shifting stop buffer into microcentrifuge tubes (see Note 30). The 0-

min time-point will need 56 µL stop buffer; all other time-points will need 28 µL (see
Note 14). Keep these tubes at room temperature.

4. Keeping the thawed extract samples (from step 2) chilled on ice, add 3.2 µL 2.5% Triton-
X 100, 1 µL 750 mM MgCl2, and 1 µL 75 mM Na3VO4 to each tube. Mix by gently
flicking the tube, and then quick-spin the samples at 4°C to collect the mixture at the
bottom of the tube. Keep samples on ice.

5. The reaction is started by addition of the ATP/regeneration mix and the Cdc2/Cyclin B
substrate and by moving the sample to room temperature. To process several samples in
one experiment, it is useful to stagger/stop the reactions (see Note 31).
a. Working with one sample at a time, add 6.8 µL of 11X ATP/regeneration mix, then

immediately add 4 µL of labeled Cdc2/Cyclin B complex (from step 1), and mix the
sample by gently pipeting up and down. Keep the sample chilled on ice for now.

b. Next, immediately take 14 µL of this sample and add it to 56 µL of the prealiquoted
stop buffer (from step 3). This is the 0-min time-point, and the sample should be
quickly frozen on dry ice.

c. The remainder of the reaction should then be moved to room temperature to start the
reaction.

d. At this point, repeat this starting procedure with the next sample to be assayed.
6. At the desired time (see Note 30), transfer 7 µL of the sample to 28 µL of the prealiquoted

stop buffer, mix, and quickly freeze on dry ice. Allow the reaction to continue to incubate
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at room temperature. At the next time-point, repeat the procedure (see Note 31). The
samples frozen on dry ice may be stored at –80°C until use.

7. Boil the samples, and then load and resolve them on a 12 or 15% SDS-PAGE gel. The
various phosphorylated forms of Cdc2 will run between 30 and 35 kDa. The gel can be
transferred to membrane or dried down to reveal the shifted forms of Cdc2 with a
PhosphorImager or X-ray film.

3.9. Immunoprecipitation of Endogenous Wee1, Wee2, or Myt1
This procedure uses immunoprecipitation to recover any of the Wee kinases from

cellular extracts. This allows isolation of the Wee kinase from other cell constituents
and makes direct measurement of its activity relatively straightforward (see Subhead-
ings 3.12.1. and 3.12.2.). The main challenge of this approach is that it requires a
specific, noninterfering antibody to immunoprecipitate the Wee kinase. In most cases,
an antibody directed toward the carboxyl-terminal region of the kinase works well for
this purpose (8,12). Unfortunately, most commercially available antibodies are spe-
cific to human or mammalian kinases. Therefore, for studies in other species, custom-
made antibodies must be obtained or produced. During the isolation of the Wee
kinases, it is important to preserve the native activity of the kinase. For example, both
Myt1 and Wee1 are less active during mitosis owing to phosphorylation by mitotic
kinases (reviewed in ref. 4). The use of phosphatase inhibitors (see Note 4) during the
wash steps helps preserves these modifications and permits the accurate, subsequent
measurement of kinase activity in vitro. Figure 6 shows an example of immunopre-
cipitated Xenopus Myt1.

1. On ice, add 5 µL 10% NP-40 for Wee1/Wee2 or 10% Triton X-100 Myt1 to 95 µL cell
extract (see Notes 8 and 14). Add approx 2–4 µg of Myt1-, Wee1-, or Wee2-specific
antibody (see Note 32). Rotate at 4°C for approx 1 h. During this incubation, prepare
protein A beads as described in step 2.

2. Swell and wash the protein A beads. For four reactions, weigh out 12.5 µg of dried beads
(see Notes 14 and 33). Add 1 mL of bead wash, and allow the beads to soak for 15 min
with occasional flicking of the tube to mix. Centrifuge beads for 15 s at 1600g in a swing-
ing bucket rotor, and discard the supernatant. Wash the beads two more times with 1-mL
bead wash each time. Resuspend the beads with 450 µL of bead wash (final volume, 500
µL). Aliquot 100 µL of the bead slurry into four different tubes, and discard the remain-
ing unused beads (see Note 34). Centrifuge aliquoted beads as before, and discard super-
natant. There should be 10 µL of swelled beads per tube. Keep these beads on ice.

3. Transfer the antibody/cell extract mixture from step 1 to the beads prepared in step 2.
Rotate at 4°C for approx 1 h.

4. Centrifuge beads for 30 s in a swinging bucket rotor at 1600g at 4°C (see Note 23).
Carefully remove and discard the supernatant without disturbing the beads. Batch-wash
beads once with 400 µL of IP wash A (see Note 26).

5. Batch-wash beads two times with 400 µL of IP wash B (see Notes 23 and 26).
6. Batch-wash beads three times with 400 µL of IP wash C (see Notes 23 and 26).
7. Batch-wash beads two times with 400 µL of kinase wash buffer (see Notes 23 and 26).

After the last wash, remove as much of the liquid as possible from the beads. Then resus-
pend the beads in kinase wash buffer so that the final volume is equal to that of the extract
volume used in step 1. (In this example, use 85 µL kinase buffer so the final volume with
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the beads is 95 µL; see Note 14). Make 10 to 20 µL aliquots of the bead slurry in 600-µL
microcentrifuge tubes, drop-freeze these in LN2, and store at –80°C until use, (see Sub-
headings 3.12.1. and 3.12.2. and Note 11).

3.10. Purification of Recombinant Myt1
In this procedure, recombinant, His6-tagged Myt1 is purified from infected Sf9

cells using Ni-IDA beads (12). The Myt1 is then eluted from these beads for subse-
quent use in measurement assays (see Subheadings 3.12.1. and 3.12.2.) or as a sub-
strate for Myt1 regulators such as p90 Rsk (30). The yield of Xenopus Myt1 by this
procedure is not particularly good, but it is enough for biochemical analysis (see Note
35). Importantly, the recovered Myt1 is active. The purification of Myt1 from Sf9-
infected cells should follow immediately from Subheading 3.3.

1. Lyse Sf9 cells infected with Myt1 virus by douncing (see Note 20).
2. Remove insoluble material (see Note 21). While waiting for this centrifuge run, equili-

brate 50 µL of packed Ni-IDA sepharose beads into Myt1 lysis buffer-PMSF (see Note
22). Prepare these beads in a 15-mL conical tube.

3. Bind the approx 6 mL of His6-tagged Myt1 protein supernatant (see Note 21) to the
equilibrated Ni-IDA beads (see Note 22). Rotate end over end for 1 h (see Note 23).

4. Recover beads with bound Myt1 protein (see Note 23). Centrifuge beads with bound
protein for 1 min at 4°C at 1600g. Remove the unbound supernatant, but drop-freeze 5 µL
of the Myt1 unbound supernatant in LN2 for a test gel. (Store the test sample at –80°C
until use.) Save the beads for step 5 on ice.

5. Wash the Myt1-bound beads (see Note 23). Using two sequential 400-µL aliquots of
high-salt wash buffer-PMSF-PCL, transfer the beads to a 1.5-mL microcentrifuge tube.
Centrifuge beads for 20 s in a swinging bucket rotor at 1600g. Carefully remove and
discard the supernatant without disturbing the beads. Batch-wash beads with approx 800
µL of Myt1 high salt wash buffer-PMSF-PCL three more times (see Note 26).

6. Batch-wash beads with approx 800 µL LSWB-PMSF-PCL four times (see Notes 23 and
26). After the last wash, remove as much liquid as possible.

7. Elute the Myt1 protein (see Note 23). Add 75 µL of Myt1 elution buffer to the beads.
Rotate end over end for 20 min at 4°C. Spin for 20 s at 1600g in swinging bucket rotor,
remove, and save eluted Myt1 protein in a fresh microcentrifuge tube. Repeat elution
procedure with a fresh 75-µL aliquot of elution buffer. Pool elutes. Drop-freeze 40 µL of
the pooled elute in LN2 for a test gel. To the remaining pooled elute, add ovalbumin to
make 1 mg/mL ovalbumin, then make 10–20-µL aliquots, drop-freeze these in LN2, and
store at –80°C until use (see Subheadings 3.12.1. and 3.12.2. and Note 35).

3.11. Purification of Recombinant Wee1 or Wee2
In this procedure, recombinant, His6-tagged Wee1 or Wee2 is purified from in-

fected Sf9 cells using Ni-IDA beads (15). The Wee1 or Wee2 is then eluted from these
beads for subsequent use in measurement assays (see Subheadings 3.12.1. and 3.12.2.)
or as a substrate for Wee1/2 regulators such as Cdc2 or Nim1 (8,31). The yields of
both Xenopus Wee1 and Xenopus Wee2 by this procedure are very good; commonly
we isolate �1 µg per 10-cm plate of infected Sf9 cells. Importantly, the recovered
Wee1 or Wee2 is active. The purification of Wee1 or Wee2 from Sf9-infected cells
should follow immediately from Subheading 3.3.
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1. Resuspend the cell pellet from Subheading 3.3. in 10 mL of Wee1/2 lysis buffer-PMSF-
PCL by gently pipeting up and down. Transfer the cell suspension to a 13-mL Sarstedt
tube, and disrupt the cells by sonication (see Note 36).

2. Remove insoluble material (see Note 21). While waiting for this centrifuge run, equili-
brate 100 µL of packed Ni-IDA Sepharose beads into Wee1/2 lysis buffer-PMSF (see
Note 22). Prepare these beads in a 15-mL conical tube.

3. Bind the 10 mL of His6-tagged Wee1 or Wee2 protein supernatant (see Note 21) to the
equilibrated Ni-IDA beads (see Note 22). Rotate end over end for 1 h (see Note 23).

4. Recover beads with bound Wee1 or Wee2 protein (see Note 23). Centrifuge beads with
bound protein for 1 min at 4°C at 1600g. Remove the unbound supernatant, but drop-
freeze 5 µL of the Wee1 or Wee2 unbound supernatant in LN2 for a test gel. (Store the test
sample at –80°C until use.) Save the beads for step 5 on ice.

5. Wash the Wee1 or Wee2-bound beads (see Note 23). Batch-wash beads four times with 5
mL Wee1/2 lysis buffer-PMSF each time. For each wash, mix by inversion and spin for
10 s in a swinging bucket rotor at 1600g. Then batch-wash beads four times with 5 mL of
Wee1/2 wash buffer-PMSF containing sequentially decreasing amounts of B-ME (10, 5,
2.5, and 0 mM), once each. Use the last wash to transfer the beads to a 1.5-mL
microcentrifuge tube. Spin this tube for 10 s in a swinging bucket rotor at 1600g, and
remove as much liquid as possible.

6. Elute the Wee1 or Wee2 protein (see Note 23). Add 150 µL of Wee1/2 elution buffer to
the beads. Rotate end over end for 20 minutes at 4°C. Spin for 20 s at 1600g in a swinging
bucket rotor, remove, and save the eluted Wee1 or Wee2 protein in a fresh microcentrifuge
tube. Repeat the elution procedure with a fresh 150-µL aliquot of elution buffer. Pool the
elutes. Drop-freeze 5 µL of the pooled elution in LN2 for a test gel. (Store the test sample
at –80°C until use.)

7. Dialyze the eluted Wee1 or Wee2 against three 1-L changes of dialysis buffer at 4°C (see
Note 23). Collect the dialyzed protein, drop-freeze 5 µL in LN2 for a test gel. To the
remaining dialyzed elute, make 10–20-µL aliquots, and drop-freeze these in LN2, and
store at –80°C until use (see Subheadings 3.12.1. and 3.12.2.).

3.12. Cdc2 Kinase Assay to Detect Wee Kinase Activity

3.12.1. Cdc2 32P Labeling Kinase Assay to Detect Wee Kinase Activity
In this procedure, the activity of purified Wee kinases is measured in vitro using

recombinant Cdc2/Cyclin B complex as a substrate. The reaction is performed in the
presence of [γ-32P]ATP, and the degree of 32P incorporation into Cdc2 is an indicator
of Wee activity (8,12,15). The advantage of this method is that it is simple and quite
sensitive. The disadvantage is that the signal can be obscured by background caused
by contaminating kinases. For this reason, it requires relatively pure preparations of
Wee kinases and the use of kinase-dead Cdc2 substrates such as the N133A mutant
(see Subheading 3.5.). The use of a mutant of Cdc2 that cannot be phosphorylated by
the Wee kinases (i.e., Cdc2 Y15F, N133A or Cdc2–AF, N133A) is a useful control to
include (see Fig. 6 for an example of this assay).

1. Make unlabeled, kinase-dead Cdc2/Cyclin B complex(es) (see Subheading 3.6.).
2. Thaw purified kinase (Wee1, Wee2, or Myt1) to be measured on ice (see Subheadings

3.9., 3.10., or 3.11.).
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3. Set up the reaction by adding components to microcentrifuge tubes in the order listed
below. Keep tubes on ice throughout. When setting up the reaction, add all of one reagent
to all of the samples, and then move on to the next reagent. At each addition, mix the
reaction by slowly pipeting up/down a couple of times with the tip used to add the re-
agent.
a. First: dilute kinase in kinase dilution buffer so that the volume of kinase is 31 µL (see

Notes 10–13 and 34).
b. Second: add 2 µL of 5X kinase buffer if measuring Wee1/Wee2 or 2 µL of 5X kinase

buffer + 1% Triton X-100 if measuring Myt1.
c. Third: add 2 µL Cdc2/Cyclin B complex.
d. Fourth: add 5 µL Hot ATP cocktail to each tube (see Note 5).
The final concentrations in the 40 µL reaction will be: 50 mM Tris-HCl, pH 7.5, 10 mM
MgCl2, 1 mM DTT, 1 mg/mL ovalbumin, 0.05% Triton X-100 (for assays with Myt1),
500 nM ATP, 55 nM [γ-32P]ATP; 5 µCi/reaction, plus Cdc2/Cyclin B complex and Myt1,
Wee1, or Wee2 kinase.

4. After the final addition, mix by gently flicking the tubes, quick-spin 4°C, and incubate for
15 min at room temperature. If the kinase is on beads, rotate the reaction tubes, or mix by
flicking occasionally.

5. To stop the reaction, add 13.5 µL 4X sample buffer, flick the tube to mix, and either place
on ice (if planning to boil immediately and load samples on a 10% SDS-PAGE gel), or
freeze on dry ice and store at –80°C (if planning to run samples on a gel in future). Cdc2
runs between 30 and 35 kDa (see Notes 13 and 37).

3.12.2. Cdc2 Antiphospho-Tyrosine Antibody Kinase Assay to Detect Wee
Kinase Activity

In this procedure, the activity of purified Wee kinases is measured in vitro using
recombinant Cdc2/Cyclin B complex as a substrate (8,12,15). All Wee kinases phos-
phorylate a conserved tyrosine residue (Tyr15) on Cdc2. Several commercially avail-
able antibodies recognize phosphorylated tyrosine. In this procedure, Western blotting
of Wee-treated Cdc2 samples with these antibodies is used to detect and measure Wee
kinase activity (see Note 38). The advantages of this method are that it gives very
clean results and that it can be performed using active forms of Cdc2. This is because
the only tyrosine kinase present in this semipurified system is the added Wee kinase
being measured. In addition, because active forms of Cdc2 may be used, this assay can
be combined with the Histone H1 assay to show that the Wee kinase actually inhibits
the activity of the Cdc2/Cyclin B complex (see Subheading 3.13.). The disadvantages
of this procedure are that it is not as sensitive and that it is a bit more laborious than
measuring Wee activity through the use of incorporated 32P (see Subheading 3.12.1.).
The use of a mutant of Cdc2 that cannot be phosphorylated by the Wee kinases (i.e.,
Cdc2 Y15F or Cdc2–AF) is a useful control to include (see Subheading 3.5. and Fig.
4, for an example of this assay).

1. Make unlabeled Cdc2/Cyclin B complex(es) (see Subheading 3.6.).
2. Thaw purified kinase (Wee1, Wee2, or Myt1) to be measured on ice (see Subheadings

3.9., 3.10., or 3.11.).
3. Set up the reaction by adding components to microcentrifuge tubes in the order listed

below. Keep tubes on ice throughout. When setting up the reaction, add all of one
reagent to all of the samples and then move on to the next reagent. At each addition,
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mix the reaction by slowly pipeting up/down a couple of times with the tip used to add
the reagent.
a. First: dilute kinase in kinase dilution buffer so that the volume of kinase is 31 µL (see

Notes 10–13 and 34).
b. Second: add 2 µL of 5X kinase buffer if measuring Wee1/Wee2 or 2 µL of 5X kinase

buffer + 1% Triton X-100 if measuring Myt1.
c. Third: add 3.2 µL kinase assay 12.4X ATP/regeneration mix.
d. Fourth: add 3.8 µL Cdc2/Cyclin B complex.
The final concentrations in the 40 µL reaction will be: 50 mM Tris-HCl, pH 7.5, 10 mM
MgCl2, 1 mM DTT, 1 mg/mL ovalbumin, 0.05% Triton X-100 (for assays with Myt1), 1
mM ATP, 100 µg creatine phosphokinase, 10 mM creatine phosphate, plus Cdc2/Cyclin
B complex and Myt1, Wee1, or Wee2 kinase.

4. After final addition, mix by gently flicking the tubes, quick-spin 4°C, and incubate for 30
min at room temperature. If the kinase is on beads, rotate reaction tubes, or mix by flick-
ing occasionally.

5. Stop the reaction by placing samples on ice. If desired, drop-freeze 3 µL of the reaction in
LN2 for a future Histone H1 kinase assay (see Subheading 3.13.). To the remaining ma-
terial, add 1/3 vol 4X sample buffer, flick the tube to mix, and either place on ice (if
planning to boil immediately and load samples on 10% SDS-PAGE gels), or freeze on
dry ice and store at −80°C (if planning to run samples on gels in future). These samples
should be loaded onto two SDS-PAGE gels. On one gel, load approx 85% of the sample.
The bottom portion of this gel will be used for detecting the phospho-tyrosine signal and,
if desired, the top portion can be used to detect the added Wee kinase. Cdc2 runs between
30 and 35 kDa, and most Wee kinases run at �60 kDa. On the other gel, load approx 15%
of the sample. This will be used to detect all Cdc2 (phosphorylated or not). At the end of
the run, transfer the gels to membranes and perform western analysis with anti-phospho-
tyrosine (see Notes 13 and 38), anti-Cdc2 (see Note 39), and anti-Wee kinase antibodies
(if desired).

3.13. Histone H1 Kinase Assay

This procedure measures the activity of Cdc2/Cyclin B complexes (32). This assay
is very sensitive and relatively easy to perform. In the cell, this activity of the Cdc2/
Cyclin B complex depends on the balance of Wee kinase and the Cdc25 phosphatase
activity. However, in the case of recombinant assays in which only the Wee kinases
are added (see Subheading 3.12.2.), the activity of Cdc2/Cyclin B becomes an indi-
rect measure of Wee activity. Although the samples measured in this procedure con-
tain all the reaction components from the Cdc2 kinase assay (see Subheading 3.12.2.),
these components will not interfere with the Histone H1 measurement (see Fig.4 for
an example).

1. Thaw samples containing Wee-modified Cdc2/Cyclin B complex (see Subheading
3.12.2.) on ice. Make serial dilutions of these samples in ice-cold EB buffer (see Note
40). Keep the samples on ice.

2. Prepare reaction buffer cocktail (make fresh and keep on ice). For each reaction, the
following amounts will be needed: 9.08 µL 2X HH1 buffer, 0.02 µL 100 mM ATP, 0.5
µL 32P gATP (see Note 5), and 0.4 µL Histone H1, for 10 µL total per reaction.
Multiply these volumes by the number of reactions to be performed, plus one to account
for pipeting loss.
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3. Aliquot 10 µL of the reaction buffer cocktail prepared in step 2 into pre-chilled
microcentrifuge tubes. To each, add 10 µL of the diluted Cdc2/Cyclin B samples pre-
pared in step 1. Mix the reaction by slowly pipeting up/down a few times with the tip
used to add the diluted samples (see Note 31).

4. After exactly 10 min at room temperature (see Note 31), stop the reaction by adding 8 µL
of 4X SDS sample buffer to each tube, flick the tube to mix, and then place on ice. The
samples should be either immediately boiled and loaded on a 10% SDS-PAGE for analy-
sis or frozen at –80°C for future analysis. Histone H1 will run below 30 kDa but above the
bromphenol blue marker (see Notes 13 and 37).

4. Notes
1. The inclusion of low levels of EGTA or imidazole in the lysis and/or wash buffers mini-

mizes the binding of nonspecific proteins to Ni-IDA beads.
2. PMSF is a serine protease inhibitor. Caution: use extreme care when working with PMSF,

since it is highly toxic. PMSF is poorly soluble in aqueous solutions. Therefore, a concen-
trated stock of PMSF is made in ethanol first. The concentrated PMSF should be added to
a vigorously stirred solution to prevent the PMSF from “crashing out.” Since PMSF has a
short half-life in aqueous solutions, PMSF should be made fresh and added to all buffers
shortly before they are used, and these buffers should be used within 1 or 2 h.

3. PCL is a mixture of protease inhibitors dissolved in DMSO. Use extreme caution when
working with PCL, since these compounds are toxic. Before use, warm PCL to room
temperature to thaw, then add to solutions, and mix immediately.

4. NaF, Na3VO4, and okadaic acid are used in several procedures as phosphatase inhibitors.
5. When using radioactivity, make sure to use appropriate caution, shielding, and monitor-

ing equipment to prevent injury to self or others.
6. Cdc2 is activated by Cyclin B binding and CAK phosphorylation of Cdc2. When making

the Cdc2/Cyclin B complex (see Subheading 3.6.), the CAK is supplied in the crude Sf9
cell lysate containing the Cdc2. If desired, the Cdc2 can be 32P-labeled on Thr161 during
this step. Prepare the beads as in step 1, but then in step 2, add 20 µL [γ-32P]ATP (see
Note 5), 1 µL 1 M MgCl2, and 1 µL 25 mM “cold” ATP. Cold ATP is required to maintain
sufficient ATP for the CAK.

7. We observe better resolution of the various phosphorylated forms of Cdc2 when the load-
ing buffer contains additional DTT.

8. We commonly make cell lysates in an HBS-based buffer (150 mM NaCl, 10 mM HEPES,
pH 7.5), but just about any crude cell extract can be used for this purpose. This includes
variations on the lysis procedures used to make recombinant proteins from Sf9 cells (see
Subheadings 3.4., 3.5., 3.10., and 3.11.), crude lysates for the shifting assay (see Sub-
heading 3.7.), or egg extracts from Xenopus (33). However, there are several factors to
consider. If you are attempting to immunoprecipitate Myt1, note the sensitivity of Myt1
to detergents (see Note 28). If you are attempting to immunoprecipitate Wee1 or Wee2,
note that these enzymes are predominantly nuclear. Therefore, it is useful either to soni-
cate the cells during the lysis procedure or to use a nonionic detergent such as NP-40 to
permeablize the nucleus.

9. These wash buffers can be conveniently made by adding concentrated stocks (see Sub-
heading 2.1.) to chilled EB; the slight dilution of EB will not matter; use 100 mg/mL
ovalbumin, 1 M NaF, 500 µM Na3VO4, 10% Triton X-100 or 10% NP-40, 500 µM okadaic
acid, and 1000X PCL. Volumes may be scaled up or down as needed, but the ratio of
components should be maintained. Note the use of specific detergents for immunopre-
cipitation of Wee1/Wee2 or Myt1.
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10. Concentrations of imidazole of about 45 mM or more will interfere with the Cdc2 kinase
assay. Imidazole is added to the Cdc2 kinase assay with the Wee kinase (if not dialyzed)
and the Cdc2/Cyclin B substrate. Therefore, for example, if the Wee kinase was eluted in
150 mM imidazole, up to approx 8 µL (before dilution) of kinase may be added to a 40-
µL reaction. A good control is to use an equivalent volume of elution or dialysis buffer in
a “negative-control” reaction.

11. We have not attempted to elute the immunoprecipitated Wee kinase from the antibody or
protein A beads but instead use the slurry of beads/kinase in the kinase assays (see Sub-
headings 3.12.1. and 3.12.2.). However, once this slurry is frozen, do not assume that the
interaction of antibody/beads/kinase is stable. Therefore, when diluting the immunopre-
cipitated Wee kinase for the kinase assay, treat the slurry as a whole, and do not repellet
the beads. Once the samples are boiled in SDS sample buffer, the Wee kinase is released,
and the beads may be discarded.

12. To confirm that the kinase assay is within the linear range (see Note 13), make serial
dilutions of the kinase (two- or threefold steps). The kinase should be diluted in kinase
dilution buffer. As described in the procedure, 31 µL of each dilution will be needed per
reaction. If using kinase that is immobilized on beads, see Note 34.

13. When in the linear range of the assay, the signal will increase according to the amount of
enzyme added. If it does not, determine the linear range empirically.

14. Volumes used in this procedure may be scaled up or down as needed, but the ratio of
components and volumes should be maintained.

15. Sf9 cells can be grown both on plates and in suspension. We commonly maintain our
noninfected stocks of Sf9 cells in suspension in spinner flasks but perform protein pro-
duction from adherent cells on plates. In most cases, this results in a better yield of pro-
tein. For suspension stock cultures, cells are grown in spinner flasks in the presence of an
anticlumping agent such as Pluronic F-68. To keep the suspension stock healthy, cells
should be passaged when the density reaches approx 2 × 106/mL. Allowing the stocks to
reach densities much higher than approx 3 × 106/mL adversely affects subsequent protein
production. Stocks in the spinner flasks can be passaged for up to 4 mo, at which point
they should be replaced with a fresh thaw from frozen stocks.

16. Sf9 cells from the suspension stock will settle within 30–60 min and adhere loosely to
plates. There is no need to continue growing cells in the presence of Pluronic F-68, but
there is no reason to remove the Pluronic F-68 purposely from the cells either; just do not
add any more Pluronic F-68 with subsequent media changes. Once plated, cells are al-
lowed to grow for 24 h. This will permit one cell doubling, and the cells will be at a
density of 2 × 107 per 10-cm plate at the time of viral infection.

17. Because Sf9 cells are easily disrupted by a jet of media from a 10-mL pipet, add media
slowly to adherent Sf9 cells. Initially infecting the cells for 1 h in a minimal volume of
media as described increases the yield of recombinant protein in our hands.

18. Do not be alarmed if by the end of this infection (48 h), most of the cells have detached
from the plates. It is not recommended that the infection be allowed to proceed beyond 48
h, since the yield of active recombinant protein may decrease.

19. There is no need to maintain aseptic tissue culture technique while collecting the injected
cells. However, with the exception of the initial scraping of cells, all these steps should be
performed on ice with ice-cold solutions.

20. Resuspend the cell pellet from the washed, infected cells (see Subheading 3.3.) in 3 mL
of protein-specific lysis buffer-PMSF-PCL by gently pipeting up and down. Transfer to
an ice-cold Dounce tissue grinder. The cells should break open in 20 or 40 strokes. Mi-
croscopically examine the cells to be sure they are disrupted. It is helpful to look at the
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cells before and after douncing, but note that Sf9 cells have a large nucleus that may
remain intact. Once the cells are disrupted, transfer the mixture to an ice-cold 13-mL
Starstedt tube. Rinse the Dounce and pestle with a fresh, 3-mL aliquot of protein-specific
lysis buffer-PMSF-PCL, and then pool this rinse with the original cell lysate. Mix by
inversion, and drop-freeze 5 µL of this initial lysate in LN2 for a test gel. (Store the test
sample at –80°C until use.)

21. Spin the lysate at 16,000g for 20 min at 4°C. A Sorvall HB4 or HB6 rotor (10,000 rpm)
with a rubber adapter (Sorvall, cat. no. 00363) works well for this purpose. Note: do not
completely fill the Starstedt tubes during this spin (~10 mL is the upper limit), or they
may break at the g force and temperature used. At the completion of this spin, transfer and
save the supernatant to a tube chilled on ice; drop-freeze 5 µL of this supernatant in LN2

for a test gel. (Store the test sample at –80°C until use.)
22. Resuspend the 20% Ni-IDA sepharose beads (see Subheading 3.1.) by gentle inversion

to make a slurry, and then transfer five times the volume desired for the packed beads to
a clean centrifuge tube (i.e., if 1 mL of packed beads is needed, transfer 5 mL of the 20%
slurry). Pack the beads by spinning in a centrifuge at 1,600g for 30 s. Batch-wash the
beads a total of three times with 10 vol of protein-specific lysis buffer-PMSF each. After
the last wash, remove as much liquid as possible, and then chill the washed beads on ice.

23. This step should be done at 4°C in a cold room or equivalent, all material (tubes, pipet
tips, and so on) should be prechilled to 4°C, and all solutions and samples should be kept
on ice.

24. The volumes listed here are a good starting point. However, for each form of Cdc2 and each
preparation of Cdc2 (see Subheading 3.5.), the optimal amount of Cdc2 added to the Cyclin
B beads and the optimal volume of the Cdc2 complex elution buffer will need to empiri-
cally determined (see Subheading 3.6.). This is particularly important when comparing
different forms of Cdc2 in subsequent kinase assays (see Subheadings 3.12.1. and 3.12.2.).
For some forms of Cdc2, the level of Cdc2 expressed in the Sf9 cells is particularly low (for
example, Cdc2-AF; see Fig. 3A, lanes 5 and 6). In these cases, a prebinding step is useful
when making the complex (see Subheading 3.6.). Briefly, a 500 µL aliquot of the cleared
Cdc2 lysate is pre-bound to the standard amount of Cyclin B beads (10 µL packed) by
rotation at 4°C, however this is performed in the absence of MgCl2 or ATP. The immobi-
lized Cdc2/Cyclin B complex is recovered by centrifugation, the supernatant is discarded,
and then the prebound complex is incubated with the standard 70-µL aliquot of matching
Cdc2, MgCl2, and ATP as described in step 2, Subheading 3.6.

25. For convenience, we commonly do this step at room temperature, but keep solutions and
samples on ice when they are not in the centrifuge.

26. To batch-wash beads in microcentrifuge tubes, add wash buffer, resuspend beads by flick-
ing the tube with finger and inverting, and then immediately respin (10 s, ~1600g, 4°C)

27. Prepare egg or oocyte extracts as described (33), but then dilute these with 2 vol of EDB
to make them the equivalent to the total cell extract (step 2). The extract can then be
aliquoted and/or separated into membrane and soluble fractions as described (see Sub-
heading 3.7.).

28. Triton X-100 is required both to solublize Myt1 from the membrane and to enhance Myt1
activity. The use of other detergents including CHAPS, Zwittergent 3-14, deoxycholic
Acid, and NP-40 has been shown to inhibit Xenopus Myt1 activity (P. R. Mueller and W.
G. Dunphy, unpublished data).

29. MWB uses high salt to wash off proteins that are nonspecifically associated with the
membrane.
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30. The desired time-course will determine the number of tubes to prepare. As a start, we
suggest the following time course: 0, 2, 4, 8, 16, 32, and 64 min. In addition, for the 0-min
time-point, it is useful to prepare a double reaction. This way, the 0-min sample can be
loaded on each side of the timed progression (see Fig. 5).

31. To control the timing of the reaction, it is helpful to stagger the start/stop time of each
reaction by 30 s. This will ensure that each sample is treated equally while providing
sufficient time to handle the samples.

32. The optimal amount of antibody required to immunoprecipitate the Wee kinase might
need to be empirically determined. If the extract is particularly viscous, it helps to dilute
the extract in the appropriate lysis buffer. The addition of detergent aids in the accessibil-
ity of the antibody to the antigen and helps to minimize nonspecific background. How-
ever, note the use of specific detergents for immunoprecipitation of Wee1/Wee2 or Myt1.
A useful control to include is an immunoprecipitation with a nonspecific antibody that is
raised in the same species as the primary antibody. For example, when working with a
rabbit polyclonal antibody, use an IgG, whole molecule rabbit polyclonal antimouse (ICN,
cat. no. 55480). This should give no reaction in subsequent Western blotting or kinase
assays.

33. The beads swell by a factor of approx 4. Therefore, if 12.5 µg of dried beads are weighed
out, they will swell to 50 µL. This is sufficient for four reactions, leaving 20% extra for
pipeting loss.

34. When pipeting samples that contain beads, gently mix beads by pipeting up and down
with a pipetman before each pipeting. This will ensure that equal amounts of slurry are
pipeted. Do not use a narrow-bore pipet tip to pipet bead solutions.

35. The yield of Xenopus Myt1 protein is particularly poor, only approx 10–20 ng per 10-cm
plate. We have not tried Myt1 from other species, so we do not know whether this is a
universal problem. From this size prep, we have not been able to recover enough Myt1
protein to perform Bradford protein determinations. Therefore use antibody and/or gel
standards to determine the concentration/yield of Myt1. We typically find that much of
the Myt1 protein does not bind to the beads, and some does not elute from the beads. In
our hands, increasing the amount of beads or imidazole concentration does not improve
either of these problems. Fortunately, the recombinant Myt1 has abundant activity. Be-
cause the concentration of Myt1 is low, we typically add ovalbumin to the experimental
stock. This helps prevent loss owing to nonspecific sticking or proteolysis.

36. Although douncing works (see Note 20), we get a greater yield of Wee1 and Wee2 pro-
tein by using a sonicator to disrupt the cells. This is probably because Wee1 and Wee2 are
nuclear proteins. Avoid cavitation, and keep the cell suspension ice-cold during the soni-
cation. The following has worked well in our hands using a Branson model 450 Sonifer®
with a microtip: sonicate in a 4°C cold room with two sets of 20 bursts at 45% power.
Between each set of bursts, keep cells on ice for 2 min. Also, during the burst cycles, the
tube containing the cells should be surrounded by ice. At the end of the sonication, micro-
scopically examine the cells to be sure they are disrupted; the nucleus should not be in-
tact. Once the cells are disrupted, drop-freeze 5 µL of this initial lysis in LN2 for a test gel
(store the test sample at –80°C until use).

37. Do not allow the bromophenol blue marker to run off the gel or the free [γ-32P]ATP will
run into the lower buffer chamber. Instead, stop the run when the bromophenol blue is 1–
4 cm from the bottom of the gel. Carefully cut the gel with a razor blade approx 1 mm
above the bromophenol blue. Discard the lower portion of the gel containing the bro-
mophenol blue and a majority of the unincorporated radioactive ATP into radioactive
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waste. The top portion of the gel can be transferred to membrane or dried down to reveal
the labeled substrate with a PhosphorImager or X-ray film.

38. We have found the anti-phospho-Tyr antibody (4G10, Upstate, cat. no. 05-321) to work
well for detecting tyrosine-phosphorylated Cdc2 in this assay. We use the antibody at a
1:1000 dilution in 3% BSA-TSBT. We do not recommend the use of a Cdc2-specific,
anti-phospho-Tyr15 antibodies (i.e., Cell Signaling, cat. no. 9111; see Fig. 1 and Note
41), because they are not as sensitive, and their specificity is not needed in this
semipurified in vitro assay.

39. A variety of antibodies may be used to detect all forms of Cdc2. We routinely use an
antibody that detects the PSTAIR sequence (for example, Santa Cruz Biotech, cat. no.
SC-53) that is conserved in Cdc2 from yeast to human. Alternatively, a more specific
Cdc2 antibody may be used.

40. A suggested series of dilutions is: 1:25 (2 µL of the sample from step 5, Subheading
3.12.2. + 48 µL EB buffer), 1:50 (50% dilution of 1:25 dilution in EB buffer), and 1:100
(50% dilution of 1:50 dilution in EB buffer). In most cases, this will be in the linear range
of the assay (see Note 13).

41. We have found that the phospho-Cdc2 (Tyr15) antibody from Cell Signaling (cat. no.
9111) works well for detecting phospho-Tyr15 Cdc2 in a crude lysate. One of its advan-
tages is that it recognizes phosphorylated Cdc2 from a wide variety of eukaryotes. How-
ever, it is critical to use the antibody exactly as described by the manufacturer when
performing Western blots. Deviation from the recommended wash and incubation times
or the buffer conditions will result in suboptimal results. We use this antibody at a 1:500
dilution.
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CDC25 Dual-Specificity Protein Phosphatases

Detection and Activity Measurements

Sorab N. Dalal and Melanie Volkening

Summary
Most cyclin-dependent kinases are negatively regulated by phosphorylation of two resi-

dues, a threonine at residue 14 and a tyrosine at residue 15. These residues are dephosphory-
lated by the cdc25 family of dual-specificity phosphatases leading to cell cycle progression.
These phosphatases are inactivated by cellular checkpoint pathways in response to DNA dam-
age leading to cell cycle arrest. Checkpoint pathways regulate the function of these phosphatases
by regulating their stability, localization, association with substrate, and their activity. Hence,
determining these properties for the cdc25 family of phosphatases becomes crucial for under-
standing how checkpoint pathways regulate the function of the cdc25 family members and,
hence, cell cycle progression. This chapter describes methods to determine the activity, levels,
phosphorylation status, and localization of both endogenous and overexpressed cdc25 proteins.

Key Words
cdc25; cell cycle progression; phosphatase; phosphorylation; RNA interference.

1. Introduction
Most cyclin dependent kinases (cdks) are negatively regulated by phosphoryla-

tion at two residues: a threonine at position 14 (T14) and a tyrosine at position 15
(Y15) (reviewed in refs. 1 and 2). These residues are dephosphorylated by the cdc25
family of dual-specificity phosphatases. Three cdc25 family members have been
cloned in mammalian cells. cdc25C was the first human phosphatase cloned on the
basis of its homology to the yeast and Drosophila cdc25 proteins (3,4). Two other
human cdc25 homologs, cdc25A and cdc25B, were cloned later based on their abil-
ity to rescue a temperature-sensitive cdc25 mutant in fission yeast (5). cdc25A can
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dephosphorylate and activate cdk2 in vitro (6), which correlates with cdc25A’s abil-
ity to promote the G1/S transition, when overexpressed in mammalian cells (6–8)
(Fig. 1). All three cdc25 family members may play distinct roles in promoting pro-
gression from G2- to M-phase, as they can all dephosphorylate and activate cdk1/
cyclin B1 in vitro (4,6,9,10) (Fig. 1). The depletion of different cdc25 family mem-
bers from cell lysates leads to a decrease in the ability of the extracts to activate
cyclin B1/cdk1 in vitro (10). The downregulation of cdc25A using RNA interference
delays mitotic progression (10). Overexpression of cdc25B can lead to premature
mitotic progression and centrosomal abnormalities (11–13), whereas overexpression
of cdc25C leads to premature mitotic progression during S-phase and the override of
a DNA damage-induced G2 arrest (14,15).

The cdc25 family members are regulated by cell cycle-dependent phosphorylation
events. Hyperphosphorylation of cdc25C prior to mitosis results in a stimulation of its
phosphatase activity (16–18). In vitro cdc25C can be phosphorylated by its substrate
cyclin B1/cdk1 (16,17,19), and in vivo it is phosphorylated on Ser198 by Plk1, which
regulates its nuclear translocation during prophase (20). Cdc25B protein accumulates
and is phosphorylated prior to mitosis. The mitotic phosphorylation of cdc25B is
thought to be required for the stimulation of cdc25B phosphatase activity (12). The
cyclin B1/cdk1 complex phosphorylates cdc25A on two serine residues, S17 and S115,
resulting in the stabilization of cdc25A and mitotic progression (10).

All eukaryotic cells have evolved mechanisms to prevent cell cycle progression in
the presence of DNA damage or incomplete S-phase (reviewed in ref. 21). DNA dam-
age activates a series of responses, one of which is cell cycle arrest. The cell cycle
arrest that occurs in response to DNA damage is dependent on the inhibition of cdc25
function. One mechanism by which cell cycle checkpoint pathways regulate cdc25

Fig. 1. Regulation of cell cycle transitions by the different cdc25 family members.
cdc25A has been shown to activate both cyclin E/cdk2 and cyclin A/cdk2 complexes,
leading to S-phase progression, whereas all cdc25 family members can activate cyclin
B1/cdk1, thus leading to mitotic progression.
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function is by inducing cell cycle-dependent phosphorylation of the cdc25 proteins,
which result in an inhibition of cdc25 function (6,15,22,23). cdc25A can be phospho-
rylated on a serine residue at position 123 (S123) by the checkpoint kinases chk1 and
chk2 in mammalian cells in response to either UV light or γ-radiation. The DNA dam-
age-mediated phosphorylation of cdc25A at S123 leads to its ubiquitin-mediated pro-
teolysis and cell cycle arrest (6,22), which can be abrogated by the ectopic
overexpression of cdc25A (10). Checkpoint pathways also inhibit cdc25C function.
Both chk1 (15) and chk2 (23) can phosphorylate cdc25C on a serine residue at posi-
tion 216, which results in an inhibition of cdc25C function. Arsenite-induced DNA
damage can induce the turnover of cdc25C by the ubiquitin pathway and is dependent
on the presence of a KEN-box in cdc25C (24). cdc25B, like other cdc25 family mem-
bers, is a target of the DNA damage checkpoint. Interestingly, cdc25B is not phospho-
rylated by the checkpoint kinases chk1 and chk2 in response to UV irradiation but by
the mitogen-activated protein (MAP) kinase p38 (25). Phosphorylation of cdc25B by
p38 in response to UV irradiation seems to be a critical event in the initiation of a G2

delay. Finally, irradiation of cells with UV also blocks the premitotic accumulation
and phosphorylation of cdc25B (12).

Phosphorylation of the S216 residue in cdc25C results in the generation of a con-
sensus binding site for 14-3-3 proteins (15,26,27). cdc25C is a cytoplasmic protein
during interphase and enters the nucleus just prior to mitosis (14), a phenotype that is
very similar to its substrate cyclin B1/cdk1 (28,29). 14-3-3 proteins regulate cdc25C
function in part by regulating its cellular localization, as 14-3-3 binding mutants of
cdc25C show a pan-cellular localization, which is different from the cytoplasmic lo-
calization observed for the wild-type protein (14). In addition to regulating the cyto-
plasmic localization of cdc25C, 14-3-3 proteins may also inhibit complex formation
between cdc25C and cyclin B1, thereby preventing activation of cyclin B/cdk1 (30).
Cdc25B also binds to 14-3-3 proteins (31,32). 14-3-3 binding mutants of cdc25B show
an altered cellular localization (33), and 14-3-3 binding inhibits the association of
cdc25B with the mitotic cyclin/cdk complex (34). The phosphorylation of cdc25B by
p38 in response to UV irradiation also results in the formation of a 14-3-3 binding site
on cdc25B (25). chk1 phosphorylates cdc25A on S178 and T507 to facilitate 14-3-3
binding. 14-3-3 binding to the C-terminal cycin B1 binding domain of cdc25A blocks
functional interaction between cdc25A and cyclin B1-cdk1 (35).

As described above, cdc25 family members are regulated by phosphorylation,
which dramatically affects their activity, stability, and intracellular localization. In
this chapter we have tried to cover techniques to measure cdc25 phosphatase activity
as well as techniques used to determine cdc25 levels, phosphorylation status, and sub-
cellular localization.

2. Materials
2.1. Measuring cdc25 Phosphatase Activity

1. pGEX expression vectors (Amersham).
2. E. coli host strains: XL1-blue for plasmid propagation and BL21 (DE3) for protein

expression (Stratagene).
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3. Luria Bertani (LB) medium.
4. Ampicillin (Sigma).
5. Isopropyl-D-thiogalactopyranoside (IPTG; Sigma), 1 M stock solution stored at –20°C).
6. Glutathione sepharose CL-4B (Amersham).
7. Single-use columns (PolyPrep columns, Bio-Rad).
8. E. coli lysis buffer: 50 mM Tris-HCl, pH 7.5, 250 mM NaCl, 1 mM EDTA, 0.1% Triton

X-100, 0.1 mM phenylmethylsulfonlyl fluoride (PMSF), 10 mg/mL soybean trypsin
inhibitor, 1 mg/mL aprotinin.

9. Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) equipment.
10. Coomassie brilliant blue R 250 (Sigma).
11. Fluorescein-diphosphate (FDP; Molecular Probes), 10 mM stock solution stored at –20°C).
12. Fluorescence spectrophotometer (F-2000, Hitachi).
13. FDP buffer: 20 mM Tris-HCl, pH 8.5, 75 mM NaCl, 0.57 mM EDTA, 0.033% bovine

serum albumin (BSA), 1 mM dithiothreitol (DTT).
14. Eukaryotic cell lysis buffer: 50 mM Tris-HCl, pH 7.4, 0.25 M NaCl, 50 mM NaF, 0.1%

Triton X-100, 5 mM EDTA, 1 mM DTT, 1 mM Na3VO4, 2 mM PMSF, 10 mg/mL soybean
trypsin inhibitor, 10 mg/mL L-1-chlor-3-(4-tosylamido)-4-phenyl-2-butanon [TPCK], 5 mg/
mL L-1-chlor-3-(4-tosylamido)-7-amino-2-heptanon-hydrochloride (TLCK), 1 mg/mL
aprotinin. (All protease and phosphatase inhibitors are added freshly before use.)

15. Cl-4B Sepharose (Amersham).
16. Protein A or G-Sepharose (Amersham).
17. Phosphatase assay buffer (prepared freshly): 40 mM Tris-HCl, pH 8.0, 300 mM NaCl,

10 mM EDTA, 10 mM DTT.
18. Histone H1 kinase buffer (prepared freshly): 50 mM Tris-HCl, pH 7.5, 10 mM MgCl2,

1 mM DTT, 50 µM ATP, 5 mCi [γ-32P]ATP, 10 µg Histone H1 (Roche) per reaction.
19. Coomassie blue stain solution: 2.5 g/L Coomassie brilliant blue R-250 (Sigma), 400 mL

methanol, 100 mL acetic acid, 500 mL H2O.
20. Coomassie blue destain solution: 400 mL methanol, 100 mL acetic acid, 500 mL H2O.
21. Antibodies.

a. Anti-cdc25A (F6, Santa Cruz Biotechnology, cat no. #7389).
b. Anti-cdc25B (H-85, Santa Cruz Biotechnology, cat. no. #5619).
c. Anti-cdc25C (H-6, Santa Cruz Biotechnology, cat. no. sc #13138).
d. Anti-cyclinB1 (GNS1, Santa Cruz Biotechnology, cat. no. #245).

2.2. Detection and Localization of Human cdc25 Isoforms in Human Cells
1. The human osteosarcoma cell line, U-2OS, and the primary diploid human fibroblast

strains, MRC-5 and WI-38, were obtained from the ATCC and are cultured in Dulbecco’s
modified Eagle’s medium (DMEM; Cellgro) supplemented with 10% Fetal Clone-I serum
(Hyclone), 100 U penicillin per mL, and 100 µg streptomycin per mL. The cells are grown
in the presence of 10% CO2.

2. Transfection reagents. All transfection reagents should be tissue culture grade from Sigma
or any other manufacturer.
a. 2X BBS (BES-buffered solution), pH 6.95: 50 mM BES, 280 mM NaCl, 1.5 mM

Na2HPO4 (see Note 1).
b. 0.5 M CaCl2.

3. Antibodies (see Note 2).
a. Anti-cdc25C: monoclonal antibodies TC14, TC15, TC19, and TC113 (Upstate Bio-

technology and Neomarkers).
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b. Anti-cdc25A and cdc25B (see Subheading 2.1.).
c. Anti-phospho-histone H3 antibody (Upstate Biotechnology).
d. Anti-myc monoclonal antibody 9E-10 and anti-myc polyclonal antibody A-14 (Santa

Cruz Biotechnology).
e. Anti-HA polyclonal antibody 12CA5 (Roche).
f. MPM2 monoclonal antibody (Upstate Biotechnology).
g. Anti-rabbit/mouse horseradish peroxidase (HRP) conjugates (Pierce or Amersham).
h. Anti-rabbit/mouse fluorescent conjugates (Boehringer Mannheim).
i. Anti-cyclin B1 monoclonal CB169 (Upstate Biotechnology).
j. Anti-Rb MAb 245 (Pharmingen).

4. Protein A-sepharose (Amersham).
5. EBC buffer: 50 mM Tris-HCl, pH 8.0, 120 mM NaCl, 0.5% Nonidet P-40 [NP-40], 10

mg/mL of aprotinin, 10 mg/mL of leupeptin, 0.1 mM PMSF, 50 mM NaF, 1 mM sodium
orthovanadate, 1 mM EDTA. (All protease and phosphatase inhibitors are added freshly
before use.)

6. Whole cell extract (WCE) buffer: 50 mM Tris-HCl, pH 8.0, and 2% SDS.
7. 1X SDS-PAGE sample buffer (1X SB): 50 mM Tris-HCl, pH 6.8, 10% glycerol, 2% SDS,

0.1% bromophenol blue, 10 mM DTT. Make aliquots and freeze at –20°C.
8. NET-N buffer: 20 mM Tris-HCl, pH 8.0, 100 mM NaCl, 1 mM EDTA, pH 8.0, 0.5%

NP-40.
9. 3X SDS-PAGE sample buffer (3X SB): 150 mM Tris-HCl, pH 6.8, 30% glycerol, 6%

SDS, 0.3% bromophenol blue, 30 mM DTT. Make aliquots and freeze at –20°C.
10. TBS-T: 10 mM Tris-HCl pH 8.0, 150 mM NaCl, 0.5% Tween-20.
11. 1X Transfer buffer: 12.11 g Tris base, 57.6 g glycine, 800 mL methanol, 4 mL 10% SDS.

Add dH2O to 4 L.
12. 1X Running buffer for SDS-PAGE gels: 3.03 g Tris base, 18.77 g glycine, 1 g SDS. Add

dH2O to 1 L.
13. ECL detection reagent (Pierce or Amersham).
14. 30% Acrylamide (Protogel or Bio-Rad).
15. Buffer A for cellular fractionation: 10 mM HEPES, pH 7.9, 10 mM KCl, 1 mM EDTA,

0.1 mM EGTA, 1 mM DTT, 10 µg/mL of aprotinin, 10 µg/mL of leupeptin, 0.1 m M
PMSF, 50 mM NaF, 1 mM sodium orthovanadate (all protease and phosphatase inhibitors
added fresh before use).

16. Additional phosphatase inhibitors for fractionation: 10 µM cypermethrin, 200 µM
dephostatin, 200 nM okadaic acid, 25 nM tautomycin.

17. 1X Phosphate buffered saline (PBS) for immunofluorescence: 8 g NaCl, 0.2 g KH2PO4,
0.2 g KCl, 2.18 g Na2HPO4.

18. 4% Paraformaldehyde in PBS: add the paraformaldehyde (Sigma) to PBS, and heat to
65°C to dissolve the paraformaldehyde. Cool and store at 4°C.

19. 0.3% Triton X-100 in PBS
20. 0.1% NP-40 in PBS
21. N-PER fractionation kit from Pierce: add 10 mg/mL of aprotinin, 10 mg/mL of leupeptin,

0.1 mM PMSF, 50 mM NaF, 1 mM sodium orthovanadate, 1 mM EDTA. (All protease
and phosphatase inhibitors are added fresh before use).

22. 5 µg/mL 4',6-Diamidino-2-phenylindone (DAPI) in PBS.
23. BSA.
24. Citifluor mounting fluid (Calbiochem).
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25. Slides and cover slips.
26. Bio-Rad protein assay reagent.
27. Prestained markers (Bio-Rad, Invitrogen, Sigma).
28. Nitrocellulose membrane (Amersham, Bio-Rad).
29. Protein gel and transfer apparatus, power packs.
30. Skim milk powder.
31. Goat serum (Invitrogen).
32. Confocal microscope with the appropriate filters.

3. Methods
3.1. Measuring cdc25 Phosphatase Activity
3.1.1. Expression of Recombinant GST-cdc25A,B,C in E. coli

1. 1 µg of pGEX-cdc25A, B, or C plasmid, respectively, is transformed in chemically or
electrocompetent E. coli BL21 DE3.

2. One single colony of the transformants is used to inoculate 50–100 mL of LB medium
supplemented with 100 µg/mL ampicillin.

3. The E. coli culture is grown overnight at 37°C and shaken vigorously.
4. The following day, the overnight culture is diluted 1:20 with fresh LB medium (contain-

ing 100 mg/mL ampicillin) and further incubated at 37°C for approx 3 h until OD600 =
0.4–0.5.

5. The culture is then cooled down to 30°C, and IPTG (Sigma) is added to a final concentra-
tion of 0.5 mM.

6. The culture is further incubated for 3 h at 30°C under shaking and then harvested by
centrifugation for 30 min at 3000 rpm (Sorvall, GS3 rotor) at 4°C

7. The bacterial pellets can be stored at –20°C until protein isolation.

3.1.2. Purification of GST-cdc25A,B,C from E. coli
Recombinant GST-cdc25A, B, C fusion proteins can easily be purified by coupling

them to glutathione S-transferase (GST), a 26-kDa protein that efficiently binds to
glutathione sepharose (36).

1. The bacterial pellets containing the induced GST fusion proteins are resuspended in 10
ml lysis buffer (per liter over day culture) and incubated on ice for 15 min.

2. The cells are then lysed by sonification four times 30 s, on ice.
3. The lysate is further incubated on ice for 5 min, and Triton X-100 is added to a final

concentration of 1%. Cell debris is removed by centrifugation for 30 min at 14,000 rpm in
the Sorvall SS-34 rotor at 4°C.

4. Glutathione sepharose beads (2 mL; Amersham) are washed with 10 mL lysis buffer.
5. The beads are centrifuged at 3000 rpm in a Megafuge R 1.0 (Heraeus) for 2 min at 4°C,

and the supernatant is removed.
6. The bacterial supernatant is added to the beads and incubated on a wheel either at 4°C for

a minimum of 30 min or for 10 min at room temperature.
7. Beads with bound GST-cdc25 fusion proteins are centrifuged as above, the supernatant is

removed, and the beads are washed twice with 30 mL of ice-cold lysis buffer.
8. After the last wash, the beads are resuspended in 10 mL of lysis buffer and loaded on a

single-use column (Bio-Rad).



CDC25 Dual-Specificity Protein Phosphatases 335

9. The column is washed with 40 mL cold lysis buffer followed by 10 mL of ice-cold 50 mM
Tris-HCl, pH 7.5.

10. The fusion proteins are eluted at room temperature with 2 mL of 50 mM Tris-HCl, pH
7.5, and 20 mM reduced glutathione (Sigma).

11. The eluates are collected in 500-µL aliquots.
12. The protein content of the aliquots is analyzed by 10% SDS-PAGE (10 µL is normally

enough) followed by Coomassie blue staining.
13. Protein concentrations are determined, and aliquots are prepared and frozen at –70°C.

3.1.3. cdc25 Phosphatase Assay Using Fluorescein-Diphosphate
as Substrate (see Note 3)

1. Recombinant or immunoprecipitated cdc25 protein is incubated with 20 µM FDP in FDP
buffer for 1 h at 37°C. The immunoprecipitate is washed twice in FDP buffer prior to the
assay.

2. The reactions are stopped through addition of 1 M NaOH (to a final concentration of 0.1 M).
3. Reactions with immunoprecipitates containing sepharose beads are filtered through a fil-

ter Eppendorf tube (Millipore) to remove all beads from the solution.
4. The fluorescence at 530 nm is measured with a fluorescence spectrophotometer (F-2000,

Hitachi), and the excitation wavelength is 490 nm.

3.1.4. Measuring cdc25 Phosphatase Activity In Vivo
Owing to the low abundance of cdc25 proteins in a variety of human cell lines, it is

not easy to measure cdc25 activity. Therefore a two-step assay has been developed
(8). The assay procedure is depicted in Fig. 2. In the first step an inactive cyclinB1/
cdk1 complex is immunoprecipitated from S-phase extracts. cdc25 is immunoprecipi-
tated from cell extracts from which the cdc25 activity has to be determined using
cdc25-specific antibodies. Then the two immunoprecipitates are combined, and a phos-
phatase assay is performed. In the second step a histone H1 assay is performed to
determine the activity of the cyclinB1/cdk1 complex. The amount of active cyclinB1/
cdk1 is a direct measure of the initial cdc25 activity. An example is shown in Fig. 3.

3.1.4.1. PREPARING S-PHASE CELL EXTRACTS

Adherent HeLa cells are treated with 10 mM hydroxyurea (HU) for 18 h under
standard cell culture conditions. If large amounts of cellular extracts are needed, a
suspension of HeLa S3 cells may be used. Extracts are prepared as described below in
Subheading 3.1.4.2. (see Note 4).

3.1.4.2. PREPARING CELL EXTRACTS FROM WHICH THE CDC25 ACTIVITY

HAS TO BE DETERMINED

1. The cell monolayer is washed twice with PBS and the cells are harvested by trypsiniza-
tion followed by centrifugation.

2. Resuspend the pellet in 3–5 vol of lysis buffer.
3. Incubate for 30 min on ice.
4. The lysates are cleared by centrifugation for 10 min at 13,000 rpm. The total protein

concentration is determined by standard assay procedures (e.g., Bio-Rad assay system).
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Fig. 2. Scheme for assaying endogenous cdc25 activity. cdc25 is immunoprecipitated from
cell extracts and incubated with an inactive cyclin B1/cdk1 complex. The cyclin B1/cdk1 activ-
ity is subsequently measured using a Histone H1 kinase assay.

Fig. 3. cdk1/cyclin B complex from S-phase cells is activated by GST-cdc25B. cdk1/cyclin
B was immunoprecipitated from S-phase cells and incubated with bacterially expressed GST-
cdc25B (right lanes) or left untreated (left lanes) to measure background activity of the cdk1/
cyclin B complex. The activity of the cdk1/cyclin B complex was measured in a kinase assay
using Histone H1 as a substrate. The 12.5% SDS-PAGE gel was stained with Coomassie bril-
liant blue, and radioactively labeled Histone H1 was visualized by autoradiography.
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3.1.4.3. PRECLEARING THE PROTEIN EXTRACTS (SEE NOTE 5)

1. Each sample for measuring the cdc25 activity requires one sample of immunoprecipitated
cyclinB1/cdk1 complex.

2. Wash 100 µL Cl-4B sepharose of a 25% slurry with lysis buffer, and pellet the beads at
13,000 rpm for 1 min.

3. Add 500 µg S-phase cell extract or 2 mg cell extract for cdc25 activity. Take the volume
to 1 mL with lysis buffer.

4. Incubate on a rotating wheel for 30 min at 4°C.
5. Pellet the beads by centrifugation for 1 min at 13,000 rpm.

3.1.4.4. IMMUNOPRECIPITATIONS

1. Transfer the supernatants to a new Eppendorf tube containing washed protein A or G
sepharose beads (according to the antibody used).

2. Add 5 µL antibody for cyclin B1 IP or 10 µL antibody for cdc25 IP, respectively.
3. Incubate for 2 h at 4°C on a rotating wheel.
4. Collect the beads by centrifugation for 1 min at 13,000 rpm.
5. Remove the supernatant, and wash the beads three times with 1 mL lysis buffer, collect-

ing the beads by centrifugation after each wash.

3.1.4.5. PHOSPHATASE ASSAY

1. Add 500 µL phosphatase assay buffer to the cdc25 IP, resuspend, and transfer to the tube
containing the cyclin B1 IP. Mix well.

2. Spin down and remove the supernatant completely.
3. Add 100 µL phosphatase buffer, and incubate at 30°C for 30 min with constant shaking

(200 rpm).

3.1.4.6. HISTONE H1 KINASE ASSAY

1. After incubation spin down and remove the supernatant.
2. Add 50 µL kinase buffer containing 10 µg histone H1 (Roche) per reaction.
3. Incubate at 30°C for 15 min with constant shaking (200 rpm).
4. Stop the kinase reaction by adding 15 µL 4X Laemmli buffer. Boil for 4 min.
5. Mix well, and load supernatant completely on a 12.5% SDS-PAGE gel.
6. Run at 50 V overnight in SDS gel running buffer.

3.1.4.7. COOMASSIE STAINING AND AUTORADIOGRAPHY

1. Cut off and discard the bromophenol blue band since it comigrates with free [γ-32P]ATP.
2. Stain the gel in Coomassie brilliant blue solution for about 0.5–1 h.
3. Destain until the histone H1 bands at around 33 kDa are clearly visible; the background

stain should be low.
4. Dry the gel in a gel dryer for 2 h at 80°C under vacuum.
5. Expose to X-ray films as necessary.
6. The signal should appear within 2 h.
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3.2. Detection and Localization of Human cdc25 Isoforms in Human Cells
All the experiments described in this section can be performed in cells that have

been synchronized as described (37) or in cells treated with UV or γ-radiation to induce
a DNA damage response.

3.2.1. Detection of Endogenous cdc25 Family Members
1. Grow U-20S cells (or the cell line of interest) to approx 70% confluence.
2. Harvest the cells by trypsinization or scraping.
3. Boil the cell pellet in WCE buffer (1 mL buffer per 100-mm dish) for 10 min.
4. Clear the extracts by centrifugation at 12,000g for 15 minutes at 4°C.
5. Estimate total protein in the extract using the Bio-Rad Protein Assay kit (see Note 6).

Add 0.5 vol of 3X SB, and boil for 4 min.
6. Load 25–100 µg of extract onto a 7.5% SDS-PAGE gel. Run the gel until the dye is off

the gel.
7. Transfer to nitrocellulose membrane for either 3 h at 55 V or overnight at 8 V in a Bio-

Rad chamber.
8. Block the membrane in 5% milk, 1% goat serum in TBS-T for 1 h at room temperature (RT).
9. Rinse the blot in TBS-T to remove all residual milk. Incubate the blot with primary anti-

body diluted in TBS-T containing 1% BSA and 0.01% sodium azide overnight on a rock-
ing platform at 4°C (see Note 7).

10. Wash three times with TBS-T for 5 min at RT.
11. Incubate the blot with the appropriate secondary antibody diluted in 2.5% milk, 0.5%

goat serum in TBS-T for 45 min to an hour at RT on a rocking platform.
12. Wash three times with TBS-T for 10 min at RT.
13. Develop the blots with ECL reagents per the manufacturers instructions (see Note 8).
14. Typically a 1-min exposure is enough to detect most proteins under these conditions. The

Kodak gel emulsion-treated films are much more sensitive than regular Kodak film.

3.2.2. Immunoprecipitation of cdc25 Family Members
1. Grow U-20S cells (or the cell line of interest) to approx 70% confluence.
2. Harvest the cells by trypsinization or scraping.
3. Lyse the cells in 1 mL EBC buffer per 100-mm dish. Leave the extracts on ice for 15 min.
4. Clear the extracts by centrifugation at 12,000g for 15 minutes at 4°C.
5. Estimate the protein in the extract using a Bio-Rad assay kit (see Note 6).
6. To 2 mg of EBC extract, add either 200 µL of the tissue culture supernatants or 2 µL of

purified antibody. Add 50 µL of a 50% slurry of protein-A-sepharose, and rock it over-
night at 4°C. An immunoprecipitation with an isotype-matched antibody should be
included as a negative control in each experiment.

7. Wash the immune complexes three times with NET-N. Boil in 50 µL 1X SB, and resolve
the immune complexes on a 7.5% SDS-PAGE gel, followed by Western blotting, as de-
scribed above.

8. To determine whether the cdc25 proteins are phosphorylated, the IP can be treated
with λ-phosphatase (NEB) before being resolved on an SDS-PAGE gel. To do the
phosphatase assay, wash the immune complexes three times with NET-N and once
with phosphatase buffer.

9. Resuspend the beads in a 50 µL reaction volume containing 1 mL NEB λ-phosphatase
and phosphatase buffer. Do two reactions for each sample and to one add sodium
orthovanadate to a final concentration of 1 mM and sodium fluoride to 50 mM to inhibit
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the λ-phosphatase completely. This reaction serves as a negative control. Incubate at 37°C
for 30 min. Add 25 mL of 3X SB to each reaction, boil, and resolve on a 7.5% SDS-
PAGE gel followed by Western blotting as described in Subheading 3.2.1.

3.2.3. Immunoprecipitation of Epitope Tagged cdc25 Family Members
1. Split U-2OS cells so that they are approx 30–50% confluent the next day.
2. Change the media on the cells the next morning (see Note 9).
3. Each 100-mm dish is transfected with a total of 25 µg of plasmid DNA. Some amount of

this will be the plasmid encoding the cDNA that you wish to express plus carrier DNA
(generally a plasmid such as bluescript [pBSK–]). For cdc25C we have transfected 15 µg
of the cdc25C, plasmid per 100-mm dish transfected, with the total amount of DNA ad-
justed to 25 µg with pBSK–. To determine empirically the amount of cdc25 construct to
transfect into cells, refer to Note 10.

4. Take the volume of DNA to 250 µL with dH2O. Add 250 µL of 0.5 M CaCl2. To this mix
add 500 µL of 2X BBS dropwise. Mix by pipeting up and down a few times, and let the
precipitate form at RT for 15–20 min.

5. Mix the precipitate, and then add it dropwise to the tissue culture dish. A fine precipitate
should be observed under the microscope. Leave the precipitate on the cells overnight in
a 5% CO2 incubator.

6. The next morning, remove the precipitate from the dish and wash the cells twice with
PBS. Feed with fresh media.

7. Harvest the cells 40–44 h post transfection, and perform immunoprecipitations with anti-
body to the epitope tag followed by Western blots with antibody to the cdc25 family
member or the epitope tag as described above.

3.2.4. Determining the Localization of cdc25 Proteins Using Cellular
Fractionation

The Pierce N-PER assay kit is a convenient way to make cytoplasmic and nuclear
extracts without much fuss. The protocol described here, which is a modification of a
protocol developed by Schreiber et. al. (38), provides similar results, and either tech-
nique will provide good-quality cytoplasmic and nuclear extracts.

1. Harvest U-2OS cells at approx 50% confluence by trypsinization.
2. Extract some of the cells in EBC (500 µL of EBC for each 50% confluent 100-mm dish).

This is your whole cell extract.
3. To prepare cytoplasmic extracts, lyse cells in buffer A on ice for 10 min (see Note 11).
4. Spin the extracts for 30 s in a microfuge at 4°C.
5. Remove the supernatant to a fresh tube on ice. This is your cytoplasmic extract.
6. Extract the pellet with an equal amount of EBC (as described in step 2) to generate nuclear

extracts.
7. Equivalent volumes of each extract can be used either for direct Western Blotting or

immunoprecipitations followed by Western blotting.

3.2.5. Localization of Endogenous cdc25 by Immunofluorescence
1. Cells are grown on a glass cover slip in a 35-mm dish to no more than 50% confluence.
2. Remove the medium, and wash the cells three times with 2 mL of PBS.
3. Fix the cells in 2 mL of 4% paraformaldehyde in PBS for 20 min at RT.
4. Wash three times with PBS, and permeabilize the cells with 0.3% Triton X-100 in PBS

for 10 min at RT.
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5. Wash the cells twice in PBS with 0.1% NP-40. After the second wash, carefully remove
all the excess liquid, and place the cover slip (cell side up) on Parafilm (see Note 12).

6. Incubate the fixed permeabilized cells with primary antibody to the cdc25 isoform of your
choice, diluted in PBS containing 3% BSA and 0.1% NP-40, overnight at 4°C (see Note
13). To identify cells that are entering prophase, the cells can be costained with a phospho-
specific antibody to Histone H3 (39). Cells can be costained with as many antibody combi-
nations as you like. The only issue is having enough secondary antibodies with different
fluorescent conjugates and a microscope with the appropriate filters.

7. Wash the cover slips alternately with PBS containing 0.1% NP40 and PBS 6 times.
8. Incubate the cover slips with the appropriate secondary antibody in PBS containing 3%

BSA and 0.1% NP-40 for 30 min at RT.
9. Wash the cover slips alternately with PBS containing 0.1% NP-40 and PBS six times.

10. Counterstain the cells with the DNA dye DAPI at a concentration of 5 µg/mL.
11. Wash the cells three times with PBS. Mount on a slide using Citifluor mounting fluid (or

equivalent product), and seal the cover slips with nail polish. The slides can be main-
tained for up to 2 d at 4°C without significant loss of signal.

12. Confocal images can be obtained using a Bio-Rad MRC-1024/2P instrument interfaced
with a Zeiss Axiovert S100 microscope. A krypton–argon laser with emission lines at 488
nm and 568 nm is used for conventional excitation of fluorescein and rhodamine with
bandpass emission filters at 522 and 598 nm. A Spectra-Physics Tsunami femtosecond
pulsed laser tuned to 770 nm is used for the multiphoton excitation of DAPI.

3.2.6. Localization of Exogenously Expressed cdc25
by Immunofluorescence

1. Split U-2OS cells so that they are approx 30–50% confluent the next day into a 35 mm
dish containing a cover slip.

2. Change the media on the cells the next morning.
3. We transfect 3 µg of the cdc25 plasmid with 2 µg of pBSK – per 35-mm dish. The amount of

plasmid to be transfected will have to be determined empirically, as described in Note 10.
4. Take the volume of DNA to 50 µL with dH2O. Add 50 µL of 0.5 M CaCl2. To this mix,

add 100 µL of 2X BBS dropwise. Mix by pipeting up and down a few times, and let the
precipitate form at RT for 15–20 min.

5. Mix the precipitate, and then add it dropwise to the tissue culture dish. Leave the precipi-
tate on the cells overnight in a 5% CO2 incubator.

6. The next morning remove the precipitate from the dish and wash the cells twice with
PBS. Feed with fresh media.

7. At 40–44 h post transfection, fix and permeabilize the cells as described in Subheadings
3.2.5., step 2–5. Stain the cells with antibody to the epitope tag for 2 h at RT. Other than the
time required for staining with the primary antibody the rest of the protocol is identical to
the one described in Subheading 3.2.5., steps 7–12 for the endogenous cdc25 protein.

4. Notes
1. The pH of the transfection buffer is absolutely critical. If you are making buffers for the

first time, the best idea is to make four batches of 2X BBS in which the pH differs by 0.01
pH units. The 2X BBS should be filter-sterilized and stored at –20°C. The transfection
efficiency of the different batches can then be tested by transfection of a plasmid encod-
ing green fluorescent protein (GFP). The solution can be freeze-thawed a number of times
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and will last for long periods in the freezer; 2X BBS will last for about 2 wk at 4°C. Either
cesium chloride-purified DNA or Qiagen DNA can be used for the transfections.

2. All cdc25 antibodies should be tested for cross-reactivity with the other family members.
It is best to do this yourself to confirm the manufacturer’s claims. The easiest way to do
this is to synthesize GST-cdc25 proteins in bacteria (as described in Subheading 3.1.).
The bacterial pellets can be boiled in 1X sample buffer and resolved on SDS-PAGE gels,
and Western blots can be performed with either a GST antibody or the individual cdc25
antibodies.

3. Among the exogenous substrates that can be used in cdc25 phosphatase assays, fluores-
cein diphosphate (FDP) is the most sensitive. It has been shown previously that FDP can
be dephosphorylated by tyrosine phosphatases (40).The product of this reaction is a mol-
ecule that exhibits fluorescence at 530 nm when excited at 490 nm. A phosphatase assay
that uses FDP as a substrate is simpler and more direct than measuring the activation of
dephosphorylated cdk1/cyclin B1. The FDP assay, however, is not as sensitive as endog-
enous tyrosine-phosphorylated cdk1/cyclin B1. Therefore this assay is only recommended
when recombinant GST/cdc25 fusion protein is used and is not recommended for measur-
ing small amounts of endogenous cdc25 phosphatase activity observed in immunopre-
cipitates from mammalian cells (as described in Subheading 3.1.).

4. During the whole assay it is crucial to keep the extracts and the immunoprecipitated pro-
teins on ice to prevent protein degradation and especially to inhibit dephosphorylation
events. All buffers, reaction tubes, and centrifuges must be cooled down prior to use.

5. To measure the background activity of the cdk1/cyclin B complex, it is recommended to
include at least one additional sample of immunoprecipitated cdk1/cyclin B that is not
incubated with recombinant or immunoprecipitated cdc25. As a positive control, you can
use M-phase cell extract, from which you immunoprecipitate cdk1/cyclin B and perform
the Histone H1 assay without cdc25 incubation or perform the kinase assay with recombi-
nant cdk1/cyclin B.

6. Bio-Rad makes several protein assay kits. Please ensure that the assay kit you use is
compatible with the buffer constituents.

7. The antibody solution stored at 4°C and reused until it gives no signal. We have typically
used blotting solutions for anywhere from 6 mo to 1 yr.

8. The Pierce Restore solution is a wonderful way of stripping and reprobing ECL blots. It is
very quick (15 min maximum for antibodies with high affinity for the antigen) and can be
used to strip a blot up to three times. This is of great importance if your sample size is
limited.

9. We begin thawing the 2X BBS at this point at 4°C. The 2X BBS is allowed to come to
room temperature after it has thawed. The CaCl2 and the dH2O used for the transfection
should also be at RT, as the formation of the precipitate depends on the pH of the solution.

10. The amount of DNA transfected will have to be determined empirically for each expres-
sion construct used. To determine the optimum amount of DNA to be used for the trans-
fection, do a titration transfecting 1, 2, 5 10, 15, 20, and 25 µg of DNA into cells, and
determine the amount that gives you the highest expression of the epitope-tagged protein.
When doing this titration, and indeed any other transfection, the amount of expression
vector should be the same in all the transfections, e.g., in the transfection described above,
if you transfect in 1 µg of cdc25 expression vector the transfection should contain 24 µg
of expression vector (not pBSK–) as carrier so as to be comparable to the transfection in
which 25 µg of expression plasmid is used. Cells transfected with the vector alone should
always be included in each transfection.
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11. The amount of buffer A depends on the number of cells. Add 500 µL buffer A for each
50% confluent 100-mm dish that you use. If this ratio is not maintained, the nuclear ex-
tracts will be contaminated with cytoplasmic proteins. For the N-Per assay reagent, fol-
low the manufacturer’s instructions. We had previously observed that cdc25C was
dephosphorylated in cytoplasmic extracts. To prevent the dephosphorylation of cdc25C
in the cytoplasmic extracts, additional phosphatase inhibitors (10 mM cypermethrin, 200
mM dephostatin, 200 nM okadaic Acid, and 25 nM tautomycin) were added to buffer A.

12. Do not aspirate the liquid off the cover slip after the second wash in PBS 0.1% NP-40.
Instead, lift the cover slip up with a surgical forceps, aspirate any excess liquid, place the
cover slip on Parafilm, and immediately add antibody to the cover slip. This prevents the
cover slip from drying. It is extremely important to ascertain that the cover slips do not go
dry at any point during the staining procedure, as that will result in high background and
poor signal quality.

13. It takes 350 µL of staining solution to cover the surface of the average cover slip com-
pletely. If your antibody is limiting, you can stain with as low as 25 µL of staining solu-
tion by putting the staining solution onto Parafilm and flipping the cover slip cell side
down onto the staining solution. We recommend that all staining done overnight be done
in a box that can be converted into a humidified chamber as follows: wet three to four
sheets of Whatman paper, and use them to line the lid of the box. This will prevent evapo-
ration and drying of the antibody solution, resulting in better signals.
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Assaying Cell Cycle Checkpoints

Activity of the Protein Kinase Chk1

Carmela Palermo and Nancy C. Walworth

Summary
Eukaryotic cells regulate progression through the cell cycle in response to DNA damage.

Cell cycle checkpoints are the signal transduction pathways that couple the detection of DNA
damage to the proteins that control transitions in the cell cycle. The protein kinase Chk1, origi-
nally discovered in fission yeast, but conserved in humans, is essential for preventing mitotic
entry in the presence of DNA damage or blocks to DNA replication that cannot be reconciled.
Chk1 is phosphorylated in response to DNA damage. Phosphorylation depends on the activity
of conserved components of the checkpoint pathway including Rad3, a member of the ATM/
ATR family of kinases. Phosphorylation leads to activation of Chk1 kinase activity. In this
chapter, we describe an assay for monitoring the activity of Chk1 isolated.

Key Words
 Chk1; checkpoint; DNA damage; cell cycle; protein kinase.

1. Introduction
Mitosis is one of many essential processes in eukaryotic cells that depend on pro-

tein kinase cascades to control signaling events. At the core of the mitotic machinery
is the highly conserved family of cyclin-dependent protein kinases (CDKs) (1). Cell
cycle progression is mediated by CDK kinase activity, which is sharply periodic as
cells cycle between DNA synthesis (S-phase) and mitosis (M-phase). The intervening
G1- and G2-phases of the cell cycle ensure the timing and accuracy of cell division by
imposing interdependency between S- and M-phase, such that the onset of mitosis
depends on the completion of DNA replication in the previous S-phase (2). However,
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a significant problem for cells is the common occurrence of DNA damage as a conse-
quence of both environmental stresses and normal metabolic processes.

Eukaryotic cells have evolved a sophisticated approach to maintain genomic stabil-
ity when they are challenged with DNA damage. The DNA damage checkpoint is a
signal transduction pathway that coordinates cell division by sensing DNA damage
and delaying entry into mitosis by relaying a signal that ultimately influences the tim-
ing of CDK activation (3–5). Just as protein kinase cascades drive cell cycle progres-
sion, checkpoint activation and cellular survival following DNA damage depend on
activated kinases. In the fission yeast Schizosaccharomyces pombe, the protein kinase
Chk1 has an essential role in the checkpoint to transduce a delay signal to the cell
cycle machinery when DNA damage is sensed (6). Specifically, Chk1 is a serine/threo-
nine kinase that phosphorylates particular components of the cell cycle machinery,
which will ultimately prevent entry into mitosis until genomic integrity is restored (7).
Chk1, like many of the kinases involved in regulating the cell cycle, is evolutionarily
conserved from yeast to humans. In fact, a comparison of the “kinomes” of yeast,
flies, and worms with that of humans reveals that many kinases have been functionally
conserved across these diverse species during evolution (8). Thus, simpler model or-
ganisms are ideal to study kinase functions in protein phosphorylation pathways or,
alternatively, may be used for cross-species analysis, particularly of human kinases.

S. pombe has been a valuable organism for studying the cell cycle owing to the ease
with which genetic, biochemical, and morphological experiments can be performed. Our
lab focuses on the role of Chk1 in the DNA damage checkpoint pathway and how regu-
lation of its activity affects cell cycle progression. In response to DNA damage, a signifi-
cant fraction of Chk1 is phosphorylated, which results in a form of the protein that
exhibits decreased mobility on sodium dodecyl sulfate-polyacrylamide gel electrophore-
sis (SDS-PAGE) (9). The appearance of a Chk1 mobility shift has been a valuable tool to
indicate that the checkpoint is activated when studying functional mutants of Chk1 or
mutated proteins that may interact with Chk1 in the pathway. Recently, we have devel-
oped an assay for Chk1 kinase activity to detect the biochemical changes that are in-
duced in response to DNA damage. Although Chk1 possesses a basal kinase activity, this
activity increases twofold in response to DNA damage (10). Analysis of nonfunctional
mutants of Chk1 indicates that the increase in Chk1 kinase activity is necessary for cell
cycle delay and cellular survival following DNA damage (10). As a result, we have at
hand an additional method to correlate the response to DNA damage with a quantifiable
induction of kinase activity. Although we are successfully exploiting this kinase assay to
investigate the checkpoint pathway and have optimized it for analysis of fission yeast
Chk1, we believe the principles of the assay are generally applicable.

2. Materials
2.1. Culture Growth

1. Yeast.
2. YEA medium: 0.5% yeast extract, 3% dextrose, supplemented with adenine (150 mg/L).
3. Camptothecin lactone (CPT), 40 mM stock prepared in dimethyl sulfoxide (DMSO) and

stored at –20°C.
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2.2. Protein Extraction
1. Immunoprecipitation buffer (IP buffer): 10 mM phosphate buffer pH 7.0, 0.15 M NaCl,

1% NP-40, 10 mM EDTA, 50 mM NaF, 2 mM dithiothreitol (DTT), 50 mM PMSF, and
Complete Protease Inhibitor Tablet (Roche Diagnostics).

2. 425–600-mm Glass beads (Sigma, cat. no. G 9268).
3. Fast Prep vortexing machine (Bio 101).
4. Bradford reagent (Bio-Rad).

2.3. Immunoprecipitation
1. Protein A sepharose beads (50% slurry beads:IP buffer).
2. Antibody to protein of interest (F-7 anti-HA mouse monoclonal).
3. IP buffer (see Subheading 2.2.).
4. Rotating wheel at 4°C.

2.4. Washes
1. IP buffer.
2. 2X Kinase Buffer: 50 mM Tris-HCl, pH 7, 1 mM DTT, 5 mM MgCl2, 0.4 mM MnCl2,

25% Sigma glycerol, 0.1% Triton-X, 100 mM ATP.

2.5. Kinase Assay
1. 2X Kinase buffer.
2. 2 mg/mL Substrate peptide (Chk1 substrate peptide: RIARAASMAAALARK).
3. [γ-32P]ATP (3000 Ci/mmol).
4. Platform rocker at 30°C.
5. P81 Phosphocellulose paper (Whatman).
6. 1-L Plastic beaker with holes punched through.
7. 2-L Glass beaker with stir bar.
8. 3 L 0.5% Phosphoric acid.
9. 100% Ethanol.

10. Hair dryer.
11. Liquid scintillation fluid.
12. Scintillation vials.
13. Liquid scintillation counter.

3. Methods
For the kinase assays described herein, Chk1 is isolated by immunoprecipitation

using a strain in which the chk1 gene is tagged at the C-terminus with three copies of
the HA epitope and either integrated into the genome at the chk1 locus (9) or encoded
by a plasmid. The strain is grown in the absence or presence of CPT, a topoisomerase
inhibitor, to induce DNA damage and thus activate the kinase (10,11). The cells are
then lysed in IP buffer and the protein fraction is collected. Chk1 is immunoprecipi-
tated by incubating the protein extract with a monoclonal antibody directed to the HA
epitope tag of Chk1, followed by incubation with protein A sepharose beads. The
Chk1/antibody complex will remain bound to the beads, and extensive washes are
then carried out to clear away the lysate (see Note 1). The kinase reaction, consisting
of the phosphorylatable substrate peptide [γ-32P]ATP and the kinase buffer, is then
added to each IP. Hence, the kinase assays are performed with the kinase of interest
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bound to the protein A beads, while the peptide substrate is freely soluble. Following
10 min of incubation at 30°C, the reactions are centrifuged, and the supernatant, con-
taining the phosphorylated peptide, is spotted onto P81 phosphocellulose paper. The
filter papers are analyzed by liquid scintillation counting, with counts per minute
reflecting the level of phosphorylation of the peptide and hence corresponding to the
activity of the kinase toward the substrate. The specific methods are detailed below.

3.1. Culture Growth and Exposure to DNA Damage
1. Grow a 200 mL YEA culture to a density of 5 × 106- to 1 × 107 (see Note 2).
2. Split the culture into two 100-mL cultures in separate flasks.
3. Treat one culture with 40 µM CPT, and leave the other as an untreated control. Continue

to grow the cells for an additional 2.5 h, with continuous shaking at 30°C.
4. Harvest the cells by centrifugation once, and wash with 50 mL IP buffer.

3.2. Protein Extraction
1. Resuspend the cell pellet in 1 mL of IP buffer, and aliquot 200 µL to approx 10 Eppendorf

tubes. The kinase assay will be performed in triplicate. Thus, a sufficient volume of pro-
tein must be extracted.

2. Add acid-washed glass beads to the meniscus.
3. Lyse the cells in a Fast Prep vortex machine, with the following settings: Speed 6.5, Time

20 s. The Fast Prep is maintained at 4°C.
4. Place tubes on ice until all samples have gone through the Fast Prep.
5. Repeat the Fast Prep lysis, with the following settings: Speed 6.5, Time 10 s.
6. Use a syringe equipped with an 18-gage needle to pierce a small hole in the tube contain-

ing the cellular lysate and glass beads. Insert this tube into a second Eppendorf tube.
7. Centrifuge the two tubes for 5 min at 325g and 4°C in a microfuge to collect the cell

lysate (see Note 3).
8. Discard the upper Eppendorf tube containing only the glass beads. Pool the cell lysate

collected in the lower tubes into a single Eppendorf tube.
9. Centrifuge the pooled lysate for 10 min, 8160g, at 4°C. This step will serve to pellet

insoluble debris and unlysed cells.
10. Transfer the supernatant to a fresh Eppendorf tube. Utilize approx 1 µL for the Bradford

assay to quantify the amount of protein contained in the extract (see Fig. 1).

3.3. Immunoprecipitation of Chk1 Kinase
1. Once the protein concentration of the extract is determined, aliquot approx 5 mg of pro-

tein to four Eppendorf tubes. Each aliquot will be subject to IP. Three will be used for the
kinase assay, and one (the control) will be used to assess the amount of kinase in the IP.
The control IP will go through all the following steps but will not be used in the kinase
reaction. It will instead be analyzed by SDS-PAGE and Western blot, serving as a control
to demonstrate that the kinase was efficiently immunoprecipitated in the parallel reac-
tions (see Subheading 3.6.). An additional 100–500 µg of lysate should also be retained
for SDS-PAGE and Western blot analysis of the whole cell lysate.

2. Aliquot 20 µL of F-7 anti-HA antibody (Santa Cruz) to the 5 mg of protein extract. Bring
the volume of each IP to 500 mL, and incubate on a rocker at 4°C overnight (see Note 4).

3. To each IP add 20 µL of protein A sepharose beads equilibrated with IP buffer (see Note
4). Incubate the IPs for 1 h at 4°C on a rocker. During this incubation begin to prepare the
2X kinase buffer (see Note 5).
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4. Centrifuge for 1 min, 82g, in a microfuge at 4°C to collect the beads, and aspirate the
supernatant. Proceed to wash the beads 3 times with IP buffer (see Fig. 1).

Fig. 1. Culture growth and immunoprecipitation of Chk1 from S. pombe. Cultures contain-
ing chk1::HA are grown in the presence or absence of camptothecin lactone (CPT) for 2.5 h,
after which the cells are harvested by centrifugation. The cell pellet is resuspended in immuno-
precipitation (IP) buffer and aliquoted to multiple Eppendorf tubes for cell lysis, and the pro-
tein extract is pooled. To immunoprecipitate Chk1, 5 mg of protein is incubated with an anti-HA
antibody followed by incubation with protein A sepharose beads.
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3.4. The Kinase Reactions
1. Subsequent to the IP buffer washes, the beads must be washed 3 times in 1X kinase

buffer. For each wash, the IP’s are centrifuged for 1 min, 16,000g, in a microfuge at 4°C
(see Note 5). Following the final wash, the beads are aspirated dry.

2. A master mix of the kinase reaction is prepared, and 24 µL of the reaction is aliquoted to
each IP on ice. The kinase reaction components and volume to be added in one 24 µL
reaction are as follows (see Note 6 and Fig. 2):

Reaction components Volume for one 24-µL reaction

2X Kinase buffer 1 2.0 µL
γ-32P[ATP] 0.72 µL
[2 mg/mL] Substrate peptide 6 .00 µL
ddH2O 5.28 µL

Total 24.0 µL

3. Place each kinase reaction on a rocker at 30°C for 10 min, and then immediately transfer
on ice.

4. Centrifuge the reactions for 1 min, 16,000g to pellet the beads.
5. Pipet 20 µL of the supernatant, avoiding the beads, and carefully spot the reaction onto

prelabeled and prefolded P81 phosphocellulose paper (see Note 6 and Fig. 3). A filter
paper must be spotted with a 20-µL aliquot of kinase reaction buffer containing all reac-
tion components except isotope. This will be used as a blank control and must go through
all the following washes with the radioactive filters.

6. Allow the P81 paper to air dry for a few minutes. Place the dried filter papers in a 1-L
polypropylene beaker with three pouring lips (VWR) that has been punctured with
holes (resembling a strainer). Holes can be made with an electric drill. Place the beaker
in a 2-L glass beaker containing 1 L of 0.5% phosphoric acid, vigorously stirring with
a magnetic stir bar. Manually, shake the plastic beaker submerged in the phosphoric
acid so that the papers are in motion and each can be washed of any free isotope. Allow
the filters to wash for 5 min and subsequently dispose of the phosphoric acid wash in a
radioactive waste container. Repeat the wash with 1 L of phosphoric acid two more
times, for a total of three washes. Following the last phosphoric acid wash, utilize a
wash bottle to rinse the papers with 100% ethanol, and collect the ethanol in the glass
beaker. Remove the plastic beaker, containing the washed filter papers, from the glass
beaker and cover with a cardboard beaker cap (VWR). Thoroughly dry the papers with
a hair dryer (see Note 6 and Fig. 3).

7. Use forceps to extract each filter from the beaker, and lay them out on the glass plate in
the order you wish to analyze them. Place each paper in a scintillation vial containing 5
mL of liquid scintillant, and gently mix.

8. Count each sample in a liquid scintillation counter for 30 s.

3.5. Quantifying the Results
The counts per minute for each set of triplicate IPs can be averaged and displayed

in a bar graph. The standard deviation of each set of IPs should also be depicted.
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Fig. 2. The kinase reaction. The protein-A sepharose beads with the Chk1/antibody com-
plex attached to the beads are washed in kinase buffer and aspirated dry using a vacuum appa-
ratus equipped with a 27 1/2-gage needle. A master mix of the kinase reaction containing kinase
buffer, substrate peptide, and γ-32P[ATP] is prepared and aliquoted to each immunoprecipita-
tion (IP). The kinase reactions are incubated for 10 min at 30°C on a platform rocker.
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Fig. 3. Spotting the kinase reactions on P-81 phosphocellulose paper and phosphoric acid
washes.
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3.6. SDS-PAGE Analysis of Nonradioactive Samples
To determine indirectly if the kinase was efficiently immunoprecipitated in the

assay, boil the reserved IP reaction for 5 min. Analyze the supernatant as well as the
whole cell lysate by SDS-PAGE.

4. Notes
1. Theoretically, contaminating kinases may be coprecipitated with Chk1. These contami-

nating kinases may affect the results of the assay and contribute to residual noise.
2. A control that may be used in this assay is a strain that possesses a mutation within the

conserved catalytic domain of the kinase. For example, a catalytically inactive allele of
Chk1 (D155A) possesses a mutation in a conserved residue that helps orient the γ-phos-
phate of ATP by chelating the activating Mg2+ ions that bridge the β- and γ-phosphates
(12). In our assays, the Chk1 D155A protein possesses a negligible level of kinase activ-
ity and serves as a control when one is testing the level of kinase activity of other Chk1
mutants (10).

3. Protein extraction: an 18-gage needle is utilized to puncture the Eppendorf tube. The hole
that is inserted in the tube containing the cellular extract is small enough so that during
centrifugation at low speed the lysate will be collected in the lower tube, while the beads
will remain in the upper tube.

4. Immunoprecipitation of the kinase: incubation of the protein extract with the antibody
may be executed for a minimum of 1–2 h. The protein A beads are stored in 70% ethanol
at 4°C. To utilize the beads in IP reactions, an appropriate volume of beads is transferred
to an eppendorf tube and centrifuged for 1 min at 82g. It is critical to be gentle with the
beads and centrifuge only at 82g. The ethanol is extracted by vacuum suction using a 30
1/2-gage needle, which allows the supernatant to be extracted with minimal bead loss.
The beads are then washed three times with IP buffer and resuspended in an equal volume
of IP buffer. The beads must be washed in a similar manner following immunoprecipita-
tion. However, each time the supernatant is aspirated, a residual amount (~100 mL) of the
buffer is left behind. Following the final wash, aspirate most of the IP buffer from the
beads by allowing the needle to pierce through the bead pellet to the bottom of the
Eppendorf tube.

5. Kinase buffer: when preparing the kinase buffer, the ATP and DTT must be thawed on ice
and added last. It is also critical that the glycerol utilized be Sigma 99+ % grade (G-
5516). The kinase buffer must be well mixed, with no apparent gradations, before the
ATP and DTT can be added. Upon addition of the final two components, the kinase buffer
must remain on ice. To wash the IPs with kinase buffer, the reactions must be centrifuged
at 4°C and at a speed of 16,000g. This top speed must be utilized at this point of the assay,
because it is difficult to pellet the beads in the glycerol-containing buffer. To ease removal
of the viscous buffer, a P200 pipet tip is used to aspirate most of the buffer and then
switched to the 30 1/2-gage needle to get closer to the bead pellet. Subsequent to the final
wash, the 30 1/2-gage needle will be used to aspirate the beads dry. The kinase reaction
must follow immediately, once the beads are dry.

6. Kinase reactions: when calculating the volume of the kinase reaction master mix, prepare
enough of the mixture to be aliquoted to each IP plus an additional five reactions. This is
because the glycerol in the reaction introduces pipeting error. The P81 phosphocellulose
paper can be labeled with a pen ahead of time and should be folded in half. When you are
ready to spot the kinase reactions, lay each paper on a glass plate so that the fold at the
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center of the paper is not touching the glass. When spotting, carefully pipet the reaction
along the center fold, and allow it to slowly soak across the paper. If the reaction is pipeted
hastily, it will not be absorbed and will run off the sides onto the glass. During the filter
paper washes, be sure to wipe the glass plate clean. Often some of the kinase reactions
will inadvertently contaminate the plate, and you want to avoid spreading the free isotope
onto the filters in a later step. When drying the filters, it is important to hold the cardboard
beaker lid down as you direct the hair dryer through the holes in the beaker to avoid
having the filters fly out of the beaker.
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Polo-Like Kinase-1

Activity Measurement and RNAi-Mediated Knockdown

Marcel A. T. M. van Vugt and René H. Medema

Summary
Polo-like kinase-1 (Plk-1) is an important cell cycle regulatory kinase that has been impli-

cated in a multitude of cell cycle events. In this chapter we review those multiple functions of
Plk-1 and describe the methods routinely used in our laboratory to purify Plk-1 from cellular
lysates and measure Plk-1 kinase activity in vitro. In addition, we describe a method to analyze
cell cycle progression after depletion of Plk-1 by RNA-interference in tissue culture cells.

Key Words
Mitosis; synchronization; small interfering RNA; kinase assay.

1. Introduction
Originally identified as the Polo gene in Drosophila melanogaster, Polo-like ki-

nases were shown to be required for proper mitotic progression in various species (see
refs. 1–3 for reviews). Whereas only a single Polo-like kinase has been identified in
Saccharomyces cerevisiae, Schizosaccharomyces pombe, and Drosophila
melanogaster, mammalian cells appear to express up to four distinct Polo-like kinases
(Plk-1–3 and SAK) (3).

Polo-like kinases regulate multiple processes in mitosis (Fig. 1). At the G2/M tran-
sition, a role for Polo-like kinases was suggested in activation of the cyclin B/Cdk1
complex. This complex is essential for the onset of mitosis. On the one hand, Polo-like
kinases can activate the Cdc25C phosphatase by direct phosphorylation and thereby
contribute to activation of cyclin B/Cdk1 complexes (4–6). In addition, Plk-1 pro-
motes the nuclear translocation of Cdc25C and cyclin B, suggesting that Plk-1 not
only contributes to activation of cyclin B/Cdk1 but also regulates the redistribution of
the complex to the nucleus at the onset of mitosis (7,8).
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During the early stages of mitosis, Polo-like kinases have been shown to mediate
the displacement of the majority of cohesin from the chromosomes (9,10). In mam-
mals, cohesin is displaced from the chromosome arms in prophase and prometaphase,
whereas it is specifically retained at the centromeric region (11). Cohesin displace-
ment in early mitosis does not involve anaphase-promoting complex/cyclosome (APC/

Fig. 1. Multiple roles for Polo-like kinases during cell division. Polo-like kinases (Plks)
have been shown to play a role in centrosome maturation and separation by stimulating the
centrosome’s microtubule nucleating activity (which is suggested to involve direct regulation
of Asp and tubulin subunits by Polo/Plk-1). At the entry of mitosis, Plks play a role in a positive
feedback loop of cyclin B/cdc2 activation that triggers the G2/M transition, by direct phospho-
rylation and (partial) activation of Cdc25C. In prophase, cohesin is displaced from the chromo-
some arms, and this has been shown to involve direct phosphorylation of Scc1 by Plk. During
mitosis, Plks have been shown to play a role in activation of the anaphase-promoting complex
(APC), which directs the degradation of a variety of proteins (cohesin, cyclin B1, and so on)
that inhibit the onset of anaphase and mitotic exit. This could involve direct phosphorylation of
APC components such as Cdc16/Cdc27 shown to occur at least in vitro. Finally, Plks were
demonstrated to play an essential role during cytokinesis, at least in S. pombe and Drosophila.
In S. pombe, Plo1 is required for septum formation by regulating the septum-inducing network
(SIN), whereas in Drosophila the role of Polo in cytokinesis could be mediated through an
effect on Pavarotti, a motor protein that is essential for restructuring the mitotic spindle in
telophase to allow formation of the contractile ring.
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C)-dependent cleavage of cohesin, but rather involves loss of binding to chromosome
arms through Plk-1-mediated phosphorylation (9,10). The centromeric fraction of
cohesin that remains present until chromosomes are aligned is degraded in an APC/C-
dependent fashion (for review, see ref. 12). Again, Plk-1 was suggested to play a
regulatory role by phosphorylation of three subunits of the APC/C, Cdc16, Cdc27, and
Tsg24 (13,14).

Polo-like kinases have also been shown to perform essential roles during the later
stages of mitosis, particularly in S. cerevisiae, S. pombe, and Drosophila (reviewed in
ref. 1). Exit from mitosis in yeast has been shown to depend on a mitotic exit network
(MEN; S. cerevisiae) or septum initiation network (SIN; S. pombe), which are regu-
lated by the Polo-like kinases Cdc5 and Plo1, respectively (1).

In addition to the described roles for Polo-like kinases in chromosome division,
regulatory roles for Polo-like kinases in the centrosome cycle and formation of the
mitotic spindle have also been reported (reviewed in refs. 1–3). Mutations in the
Drosophila Polo gene result in defects in the architecture of the mitotic spindle,
characterized by the appearance of monopolar spindles, or bipolar spindles with
one of the poles broadened (15,16). Indeed, Polo can directly phosphorylate Asp, a
microtubule-associated protein that binds to the centrosome and is required to orga-
nize microtubule asters (17,18). A role for Polo-like kinases in the centrosome cycle
appears to be conserved in other organisms, as interference with the function of Plk-
1 in HeLa cells impaired centrosome maturation and subsequently resulted in a
mitotic arrest (19).

At present, little is known about how the multiple functions of Polo-like kinases are
separated in space and time to allow orderly progression through the different stages
of mitosis. Most of what we know about this comes from studies on Plk-1. Phosphory-
lation of Plk-1 is a means of regulating its kinase activity (20), but this appears to be
rather complex (21). It is very well possible that subsequent functions of Plk-1 through-
out cell division depend on progressive phosphorylation–dephosphorylation events.
Subcellular localization of Plk-1 is also subject to extensive regulation and could di-
rect and separate its actions. Plk-1 is cytoplasmic in interphase, localizes to cen-
trosomes in late G2 (22), and translocates into the nucleus just prior to cyclin B1 at the
onset of mitosis (23). In mitosis Plk-1 is found on a variety of mitotic structures, such
as the centrosomes, the centromeres, and the spindle midzone (22,24). Targeting of
Plk-1 to these locations is mediated by the conserved C-terminal polo-box motifs,
which appear to be sufficient for localization (25). So far, the polo-box motifs have
been shown to have at least two clear roles in regulation of polo kinase activity. These
two roles are in remarkable contrast. The first role of the polo-box motifs is binding
and inactivating the Plk-1 kinase domain (25). The polo-box motifs specifically rec-
ognize, bind, and inactivate the unphosphorylated form of the kinase domain, whereas
phosphorylation of Thr210 of the kinase domain abolishes binding and restores kinase
activity (25). The second role of the polo-box motifs was shown to be the binding to
peptides containing phosphorylated serine or threonine residues (26). Therefore the
polo-box motifs may play an important auxiliary role in substrate recognition and
subcellular targeting of Plk-1 during mitosis.
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Plk-1 is overexpressed in a variety of human tumors (27), and ectopic expression of
Plk-1 in NIH3T3 cells causes malignant transformation (28). Moreover, deregulation
of Plk-1 affects the cellular response to DNA damage (29). These observations have
led to the proposal that Plk-1 could be a bona fide target for antitumor therapies, and
several lines of evidence suggest that interference with the function of Plk-1 may in-
deed result in tumor-selective apoptosis (19,30,31). Thus, understanding
(de)regulation of Plk-1 function in normal vs transformed cells may help identify novel
strategies to target tumor outgrowth.

In this chapter we describe methods to purify Plk-1 from cellular lysates and subse-
quent measurement of Plk-1 kinase activity in vitro. In addition, we describe a method
to analyze cell cycle progression after interference with the function of Plk-1 through
RNA interference (RNAi)-mediated depletion in tissue culture cells.

2. Materials
1. Plk-1, phospho-histone H3, and phospho-MPM2 antipeptide antibodies can be obtained

from Upstate Biotechnology (Lake Placid, NY). Cy5-coupled donkey antirabbit IgG can
be obtained from Jackson Immunoresearch (West Grove, PA). Protein A/G sepharose can
be obtained from Santa Cruz Biotechnology (Santa Cruz, CA).

2. Dephosphorylated α-casein (Sigma-Aldrich): prepare a fresh 10 mg/mL stock solution in
water. Do not store this stock, as α-casein easily forms aggregates in solution.

3. Adenosine triphosphate (ATP; Sigma-Aldrich) and guanosine triphosphate (GTP;
Sigma-Aldrich): prepare as a 10 mM stock solution in water, and store at –20°C in
aliquots of 100 µL.

4. [γ-32P]ATP redivue (3000 Ci/mmol; Amersham Life Sciences). Other suppliers that offer
[γ-32P]ATP of the same specific activity can be used.

5. Plk-1 lysis buffer: 50 mM HEPES, pH 7.4, 1% NP-40, 100 mM sodium chloride, 25 mM
sodium fluoride, 25 mM β-glycerophosphate, 1 mM sodium orthovanadate, 1 µg/mL
leupeptin, 1 µg/mL aprotinin, 10 µg/mL soybean trypsin inhibitor, 50 µg/mL phenyl
methylsulphonylfluoride (PMSF). Prepare fresh and store on ice (see Note 1).

6. Plk-1 wash buffer: 20 mM HEPES, pH 7.4, 150 mM potassium chloride, 10 mM magne-
sium chloride, 1 mM EGTA, 0.5 mM dithiothreitol, 5 mM sodium fluoride. Prepare fresh
and store on ice (see Note 1).

7. Plk-1 kinase buffer: Plk-1 wash buffer supplemented with 10 µM ATP, 0.15 µCi/mL [γ-
32P]ATP and 0.33 µg/mL dephosphorylated α-casein. Prepare fresh and store on ice (see
Note 1).

8. 2X Sample buffer: 120 mM Tris-HCl, pH 6.8, 4% sodium dodecyl sulfate (SDS), 20%
glycerol, 10% β-mercaptoethanol, 0.005% bromophenol blue. Prepare this solution in
distilled water, and store in 500-µL aliquots at –20°C (see Note 2).

9. Thymidine (Sigma-Aldrich): prepare a 100X stock of thymidine (250 mM) by dissolving
0.6055 g thymidine in 10 mL distilled water, and store at room temperature. This solution
is passed over a sterile filter (0.22 µm, Millipore) prior to use in tissue culture. After
prolonged storage (>2 wk), crystals will form, and the solution should be discarded.

10. Puromycin (Sigma-Aldrich): dissolve 10 mg of puromycin in 1 mL distilled water.
Pass the solution over a sterile filter (0.22 µm, Millipore), and store small aliquots (100
µL) at –20°C.

11. pBabePuro (32), green fluorescent protein (GFP)-spectrin (33) (see Note 3), and pSuper
(34) have been described elsewhere and can be requested/purchased from the appropriate
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sources (see www.molbio.princeton.edu/facility/flowcyt/GFPPI.html for GFP-spectrin
and www.oligoengine.com for pSuper).

12. DNA staining buffer: prepare a solution of 10 µg/mL propidium iodide and 250 µg/mL
RNase A in phosphate-buffered saline (PBS). This solution is freshly prepared from a 10
mg/mL stock of propidium iodide (Sigma-Aldrich) and a 10 mg/mL stock of RNase A
(Boerhinger Mannheim; see Note 1). The propium iodide stock is stored at 4°C. To pre-
pare the RNAse A stock, dissolve 100 mg RNAse A in 10 mL TN buffer (10 mM Tris-
HCl, pH 7.5, 10 mM NaCl). This solution is incubated for 15 min at 100°C, gradually
cooled down to room temperature, and stored in 250-µL aliquots at –20°C.

13. PBS/0.05% Tween-20: 250 µL Tween-20 (Sigma-Aldrich) in 500 mL PBS; store at 4°C.
14. 2X HEPES-buffered saline (HBS): 50 mM HEPES, 10 mM KCl, 12 mM glucose, 1.5 mM

Na2HPO4, 280 mM NaCl, pH 7.05. It is important that the pH of this solution be exactly
7.05 at room temperature, as the pH is an important determinant of transfection effi-
ciency. To prepare this solution, weigh the appropriate amount of each compound to pre-
pare a 500-mL batch, and dissolve in 450 mL distilled water. After calibrating the pH to
7.05 with 5 N KOH, the volume is brought to 500 mL. Filter-sterilize (0.22-µm filter,
Millipore) the solution, and store at –20°C in 5-mL aliquots. Before use, aliquots are
thawed and brought to room temperature. Stocks should not be frozen repeatedly.

15. CaCl2 (Sigma-Aldrich): prepare a 2.5 M stock of CaCl2 in distilled water. Filter-sterilize
(0.22-µm filter, Millipore) the solution, and store at –20°C. Notably, this solution stays
liquid at –20°C and should be filtered again when it freezes at this temperature.

16. Lowry assay buffers. Lowry buffer A: 2% Na2CO3 is dissolved in 0.1 M NaOH. Lowry
buffer B: 0.5%CuSO4 · 5H2O is dissolved in 1% NaCitrate. Both buffer A and B are
stored at room temperature and are stable for months. Buffer B is stored protected from
light. Lowry buffer C is prepared freshly by mixing buffers A/B in a 50:1 ratio. Lowry
buffer D is prepared freshly by adding 1 mL of Folin & Ciolateu’s phenol reagent (BDH
laboratory Supplies, England) to 2 mL H2O.

17. Culture medium: Dulbecco’s modified eagle’s medium (DMEM) with glutamax (Gibco-
BRL) supplemented with 8% fetal calf serum (FCS; Sigma) and 50 U/mL penicillin/
streptomycin (Gibco-BRL).

18. Paclitaxel and monastrol (Sigma): prepare a 1 mM solution of paclitaxel in distilled water.
Pass the solution over a sterile filter (0.22 µm, Millipore), and store small aliquots (100
µL) at –20°C. This stock is diluted 1000X into culture medium when used. Prepare a 200
mM solution of monastrol in dimethylsulfoxide (DMSO), and store at –20°C.

3. Methods
3.1. Plk-1 Kinase Activity Assay

The following procedure is a modification of the method of Golsteyn et al. (22).
We routinely use this method to determine Plk-1 activity in cell lysates obtained from
(synchronized) cultures of human cells, but it can also be used to determine Plk-1
activity from tissue homogenates or from cell lysates obtained from mouse cells.

3.1.1. Preparation of Cellular Lysates
1. To prepare the cellular lysate, harvest 0.3–1 × 107 cells by trypsinization. As Plk-1 kinase

activity is highest in mitotic cells, care should be taken not to lose the mitotic cells during
harvesting of the cells. Therefore, pool the culture medium, PBS wash buffer, and
trypsinized cells for each sample in a single 15-mL tube, and pellet the cells by centrifu-
gation (500g for 5 min at 4°C).
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2. Discard the supernatant, and wash the cells once with 5 mL of ice-cold PBS. Resuspend
the cells in 500 µL PBS, and transfer the samples to Eppendorf tubes. Pellet the cells by
centrifugation in a benchtop refrigerated centrifuge (500g for 5 min at 4°C).

3. Remove the supernatant (care should be taken at this point to remove as much of the
supernatant as possible), and lyse the cells in 500 µL Plk-1 lysis buffer on ice. Lysis is
allowed to reach completion by incubating the samples on ice for 30 min and occasion-
ally inverting the Eppendorf tubes.

4. Centrifuge the lysates at 12,000g in a benchtop refrigerated centrifuge (10 min at 4°C),
and transfer the supernatant to a clean Eppendorf tube. At this point, small aliquots (5–10
µL) of each sample are taken for protein concentration determination (see Note 4). We
routinely continue with immunoprecipitation of Plk-1 directly after lysis, but samples can
be stored for a limited amount of time at 4°C or –20°C (see Note 5).

3.1.2. Immunoprecipitation and Plk-1 Kinase Assay
1. Transfer 150 µg of total cell lysate to a clean Eppendorf tube, and bring the final volume

to 500 µL with Plk-1 lysis buffer.
2. In a separate Eppendorf tube, prepare the protein A/G sepharose beads. (Use 15 µL of the

protein A/G sepharose stock per sample.) Wash the beads three times with excess Plk-1
lysis buffer (~1 mL buffer per 100 µL bead volume) before use. Resuspend the washed
beads in Plk-1 lysis buffer at a ratio of 50 µL lysis buffer per 15 µL bead volume.

3. Add 50 µL of washed protein A/G sepharose beads (15 µL bead volume) to each sample.
To add protein A/G sepharose beads, it is important to resuspend the washed beads care-
fully to ensure that the beads are equally distributed over the different samples. Also, it is
necessary to cut off the ends of the pipet tips to resuspend the beads.

4. Add 5 µL of anti-Plk-1 (0.5 µg) antibody, and tumble the samples on a rotating incubator
for 3–18 h at 4°C.

5. Pellet the beads using a 5-s pulse at 12,000g in a refrigerated benchtop centrifuge at 4°C.
It is important not to spin the beads much longer than 10 s per run, as this will lead to
rupture of the beads and results in high background in the activity measurements. Wash
the beads three times with excess ice-cold Plk-1 lysis buffer (1 mL per sample).

6. Wash the beads once with 1 mL Plk-1 wash buffer, and remove the supernatant with a
Gilson pipet, leaving approx 50 µL of wash buffer on the beads. Carefully remove the
remaining supernatant with a 1-mL syringe equipped with a 25-gage needle. Leave just
enough liquid not to let the beads dry out and quickly proceed to the next step.

7. To each sample add 30 µL kinase buffer, and incubate at 30°C for 30 min. Terminate the
reactions by adding 30 µL of 2X sample buffer. At this point, samples can be stored at –
20°C for several days.

8. Samples are heated to 95°C in a heating block for 5 min, and proteins are separated on
regular 12% SDS-polyacrylamide gels. Gels are fixed in methanol/acetic acid/water
(30:10:60), dried, and exposed to X-ray film or PhosphoImager screens for the appropri-
ate exposure time. Exposure times will vary depending on the type of cells used and the
method of detection. Figure 2A shows a representative autoradiograph of a Plk-1 kinase
assay from synchronized U2OS osteosarcoma cells (see Note 6).

3.2. Plk-1 Depletion by Vector-Driven siRNA Expression
The method we describe here allows depletion of Plk-1 in human cells in tissue

culture. It utilizes the recently described pSuper vector for expression of small inter-
fering RNAs (siRNAs) (34). It goes beyond the scope of this chapter to describe a
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detailed procedure for cloning of a pSuper-derived targeting construct, and we will
only briefly discuss the cloning procedure that was followed to construct the targeting
vector for Plk-1. A detailed description of pSuper and the cloning procedures to con-
struct a targeting vector are available at www.oligoengine.com. pSuper-derived tar-
geting vectors allow transient as well as stable depletion from cultured cells. Since
stable depletion of Plk-1 is not compatible with sustained cell proliferation (our own
unpublished observations), we have optimized our RNAi approaches for transient
depletion in synchronized cultures of cells.

The approach described here is applicable for any mitotic regulatory protein as
long as an efficient targeting vector can be constructed (see Note 7). Following intro-
duction of the targeting construct, cells are synchronized at the G1/S-phase transition
by the addition of thymidine to the culture medium. This synchronization procedure
permits depletion of a mitotic kinase such as Plk-1 without causing the deleterious

Fig. 2. (A) Plk-1 kinase activity measurement. U2OS cell were treated with 1 µM of the
microtubule-stabilizing agent paclitaxel or 100 µM of the Eg5 inhibitor monastrol, in order to
arrest cells in mitosis. Alternatively, cells were treated with thymidine for 24 h to arrest cells at
the G1/S transition. Plk-1 was immunoprecipitated from 150 µg protein lysate. Plk-1 activity
was determined in kinase asssays with dephosphorylated α-casein as a substrate. (B) Biochemi-
cal analysis of Plk-1–depleted cells. U2OS cells were transfected with 10 µg pSuper or pSuper-
Plk-1 in combination with 1 µg pBabePuro. At 18 h after transfection, cells were incubated
with thymidine and puromycin for 24 h, in order to arrest cells at the G1/S border and select for
transfected cells. At 18 h after thymidine release, Plk-1 levels were analyzed by Western blot-
ting. Cdk4 protein levels were detected by Western blotting and served as a loading control.
(Rabbit anti-Cdk4 was from Santa Cruz Biotechnology, Santa Cruz, CA.).
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effects one would normally see if the cells are allowed to continue to cycle. In addi-
tion, it allows one to monitor carefully (synchronous) cell cycle progression of Plk-1-
depleted cultures through G2 and into mitosis upon release of the cells from the
thymidine block. We find this method particularly useful to combine single cell-based
assays (time-lapse microscopy, immunofluorescence) with population-based assays
(flow cytometry, kinase assays, Western blotting) to determine various aspects of cell
cycle progression.

3.2.1. Construction of a pSuper-Based Targeting Vector
In the method described here, vector-driven RNA interference is used to deplete a

protein of interest from mammalian cells. This technology was first described by
Brummelkamp et al. (34). The method described here is an adaptation of that original
description to optimize the procedure for depletion of mitotic proteins by utilizing cell
synchronization following transfection of the targeting construct(s). Although here we
describe a method for depletion of Plk-1, we found this protocol very useful for siRNA-
mediated knockdown of mitotic proteins in general (see Note 7). Following depletion
of the protein of interest, cells can be released from the thymidine block, and cell cycle
progression can be followed using a variety of assays.

Here we describe the assay to allow biochemical as well as flow cytometric analy-
sis. To prepare the pSuper-derived targeting construct, the target site is selected from
the mRNA of choice, and oligos that contain an inverted repeat of this sequence sepa-
rated by a short loop are cloned into the pSuper vector. For Plk-1, our most effective
sequence is cggcagcgtgcagatcaac, corresponding to nucleotides 1581–1599 in the hu-
man Plk-1 gene. The pSuper vector contains a polymerase-III H1-RNA gene promoter
that drives transcription of this sequence (Fig. 3). Specific cleavage of this transcript
at the termination site results in the synthesis of short, single-stranded mRNAs that
form a stem–loop structure, whereas RNA processing within the host cell subsequently
results in the formation of double-stranded RNAs that can function as siRNAs to
remove the target mRNA specifically.

3.2.2. Transfection, Synchronization, and Selection of Cells
for RNAi-Mediated Depletion

1. Plate U2OS cells on 10-cm dishes so that on the day of transfection they will have reached
a confluency of appromimately 40–60%. Remove the culture medium 2 h before trans-
fection, replace it with prewarmed fresh medium, and place the cells back in the CO2

incubator. This step will ensure a neutral pH value of the medium at the moment the
calcium–phosphate/DNA precipitate is added.

2. To prepare the calcium/DNA solution, combine 10 µg pSuper-Plk DNA with 1 µg
pBabePuro DNA (for biochemical analysis, see Subheading 3.2.4.) or 1 µg GFP-spectrin
DNA (for cell cycle analysis, see Subheading 3.2.5.) in a sterile Eppendorf tube. Add
sterile H2O to a final volume of 450 µL.

3. Add 50 µL CaCl2 to each tube, and vortex this mixture briefly. Collect the solution to the
bottom of the tube by a short pulse in a benchtop centrifuge.

4. Remove a single culture dish from the CO2 incubator, and immediately prepare the cal-
cium–phosphate/DNA precipitate for this dish (step 5). If multiple dishes are transfected,
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do not take more than four dishes at a time, as the pH of the medium will go off, affecting
the transfection efficiency.

5. Slowly add 500 µL 2X HBS to the calcium/DNA solution from step 3. This is the most
critical step of the procedure, as high local concentrations of phosphate may trigger for-
mation of excessively large crystals that will not be taken up by the cells. Therefore layer
the 2X HBS into the calcium/DNA solution. To do this, bring the pipet tip with 2X HBS
to the bottom of the tube, and slowly eject the 2X HBS into the calcium/DNA solution. At
the same time, slowly move the pipet tip upward through the solution while making a
swirling motion. If the surface is reached before all the 2X HBS is added, simply bring
the pipet tip to the bottom of the tube again, and repeat the cycle. Once all the 2X HBS is
added, mix the solution by pipeting it up and down once or twice. The calcium-phos-
phate/DNA precipitate is immediately added to the culture medium and the cells are
placed back into the CO2-incubator.

6. After overnight incubation with the precipitate cells are washed 3 times with 5 mL PBS to
remove the calcium-phosphate/DNA precipitate.

3.2.3. Synchronization and Selection of Transfected Cells
1. To synchronize the cells, add 100 µL of the 250 mM thymidine stock to each culture dish

(containing 10 mL medium). In case pBabePuro was cotransfected to select transfected
cells, add 2 µg/mL puromycin to the culture medium. We either synchronize the cells
directly following transfection or at 8 h after transfection, depending on the time-points at
which we harvest the cells. This way we avoid thymidine blocks longer than 24 h.

2. At 24 h after addition of thymidine, cells are released from the G1/S arrest by washing
three times with prewarmed PBS. If puromycin was present to select transfected cells, the
medium can contain considerable amounts of cell debris (depending on transfection effi-
ciency, which is usually around 60%). Care should be taken to remove as much of this
debris as possible. Subsequently fresh prewarmed medium is applied without thymidine
and/or puromycin.

3. Typically at 18 h after release from the thymidine block, cells are harvested by trypsiniza-
tion. To prepare the cell pellets, harvest 0.3–1 × 107 cells by trypsinization. As Plk-1
depletion leads to enrichment in mitotic cells, care should be taken not to lose the mitotic
cells during harvesting of the cells. Therefore, pool the culture medium, PBS wash buffer
and trypsinized cells for each sample in a single 15-mL tube, and pellet the cells by cen-
trifugation (500g for 5 min at 4°C). Other time-points can be taken, depending on the cell
cycle phase of interest.

4. After centrifugation of the cells, carefully aspirate the supernatant and wash the cell pel-
let with 5 mL PBS. Pellet the cells by centrifugation (500g for 5 min at 4°C). Aspirate the
supernatant carefully, and proceed to Subheading 3.2.4. for biochemical analysis of the
cells or to Subheading 3.2.5. for flow cytometric analysis of cell cycle progression.

3.2.4. Biochemical Analysis of Cell Cycle Progression
1. The cells prepared as described in Subheading 3.2.3. can now be used to prepare lysates

for biochemical analysis. To analyze Plk-1 kinase activity, proceed to Subheading 3.1.1.,
step 3. To analyze the expression of various mitotic markers, a total cell lysate is pre-
pared by lysing the cells in 500 µL 2X sample buffer. If the lysates are too viscous to
pipet properly, lysates can be sheared with a 1-mL syringe equipped with a 2-gage needle.

2. Transfer the lysates to Eppendorf tubes, and make a small hole in the lid of the tube with
the 25-gage needle. Heat the closed tubes for 5 min at 95°C. At this point, cell lysates can
be stored at –20°C for several weeks.
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3. Determine the protein concentration of the lysates with the Lowry assay (see Note 2).
4. Run 50 µg of total protein lysates per lane on an SDS-polyacrylamide gel (percentage

depending on the size of the protein to be analyzed), and transfer the proteins to a nitro-
cellulose membrane, using a regular Western blotting procedure.

5. Proteins are detected with the appropriate antibodies. We routinely check expression of
Plk-1 to check the efficiency of RNAi-mediated depletion and analyze for the presence/
absence of useful mitotic markers such as phospho-histone H3, cyclin A, or cyclin B. An
example is shown in Fig. 2B.

3.2.5. Flow Cytometric Analysis of Cell Cycle Progression
1. Resuspend the cell pellet prepared in Subheading 3.2.3. carefully in 100 µL PBS.
2. Fix the cells in 70% ethanol, by adding 5 mL of ice-cold 70% ethanol dropwise to the cell

suspension.
3. Incubate the cells at 4°C for at least 30 min. At this point, fixed cells can be stored in the

70% ethanol for up to 2 wk at 4°C.
4. Spin down the cells (500g for 5 min at 4°C), and carefully remove the supernatant.
5. Resuspend the cell pellet in the little bit of liquid that is left behind, add 5 mL PBS, and

collect the cells by by centrifugation (500g for 5 min at 4°C).
6. Remove as much as possible of the supernatant, and resuspend the cells in 100 µL PBS,

containing 1 µL anti-phospho-histone H3. Incubate for 3 h at room temperature.
7. Wash the cells with 5 mL of PBS/0.05% Tween-20, and collect the cells by centrifugation

(500g for 5 min at 4°C).
8. Remove as much as possible of the supernatant, and resuspend the cells in 100 µL PBS,

containing 1 µL Cy5-conjugated donkey antirabbit antibody. Incubate for 1 h at room
temperature; protect the samples from light.

9. Wash the cells with 5 mL of PBS/0.05% Tween-20, and collect the cells by centrifugation
(500g for 5 min at 4°C).

10 . Remove as much as possible of the supernatant, resuspend the cells in 500 µL DNA
staining buffer, incubate at 37°C for 15 min.

11. DNA profiles and phospho-histone H3 positivity can be analyzed by trivariate flow
cytometry using a fluorescence-activated cell sorter (FACS), equipped with a 488 nm and
a 633-nm light source, to excitate GFP, propidium iodide, and Cy5, respectively. (We use
a Becton Dickinson FACS-Calibur, equipped with a Argon 488 laser, and a helium/neon
diode to produce 633-nm light). To analyze the data, Cell Quest software (Becton
Dickinson) is used. A typical result is shown in Fig. 4.

4. Notes

1. All buffers should be prepared fresh on the day of the assays. We have found that longer
term storage of such solutions often leads to formation of precipitates and a reduction in
the measurable kinase activity.

2. To determine protein concentrations in lysates prepared with 2X sample buffer, cells
should be lysed with 2X sample buffer prepared without bromophenol blue and β-
mercaptoethanol. Then 5–10 µL of the lysates is transferred to clean Eppendorf tubes to
determine protein concentration using the Lowry assay. The remainder of the lysate is
supplemented with bromophenol blue and β-mercaptoethanol from a 20X stock. For the
Lowry assay, add 90 µL of distilled water in Eppendorf tubes. (Samples containing 10,
20, 50, or 100 µg of BSA in 5–10 µL of 2X sample buffer are included for calibration.)
Add 1 mL of Lowry buffer C, vortex, and incubate for 10 min at room temperature. Add
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100 µL of Lowry buffer D, vortex, and incubate at room temperature for 30 min. Protein
concentration is measured at 750 nm.

3. We use spectrin-GFP, rather than normal GFP, to analyze cell cycle profiles of trans-
fected cells, because regular GFP will leak out of the cells during fixation.

4. For protein determination of Plk kinase assay lysates, Bio-Rad assays are performed. To
this end, 10µL of Plk kinase assay lysate is added to 790 µL distilled water. Samples are
vortexed, and 200 µL Bio-Rad Protein Assay solution is added. Samples are incubated at

Fig. 4. Analysis of cell cycle progression of Plk-1–depleted cells by flow cytometry. U2OS
cells were transfected with 10 µg pSuper or pSuper-Plk-1 in combination with 1 µg green
fluorescent protein (GFP)-spectrin. At 18 h after transfection, cells were incubated in thymi-
dine for 24 h, to arrest cells at the G1/S border. At indicated time-points after thymidine release,
cells were harvested and fixed in ethanol. Mitotic cells were stained with rabbit anti-phospho-
histone H3 (pHistone H3) in combination with Cy5-conjugated donkey antirabbit antibody.
DNA was counterstained with propidium iodide, and 104 cells were analyzed on a Becton
Dickinson FACS-Calibur using CellQuest software.
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room temperature for 5 min. For calibration, 10 µg BSA in 10 µL Plk kinase buffer is
diluted in 790 µL of distilled water, and 200 µL Bio-Rad Protein Assay solution is added.
Protein concentration is determined at 595 nm.

5. We routinely immunoprecipitate Plk-1 directly following preparation of cell lysates in
Plk-1 lysis buffer. However, lysates can be stored overnight at 4oC before immunopre-
cipitation, or immunoprecipitation can be carried out for periods up to 48 h. Do not freeze
the lysates prior to kinase measurement. Both procedures result in suboptimal kinase
activities and should be avoided if possible.

6. As controls for Plk-1 kinase assays, it is advisable to carry out a number of additional
immunoprecipitation reactions, one leaving out the anti-Plk-1 antibody, one leaving out
the lysate, and one with another unrelated antibody. Also, as a means to rule out contami-
nation of the immunoprecipitate with casein kinase II, one can do the kinase reaction in
the presence of 500 µg/mL heparin or 10 mM unlabeled GTP. Casein kinase II is inhib-
ited by heparin, and can substitute ATP for GTP as a phosphate donor in the kinase reac-
tion, whereas Plk-1 cannot (22).

7. At present, not much is known about the determinants of a good targeting sequence for
RNAi. We find that target site selection is basically a question of trial and error. Some of
our most efficient targeting constructs do not adhere to any published rules, and some that
do fail to downregulate their target efficiently.
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The Ipl1/Aurora Kinase Family

Methods of Inhibition and Functional Analysis
in Mammalian Cells

Claire Ditchfield, Nicholas Keen, and Stephen S. Taylor

Summary

The Ipl1/Aurora family of protein kinases are required for accurate chromosome segrega-
tion. Because members of this family are often overexpressed in human tumors, they have
recently received much attention, both from the academic community and the pharmaceutical
industry. Indeed, two small molecule Aurora kinase inhibitors have recently been described. In
this chapter, we describe several methods for investigating the function of the Aurora kinases,
focusing on Aurora B. We describe the use of the small-molecule inhibitor ZM447439, RNA
interference, and overexpression of a catalytic mutant. All of these methods have proved useful
in studying Aurora B as well as validating it as a potential anticancer drug target. However,
while all three methods are useful for probing the function of Aurora B, each has inherent
advantages and disadvantages. Furthermore, because the mechanism underlying the inhibition
is different in each case, caution must be taken when interpreting the data.

Key Words
Mitosis; kinetochore; spindle checkpoint; Ipl1; Aurora B.

1. Introduction

Accurate chromosome segregation is essential for the maintenance of genomic sta-
bility. Several families of protein kinases play distinct roles throughout mitosis and
cytokinesis to ensure that each daughter cell inherits one complete copy of the genome.
Members of the Ipl1/Aurora family of protein kinases are key regulators of both chro-
mosome segregation and cytokinesis (1–4). The founding members of this family are
Ipl1p from Saccharomyces cerevisiae (5) and aurora from Drosophila melanogaster
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(6). Although the yeasts contain a single Aurora kinase, higher eukaryotes such as
worms, flies, and frogs contain at least two family members. Three kinases, Aurora A,
B, and C, have been identified in humans. These three proteins range in size from 309
to 403 amino acids and share 67–76% sequence identity in their catalytic domains,
located at the C-terminus. In contrast, the N-terminal domains, which vary in size, do
not share any obvious sequence similarity (2).

The three human Aurora kinases are cell cycle-regulated, with both their protein
levels and their activity peaking during G2 and mitosis. However, the subcellular lo-
calization patterns of each protein are distinct (Fig. 1). Aurora A associates mainly
with the centrosome and mitotic spindle throughout mitosis, whereas Aurora B is a
chromosome passenger protein, localizing to centromeres in early mitosis, then trans-
ferring to the spindle midzone upon the onset of anaphase, and finally accumulating at
the midbody in telophase (1–3). In many organisms Aurora A has been shown to play
a role in centrosome separation and/or maturation (6–8). Aurora B functions in a com-
plex with two other passenger proteins, inner centromere protein (INCENP) and
Survivin, and plays multiple roles in chromosome segregation and cytokinesis (1).
Aurora B has been shown to be required for the phosphorylation of histone H3, chro-
mosome alignment, and spindle checkpoint control. The function of Aurora C is un-
known, but it is expressed primarily in the testis and localizes to centrosomes only at
the very latter stages of mitosis (9).

Interest in the Aurora family of protein kinases rose following the discovery that
they are overexpressed in many human tumors (10–12). The Aurora A gene maps to
chromosome 20q13, a region often amplified in human cancers, and overexpression of
Aurora A in Rat-1 fibroblasts leads to transformation, centrosome amplification, and
genomic instability. Furthermore, cells overexpressing wild-type Aurora A, but not a
kinase dead mutant, form tumors when injected into nude mice (10). More recently,
quantitative trait loci mapping has identified Aurora A as a low-penetrance cancer
susceptibility gene in both mouse and humans (13). In addition, overexpression of
Aurora A induces taxol resistance (14). As a result, the Aurora kinases are being con-
sidered as potential targets for novel anticancer drugs.

Although the Auroras have been extensively studied over the last few years, it is
still unclear how exactly the different kinases function during mitosis. One informa-
tive way to investigate the role of a particular protein is to inhibit its function in cul-
tured cells and then analyze the resulting phenotypes. This should then provide insight
into the processes for which the protein is normally required. Several different strate-
gies can be used to inhibit protein function in human cells including gene targeting,
RNA interference (RNAi), antibody injection, or ectopic overexpression of mutants.
When analyzing the role of a protein kinase, it is also possible to overexpress catalytic
mutants or inhibit catalytic activity directly through the use of small molecules. Each
technique inhibits protein function by a different mechanism, and therefore care must
be taken when interpreting the phenotypes observed. For example, small molecules
such as ZM447439 and Hesperadin directly inhibit Aurora kinase activity without
altering protein localisation or expression level (15,16).
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Fig. 1. Subcellular localization of Aurora A and B during (A) prophase, (B) prometaphase, (C) metaphase, (D) anaphase, and (E) telophase.
Human DLD-1 cells were fixed and stained (A'–E') to detect Aurora A (red), Aurora B (green), and DNA (blue). Image stacks were taken,
deconvolved and projected onto a single plane.
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There are several additional advantages to using small molecules. First, they are
readily absorbed by the cell, and therefore Aurora kinase activity is inhibited across
the entire population of cells. Second, their action is rapid, allowing the drugs to be
added at specific time-points during the cell cycle. In contrast, gene knockouts, RNAi-
mediated repression, or overexpression of kinase mutants take longer to act and rely
on good transfection efficiency or the generation of stable cell lines. Moreover, these
techniques alter the amount of the protein present in the cell, which may have other
consequences in addition to simply reducing kinase activity. This is exemplified by
recent Aurora B studies in which inhibition by either small molecules, RNAi, anti-
body injection and overexpression of a kinase mutant yielded similar but not identical
phenotypes (15–18). These differences probably arise because inhibition of Aurora B
with a small molecule does not mislocalize Aurora B or Survivin, suggesting that the
Aurora B/INCENP/Survivin complex is still intact (15). In contrast, repression of
Aurora B or overexpression of a kinase mutant does mislocalize INCENP and Survivin
(15,19), indicating that disruption of the Aurora B/INCENP/Survivin complex has
consequences additional to simple inhibition of Aurora B kinase activity. Following
on from these recent observations, this chapter focuses on three different strategies to
inhibit Aurora B in cultured cells and then describes several assays that can be used to
analyze the resulting phenotypes.

2. Materials
1. Chemicals used should be of the best grade available, and all solutions should be pre-

pared with distilled water unless otherwise stated.
2. ZM447439 (AstraZeneca): prepare a 10 mM solution in sterile dimethylsulfoxide

(DMSO), and store in small aliquots at –20°C to avoid freeze–thaw cycles. It is stable for
up to 6 mo. On the day of the experiment dilute ZM447439 in media, and use at a final
concentration of 2 µM.

3. Culture media: Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10%
fetal boving serum (FBS), 100 U/mL penicillin, 100 µg/mL streptomycin, and 2 mM L-
glutamine (all from Invitrogen).

4. TA-HeLa cells (20) and DLD-1 cells (American Type Culture Collection).
5. Thymidine (Sigma): prepare a 200 mM solution in water, filter-sterilize, and store at 4°C.

Make up fresh for each synchronization experiment.
6. Nocodazole (Sigma): prepare a 5 mg/mL solution in DMSO, and store at –20°C in aliquots.

Dilute in media on the day of the experiment to a final concentration of 0.2 µg/mL.
7. Optimem (Invitrogen).
8. Oligofectamine (Invitrogen): store at 4°C for up to 12 mo. Mix gently before use to en-

sure the lipid is evenly dispersed.
9. siRNA oligos can be purchased from various manufacturers as purified and annealed

duplexes. Reconstitute, and store in small aliquots at –20°C.
10. 2X CaCl2 and 2X HBS are part of the Profection Mammalian Transfection System Cal-

cium Phosphate from Promega. The solutions are aliquoted and stored at –20°C. Use a
fresh aliquot each time to avoid freeze–thaw cycles.

11. Transfection serum: FBS from Hyclone (Pierce and Warriner, cat. no. SH30070.03).
12. PBST: phosphate-buffered saline (PBS) containing 0.1% Triton X-100.
13. Blocking solution: 5% nonfat milk in PBST.



The Ipl1/Aurora Kinase Family 375

14. MPM-2 FSE conjugate (Upstate Biotechnology): store at –20°C in the dark, and use at a
final concentration of 1.25 µg/mL.

15. Antiphospho-Histone H3 (Upstate Biotechnology): the antibody is aliquoted and stored
at –20°C, with a working aliquot stored at 4°C to avoid freeze–thaw cycles. Use at 1:200.

16. Sheep polyclonal antibodies against Bub1 and BubR1 have been made in the laboratory
and are routinely used for immunofluorescence analysis (21). Store current aliquot at
4°C, and use at 1:1000. Mouse monoclonal antibodies are now available commercially
from Chemicon and give good kinetochore staining when used at a dilution of 1:1000
(unpublished data).

17. Anti-Aim1, a mouse monoclonal antibody that detects Aurora B (Transduction Laborato-
ries): store at –20°C and use at 1:200. We also use a sheep polyclonal antibody against
human Aurora B that was made in the laboratory (1:1000) (15).

18. Cy2-, Cy3-, and Cy5-conjugated secondary antibodies (Jackson ImmunoResearch): re-
constitute, and add an equal volume of 100% glycerol, store at –20°C, and use at 1:500.

19. Mounting media: 90% glycerol, 20 mM Tris-HCl, pH 8.0.

3. Methods
3.1. Approaches to Inhibit Aurora Function

The following section outlines three different strategies for effective inhibition of
Aurora B function in cultured cells. In particular, it describes how the small molecule
ZM447439 can be used to inhibit Aurora kinase activity in cells synchronized either at
the G1/S boundary or in mitosis. By analyzing synchronous populations of cells that
have been released into the inhibitor, it is possible to determine the effect of inhibiting
Aurora kinase activity on progression through the cell cycle and the exit from mitosis,
respectively.

3.1.1. Cell Cycle Analysis Following Release from G1/S

This method has been routinely used in the laboratory to synchronize cells at the
G1/S boundary following a double thymidine block (see Note 1).

1. Plate HeLa cells at a density of 3.5 × 105 cells per 100-mm dish in 10 ml culture media,
and grow overnight.

2. Add 100 µL thymidine (200 mM) to each dish to give a final concentration of 2 mM, and
incubate for 16 h overnight.

3. Wash the cells twice with 5 mL PBS and return to 10 mL normal culture media for at least
8 h. After 8 h, re-add 100 µL thymidine (200 mM) to each dish and incubate for a further
14-16 hours overnight.

4. Wash the cells twice with 5 mL PBS, and return to 8 mL normal culture medium contain-
ing 2 µM ZM447439 or 0.02% DMSO to control for the solvent. The cells can be har-
vested at various time points as they continue through the cell cycle and then analyzed by
fluorescence-activated cell sorting (FACS), Western blot, or cytospin/immunofluores-
cence as described in Subheading 3.2.

3.1.2. Cell Cycle Analysis Following a Nocodazole Block and Release

This method has been routinely used in the laboratory for analyzing cells as they
exit mitosis. Cells are treated with nocodazole for 12–14 h overnight to accumulate
cells in mitosis (see Note 2). Mitotic cells are then harvested by selective detachment
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or “shake-off” and replated into media containing different drug combinations, allow-
ing cells to be analyzed at different time-points following release from the nocodazole
block.

1. Plate HeLa cells at a density of 2 × 106 cells per 150-mm dish in 20 mL culture media, and
grow overnight. The following evening, add nocodazole to a final concentration of 0.2
µg/mL, and incubate for 12–14 h overnight.

2. To harvest the mitotic cells by “shake-off,” transfer the media to a 50-mL Falcon tube,
gently tap the dish to dislodge any rounded-up mitotic cells, and transfer them to the tube
of media. Pellet the cells at approx 110g for 3 min, aspirate the supernatant, and resus-
pend at a density of approx 0.5–1 × 106 cells/mL.

3. Add 1 mL cells per 100-mm dish containing 9 ml culture media plus drug at the appropri-
ate concentration, and incubate at 37°C in a CO2 incubator. Harvest the cells at the time-
points of interest and then analyze by FACS, Western blot, or cytospin/
immunofluorescence as described in Subheading 3.2.

3.1.3. Repression of Aurora B by RNAi
The process of RNAi results in the specific and efficient posttranscriptional silencing

of gene expression in mammalian cells through the transfection of short interfering RNAs
(siRNAs). The following procedure is adapted from Elbashir et al. (22) and results in
effective repression in both HeLa and DLD-1 cells, 24–48 h post transfection.

1. Plate 500 µL DLD-1 cells at a concentration of 1 × 105 cells/mL into 24-well plates in
culture media without antibiotics, and grow overnight to achieve 30–50% confluency on
the day of transfection.

2. Set up two Eppendorf tubes for each well to be transfected. In tube A, dilute 3 µL of a 20
µM stock of oligonucleotide (see Note 3) into 39 µL Optimem (see Note 4). In tube B,
dilute 3 µL Oligofectamine reagent into 5 µL Optimem. Incubate for 10 minutes at room
temperature. Combine the contents of tubes A and B, mix by gentle pipeting, and incu-
bate at room temperature for a further 20 min.

3. Wash the cells once with Optimem, and add 200 µL per well. Overlay 50 µL of the oligo-
nucleotide–lipid complex onto the cells, and incubate for 4 h at 37°C in a humidified 5%
CO2 incubator.

4. Following incubation, add 500 µL growth media containing 20% FCS to each well.
5. Assay for gene expression 24–48 h after transfection.

3.1.4. Calcium Phosphate Transfection of Wild-Type and Kinase Mutant
(K106R) Aurora B

The method of calcium phosphate transfection used in our laboratory routinely
results in excellent transient transfection of the TA-HeLa cell line. Typically,
about 50% of cells express Myc-Aurora B when transfected with the pcDNA3
wild-type or K106R Aurora B plasmids.

1. All small-scale transfections are performed on cells grown on 19-mm glass cover slips.
Float a piece of Parafilm on water in a tissue culture dish, and aspirate away the water so
that the film adheres. Place coverslips onto drops of water on the parafilm, and again
aspirate away the water until the cover slips are secure. Wash the cover slips twice with
distilled water, and sterilize under a UV light. Plate 450 µL HeLa cells at a concentration
of 6 × 104 cells/mL onto each cover slip, and incubate overnight.
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2. One hour prior to performing the transfection, prefeed the cells with 450 µL fresh culture
media.

3. Set up one Eppendorf tube for each transfection and add 30 µL 2X CaCl2 and 2 µg DNA
(see Note 5). Add 30 µL 2X HBS to each tube while gently mixing with the pipet tip.
Ensure that the contents are thoroughly mixed by swiping the tube along the grid at the
front of the tissue culture hood.

4. Incubate at room temperature for 20 min to allow the precipitates to form. Add 400 µL
prewarmed fresh media containing 10% serum (see Note 6). Aspirate the media from the
cells, and immediately add 450 µL of the transfection mix. Return the cells to the incuba-
tor, and leave for approx 16 h overnight.

5. The following morning, wash each cover slip four times with prewarmed culture media,
and then incubate for a further 24 h before analyzing for protein expression.

3.2. Analyzing the Effect of Inhibiting Aurora B Function
Once Aurora B function has been effectively inhibited by any of the methods de-

scribed in Subheading 3.1., the cells can be processed and analyzed by a variety of
techniques. The methods described here have been extensively used in the laboratory
to look at cell cycle progression, the phosphorylation status of histone H3, and the
localization of various spindle checkpoint proteins by immunofluorescence.

3.2.1. Flow Cytometry and MPM2 Staining
Flow cytometry analysis of cells that have been stained with propidium iodide and

the MPM-2 antibody enables both DNA content and mitotic index to be determined,
respectively.

1. Transfer the medium from the culture dish into a 15 mL Falcon tube to collect any float-
ing cells, rinse the dish once with PBS, and transfer to the same Falcon tube. To harvest
the remaining adherent cells, add 1 mL trypsin/EDTA to the cell monolayer, and incubate
at 37°C for 5 min.

2. Meanwhile, centrifuge the contents of the tube at 110g for 3 min, and aspirate the super-
natant. Collect the trypsinized cells in 5 mL PBS, transfer to the appropriate Falcon tube,
and centrifuge at 110g for a further 3 min. Aspirate the supernatant, and resuspend the
cell pellet in 200 µL PBS.

3. Fix the cells by adding 500 µL –20°C ethanol dropwise while gently vortexing, and store
at –20°C overnight.

4. Add 5 mL PBS to the ethanol-fixed samples, and centrifuge at approx 440g for 5 min.
Aspirate the supernatant, and wash once more with 5 mL PBS.

5. Dilute the MPM-2 antibody 1:500 in PBS, and resuspend the cell pellet in 200 µL of
antibody solution. Incubate for 1 h on ice in the dark.

6. Wash the cells twice with 5 mL PBS. Make up the propidium iodide/RNase A solution by
adding 8 µL propidium iodide (5 mg/mL stock) and 5 µL RNase A (5 mg/mL stock) per
1 ml PBS, and resuspend the cell pellet in 500 µL of this solution. Incubate for 30 min at
room temperature in the dark.

7. Place on ice until ready to analyze by flow cytometry to determine DNA content and
MPM-2 reactivity.

3.2.2. Immunofluorescence Analysis
Generally we use DLD-1 cells for immunofluorescence analysis as these cells re-

main relatively flat during mitosis. It is important to consider which protein is to be
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studied before fixing the cells, as different antigens require different fixation condi-
tions. Most of the centromeric and kinetochore proteins are analyzed following fixa-
tion with 1% formaldehyde in PBST. However, we routinely use methanol fixation for
preserving microtubules.

3.2.2.1. FORMALDEHYDE FIXATION

1. Place 19-mm glass cover slips on a piece of Parafilm in a tissue culture dish as described
in Subheading 3.1.4. (step 1), wash twice with distilled water, and sterilize under a UV
light. Plate 450 µL DLD-1 cells, at a concentration of 12 × 104 cells/mL, onto the steril-
ized cover slips, and grow for 48 h.

2. Prepare a 1% formaldehyde solution in PBS. Aspirate the media from the cells, and fix in
1% formaldehyde for 5 min at room temperature.

3. Wash the coverslips three times with PBST. Add 200 µL blocking solution (5% nonfat
milk in PBST), and block at room temperature for 20 min.

4. Dilute the primary antibodies in blocking solution and apply 100 µL to each coverslip.
Incubate for 30 minutes at room temperature.

5. Wash the cover slips three times with PBST. Dilute the secondary antibodies in blocking
solution, apply 100 µL to each cover slip, and incubate for a further 30 min at room
temperature.

6. Wash three times with PBST. Add 100 µL Hoechst solution (stock 10 mg/mL in water,
diluted 1:10,000 in PBST) to stain the DNA, and incubate for 2 min at room temperature.
Wash once with PBST.

7. Apply a drop of mounting media in the center of a microscope slide, and carefully invert
the cover slip onto the slide. Aspirate any excess mounting media and seal the edges with
nail varnish. Clean the back of the cover slips with water to remove any PBS salts, and
then view under a fluorescence microscope.

3.2.2.2. METHANOL FIXATION

1. Place 19-mm glass cover slips on a piece of parafilm in a tissue culture dish as described
in Subheading 3.1.4. (step 1), wash twice with distilled water and sterilise under a UV
light. Plate 450 µL Dld-1 cells, at a concentration of 12 × 104 cells/mL onto the sterilised
coverslips and grow for 48 h.

2. Immerse the cover slip in a beaker of PBS to remove serum proteins, drain on a piece of
filter paper and immediately immerse in a beaker of –20°C methanol for 20 s. Transfer
the coverslip into a 6-well plate (cell side upward) containing 3 mL –20°C methanol, and
incubate the plate at –20°C for 10 min to fix the cells.

3. Remove the cover slip from the methanol, rinse in a beaker of PBS, and return to the
tissue culture dish. Aspirate any remaining PBS from the cover slip, and wash twice with
500 µL PBST.

4. Block and incubate with the relevant antibodies as in Subheading 3.2.2.1. (steps 4–7).

3.2.3. Cytospin and Phospho-Histone H3 Staining
The method of cytospin immunofluorescence is particularly useful for analyzing

cells in suspension or when a large proportion of the cells are mitotic. The mitotic
cells round up and become detached from the culture dish; hence they are easily lost
during normal fixation procedures. In this method both floating and adherent cells
are collected and then spun onto glass slides, allowing the total cell population to be
analyzed.
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1. Transfer the medium from the culture dish into a 15-mL Falcon tube to collect any float-
ing cells, rinse the dish once with PBS, and transfer to the same Falcon tube. To harvest
the remaining adherent cells, add 1 mL trypsin/EDTA to the cell monolayer, and incubate
at 37°C for 5 min.

2. Meanwhile, centrifuge the contents of the tube at approx 110g for 3 min, and aspirate the
supernatant. Collect the trypsinized cells in 5 mL PBS, transfer to the appropriate Falcon
tube, and centrifuge at approx 110g rpm for a further 3 min. Aspirate the supernatant and
resuspend the cell pellet in 200 mL PBS.

3. Dilute the cell suspension in PBS to a concentration of approx 1 × 106 cells/mL. Load 50
mL into a cytospin centrifuge, and centrifuge at approx 250g for 2 min to spin the cells
onto a glass microscope slide. Fix the cells by immersing the slide in a Coplin jar contain-
ing 40 mL of 1% formaldehyde in PBS, and incubate for 10 min at room temperature.
Wash the slides in a Coplin jar of PBST, and then immerse in blocking solution and
incubate at room temperature for 20 min.

4. Remove the slides from the Coplin jar, and drain any excess liquid. Dilute the phospho-
histone H3 antibody (1:200) in blocking solution, and then apply 100 mL onto the cells.
Use a small piece of Parafilm as a flexible cover slip to prevent the cells from drying out,
and incubate at room temperature for 30–45 min.

5. Wash by immersing in PBST, and then repeat step 4 above, applying 100 mL of Cy3
donkey antirabbit secondary antibody, diluted 1:500 in blocking solution.

6. Wash in PBST, incubate in Hoechst solution (1:1000 diluted in PBST) for 2 min, and then
wash in PBST.

7. Apply a drop of mounting media over the cells on the microscope slide, and carefully
mount a cover slip. Aspirate any excess mounting media, and seal the edges with nail
varnish. Carefully clean the slides with water to remove any PBS salts, and then view
under a fluorescence microscope.

4. Notes
1. The critical stage in a double thymidine block is the release period following the first

overnight block with thymidine. For HeLa cells, an 8-h release period is sufficient to
allow all the cells to pass through S-phase into G2, but this may vary between cell lines. It
is possible to perform a single thymidine block; however, a second thymidine treatment
overnight will cause most cells to accumulate at the G1/S boundary.

2. For a nocodazole block and release experiment, the cells should only be treated with
nocodazole for 12–14 h because following prolonged periods the cells will eventually
exit mitosis and then commit to apoptosis (20). Following a 12-h nocodazole block,
approx 60–70% of the cells are in mitosis, and these cells are capable of maintaining
mitotic arrest for a further 4 h during the analysis period.

3. We have found that successful repression of Aurora B is obtained using the siRNA oligo
5'-AACGCGGCACUUCACAAUUGA-3'. Repression of Aurora A has been successfully
achieved using the oligo 5'-AAGCACAAAAGCUUGUCUCCA-3'. A 21-mer scrambled
oligonucleotide should be included as a negative control. It is possible to scale up the
reaction into 6-well plates if required, but cell density, the amount of oligo, and the vol-
ume of oligofectamine should be re-optimized. We plate 1.5 × 105 cells into each well of
a 6-well plate and grow overnight. For the transfection, 10 µL oligo is diluted in 175 µL
transfection media, and 6 µL oligofectamine is diluted in 9 µL transfection media. After
the 4-h incubation period with the transfection mix, the cells are overlaid with 2 mL
growth media containing 20% FCS.
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4. In general, most transfections are carried out in serum-free media without antibiotics
(Optimem). However, for HeLa cells, the transfection efficiency is increased in the
presence of serum, so we use normal culture media (DMEM) without the addition of
antibiotics.

5. DNA from Qiagen maxipreps (2 µg at a concentration of 0.5 µg/µL) or from Promega
Wizard Plus minipreps (8–10 µL of plasmid DNA if a 1.5 mL culture is eluted in 50 µL
TE) gives good results, although the efficiency can vary with different plasmids, so it is
worth testing both methods of purification.

6. The pH of the media and source of the serum are critical to the success of calcium phos-
phate transfections. We use fresh DMEM (frozen aliquots) and FBS from Hyclone (Pierce
and Warriner, cat. no. SH30070.03) The color of the DNA/CaPO4/media mix should be
“peachy” in color, not pink/purple.
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Purification of the Ndc80 Kinetochore Subcomplex
From Xenopus Eggs

Mark L. McCleland and P. Todd Stukenberg

Summary
The identification of protein binding partners often facilitates understanding of protein com-

plex function. However, identifying binding partners has proven difficult because proteins are
often bound to insoluble structures or are only present during certain stages of the cell cycle.
Fortunately, Xenopus eggs stockpile many proteins, which are typically insoluble, as soluble
subcomplexes to facilitate rapid early embryonic divisions. We exploited this by developing a
purification scheme using Xenopus egg extracts to isolate Coomassie-stainable amounts of the
xNdc80 kinetochore complex. In this scheme Xenopus eggs are directly made into a mitotic
high-speed supernatant and then flowed over three chromatographic columns: heparin, Mono-
Q, and Superose 6 gel filtration columns. A final immunoprecipitation is then performed from
the peak Superose 6 column to yield Ndc80 complex purified to homogeneity. With minor
modification and manipulation of Xenopus egg extracts, this protocol can easily be adapted for
purification of other protein complexes.

Key Words
Mitosis; kinetochore fractionation; Ndc80 complex; protein complex purification; Spc24;

Spc25; Xenopus extract.

1. Introduction
Kinetochores are key regulators of mitosis that link chromosomes to the mitotic

spindle (reviewed in ref. 1). The kinetochore is a large insoluble complex composed
of over 30 proteins that assembles on centromeric heterochromatin from prometaphase
to telophase. Although many kinetochore components have been identified, there are
still many kinetochore proteins that have yet to be discovered. One reason for this is
that whole kinetochores have not been biochemically purified. Biochemical purifica-
tion of kinetochores has been difficult for two reasons. First, functional kinetochores
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only exist during mitosis, and many of the identified components are synthesized in
late G2 and degraded at the end of mitosis. This means that the components are very
rare in most tissues and asynchronous cell lysates. Second, throughout mitosis most of
the components are tightly associated on mitotic chromosomes and therefore not ame-
nable to chromatographic separation. Recently it has become clear from work in Xe-
nopus and yeast that many kinetochore components are found in subcomplexes with
other kinetochore proteins that, upon entry into mitosis, assemble onto a constitutive
inner kinetochore anchor (2,3). Unlike whole kinetochores, these subcomplexes are
soluble and can be biochemically fractionated. We and others have exploited the sub-
assembly nature of the kinetochore to purify kinetochore subcomplex components and
identify novel proteins.

In this chapter we will describe our purification of the Ndc80 kinetochore
subcomplex from Xenopus egg extracts, a procedure that identified two novel kineto-
chore proteins, which we have named Spc24 and Spc25. The largest member of the
Ndc80 complex, Hec1/Ndc80, was first identified in a two-hybrid interaction as a pro-
tein that interacts with human retinoblastoma protein (4). The Lee group produced
high-quality antibodies that localized the protein to the kinetochore, and injections of
the antibodies showed phenotypes consistent with important kinetochore functions.
This work was highlighted when the Kilmartin group purified the spindle pole com-
plex from budding yeast and identified a homolog to Hec1 (5). After characterization
they named the protein Ndc80, as the phenotypes were reminiscent of a core budding
yeast kinetochore component, Ndc10. Purification of budding yeast Ndc80 complex
identified a four-protein complex with three other presumptive spindle pole proteins
Nuf2, Spc24, and Spc25 (6–8). All four proteins were characterized in budding yeast
and shown to be kinetochore components that have important roles in microtubule
attachment, spindle checkpoint signaling, and chromosome segregation.

Sequence homology identified vertebrate and worm homologs to Hec1/Ndc80 and
Nuf2, and both proteins were subsequently shown to be key kinetochore components
with roles in microtubule attachment, spindle checkpoint signaling, and kinetochore
assembly (3,9,10). Metazoan homologs of Spc24 or Spc25 could not be found using
sequence alignment algorithms, so we set out to purify the complex from Xenopus egg
extracts by following Ndc80 and Nuf2 through multiple chromatographic steps with
antibodies against each protein. We developed a procedure that started with a clarifi-
cation spin followed by three conventional steps (heparin, Mono-Q, and Superose 6),
which we estimate gave us 1000-fold purification. This was followed by an immuno-
precipitation that purified the complex to homogeneity. Mass spectrometry analysis of
the four Coomassie stained bands identified xNdc80, xNuf2, and two proteins that
were encoded by expressed sequence tags of unknown function. Since the novel pro-
teins had limited sequence homology to yeast Spc24 and Spc25, and similar coiled-
coil structure, bound both Nuf2 and Ndc80, and localized to kinetochores, we
designated them as homologs of Spc24 and Spc25.

The following protocol generated Coomassie-stainable amounts of protein for protein
identification from the eggs of only eight frogs. We feel that an important reason for the
success of the project was the choice of Xenopus extracts as the protein source for puri-
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fication. In somatic cell cycles the complex is only present from late G2 through mitosis.
However, in the Xenopus embryo the complex is stockpiled in a soluble form to facilitate
rapid early embryonic cell divisions. Moreover, since the extracts have no chromatin, the
subcomplexes cannot assemble into kinetochores and therefore are amendable to chro-
matography. Many chromatin and signaling components are similarly stockpiled in solu-
bilized forms in Xenopus extracts, so it is likely that the general methodology described
here would be amenable to purify other chromatin-bound complexes.

2. Materials
2.1. Clarified Mitotic Egg Lysate

1. 1X MMR: 100 mM NaCl, 2 mM KCl, 1 mM MgCl2, 2 mM CaCl2, 0.1 mM EDTA, 5 mM
HEPES, pH 7.8. A 20X stock is prepared, titrated with NaOH to pH 7.8, and stored at
room temperature.

2. The protocols for handling and care of Xenopus laevis have been well documented and
will not be covered here. For purification, we started with the eggs of eight frogs that
were primed with pregnant mare serum gonadotropin (PMSG). Eggs were laid into 8 L of
20°C MMR overnight.

3. Dejelly buffer: 2% cysteine (Sigma), 100 mM KCl, 0.1 mM CaCl2, 1 mM MgCl2 pH 7.7.
This buffer must be made just before use.

4. EB: 80 mM β-glycerol phosphate (Sigma), 20 mM EGTA, 1 mM MgCl2.
5. EB+++: EB supplemented with 1 mM dithiothreitol (DTT), 1 µM ATP (pH 7.5), 1 mM

microcystin LR (Alexis), 10 µg/mL leupeptin, 10 µg/mL pepstatin, and 10 µg/mL
chymostatin. The leupeptin, pepstatin, and chymostatin should be dissolved in dimethyl
sulfoxide at 10 mg/mL and stored in small aliquots at –20°C.

2.2. Chromatography
1. Slyde-A-Lyzer Dialysis cassettes, 10,000 MWCO 3–15-mL capacity (Pierce, cat. no.

66410), 0.5–3-mL capacity (cat. no. 66425).
2. Microcon Centrifugal Filter Concentrators (Amicon, cat. no. 42407).
3. 25 mL Affi-Gel Heparin Gel (Bio-Rad, cat. no. 153-6173) bought in bulk and packed in a

C 10/40 column (Amersham-Pharmacia),1 mL Mono-Q (Amersham-Pharmacia), 24 mL
Superose 6 HR 10/30 (Amersham-Pharmacia).

4. Heparin buffer: 20 mM MES, pH 6.8, 0.1 mM EDTA, 1 mM DTT, and 10 mM NaCl.
5. Q buffer: 20 mM Tris-HCl, pH 8.0, 0.1 mM EDTA, 1 mM DTT, and 10 mM NaCl.
6. Superose buffer: 10 mM K-HEPES, pH 7.7, 300 mM NaCl, 1 mM MgCl2, and 50 mM

sucrose.

2.3. Immunoprecipitation
1. 100 µL of Affi-prep (Bio-Rad) protein-A beads covalently coupled using

dimethylpimylimidate (Pierce) to 100 µg of rabbit IgG (Sigma) or 100 µg anti-Ndc80
antibodies according to the methods in Harlow and Lane (11).

2. IP wash buffer 1: 10 mM K-HEPES, pH 7.7, 350 mM NaCl, 1 mM MgCl2, 0.05% Triton
X-100, and 50 mM sucrose.

3. IP wash buffer 2: 10 mM Tris-HCl, pH 7.0, 50 mM NaCl.
4. IP elution buffer: 0.1 M glycine pH 2.5 made fresh.
5. 100% Trichloroacetic acid w/v (TCA) is made up by adding 227 mL H2O to 500 g TCA

(Fisher, cat. no. 322-500) and stored at 4°C.
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6. Na-deoxycholate is diluted to 125 µg/mL from a 10 mg/mL stock stored at –20°C.
7. 5–20% gradient gels for SDS-PAGE (Bio-Rad) were purchased, and all buffers for SDS-

PAGE and Commassie stain were 0.2-µm-filtered to make samples clean for subsequent
mass spec analysis.

3. Methods
3.1. Clarified Mitotic Egg Lysate

The following is a protocol for a diluted, clarified lysate (clarified mitotic egg ly-
sate [MOE]) that is quite different from the classic cytostatic factor (CSF) arrested egg
extracts developed by Lohka and Masui and then improved by Murray and Kirschner
(12–14). This protocol was developed by Jian Kuang (M.D. Anderson) as a method to
generate lysate rapidly for biochemical fractionation of proteins and maintain the mi-
totic phosphorylation status of proteins found in Xenopus eggs (15). Its major advan-
tages are its relative ease and speed for obtaining clarified protein for chromatography.
Moreover, the mitotic kinases are much more stable than in standard CSF extracts and
maintain full kinase activity after quick freezing and long-term storage at –80°C.

1. Five to 7 d before lysate preparation, eight frogs are primed with 50 U of PMSG injected
into the dorsal lymph sac with a 27-gage needle.

2. Ovulation is induced by injecting 100 U of human chorionic gonadotropin (Sigma) into
the dorsal lymph sac of primed frogs with a 25- or 27-gage needle. Injections are per-
formed around 6:00 PM the night before lysate preparation, and the frogs are stored in
groups of two in 2 L of MMR at 20°C. Also, at least 4 L of MilliQ water is chilled to 20°C
overnight, and all buffers are made with the chilled water the next day.

3. Laid eggs are collected, and debris and poor quality eggs are removed.
4. The jelly coats of the eggs are removed by pouring off as much MMR as possible and

adding at least 4 vol of dejelly solution. The eggs are watched closely with occasional
gentle swirling (~3 min). Once the jelly coat is removed, the eggs will pack closely
together.

5. As soon as tight packing is detected, the eggs are washed at least four times in at least
6 egg volumes of MMR until the eggs are relatively clear of debris, jelly coats, and
lysed eggs.

6. The eggs are washed two times in 6 egg vol of EB.
7. As much EB as possible is removed, and 1 egg volume of ice cold EB+++ is added.

The eggs are placed on ice and lysed by pipeting up and down in a 25-mL pipet approx
20 times.

8. The lysate is centrifuged in a Beckman 50.2-Ti rotor at 184,000g for 1 h at 4°C.
9. After the spin the lysate has four separated layers. At the top is a thick yellow lipid layer;

the clear lysate (which contains most cytoplasmic proteins), a fluffy membrane layer, sits
on top of the dense gray/black yolk platelets. The clear lysate layer is carefully removed
using a peristaltic pump. Tubing is carefully placed through the lipid layer and the clear
lysate is pumped into an ice-cold 50-mL conical tube. If the lysate looks cloudy because
it is contaminated with either the lipid or membranes, it should be centrifuged again.

10. The lysate is quick-frozen in liquid N2 in 4-mL aliquots in 5 mL-Nalgene cryogenic vials
and stored at –80°C until use.

3.2. Chromatographic Purification of xNdc80 Complex
Purification of complexes should be carried out as quickly as possible to prevent

degradation or dissociation of potential complex members. Therefore, before we
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started the purification we ran small-scale test columns to determine how the Ndc80
complex would migrate over various columns. We found that the Ndc80 complex
bound to a heparin column and a Q column and ran as a large 1-MDa complex on a
Superose 6 gel filtration column. We ran the heparin column first because most pro-
teins flow through this negatively charged resin, allowing us to use a relatively small
column (16 ml), yet decrease the amount of total protein by approximately 10 fold.
This significant reduction in total protein allowed us to next run the heparin fractions
containing Ndc80 complex over a small 1-mL mono-Q column. The elutions off the Q
column were in a relatively small volume, which allowed for easy sample concentra-
tion with a Microcon concentrator and direct loading of complex containing fractions
on the Superose 6 column. Ndc80 and Nuf2 ran as the expected 1-MDa complex after
the Superose 6 column, confirming that the complex did not dissociate through the
purification. Superose 6 fractions containing Ndc80 and Nuf2 were precleared with
rabbit IgG and then incubated with anti-Ndc80 beads. Both sets of beads were subse-
quently washed and eluted with low pH. Elutions were TCA-precipitated and then run
on an SDS-PAGE gradient gel. Coommassie-stained proteins specific to the anti-
Ndc80 immunoprecipitation were excised and identified by mass spectrophotometry.
Depending on how your complex migrates over chromatographic columns, different
columns or different order should be considered.

1. 50 mL of MOE (~500 mg of protein) is thawed and centrifuged in a Beckman 50.2-Ti
rotor at 184,000g for 30 min at 4°C to ensure that the extract is clarified (see Note 5).

2. Slowly dilute the MOE with 200 mL of water containing 1 mM Microcystin to reduce
conductivity. To remove any protein precipitate that may have occurred during dilution,
spin the extract at 26,900g for 20 min in an SS-34 rotor at 4°C. All chromatography steps
are performed at 4°C to prevent protein degradation.

3. Equilibrate the 16-mL heparin column with 32 mL of heparin buffer at 2.5 mL/minute.
4. Use a peristaltic pump to load the 250 mL of extract directly onto the heparin column at

2.5 mL/min. Collect the flowthrough in case the complex does not bind the column. Wash
the heparin column with 80 mL (5 column vol) of heparin buffer. Elute bound proteins
with a 160 mL (10 column vol) linear gradient of heparin buffer and heparin buffer con-
taining 500 mM NaCl. Collect the heparin elutions in 5-mL fractions. Assay the fractions
by immunoblot analysis using antibodies to Ndc80 and Nuf2 (see Notes 2 and 3).

5. Pool fractions containing Ndc80 and Nuf2 and dialyze overnight using a Slyde-A-Lyzer
cassette into Q buffer.

6. Equilibrate a 1-mL mono-Q column with 5 mL of Q buffer at 1 mL/min.
7. Use a Dynal-loop or equivalent to load the dialyzed heparin fractions onto the mono-Q

column at 1 mL/min. Collect the flowthrough in case the complex does not bind the col-
umn. Wash the mono-Q column with 5 mL (5 column vol) of Q buffer. Elute bound
proteins with a 10 mL (10 column vol) linear gradient of Q buffer and Q buffer containing
500 mM NaCl. Collect the Q elutions in 0.3-mL fractions. Assay fractions by immunoblot
analysis using antibodies to Ndc80 and Nuf2.

8. Pool fractions containing Ndc80 and Nuf2, and concentrate the sample to approx 300 µL
by centrifugation in a Microcon device at 14,000g.

9. Equilibrate the Superose 6 column in 24 mL of Superose buffer at 0.4 mL/min.
10. Load the Q fractions onto the Superose 6 column with Superose buffer at a flow rate of

0.4 mL/min. Collect the Superose 6 column elution in 0.5-mL fractions. Assay fractions
by immunoblot analysis using antibodies to Ndc80 and Nuf2.
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3.3. Immunoprecipitation of the Ndc80 Complex
1. Pool the Superose 6 fractions containing Ndc80 and Nuf2. Preclear the pooled fractions

with 100 µL of Affi-prep protein A beads covalently coupled to 100 µg of rabbit IgG for
1 h at 4°C with rotation.

2. Remove the precleared beads by centrifugation at 2700g in a microcentifuge, and transfer
the supernatant to a tube containing 100 µL of Affi-prep protein A beads covalently
coupled to 100 µg of anti-Ndc80 antibody. Rotate the supernatant for 2 h with anti-Ndc80
beads at 4°C to allow maximal immunoprecipitation (see Notes 4 and 5).

3. Wash the precleared beads and anti-Ndc80 beads eight times with 1.5 mL of IP wash
buffer.

4. Wash both sets of beads two times in IP wash buffer 2.
5. Elute each set of beads four times with 300 mL of IP elution buffer (see Note 6). Combine

the elutions, and immediately add 60 µL (1/5 vol) of 1 M Tris-HCl, pH 8.0 to each elution.
6. Precipitate the 1.5 mL elutions by adding 18.75 µL of Na-deoxycholate (10 mg/mL) and

112.5 µL of 100% TCA. Incubate this mixture on ice for 30 min, and then centrifuge the
sample in a microcentrifuge at full speed for 15 min at 4°C.

7. Carefully remove the supernatant, and then wash pellets with 0.5 mL of –20°C acetone.
Centrifuge the sample again at full speed for 10 min at 4°C. Remove the acetone, and
allow the pellet to air-dry.

8. Resuspend the pellet in 40 µL of 1.5X SDS-PAGE sample buffer. Load 30 µL of the
sample on a Bio-Rad 5–20% gradient gel. Use running buffers that are 0.2 µM-filtered
(see Note 7).

4. Notes
A few general points that are important to consider when adapting this protocol to

purifications of other complexes.
1. Before starting the prep, we estimated the concentration of the complex using Western

analysis with recombinant proteins as standards. Therefore we knew that we started with
about 20 µg of Ndc80 and Nuf2 protein in 50 mL of lysate, and all we needed was a 5%
total recovery to give Coomassie-stainable material.

2. When one follows a protein complex through a purification by immunoblot, a number of
cross-reacting bands can appear that are not seen upon blotting a whole cell lysate. These
cross-reacting bands appear because proteins become highly concentrated during purifi-
cation (Fig. 1). Our ability to follow two proteins simultaneously in the complex was
critical to allow us to follow the complex correctly throughout the entire purification.
Moreover, we were careful not to overload SDS-PAGE gels with protein in order to re-
duce the number of cross-reacting bands.

3. The Western blot is rate-limiting in most steps of the procedure. We minimized the time
of many steps in the Western protocol by using minigels and testing to determine the
shortest time that we could block and incubate with primary and secondary antibodies.

4. The critical reagent for this complex purification was an antibody that both immunopre-
cipitation and western blots. We knew before our purification that our rabbit polyclonal
antibody could not only immunoprecipitate, but also immunodeplete the complex from
Xenopus extracts.

5. The major contaminant of many purifications with final IP steps is IgG. This can elimi-
nate the ability to detect proteins of 52–58 kDa and 22–28 kDa. Therefore, we thoroughly
prewashed our antibody beads with IP elution buffer just before using them. In the end
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the IgG beads were not detectable by Coomassie stain, but they were detected by mass
spectrometry.

6. We actually went through this purification twice with almost identical results. The step
that we modified in the second purification was the elution of the anti-Ndc80 immunopre-
cipitation. In the first purification we eluted the beads with 100 µL of SDS-PAGE sample
buffer for 10 min at room temperature, spun down the beads, removed the supernatant
(E1), then added fresh sample buffer, and boiled the beads (E2). To our surprise in E1
contained the three interacting proteins but not the bulk of Ndc80 (Figs. 1 and 2). Break-
ing of the antibody–antigen interaction required boiling in SDS, so the bulk of Ndc80 was
found in E2. This boiling also eluted a great deal of IgG. When we repeated the prep, we
used the acid elution described here, and all complex members were fully eluted without
noticeable amounts of IgG. (The results for the postive Coomassie gel will be published
elsewhere.)

7. The goal of the prep is to identify interacting proteins by mass spectrometry. To aid the
spectrometrist, one has to be careful to avoid contaminating proteins (mostly keratins)
during the IP and final gel.

Fig. 2. Visualization of the purified Ndc80 complex by Coomassie-stained SDS-PAGE. See
Note 6 for details. SDS, sodium dodecyl sulfate.
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